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Optimal Design and Dynamic Analysis of a Spring-Actuated
Cam-Linkage Mechanism in a Vacuum Circuit Breaker

Yaw-Hong Kang *, Hua-Chih Huang and Bo-Ya Yang

Department of Mechanical Engineering, National Kaohsiung University of Science and Technology,
Kaohsiung City 80778, Taiwan
* Correspondence: yhkang@nkust.edu.tw; Tel.: +886-07-3814526

Abstract: This study attempted to establish an optimal design and perform dynamic analysis for a
spring-actuated cam-linkage composite mechanism in a rated 12 kV, 25 kA vacuum circuit breaker
(VCB). The optimal design of the VCB mechanism involves two steps: the first step involves the
optimal design of the stiffness of closing springs and the cam profile, based on three-order polynomial
motion curve of the follower; the second step involves the optimal design of a four-bar linkage. To
minimize the surplus work in the VCB operating mechanism, the overall difference between the
general output force and general resistant force of the VCB operating mechanism during the closing
operation was adopted as the objective function to be minimized. Furthermore, the differential
evolution algorithm with the golden ratio (DE-gr), an efficient and accuracy metaheuristic algorithm,
was employed as the optimization method. The dynamic analysis of the optimal operating mechanism
was conducted using a MATLAB-coded program and verified by the multibody dynamic software
MSC-ADAMS. The dynamic analysis revealed that the optimal design of the VCB mechanism can
considerably decrease the average closing velocity of the movable contact and the Hertz stress
between the contact surface of the cam and the roller follower.

Keywords: vacuum circuit breaker (VCB); cam-linkage composite mechanism; differential evolution
(DE); Hertz contact stress

1. Introduction

Power circuit breakers (CBs) are the core switches of power systems that prevent
accidents by instantly interrupting abnormal currents, such as over current, short circuit,
and ground fault current. Therefore, CBs provide safe protection or control mechanisms
for electrical equipment. Several different types of power CBs have been developed using
air, oil, compressed air, SF6 gas, and vacuum as interrupting mediums [1]. The vacuum
circuit breaker (VCB), which extinguishes the arc in a vacuum interrupter and has favorable
features, such as small size, high efficiency and reliability, and easy maintenance; it is
often used to interrupt electric current in power transmission lines with voltages ranging
from 3.6 to 38 kV [2]. The cam-linkage composite operating mechanisms are extensively
employed in conventional VCBs to complete rapid opening and closing actions within
several tens of milliseconds [3]. Several studies have attempted designs and/or investi-
gated the dynamics of the operating mechanisms of CBs. Pisano et al. [4,5] experimentally
investigated and analyzed the dynamic response of a high-speed cam follower system.
Root et al. [6] optimized the design of the operating mechanism of Westinghouse Type R
VCBs. An integrated machine program (IMP) was embedded as an analysis routine within
an optimization algorithm, which was a pattern-search method coupled with a penalty
function of multipliers. Jobes et al. [7] presented type synthesis and optimal dimensional
synthesis of a controllable CB. Furthermore, the simulation, kinematic and dynamic analy-
ses of the optimal mechanism were performed and validated using the multibody dynamic
software Automated Dynamic Analysis of Mechanical Systems (ADAMS). Ahn et al. [3]

Machines 2023, 11, 150. https://doi.org/10.3390/machines11020150 https://www.mdpi.com/journal/machines1
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derived a dynamic model for a high-speed CB mechanism with a spring-actuated cam, and
experimentally validated the high-speed motion behavior. The model highlighted the ef-
fects of friction on the camshaft, and the characteristics and parameters of the friction were
analyzed through a nonlinear pendulum experiment and a modified simplex optimization
method, respectively. Kim et al. [8] performed an optimal synthesis for a spring-actuated
cam with non-constant angular velocities and an optimized cubic-spline follower motion.
The dynamic characteristics of the optimal cam and follower were simulated using ADAMS,
and the results indicated that the dynamic behaviors of the optimal cam were superior to
those of the polynomial cam with constant angular velocity. Chen et al. [9] investigated
the dynamics of a spring-type operating mechanism for a gas-insulated CB. The Lagrange
equation was applied to derive the dynamic equation for the opening operation, and the
equation was solved using the fourth order Runge-Kutta method. Chen [10] reported an
innovative mechanism design method for achieving the feasible mechanisms that satisfied
the requirements of the CB. The kinematic and dynamic equations of the mechanism were
derived through the vector loop method, and the Lagrange equation was solved using the
Runge-Kutta method. Based on the total energy conservation in a spring-actuated linkage
system throughout its operating range, Ahn et al. [2] developed a systematic procedure
to optimize the spring design parameters for achieving the desired opening and closing
characteristics of the electric contacts in a VCB. The spring parameters were optimized to
minimize the sum of the squares of the errors between the desired and calculated rotat-
ing velocities using the modified simplex method. Yoo et al. [11] analyzed the dynamic
characteristics of the spring-actuated operating mechanism of the CB using ADAMS. Yu
et al. [12] optimized the dimensional synthesis of the trigger mechanism of a 24-kV CB to
minimize both the response time of the trigger hook and contact stress between the cam
and roller follower. To achieve a shorter circuit breaking time, Jang et al. [13] developed a
multibody dynamic model of a CB, including a switch mechanism that was optimized using
a genetic algorithm (GA), and a multibody dynamic analysis of the optimum mechanism
was performed using MSC-ADAMS. The opening time of the mechanism was decreased
by 2.3 ms, as validated through experiments. Liu et al. [14] proposed an optimum de-
sign method for the cam design structure of a molded case circuit breaker (MCCB) and
used ADAMS to perform dynamic simulations. The results indicated that the optimal
cam design structure effectively prevented the movable conductor from returning when
the short-circuit current was ≥15 kA and enhanced the interruption performance of the
MCCB. Storn and Price [15] proposed a differential evolution (DE) algorithm to minimize
possible nonlinear and non-differential continuous space functions. Several studies have
focused on the applications of the DE algorithm and its variants for the optimal design of
path-generating four-bar linkages. For example, Acharyya et al. [16], compared the optimal
results obtained using the DE algorithm with those obtained using a genetic algorithm
(GA) and particle swarm optimization (PSO) algorithm; they inferred that the DE method
was superior to the GA and PSO methods [16]. Lin [17] used a GA-DE hybrid algorithm
combined DE with a real-valued genetic algorithm. Ortiz et al. [18] used an improved DE
algorithm with self-adaptive control parameters (called IOAs-at method). Recently, Kang
et al. [19] applied the DE algorithm with a specified golden ratio (0.618:0.382) as the cross
rate and mutation factor; the method is called the DE-gr method, to effectively optimize
the dimensional synthesis problem of path-generating four-bar linkages. They reported
that the efficiency and accuracy of the DE-gr algorithm was superior to those of the PSO,
DE [16], DE-GE [17] and IOAs-at [18] methods.

The objective of present study is to optimally design a VCB mechanism, a spring-
actuated cam-linkage operating mechanism with rated voltage 12 kV and rated short
circuit current 25 kA, and to perform the dynamic analysis of the optimal VCB mechanism.
The novel approach of this work is to present an objective function of optimization that
minimizes the surplus output work in the VCB operating mechanism during the closing
operation, such that the average closing velocity of the moving contact and the Hertz contact
stress on the cam surface are decreased to satisfy the design requirements. Consequently, the
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net difference between the general output force and the general resistant force of the VCB
operating mechanism during the closing process was considered as the objective function to
be minimized, and a DE algorithm with golden ratio (DE-gr) was employed to successfully
optimize the design of the VCB operating mechanism, which are the contributions of
this work.

The remainder of this paper is organized as follows: Section 2 describes the actuation
principle and design of the spring-actuated cam-linkage composite operating mechanism
of a VCB. Then, the characteristic forces (spring forces and active forces between different
parts) and Hertz contact stress between the cam and roller follower of initial VCB mech-
anism design are discussed. Section 3 describes the multibody dynamic simulation of
the VCB operation mechanism using MSC-ADAMS. Section 4 introduces the differential
evolution (DE) algorithm and the optimization procedure. The optimal design of the cam
and closing springs using the DE-gr method and the dynamic analysis of the optimal VCB
mechanism were performed firstly, followed by the optimal design and dynamic analysis
of the four-bar linkage and the optimal VCB mechanism, respectively. Finally, Section 5
draws the conclusions of the study.

2. Design of the VCB Operating Mechanism

2.1. Actuation Principle and Specified Motion of the VCB Operating Mechanism

A medium-voltage VCB is composed of two components: the vacuum interrupter
(VI) and the operating mechanism. The operating mechanism was designed for opening
and closing the electric contacts in the VI. In the VI, the electric movable contact and fixed
contact were installed in a ceramic insulator envelope wherein high vacuum approximately
10−5 Pa was maintained. The employed operating mechanism in the present study was
a spring-actuated cam-linkage composite mechanism, and the main constituent parts are
illustrated in Figures 1 and 2, comprising a cam and follower mechanism, a four-bar
linkage, a hook, an insulated rod, and three different springs (closing spring, opening
spring, and contact spring). The movable contact for each of three phases was connected to
the operating mechanism through an insulated rod and contact spring (also called a wipe
spring). Figures 1 and 2 illustrate the basic configurations of the VCB operating mechanism
in its opened state and closed state, respectively. In the closed state, the electric system was
normally operational because the movable contact engaged with the fixed contact, and the
current was connected between the primary and secondary ends; however, in the opened
state, the electric current was interrupted because the movable contact separated from the
fixed contact.

Figure 1. Opened state of a spring-actuated mechanism.

3
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Figure 2. Closed state of a spring-actuated mechanism.

In the opened state (Figure 1), two closing springs (with different stiffness) eccentrically
connected to the axis of the cam were initially compressed using a motor (not shown),
and elastic energy was stored. Once a closing command was received, the closing springs
were automatically or manually actuated, and the stored energy was used to drive the
cam and roller follower and to drive the four-bar linkage wherein the output link would
synchronously drive the insulated rod and movable contact upward. Meanwhile, the elastic
energy was stored in the opening spring. When the movable contact engaged with the
fixed contact, the insulated rod continued to move upward and compressed the contact
spring in the VI. When the stored energy of the closing springs was exhausted, the hook
automatically latched onto the roller to prevent the VCB from rebounding and completed
the switching action from the opened state to the closed state.

By contrast, when an opening command was received, the contact spring and opening
spring concurrently released the stored energy and the hook unlatched, thereby driving the
insulated rod and movable contact rapidly downward and restoring the VCB to the opened
state. The performance of the VCB was primarily affected by the materials of the electric
contacts and the average closing velocity of the movable contact. The average closing
velocity was defined as the average velocity of the movable contact within the last 1/3
contact stroke, and the average opening velocity was defined as the average velocity within
the 3/4 range of the contact stroke from the moment of the moving contact departure [20].
If the average closing velocity of the movable contact was exceedingly high, it would
cause high contact bounding, electric arc occurrence, and damage to the VCB. This studied
attempted to reduce the high average closing velocity of the moving contacts for improving
the performance of the VCB and to thus minimize the surplus work of the VCB operating
mechanism during the closing process.

Figure 3 illustrates the status of the cam-linkage composite operating mechanism of
the VCB when switching from the opened state (indicated by a dashed line) to the closed
state. During cam rotation with high angular velocity, the roller followers continuously
make contact with the cam, thereby preventing adverse dynamic responses. As illustrated
in Figure 3, θc denotes the rotation angle of the cam, s1 and s2 (both in the positive direction
with the increase in θc) represent the vertical displacement of points L and M on the output
link of the four-bar linkage, respectively. At θc = 140◦, the point L moved to the lowest
position of the motion, where the overall vertical displacement was s2. Concurrently, point
M moved an overall vertical distance of s1, while the movable contact moved a contact
stroke sc. Subsequently, the hook latched onto the follower link BD and prevented the
opening spring from retracting the link. Within a complete revolution of the cam, the
rotation angle required for the cam to effectively contact the roller and complete the closing
operation was less than 180◦, and the contact between the cam and the roller should be
prevented in the remainder cam rotation angle. The vertical displacement (s2) of point L
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exhibited a nonlinear relationship with the rotation angle of the cam (θc) during the closing
operation. The nonlinear motion relationship between s2 and θc is illustrated in Figure 4
and depends on the characteristics of the CB, displacement range of the insulated rod,
and the required average velocity of the movable contact (1.5 ± 0.2 m/s for the opening
operation; 0.9 ± 0.2 m/s for the closing operation). The motion relation was specified using
the cam rotation angle θci (i = 0, 1, 2, 3) at 0◦, 70◦, 100◦, and 140◦, the corresponding
vertical displacements of point L were s20 = 0, s21 = 0.7 s2, s22 = 0.9 s2, and s23 = s2,
respectively, and the corresponding rotation angles of the output link LE of the four-bar
linkage were θ40 = 0, θ41 = 0.7θ4, θ42 = 0.9θ4, and θ43 = θ4, respectively; θ4 is the overall
angular displacement of the output link 4. The motion relationship was similar to that
between the motion of the roller follower and the cam.

Figure 3. Sketch for closing motion of a spring-actuated operating mechanism.

s
s
s

cθ

Figure 4. Specified motion relation of the VCB operating mechanism during closing process.

2.2. Cam Profile Design of the VCB Operation Mechanism

In the cam profile design, the design of the motion curve of the follower dominantly
affected the output force characteristics of the VCB mechanism and the closing velocity
of the movable contact, thereby influencing the overall performance of the VCB. The
cam profile was designed based on the theorem of mechanisms [21], and the four-bar
linkage was analyzed. Rectangular coordinate systems were used to design the cam profile
(Figure 5). In Figure 5, x-y and X-Y represent the coordinate systems for the cam and the
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VCB system, respectively. Point O indicates the origin of the coordinate system; x’-y’ is the
coordinate system that represents the actual assembly of the cam on the VCB.

θ

Figure 5. Coordinate systems of the cam mechanism.

The procedures of the cam profile design are described as follows:
Step 1. Assuming the oscillating angle of output link LM was very small, and the

triangular proportions of the two limit positions of link LM at the opened and closed
states were similar (Figure 3). Based on these, in addition to practical clearance design
considerations, the instantaneous vertical displacements of points L and M, s2, and s1 are
approximated as follows:

s2 =
1
α
(
�4

�5
)s1 + β + γ (1)

where, �4, �5 denote the lengths of the two sides of output link, α denotes the loss coefficient
of contact, β denotes the required initial clearance between the cam and roller, and γ denotes
the required initial clearance between the hook and roller. The values of α, β and γ are
based on empirical knowledge.

Step 2. A known s1 condition is incorporated into Equation (1) to determine s2.
Step 3. Because the length of link 2 (�2) and the clearance (β) between the roller and

cam are known, the initial angular position of input link 2 (θ20) (Figure 6) of the four-bar
linkage are determined as follows:

θ20 = tan−1
(

By

Bx

)
− cos−1

[
�2

2 + �2
6 − (rb + r f + β)2

2�2�6

]
(2)

where, rb is the radius of base circle of cam and r f is the radius of roller follower. (Bx, By)
is the coordinate of the pivot point B, and �6 is the distance between two pivot points B
and O.

Step 4. If the preset angle of fixed link (θ1) and initial input angle (θ20) of link 2 are
given, the initial output angle (θ40) of link 4 are expressed as follows (Figure 6) [21]:

θ40 = 2 tan−1

⎛⎝B0 +
√

A2
0 + B2

0 − C2
0

A0 + C0

⎞⎠ (3)

where
A0 = 2�1�4 cos θ1 − 2�2�4 cos θ20
B0 = 2�1�4 sin θ1 − 2�2�4 sin θ20
C0 = �2

3 − �2
1 − �2

4 − �2
2 + 2�1�2 cos(θ20 − θ1)

�1, �2, �3 and �4 are the lengths of the four-bar linkage.
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Figure 6. Cam and four-bar linkage composite mechanism.

Step 5. When the known conditions and Equation (1) are used, the overall angular
displacement (θ4) of the output link can be determined through trigonometry (Figure 6).

θ4 = 2 sin−1(
s2

2�4
) (4)

Subsequently, θ4i (i = 1, 2, 3) can be obtained using Equations (1) and (4) and the
associations of θci (i = 1, 2, 3) shown in Figure 4.

Step 6. When θ4 and θ4i (i = 1, 2, 3) of the four-bar linkage were determined, the
corresponding angular position of link 2, θ2i (i = 1, 2, 3), are determined as follows:

θ2i = 2 tan−1

⎛⎝Bi −
√

A2
i + B2

i − C2
i

Ai + Ci

⎞⎠ (i = 1, 2, 3) (5)

where
Ai = −2�1�2 cos θ1 − 2�2�4 cos θ4i
Bi = −2�1�2 sin θ1 − 2�2�4 sin θ4i
Ci = �2

3 − �2
1 − �2

4 − �2
2 − 2�1�4 cos(θ4i − θ1)

(i = 1, 2, 3)

Step 7. Because the oscillating follower link BD of the cam mechanism serves as the
input link of the four-bar linkage, according to the specified motion of the VCB mechanism
displayed in Figure 4, four angular positions of the follower link (φi, i = 0, 1, 2, 3)
must satisfy the restriction. Therefore, a three-order polynomial displacement curve of
the follower was employed to design the cam profile for preventing the occurrence of
discontinuous acceleration of the follower, which may lead to transmission shock, noise,
concentrated stress, and wear on the cam surface and eventually damage the cam. The three-
order polynomial displacement function contains four unknown coefficients (a0, a1, a2
and a3) is expressed as follows:

φ(θc) = a0 + a1θc + a2θ2
c + a3θ3

c (6)

The relationship between the angular positions of the follower link BD (φi, i =
0, 1, 2, 3) and rotation angles of the cam (θci, i = 0, 1, 2, 3) is expressed as follows:

7
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⎧⎪⎪⎨⎪⎪⎩
θc0 = 0, φ0 = ?
θc1 = 70

◦
, φ1 = |θ21 − θ20|

θc2 = 100
◦
, φ2 = |θ22 − θ20|

θc3 = 140
◦
, φ3 = |θ23 − θ20|

(7)

Step 8. In the initial default position of the cam, a clearance β is retained between the
cam and roller follower to prevent the roller from colliding with the cam at the instant of the
operating mechanism to restore its default position. Therefore, at the initial default position
the distance between the centers of cam and roller is rp = rb + r f + β. Subsequently, the
cam must be rotated counter clockwise with a small angle θ0, covering a distance of β
relative to the roller. Therefore, the actual rotation angle of the cam, θ, in the operating
mechanism is θ = θ0 + θc. When θco = 0, according to the geometric association illustrated
in Figure 7, the initial angular position of the follower link BD (φ0) is determined as follows:

φ0 = cos−1

[
�2

2 + �2
6 − r2

p

2�2�6

]
− cos−1

[
�2

2 + �2
6 − (rb + r f )

2

2�2�6

]
(8)

Figure 7. Initial setting of the cam mechanism with a clearance.

Step 9. From Equations (5) to (7), four simultaneous equations are used to determine
the four unknown coefficients: a0, a1, a2, and a3.

Step 10. According to Figure 8, the coordinates (xp, yp) of the pitch curve of the cam is
determined using the following equations [21]

xp = �6 cos θc − �2 cos(θc − ξ − φ)
yp = �6 sin θc − �2 sin(θc − ξ − φ)

(9)

where

ξ = cos−1

⎡⎢⎣ �2
2 + �2

6 −
(

rb + r f

)2

2�2�6

⎤⎥⎦ (10)

Step 11. The coordinates of the cam profile (xc, yc) are determined using the following
equations

xc = xp − r f

(
dyp

dθc

)[(
dxp

dθc

)2

+

(
dyp

dθc

)2
]−1/2

yc = yp + r f

(
dxp

dθc

)[(
dxp

dθc

)2

+

(
dyp

dθc

)2
]−1/2 (11)

8
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where
dxp

dθc
= −�6 sin θc + �2

(
1 − dφ

dθc

)
sin(θc − ξ − φ)

dyp

dθc
= �6 cos θc − �2

(
1 − dφ

dθc

)
cos(θc − ξ − φ)

dφ

dθc
= φ′ = a1 + 2a2θc + 3a3θ2

c

(12)

Figure 8. Disc cam with an oscillating roller follower.

Step 12. The pressure angle (ψ) of the cam, which is defined as the angle between
the linear velocity (VD) of the center of the roller follower and the common normal on the
contact surfaces (Figure 8), is expressed as follows

ψ =
π

2
− η − ξ − φ (13)

As displayed in Figure 8, the intersection point, I, between the common normal of the
contact surfaces and the lines joining the two rotation axes, is the instantaneous center of
the follower motion relative to the cam, and can be determined using trigonometry.

η = sin−1
[
�2 sin(ξ + φ)

ID′

]
(14)

where
ID′ =

√
�2

2 +
(
OI + �6

)2 − 2�2
(
OI + �6

)
cos(ξ + φ)

OI = ( �6
1−φ′ )φ′

Step 13. The radius of curvature (ρc) of the cam profile is subsequently determined [21].

ρc =

[
�2

6 − 2�2�6 cos(ξ + φ)(1 − φ′) + �2
2(1 − φ′)2

]3/2

�2
6 − �2�6(2 − φ′)(1 − φ′) cos(ξ + φ)− �2�6(φ′′ ) sin(ξ + φ) + �2

2(1 − φ′)3 − r f (15)

where

φ′′ =
dφ′

dθc
= 2a2 + 6a3θc

The radius of curvature of the cam profile is crucial for calculating the Hertz contact
stress between the contact surfaces of the cam and roller follower. The Hertz contact stress

9
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was evaluated to determine whether the contact stress and the shear stress of the cam
surface were lower than the endurance contact stress and yielding shear stress, respectively.

A clearance β must be retained between the cam and the roller to prevent the roller
from colliding with the cam during the operating mechanism to restore its default position.

2.3. Kinematic Analysis of the Initial VCB Mechanism Design

Figure 9 displays the schematic of a spring-actuated cam-linkage composite operating
mechanism of a VCB during the closing operation. The data and design parameters of the
initial design provided by the manufacturing vendor were as follows (Figures 3 and 9). Data
of four-bar linkage: �1 = 139.79 mm, �2 = 70 mm, �3 = 124.7 mm, �4 = 140 mm, �5 = 90 mm,
�6 = 90.6035 mm, �7 = 105 mm, and �8 = 25 mm; the overall vertical displacement of point
M, s1 = 16 mm, the coordinates of fixed pivots were G(50, 200), O(0, 0), H(−57, 19),
B(−72, −55), and E(−142, −176), and the angle ∠LES was 4.9

◦
; the preset angle ∠QOX

was 95◦. Data of the cam mechanism: radius of base circle of the cam was rb = 23 mm,
radius of the roller follower was r f = 15 mm, loss coefficient of the contact was α = 0.95,
clearance between the roller and hook was γ = 1 mm, clearance between the cam and roller
was β = 2 mm, and the default initial rotation angle was θ0 = 4

◦
. The kinematic analysis

of the initial design of the VCB operating mechanism was performed during the closing
operation using a MATLAB coded program.

Figure 9. Sketch of the VCB operating mechanism during closing process.

According to Equations (5) to (8), the four coefficients of the three-order polynomial dis-
placement curve of the follower were determined as follows: a0 = 0.015185, a1 = 0.240347,
a2 = 0.011694, a3 = −0.017243. Figures 10–13 illustrate the results of kinematic analysis
of the initial cam design. Figure 10 only displays the portions of the pitch curves and
the cam profile that make continuous contact with the roller. Figure 11 (red dashed line)
illustrates the angular displacement curve of the oscillating follower. Figure 12 (red dashed
line) displays the pressure angle of the cam mechanism; the maximum pressure angle
was less than the allowable maximum pressure angle of 45◦. Figure 13 (red dashed line)
depicts the radii of curvature of the cam profiles that are greater than the radius of the
roller (15 mm), that is, ρc > r f , indicating that no undercutting occurred on the cam profile.
Thus, if considering only the curvature of cam profile, the initial cam design was feasible.
For reducing the number of figures and facilitating the comparison between the initial cam
design and optimal cam design discussed in Section 4, the relevant analyses curves (blue
solid line in Figures 11–13) of the optimized cam mechanism were included into the figures
of the analyses of initial design.

10
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Figure 10. Initial cam profile and pitch curve (only actuated portion).

Figure 11. Angular displacement curve of the oscillating follower.

Figure 12. Pressure angle of the cam mechanism.

11
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Figure 13. Radius of curvature of the cam profile.

Figure 14 (red dashed line) displays the displacement function curve of point L. Both
red dashed lines in Figures 10 and 14 depict similar motion relationships. The relationship
between the output and input angles of the four-bar linkage was approximately linear, as
illustrated by red dashed line in Figure 15.

Figure 14. Displacement function curve of point L.

Figure 15. Output-input curve of the four-bar linkage.
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2.4. Analyses of the Characteristic Forces and Hertz Contact Stress

To simplify the dynamic analysis, the following assumptions were considered: The
main constituent parts of the operating mechanism, as illustrated in Figures 1 and 2, were
considered rigid bodies. The weight of each part and the effects of friction on the joints were
considered negligible compared with the dynamic forces acting on the parts. The closing
springs, opening spring, and contact spring were linear springs. As displayed in Figure 9,
the spring coefficients of two closing springs were kc1 = 7.72 N/mm and kc2 = 9.33 N/mm,
and their pre-compression lengths were 140 and 100 mm, respectively. The spring force of
the closing springs (Fcs) during the closing process are expressed as follows:

Fcs = kc1(140 − δc) + kc2(100 − δc) (16)

where δc is the released length of the closing springs.
The given elastic coefficient, pre-stretched length, and default tension force of the

opening spring were ko = 16.6 N/mm, 33.6 mm and 247.3 N, respectively. The spring force
of the opening spring (Fos) is expressed as follows:

Fos = ko(33.6 + δo) + 247.3 (17)

where δo denotes the increased deformation of the opening spring. The known spring
coefficient and pre-compression length of the contact spring (also called a wipe spring)
were kw = 82.4 N/mm and 17 mm, respectively. The overall compressive spring force (Fw)
of the contact springs on the VCB operating mechanism in the three-phase circuit can be
expressed as follows:

Fw = 3kw(17 + δw) (18)

where δw is the increased deformation of the contact spring during the period of closing
operation, the vacuum force due to the atmospheric pressure (referred to as the free-contact
force, Ff c) between the two contacts was 160 N, indicating that the pressure applied to the
movable contact was equal to the difference between the atmospheric pressure and the
pressure of the VI. The free-contact force was equal to zero once the electric movable and
fixed contacts were engaged. Figure 16 displays the free-body diagrams (FBDs) of various
parts in VCB operating mechanism during the closing operation. The FBDs represent the
cam (Figure 16a), roller and follower link (Figure 16b), and the output link connected with
the insulated rod and movable contact (Figure 16c), respectively.

Figure 16. FBDs of various parts in the VCB operating mechanism during the closing operation.
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During the closing operation, the active forces between the various parts of the mech-
anism were assumed to be quasi-static and were determined by applying the concept of
moment equilibrium to the FBD of the various parts.

The FBD of the cam (Figure 16a) is represented by the following relationship:

Fn =
r1

r2
Fcs (19)

where Fn denotes the instantaneous normal contact force between the cam and the roller
follower, and r1, r2 represent the instantaneous perpendicular distance (or force arm) from
the line of corresponding active force.

The FBD of the roller and follower link (Figure 16b) is represented by the following
relationship:

F3 =
r3

r4
Fn =

r1r3

r2r4
Fcs (20)

where F3 is the transmission force on the connecting link 3, and r3, r4 represent the instan-
taneous perpendicular distance from the line of corresponding active force.

As depicted in the FBD of the output link LM connected to the insulated rod and
movable contact (Figure 16c), the moment exerted on the main shaft E of the output link,
referred to as the driving moment (Md), originated in two closing springs, and the resistant
moment (Mr), originated in the opening spring, three contact springs, and atmospheric
pressure force. The driving moment and resistance moment are expressed as follows:

Md = r5F3 (21)

Mr = r7Fos + r6(Fw − Ff c) (22)

where r5, r6 and r7 denote the instantaneous perpendicular distance from the line of
corresponding active force.

To effectively achieve a closed state, the driving moment Md exerted on the output
link should have been greater than the resistant moment Mr, Md > Mr. Regarding the
work done in the subsystem, as displayed in Figure 16c, the net work done on the main
shaft E by the driving moment and resistant moment (assuming neglecting the effect of
friction forces on joints) should be positive during the closing operation. The net done
work (Unet) is expressed as follows:

Unet =
∫ θ4

0 (Md − Mr)dθ4

=
∫ θ4

0

[
r5F3 −

(
r7Fos +

(
Fw − Ff c

)
r6

)]
dθ4

=
∫ s2

0 F3ds2 −
∫ s1

0

[(
r7

r6

)
Fos + Fw − Ff c

]
ds1

=
∫ s1

0

{(
�4

α�5

)
F3 −

[(
r7

r6

)
Fos + Fw − Ff c

]}
ds1

=
∫ s1

0

{(
r1r3r5

r2r4r6

)
Fcs −

[(
r7

r6

)
Fos + Fw − Ff c

]}
ds1 > 0

(23)

In Equation (23), r5dθ4 = ds2, r6dθ4 = ds1 and from Equation (10), ds2 = �4/(α�5) ds1 =
(r5/r6) ds1. The first term and second term in the bracket of above equation can be referred
as the general output force (Fo) and general resistant force (Fr) of the VCB operating
mechanism, respectively.

Fo = (
r1 r3 r5

r2 r4 r6
)Fcs, Fr = (

r7

r6
)Fos + Fw − Ff c (24)

The general output force was affected by the closing spring force (Fcs) and the force
arms (r1, r2, . . . , r6) were strongly affected by the cam profile and the dimensions of the
four-bar linkage. The general resistant force was affected by the opening spring force (Fos),
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contact spring force (Fw), free contact force (Ff c) and the force arms (r6, r7). Because the
small rotation angle of the link LM, the change in r6 and r7 were considerably small and
the stiffness of opening spring and contact spring were not in the design parameters, the
general resistant force during the closing operation was approximately the same in the
various VCB operating mechanisms designed in this study.

Equation (23) can be expressed as

Unet =
∫ s1

0
(Fo − Fr)ds1 > 0 ∼=

Ns

∑
i=1

(Fo − Fr)i δsi > 0 (25)

where Ns is the position number selected to calculate the forces, and δs is the small step
displacement of the insulated rod. In Equation (25), the larger the value of Ns, the closer it
is to the definite integral of Equation (23). Considering the energy loss due to the friction
forces acting on the joints of the VCB mechanism, the VCB mechanism system was assumed
to have a mechanical efficiency of 85% (ε = 0.85), therefore, Equation (25) was modified
as follows

Unet ∼=
Ns

∑
i=1

(Foi − Fri
ε
) δsi > 0 (26)

Based on above derived equations, a MATLAB2011 coded program was developed
for analyzing the characteristic forces (including spring forces, general output force, and
general resistant force), and the displacement of the insulated rod during closing operation
in the VCB mechanism. The program was executed using an ASUS-P43E notebook with
Intel core I5-2450M 2.5 GHz CPU. The various characteristic forces, including the opening
spring force (red dashed line), closing spring force (black dashed line), wipe spring force
(solid green line), general resistant force (red line) and general output force (blue dashed
line) during the closing operation were displayed in Figure 17. The general output force
of the VCB operating mechanism is not always required to be greater than the general
resistant force during the closing stroke. The area under curve (AUC) of the general output
force represents the integration of the force with respect to the differential displacement
of the insulated rod, indicating the output work (also referred to as driving work) in the
VCB operating mechanism. Similarly, the AUC of the general resistant force indicates the
resistant work in the VCB operating mechanism. This study aimed to minimize the net work
done (or referred as surplus output work, equal to the difference of the driving work and the
resistant work) for the CVB operating mechanism during the closing operation. Therefore,
if the value of Ns was taken large enough, considering that the step increment of insulated
rod was differential and constant, the overall differences between the general output forces
and the general resistant forces (divided by mechanical efficiency) at the selected sequence
positions of the insulated rod during the closing operation was considered as the objective
function to be minimized, as discussed in Section 4.

Two elastic contact bodies with various curvatures cannot form a line or point contact.
The contact formed in such a case is extremely small with high stress values, commonly
known as Hertz contact stress [22,23]. The contact pattern between the cam and the
cylindrical roller exhibited a rectangular shape as depicted in Figure 18. The contact stress
distribution resembled a semi-elliptical prism of half-width b. The contact rectangular
measuring 2b (width) ×� (length), and the half-width (b) of the rectangular is expressed
as follows:

b =

√
8Fnρe

π�Ee
(27)

where ρe denotes the equivalent radius of curvature at the contact surfaces, Fn denotes
the normal contact force and Ee denotes the equivalent elastic modulus, as represented by
following equations:

1
ρe

=
1
ρc

+
1
ρr

(28)
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1
Ee

=
1
2

(
1 − ν2

1
E1

+
1 − ν2

2
E2

)
(29)

where E1 and E2 denote the elastic modulus of the cam and roller, respectively; ν1 and ν2
denote Poisson’s ratios of the cam and roller, respectively. The maximum Hertz contact
stress (σmax) is generated at the center of the contact surface between the cam and the roller
follower and can be expressed as follows:

σmax =
2Fn

πb�
(30)

Figure 17. Characteristic forces during closing process for the initial VCB mechanism deign.

Figure 18. Contact pattern between the cam and cylindrical roller.

If the cam and roller follower are manufactured using the same steel material (Poisson’s
ratio ν = 0.3), the maximum shear stress (τmax) occurs at approximately 0.786b beneath the
surface of the cam and can be expressed as follows:

τmax = 0.304σmax (31)

The maximum shear stress is a crucial factor that determines the surface failure of
the cam that begins with an initial crack beneath the surface [23,24]. The maximum Hertz
contact stress on the cam surface of the initial VCB mechanism is depicted in Figure 19, and
a considerably high Hertz stress occurred near the end of closing stroke. The maximum
shear stress beneath the cam surface is depicted in Figure 20. According to the Mises-
Hencky shear yielding criteria [25] and Table 1, the shear yielding stress (τy) of the carbon
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steel (S45C) is τy = 0.577σy = 1194 MPa. Figure 20 illustrates that the maximum value of
maximum shear stress was larger than the shear yielding stress, and thus the initial VCB
mechanism design was not feasible.

Figure 19. Maximum Hertz contact stress on the cam surface of the initial design.

Figure 20. Maximum shear stress beneath the cam surface of the initial design.

Table 1. Materials property of the cam and electric contacts.

Cam Movable/Fixed Contact

Material type Carbon steel (S45C) Cu-Cr alloy

Density 7.865 × 10−6 kg/mm3 8.96 × 10−6 kg/mm3

Young’s modulus 210 GPa 110.316 GPa

Allowable compressive
yielding stress 2070 MPa –

Ultimate tensile stress 2070 MPa –

Brinell Hardness, HB 705 –

Poisson’s ratio 0.30 0.34
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3. Multibody Dynamic Analysis by MSC-ADAMS

To elucidate the dynamic characteristics of the cam-linkage composite operating mech-
anism of a VCB, a three-dimensional (3D) solid model was constructed using SolidWorks
software (Figure 21). The model was then converted to the .x_t format and imported into
MSC-ADAMS software (Figure 22) to perform multibody dynamic analysis and simulation
of the VCB operating mechanism.

Figure 21. 3D solid model of the VCB operating mechanism.

Figure 22. Simulation of the VCB mechanism by ADAMS.

3.1. Simulation Setting

Before the kinematic and dynamic analyses of the VCB mechanism were performed,
various parameters including the material characteristics of various bodies, joint types
connecting the various links, elastic coefficients and amount of pre-compression/pre-
stretching of the springs were given, as listed in Tables 1 and 2. As displayed in Table 1,
both the compressive yielding stress and ultimate tensile stress of carbon steel S45C, which
was subjected to heat treatment, including quenching and tempering at 27 ◦C, were equal
to 2070 MPa [26]. The parameters of contact conditions between the cam and roller, and
the movable/fixed contacts are listed in Table 3. Finally, the free-contact force was selected
according to the simulation interval using the MSC-ADAMS/Solver Command function
(Table 4).
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Table 2. Parameters and pre-deformed amount of the springs.

Elastic Coefficient of
Spring (N/mm)

Pre-Compressed/
Pre-Stretched (mm) State of VCB

Closing springs
kc1 = 7.72 140 (compressed)

Opened state
kc2 = 9.33 100 (compressed)

Opening spring ko = 16.6 33.6 (stretched) Closed state

Contact spring kw = 82.4 17 (compressed) Closed state

Table 3. Parameters of contact conditions in ADAMS.

Cam Movable/Fixed Contact

Normal force Impact

Stiffness 105

Force exponent 2.2 1.6

Damping 10 103

Penetration depth 0.1 (mm)

Table 4. Setting of simulation time and free-contact force.

Simulation
Time (s)

Steps
Free-Contact

Force
State of VCB

I 0.0000~0.0032 100 deactivate closed

II 0.0032~0.0278 300 activate opened

III 0.0278~0.0450 500 deactivate closed

3.2. Multibody Dynamic Analysis

The initial default setting for multibody dynamic analysis of the VCB operating
mechanism was the closed state (Figure 2). The selected simulation time, free-contact force
and state of the VCB are listed in Table 4.

Figures 23–25 illustrate the results of kinematic analysis and dynamic simulation of
the initial VCB mechanism design using MSC-ADAMS. The results indicated the angular
displacement of the cam, the displacement of the insulated rod, and the velocities of the
movable contact and insulated rod. During 0–0.0032 s, the opening spring, contact spring,
and closing springs simultaneously released energy from the initial closed state. The
movable contact and fixed contact separate at approximately 0.0032 s, and the opening
state of the VCB is initiated. During 0.0032–0.007 s, the insulated rod and movable contact
simultaneously shifted downwards, and the open circuit process was completed at 0.007 s.
Concurrently, the closing springs continued to release energy. At approximately 0.0131 s,
the cam contacted with the roller, exerting a downward force on the roller and actuating the
insulated rod and movable contact to synchronously shift upward. At 0.0278 s, the movable
contact abruptly collided with the fixed contact, thereby the velocity of the movable contact
sharply decreased to zero. The insulated rod continued to move upward with an abrupt
decrease in velocity, thus compressing the contact spring in the VI. The closed state was
completed at approximately 0.045 s. The overall rotation of the cam from the opened state
to the closed states was 140.6◦, with a contact stroke of 11 mm and the overall displacement
of the insulated rod was 18 mm. The simulation results indicated that the average opening
velocity of the movable contact was approximately 2.5 m/s, and the average closing
velocity was approximately 1.71 m/s. These results indicated that the surplus work of the
VCB operating mechanism system resulted in an excessively high closing velocity of the
movable contact. Furthermore, the general output force simulated using MSC-ADAMS is
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illustrated in Figure 17 (blue solid line) compared with those simulated using MATLAB-
coded program (blue dashed line). The values were approximated and the curve trends
were consistent in both curves. The main factor causing the differences is the quasi-static
assumption in this work.

Figure 23. Angular displacement of the cam motio.

Figure 24. Displacement of the insulated rod.

Figure 25. Velocities of the movable contact and insulated rod.
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4. Optimal Design of the VCB Operation Mechanism

4.1. Differential Evolution Algorithm

Storn and Price [15] proposed the differential evolution (DE) algorithm, which is a
well-known metaheuristic optimization algorithm that can be used to search for a global
optimum solution in a D-dimension real variable space. The standard DE algorithm
involves four basic steps: initialization, mutation, recommendation or crossover, and
selection. Only the last three steps are repeated in subsequent DE iterations.

(1) Initialization

In the D-dimension real variable space, each vector, known as the genome/chromosome,
forms a candidate solution of the optimization problem. The i-th parameter vector of the
population at the current iteration (t) can be expressed as follows:

xi
(t) = [xi,1

(t), xi,2
(t), . . . . . . , xi, D

(t)] (32)

The initial populations (t = 1) covered the entire parameter space as much as possi-
ble through uniform random distribution within a range constrained by the prescribed
minimum and maximum bounds. xmin = [xmin,1, xmin,2, . . . . . . , xmin,D] and xmax =
[xmax, 1, xmax, 2, . . . . . . , xmax, D]. Therefore, the j-th component of the i-th vector can be
initialized as follows:

xi,j
(1) = xmin,j + randi,j(0, 1) (xmax,j − xmin,j) (i = 1, 2, . . . , Np; j = 1, 2, . . . , D) (33)

where randi,j(0, 1) is a uniformly distributed random number within the interval [0, 1]. Np
denotes the number of populations, i denotes the index of solution vector, and j denotes
the index of the parameter in the vector.

(2) Mutation

After initialization, a donor/mutant vector vi
(t) corresponding to each target vector

xi
(t) in the current iteration (t) was obtained according to outcome of the mutation operation.

Figure 26 illustrates a simple DE mutation scheme (DE/rand/1) in the 2D parametric space.
The five most frequently used mutation strategies are listed below:

DE/rand/1 :

vi
(t) = x

(t)
r1 + F(x(t)r2 − x

(t)
r3 )

DE/rand/2 :

v
(t)
i = x

(t)
r1 + F(x(t)r2 − x

(t)
r3 ) + F(x(t)r4 − x

(t)
r5 )

DE/best/1 :

v
(t)
i = x

(t)
best + F(x(t)r1 − x

(t)
r2 )

DE/best/2 :

v
(t)
i = x

(t)
best + F(x(t)r1 − x

(t)
r2 ) + F(x(t)r3 − x

(t)
r4 )

DE/rand-to-best/1 :

vi
(t) = x

(t)
i + K(x(t)best − x

(t)
i ) + F(x(t)r1 − x

(t)
r2 )

(34)

The indices r1, r2, r3, r4 and r5 are randomly generated within the range [1, Np] and
r1 �= r2 �= r3 �= r4 �= r5 �= ri. x

(t)
best denotes the best individual vector with the best fitness

function in the population at iteration t. xr2 − xr3 represents the difference vector; the
mutation weighting factor (scale factor) F is a positive control parameter used to scale the
difference vector and is usually selected within [0.4, 0.99].
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Figure 26. A simple DE mutation scheme in 2D parametric space.

(3) Crossover

Through uniform (or binomial) crossover, the components of the donor vector were
combined with those of the target (parent) vector xi

(t) to form a trail (offspring) vector

u
(t)
i =

[
u(t)

i,1 , u(t)
i,2 , . . . . . . ., u(t)

i,D

]
u(t)

i,j =

⎧⎨⎩ v(t)i,j if randi,j(0, 1) ≤ CRori = ir
x(t)i,j otherwise

(35)

where CR is a pre-defined control parameter called the crossover rate, which ranges within
[0, 1]. randi,j(0, 1) denotes a uniform random number within the range [0, 1] and ensures
that the trail vector ui

(t) includes at least one component from the donor vector vi
(t).

Element ir is a randomly selected integer from the set [1, 2, . . . , D].

(4) Selection

Selection determines whether the target vector or the trial vector survives in the next
iteration through the comparison of the corresponding objective function value.

x
(t+1)
i =

{
u
(t)
i if f (u(t)

i ) ≤ f (x(t)i )

x
(t)
i otherwise.

(36)

where f (.) is the objective function to be minimized.
Figure 27 illustrates the flow of the DE optimization algorithm. The optimal solution

of a design problem is obtained through an iterative process to determine the fitness value
of the candidate solutions; the favorable solutions are retained and unfavorable solutions
are discarded until the optimal solution is determined. The advantages of the DE algorithm
are its simple structure, easy implementation, and ability to achieve rapid convergence.
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Figure 27. Flow chart of the DE optimization algorithm.

4.2. Optimum Design of Cam Profile and Stiffness of Closing Springs

To improve the output force characteristics and reduce the characteristic forces of
the VCB operating mechanisms, this study adopted the overall difference between the
general output force and the general resistant force of the VCB operating mechanism as the
objective function. Subsequently, the DE algorithm was employed to optimize the design
problem. The optimal design of the VCB operating mechanism was achieved through two
steps, the first step involved the optimal design of the cam profile and elastic coefficients
of the two closing springs, which was first performed at this section, and the second step
involved the optimal dimensional synthesis of the planar four-bar linkage.

(1) Design variables
The design variables include the coefficients (a1, a2, a3) of the three-order polynomial

angular displacement function of the oscillating roller follower and the spring stiffness
(kc1, kc2) of the two closing springs, the design variables can be expressed as a vector X.

X = [x1, x2, x3, x4, x5]
T = [a1, a2, a3, kc1, kc2]

T (37)

The range of the design parameters were as follows:

0 ≤ x1 ≤ 0.5 , 0 ≤ x2 ≤ 0.5 , −0.5 ≤ x3 ≤ 0
4 ≤ x4 ≤ 7.7 , 6 ≤ x5 ≤ 9.3 unit o f x4, x5 (kN/m)

(38)

(2) Objective function
The optimum design the VCB mechanism is aimed to minimize the surplus work in

the VCB mechanism during the closing operation. Therefore, according to Equation (26),
the objective function was minimized as follows:

Min f (X) =
Ns

∑
i=1

∣∣∣∣Foi −
Fri
ε

∣∣∣∣+ Mh (X) (39)
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where Fi
o, Fi

r represent the general output force and general resistant force of the mechanism
at the i-th selected angular position of the cam; Ns represents the number of selected angular
positions (Ns = 140) of the cam during the closing stroke which the cam makes contact
with the follower; h(X) denotes the penalty function; and M is an extremely high number
(M = 106).

(3) Constraints
The specified contact stroke of the movable contact, sc, was 11 ± 2 mm, and the

maximum angular displacement (φmax) of the follower link of the cam mechanism was con-
strained within the interval 23

◦ ≤ φmax ≤ 26
◦
. The constraint can be expressed as follows:

h(X) : 23
◦ ≤ φmax ≤ 26

◦
(40)

(4) Optimal design results
Table 5 displays the parameter settings for the optimal VCB mechanism design. This

study employed the DE-gr method, which involved using a specified proportion of the
crossover rate to the mutation factor, referred to as a golden ratio (0.618:0.382) [19]. Twenty-
five numerical experiments were performed to obtain the best optimal solution, and each
experiment had 300 generations. Table 6 lists the optimal results, indicating that the
minimum value of objective function was 1.74 × 10−7. Figure 28 displays the convergence
rate of the optimization process, which rapidly converged to the optimal value in the
43rd generation. Figures 29 and 30 illustrate the dynamic analyses of the optimal VCB
mechanism during the closing operation, performed using a MATLAB-coded program.
Figure 29 displays the optimal cam profile and pitch curve (only actuated portion). The
angular displacement curve of the oscillating follower of the optimal cam mechanism is
illustrated in Figure 11 (blue solid line), it was identical to the specified motion curve
displayed in Figure 4. The radius of curvature of the optimal cam profile is illustrated
in Figure 13 (blue solid line). Figure 30a displays the normal contact forces (blue solid
line) on the surface of the cam, Figure 30b displays the maximum Hertz contact stress
(blue solid line) on surface of the cam, Figure 30c depicts the maximum shear stress (blue
solid line) beneath the cam surface. The maximum Hertz contact stress and maximum
shear stress in the DE-gr optimal design cam mechanism decreased considerably relative
to those in the initial design. Notably, the highest Hertz contact stress and shear stress
occurred at a cam rotation angle of 140◦ when the closing operation was completed. The
shear yielding stress (τy) of the carbon steel (S45C) was τy = 0.577σy = 1194 MPa. Thus,
the maximum Hertz contact stress and maximum shearing stress on and beneath the
optimized cam surface were lower than the contact endurance stress and yielding shear
stress, respectively (see Table 1). Figure 31 illustrates the analyses of the characteristic force
of the optimal VCB mechanism during closing operation. The solid blue line represents the
general output force, and the area under curve (AUC) of the general output force (meaning
driving work) was slightly larger than the AUC of the general resistant force (meaning
resistant work) of the VCB operating mechanism. The minimum surplus work can result in
a decrease in an excessively high closing velocity of the movable contact. As illustrated
in Figure 31, before the electric contacts collided with the fixed contact at s1 = 11 mm,
the general output force was higher than the general resistant force, thereby facilitating
closing operation. At s1 >11 mm the general resistant force was abruptly higher than the
general output force until the closing stroke was completed. Figure 32 displays the velocity
of the movable contact simulated using MSC-ADAMS. The average closing velocity was
1.17 m/s, which was lower than 1.71 m/s in the initial VCB mechanism design; the obtained
average closing velocity was nearly consistent with the required average closing velocity
(0.9 ± 0.2 m/s). These results of analyses indicated that the optimal design of the cam
profile and closing springs achieved in this study was feasible, and the DE-gr method was
effective for optimizing the VCB operating mechanism.
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Table 5. Parameters setting for DE-gr optimal design of cam profile and closing springs.

DE-Gr Algorithm

Population number 100

Iteration number 300

Crossover method Multiple point

Crossover rate 0.618

Mutation method DE/best/1

Mutation factor 0.382

Selection Tournament

Table 6. Optimal results of the cam profile and closing springs design.

Design Parameters Initial Design DE-Gr Optimization

a1 0.240347 0.238432

a2 0.011694 0.000226

a3 −0.017243 −0.011492

kc1 (N/mm) 7.720000 9.315336

kc2 (N/mm) 9.330000 7.788183

Value of objective fun. 1.75 × 103 1.74 ×10−7

Figure 28. Convergence rate for DE-gr optimization of the cam profile and closing springs.

Figure 29. Optimal cam profile and pitch curve (only actuated portion).
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Figure 30. Normal contact force, Hertz stress, and maximum shear stress for the optimal VCB
operating mechanism.
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Figure 31. Characteristic forces of the optimal VCB mechanisms.

Figure 32. Velocity of movable contact and insulated rod during closing process (Simulated by
MSC-ADAMS).

4.3. Optimal Synthesis of the Four-Bar Linkage

The second step of the optimal VCB operating mechanism design involved the optimal
dimensional synthesis of the four-bar linkage. It was conducted based on the optimal design
of the cam profile and closing springs obtained in previous step. The parameters of the
DE-gr algorithm, minimum objective function, and experiment number were the same as
those used in the first step of the optimal design.

(1) Design variables
The dimensions of the four-bar linkage (Figures 6 and 9), except for the length of the

input link 2, the length of lever EM (�5) and the setting angle of the fixed link were used as
the design variables that were expressed as a vector X.

X = [x1, x2, x3, x4, x5]
T = [�1, �3, �4, �5, θ1]

T (41)
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The range of the design variables of the four-bar linkage were as follows:

70 ≤ x1 ≤ 150 , 70 ≤ x2 ≤ 150 , 70 ≤ x3 ≤ 150
50 ≤ x4 ≤ 100 , −π ≤ x5 ≤ − 0.5π

(42)

(2) Objective function
The objective function was expressed as Equation (39).
(3) Constraints
The four-bar linkage was constrained by the conditions of the Grashoff mechanism [21]

such that the length of the links satisfied the following requirement:

h(X) : rs + rl < rp + rq (43)

where rs, rl represented the lengths of the shortest link and largest link, respectively, and
rp, rq were the lengths of the other two links.

(4) Optimal design results
Table 7 lists the results of optimal design of the four-bar linkage; the value of the objec-

tive function was 7.13 × 10−10 (approximately zero). Figure 33 displays the convergence
rate of the optimization of the four-bar linkage, the value rapidly converged to the optimal
value in the 18th generation. The output–input curve of the optimal four-bar linkage
is displayed in Figure 15 (blue solid line). The results indicated that the motion range,
[−6, 6], of the output link of optimal four-bar linkage was more symmetric than that of the
initial design, [−8, 4] (Figure 15, red dashed line), indicating that the optimization more
satisfied the assumed conditions of Equations (1) and (4) and the specified motion curve
shown in Figure 4. Figure 30 (shown by red dashed lines) displays the normal contact force
(Figure 30a), the Hertz contact stress (Figure 30b) and maximum shear stress (Figure 30c) on
and beneath the cam surface due to the optimized four-bar linkage. Obviously, the curves
of normal contact force, Hertz contact stress and maximum shear stress shown in Figure 15
were consistent each other in both optimal designs. These results of stress analyses revealed
that both the optimal designs were feasible. The general output force generated during
the closing operation in the optimal four-bar linkage design is displayed in Figure 31 by
a blue dashed line. Figure 34 indicates the comparison of the driving work (AUC of the
general output force) and general resistant work (AUC of the general resistant force) among
the various VCB operating mechanism designs, namely initial design, optimum design of
the cam and closing springs, and optimum design of the four-bar linkage. The results of
dynamic analyses of the optimal VCB mechanism in the second step revealed that they were
slightly different from those of the optimum VCB mechanism with the optimal cam and
closing springs in the first step. This indicates that both of the two optimal VCB mechanism
designs are safe and feasible solutions, and the optimal four-bar linkage can serve as an
alternative choice to replace the initial four-bar linkage while considering the layout of the
VCB mechanism.

Table 7. Optimal design of the four-bar linkage.

Initial Design DE-Gr Optimization

�1 139.790000 117.263920
�3 124.700000 99.825118
�4 140.000000 133.857634
�5 90.000000 85.046620
θ1 −121.980◦ −123.967◦

Obj. function value 1.74 × 10−7 7.13 × 10−10
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Figure 33. Convergence rate of the optimization of the four-bar linkage.

Figure 34. Comparison of the output work and resistant work among different VCB mechanisms
designs.

5. Conclusions

This paper proposes a method which combines the analytical method and optimization
approach for designing a spring-actuated cam-linkage operating mechanism used in a
12 kV, 25 kA VCB. The designed cam profile was based on three-order polynomial motion
curve of the follower according to the specified motion of the VCB mechanism. The sum
of differences between the general output force and the general resistant force of the VCB
operating mechanism during the closing operation was adopted as the objective function to
be minimized. Further, a DE-gr algorithm (that incorporated a golden ratio (0.618:0.382) as
the ratio of crossover rate to mutation factor) was employed to optimize the design of the
cam profile and elastic coefficients of closing springs, and then to optimize the design of the
four-bar linkage. The dynamic analyses of the characteristic forces and the contact stress
analyses of the optimal VCB operating mechanism were performed using a MATLAB-coded
program. The kinematic simulation and the results of dynamic analyses were validated
using the multibody dynamic software MSC-ADAMS. The optimal results revealed that
the surplus output work in the initial VCB operating mechanism was effectively minimized
to zero in the optimal VCB operating mechanism. Thus, the average closing velocity of the
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movable contact was considerably reduced, and the maximum Hertz contact stress and
maximum shear stress on and beneath the cam surface were significantly decreased. The
proposed optimal design of the VCB operation mechanism helps to prevent an excessive
increase in the average closing velocity of the movable contact in the VI.
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Abstract: The traditional sensorless control system of permanent magnet synchronous motor (PMSM)
has the problems of low estimation accuracy and poor anti-interference ability. Moreover, the position
estimation performance is subjected to position harmonic ripples caused by inverter nonlinearities
and flux spatial harmonics. To optimize the dynamic performance of the PMSM sensorless control
system, this paper proposes a sensorless control scheme that combines integral backstepping control
with enhanced linear extended state observer (ELESO). The ELESO consists of two linear extended
state observers (LESOs), which estimate the internal and external disturbances of the system, to
improve the estimation accuracy of rotor position. Then, the integral backstepping controller pro-
cesses the estimated rotor position and speed information to obtain d and q-axis voltages. The
sensorless control scheme is implemented in the Matlab/Simulink and verified by experiments. The
simulation and experiment show that the scheme can effectively suppress load interference and
improve control accuracy.

Keywords: permanent magnet synchronous motor; sensorless control; integral backstepping control;
enhanced linear extended state observer; rotor position estimation

1. Introduction

Permanent magnet synchronous motors (PMSMs) adopt the field-oriented control
(FOC) which have the advantages of small size, simple structure, high efficiency, large
power density, and wide speed range. Therefore, PMSM can be widely used in aerospace,
household appliances, and medical equipment fields [1]. To achieve efficient control of
PMSM, a Hall sensor, optical encoder, and resolver are usually used to monitor the rotor
position in time. However, this control scheme is highly dependent on the sensor, which
increases the control cost. If the connection cable is too long, interference may be introduced
into the system. In addition, working in high temperatures, low temperatures dirty air, and
other environments will reduce the reliability of the system [2,3]. However, PMSM plays an
important role in high-performance control places, so sensorless control technology came
into being. The sensorless control technology discards the position sensor. By detecting
the electrical signal in the motor winding, a certain control algorithm is used to estimate
the rotor position and speed. Sensorless control represents the development trend of the
three-phase PMSM control system. The core of sensorless control is the estimation of rotor
position. Therefore, selecting an appropriate scheme to accurately estimate the real-time
position of the PMSM rotor is an important part of sensorless control.

The sensorless rotor position acquisition of the PMSM mainly depends on the back
electromotive force (EMF) estimation of the system [4]. As an effective position estima-
tion method, the sliding-mode observer (SMO) has the advantages of a simple algorithm
and strong robustness. In recent years, the SMO has been widely used in sensorless
high-performance control of PMSM [5,6]. However, the switching function used by the
traditional SMO has the problems of phase delay and speed chattering. Therefore, reducing
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phase delay and speed chattering is a hot issue in SMO control. In Ref. [7], a new design
of SMO was proposed to improve control accuracy. An observer is built according to
the back EMF model after the back EMF equivalent signal is obtained. In this way, not
only are low-pass filter and phase compensation modules eliminated but also estimation
accuracy is improved. In Ref. [8], an SMO based on an adaptive super-twisting algorithm
is proposed, in which the nonlinearity of the voltage source inverter (VSI) is considered.
The algorithm reduces the error by compensating for the voltage distortion. Some schemes
propose using the sigmoid function as a switching function to improve response speed and
reduce chattering [9]. In addition, considering the double closed-loop module for process-
ing the estimated parameters, the sliding mode controller (SMC) can replace the classical
proportional-integral (PI) control algorithm. The SMC is insensitive to disturbances and pa-
rameters. In addition, it also has a fast response speed. Therefore, the SMC has been widely
used in motor speed regulation systems and works with other control schemes [10–12]. In
Ref. [13], a hybrid control strategy combining fuzzy SMC with load torque observer was
proposed to accurately estimate load torque and suppress chattering. In Ref. [14], a fuzzy
sliding mode speed controller for PMSM is proposed. The scheme combines the continuous
terminal SMO, which can reach the balance point in a limited time to ensure the continuity
of control and fast-tracking. Moreover, to improve the speed tracking accuracy, a neural
network SMC scheme is proposed to optimize the control system [15].

Active disturbance rejection control (ADRC) has the advantages of strong anti-interference
ability, weak model dependence, and a simple design process. Therefore, the ADRC has
been successfully applied to motor drive systems. Extended state observer (ESO) is the
core of ADRC, which was first proposed at the end of the 20th century [16]. The main
idea of the ESO is to treat the unknown internal and external disturbances as the lumped
disturbances of the system, thus expanding the disturbances into a new state variable [17].
Then, the new state variable can be estimated according to the output of the system. The
ESO discards the low-pass filter and sliding mode function and improves the phase delay
and chattering of the motor. Therefore, the ESO has extensive application prospects in
motor control. In Ref. [18], a control strategy combining the ESO-based position estimation
method and high-frequency current injection method was proposed. Compared with the
traditional hybrid scheme, the two schemes were integrated into the same control structure,
and the position observer was embedded in the current controller. The robustness of the
control system is good in the full speed range. In Ref. [19], a linear active disturbance rejec-
tion controller (LADRC) design was proposed to reduce overshoot and improve dynamic
response when a disturbance occurs. The ESO can effectively reduce the negative effects of
phase delay and motor chattering. However, when the interference factors are caused by
the system, the ESO cannot filter them out in time.

The SMC can solve the poor adaptability of the PI controller to external disturbances.
However, when the state trajectory reaches the sliding mode surface, it is difficult to slide
strictly along the sliding mode to the equilibrium point, resulting in chattering. In Ref. [20],
using the saturation function instead of the switching function can effectively attenuate
chattering. However, the traditional reaching law is difficult to suppress chattering and keep
the system stable at the origin. The backstepping control considers both the control law and
the adaptive law, which can make the whole closed-loop system meet the desired dynamic
and static performance. Therefore, many scholars began to study the double closed-loop
control based on the backstepping method to obtain a good load disturbance suppression
effect. Different from the conventional feedback control methods, the backstepping control
is a cascade design method. The controller aims to decompose the complex system into
subsystems that do not exceed the system order. The controller designs the state variables
and the Lyapunov functions for each subsystem so that the local and global stability
characteristics run through each step [21]. In general, the backstepping controller makes
the control process systematic and structured through reverse design. However, keeping
the convergence of backstepping control and eliminating the steady-state error still needs
to be concerned when the system parameters contain uncertainties.
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To solve the above problems, this paper proposes a control scheme that combines an
integral backstepping controller with an enhanced linear extended state observer (ELESO).
Firstly, the ELESO is composed of two linear extended state observers (LESOs) cascaded,
which estimate the rotor lumped interference and the internal interference of the system to
eliminate the influence of the higher harmonics on position estimation. Secondly, the new
Lyapunov functions are designed by adding integral terms to the backstepping controller.
The integral backstepping controller can guarantee convergence and eliminate steady-state
error. Moreover, the parameters of PMSM can be estimated by backstepping controller to
further eliminate the internal disturbance. Finally, the effectiveness of the control algorithm
is proved by simulation and experiment. The remainder of this paper is organized as
follows. In Section 2, the ELESO and the integral backstepping controller are designed. In
Section 3, the improved control algorithm is verified by simulation and experiment, and
the results are analyzed. Finally, in Section 4, the research contents are summarized.

2. Theoretical Analysis of the Integral Backstepping Controller and the ELESO

This section will give the classical mathematical model of PMSM and important trans-
formation formulas. The ELESO and the backstepping controller are designed according to
the reference model.

2.1. The Mode of PMSM

To simplify the mathematical model of the three-phase PMSM in the natural coordi-
nate system, the coordinate transformation includes static coordinate transformation (Clark
transformation) and synchronous rotation coordinate transformation (Park transforma-
tion) [22]. After the Clark transformation and the Park transformation, the mathematical
model of PMSM in the d-q synchronous rotation coordinate system is shown as follows [23]:⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

did
dt = − RS

Ld
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npωiq +
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2
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J

(
ψ f iq + (Ld − Lq)idiq

)
− 1

J TL − B
J ω

dθe
dt = npω

(1)

where ud, uq are the stator voltages of the d and q-axis. id, iq are the stator currents. Rs
is the stator resistance. Ld, Lq are d and q-axis inductances. ω is the mechanical angular
speed of the rotor. J is rotor inertia. B is the viscous friction coefficient. np is the number of
pole pairs. ψ f is the magnetic flux of the permanent magnet. TL is the load torque.

2.2. Design of ELESO

In the static coordinate system, the voltage equation of salient pole PMSM is as follows:[
uα

uβ

]
=

[
Rs + pLd ωe(Ld − Lq)

−ωe(Ld − Lq) Rs + pLd

][
iα

iβ

]
+

[
Eα

Eβ

]
(2)

where uα and uβ are the stator voltages in the static coordinate system. iα and iβ are α and
β-axis stator currents. ωe = npω is the rotor’s electrical angular speed. Lα, Lβ are the stator
inductance. p is the differential operator. Eα and Eβ are the extended back EMF, which can
be expressed as follows:[

Eα

Eβ

]
=

(
ωe

[(
Ld − Lq

)
id + ψ f

]
− (

Ld − Lq
)

piq
)[− sin θe

cos θe

]
(3)

It can be seen from Equation (3) that the extended back EMF contains rotor position
information. Therefore, the estimation of back EMF in static coordinates will directly affect
the estimation accuracy of the rotor position.
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The ESO can estimate the lumped disturbance of the system accurately and efficiently.
The basic form of the second-order LESO is expressed as:⎧⎨⎩

ε = z1 − x1.
z1 = z2 + f + b0u − β1ε
.
z2 = −β2ε

(4)

where ε is the estimated error. x1 is the actual state variable. z1 is the estimation of x1. z2
is the estimated disturbance. u is the system input. f is the known disturbance, which
contains the known model information of the system. b0 is the system parameter. β1 and β2
are the observer gains. If the α and β-axis back EMF components with non-ideal conditions
are considered as external interference, the state equation of stator current is as follows:

pix = fex + fx + ux/Ld, x = α, β (5)

where fex represents the lumped interference of the system, which is the sum of the external
interference and the internal interference. fx represents known model information, which
can be expressed as follows:{

fα = ω̂e(Lq − Ld)iβ/Ld − Rsiα/Ld
fβ = ω̂e(Ld − Lq)iα/Ld − Rsiβ/Ld

(6)

where ω̂e is the estimated value of rotor electrical angular speed. Then, according to the
definition of the state equation, the external disturbance state observer LESO1 is designed
as follows: ⎧⎨⎩

εx = îx − ix
pîx = f̂ex + fx + ux/Ld − βx1εx
p f̂ex = −βx2εx

(7)

where îx is the estimated value of the current. βx1 and βx2 are the gains of the LESO1.
According to Equations (2) and (5), the estimated back EMF is as follows:[

êα

êβ

]
= −Ld

[
f̂eα

f̂eβ

]
(8)

Based on the estimated back EMF, the position and the speed of the rotor under
sensorless conditions can be obtained through the phase-locked loop (PLL). However, in
practice, the inverter nonlinearity will generate different 5th and 7th harmonics in the phase
current. As a result, (6k + 1) subharmonics will appear in the back EMF estimation, which
results in six harmonic fluctuations in the estimated rotor position and speed [24]. The
sixth harmonic will reduce the performance of the control system. The back EMF formula
including the sixth harmonic component is as follows:{

êα = −Eex sin(ωet + θe)− E6k±1 sin((6k + 1)ωet + θ6k±1)
êβ = −Eex sin(ωet + θe) + E6k±1 cos((6k + 1)ωet + θ6k±1)

(9)

The rotor angle estimation error becomes:

εθ = θe − θ̂e + E6k sin(6kωet + θ6k) (10)

where Eex = ωe · ψ f . In general, there is only the harmonic effect when k = 1. Therefore,
after the whole FOC control finishes, the output rotor angle error will contain the sixth
harmonic component. The ADRC does not require an accurate motor model. According to
this characteristic, this paper proposes an internal disturbance observer LESO2 to estimate
the internal disturbance of the system. The LESO2 is cascaded with the LESO1. With this
scheme, the influence of higher harmonics and motor parameter changes of the system
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performance can be eliminated as far as possible. At this time, the stator current model is
shown as follows:

pix = fex + fx + ux/Ld + fehx , x = α, β (11)

where fehx represents the internal disturbance in the static coordinate system, which is the
high-order harmonic back EMF. According to the current formula, the LESO2 is designed
as follows: ⎧⎨⎩

εhx = îhx − ix
pîhx = f̂ex + fx + f̂ehx + ux/Ld − βx3εhx
p f̂ehx = −βx4εhx

(12)

where îhx is the estimated current component under the higher harmonic. εhx is the
estimation error. f̂ehx is the estimated internal disturbance. βx3 and βx4 are the gains of the
LESO2.

According to Equations (3) and (8), the estimated rotor position can be calculated as:

θ̂e = arctan

(
−êα

êβ

)
(13)

In Equation (13), the estimated rotor position can be obtained directly. However, the
arctangent function is very sensitive to noise. The position extraction method based on the
arctangent function directly brings this noise into the operation, which leads to the error
being amplified, thus causing greater angle estimation error. This uncertainty will reduce
the accuracy and stability of the control system, especially in the middle and low speed
range. Therefore, it is necessary to use the PLL to extract speed and position information
from the estimated back EMF [25].

βx1, βx2, βx3 and βx4 are the gains of the LESO1 and the LESO2. If the gains are not
properly selected, it will lead to the loss of position in the process of controller evaluation,
which will lead to system instability [26,27]. Therefore, the selection of gains is an important
issue. Taking the LESO1 as an example, the tracking error is defined as follows:

e =
[

îx − ix
f̂ex − fex

]
(14)

According to Equations (5) and (7), the error state equation can be derived as:

.
e = Cme, Cm =

[−βx1 1
−βx2 0

]
(15)

Equation (15) shows that the eigenvalues of Cm determine the behavior of the LESO1.
If and only if βx2 > 0, Equation (15) is asymptotically stable. Therefore, the gains of the
LESO1 can be selected according to the bandwidth of the LESO1 [28]. Specifically, the gains
of the LESO1 are designed such that Cm has a double eigenvalue λ that is equal to the
bandwidth of the LESO1 [29]. The characteristic equation is as follows:

|λE − Cm| =
∣∣∣∣λ + βx1 −1

βx2 λ

∣∣∣∣ = λ2 + βx1λ + βx2 = (λ + ω0)
2 (16)

where ω0 is the bandwidth of the LESO1. ω0 should be large enough to ensure that the
system can respond quickly. According to ω0, the gains of the LESO1 can be obtained
as follows:

βx1 = 2ω0, βx2 = ω2
0 (17)

The gains selection of the LESO2 is similar to the LESO1.
Figure 1 is the control diagram of the ELESO. ux is the system input, which is repre-

sented as the voltage component in the static coordinate system in the PMSM control. ix is
the current component in the static coordinate system. fx can be calculated by combining
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motor parameters with dynamic components. The three inputs act on the LESO1 and the
LESO2, respectively. By subtracting the internal interference from the lumped interference,
the back EMF can be obtained in the static coordinate system with high-frequency harmon-
ics filtered. According to the estimated back EMF, the rotor position and the speed are
obtained in the PLL. This scheme eliminates the low-pass filter and discrete sliding mode
function and improves the phase delay and chattering problems. The ELESO can obtain
high-precision estimation parameters.
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Figure 1. Block diagram of the plant controlled by the ELESO scheme.

2.3. Design of Backstepping Control

The backstepping control is used to decompose the complex nonlinear system into
subsystems that do not exceed the system order, then design the corresponding Lyapunov
function and intermediate virtual control quantity for each subsystem [30]. At each stage,
the current Lyapunov function will be based on the state of the previous subsystem,
including the current virtual control quantity to ensure system stability [31]. The control
steps are mainly divided into the following steps: Firstly, the controller selects some states
of the system as subsystems and designs the Lyapunov functions. According to the virtual
control quantity of the subsystem, the virtual error variable is designed. A new subsystem
is composed of the virtual error variable and the previous subsystem. A new Lyapunov
function is designed to stabilize the new system. If the actual control quantity of the system
is not obtained, the subsystem shall be designed recursively. Otherwise, the actual control
quantity shall be designed to stabilize the whole system [32]. Each new system is designed
on the premise that its subsystems are stable, so that the final control system can be stable.

According to the estimated position and the estimated speed of the rotor obtained
by the ELESO, this paper proposes an integral backstepping control module with a speed
controller and current controller cascaded. The reference values of rotor speed and d and
q-axis currents are defined as ωr, idre f and iqre f . First, for the speed loop with a given
reference speed, assuming that the control target of the system is speed tracking. Tracking
error is constructed as follows:

eω = ωr − ω + eωI (18)
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where eωI is the integral of the estimation error in the sampling time. This term is added to
ensure that the system can converge even if the system parameters contain uncertainties.
eωI is expressed as follows:

eωI = Kω

t∫
0

(ωr − ω)dt (19)

To make the speed tracking error approaches zero, iqre f is designed as a virtual control
variable. The candidate Lyapunov function is constructed as follows:

Vω =
1
2

e2
ω (20)

The derivative of eω can be obtained by combining Equations (1) and (18):

.
eω =

.
ωr − 3

2
np

J

(
ψ f iqre f + (Ld − Lq)idiqre f

)
+

1
J

TL +
B
J

ω + Kω(ωr − ω) (21)

Then, the derivative of the candidate Lyapunov function shown in Equation (20) is:
.

Vω = eω
.
eω = eω

[
.

ωr − 3
2

np

J
(ψ f iqre f + (Ld − Lq)idiqre f ) +

1
J

TL +
B
J

ω + Kω(ωr − ω)

]
(22)

To make Equation (22) negative definite, iqre f is taken as follows:

iqre f =
J

3
2 np(ψ f + (Ld − Lq)id)

[
K1eω +

.
ωr +

1
J

TL +
B
J

ω +
.
eωI

]
(23)

The result of Equation (22) is as follows:

.
Vω = −K1e2

ω, K1 > 0 (24)

TL is used in Equation (23). TL is unknown in most drive control designs. There-
fore, it can be estimated according to the speed information obtained in the ELESO and
Equation (1) [33].

At this time, the system has achieved the goal of global progressive speed tracking.
To achieve complete decoupling and speed tracking of the PMSM, the current under the
synchronous rotating coordinate system can be selected as follows:{

iqre f =
J

3
2 np(ψ f +(Ld−Lq)id)

[
K1eω +

.
ωr +

1
J TL +

B
J ω +

.
eωI

]
idre f = 0

(25)

The current tracking error is selected as the virtual control variable. The current error
is defined as follows: {

eq = iqre f − iq + iqe
ed = idre f − id + ide

(26)

where ide and iqe are the integral terms, which are expressed as follows:

ixe = Kx

t∫
0

(ixre f − ix)dt, x = d, q (27)

At this time, a new system is being constructed. Consider the following candidate
Lyapunov function:

Vq = Vω +
1
2

e2
q +

1
2

i2qe (28)
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The derivative of Equation (28) can be obtained by combining Equations (1), (24)
and (26):

.
Vq = −K1e2

ω + eq

[ diqre f
dt + RS

Lq
iq +

Ld
Lq

npωid +
ψ f np

Lq
ω − 1

Lq
uq + Kq(iqre f − iq)

]
+iqeKq(iqre f − iq)

(29)

According to Equation (29), the control quantity uq is selected as follows:

uq = Lq

[
K2eq +

diqre f

dt
+

RS
Lq

iq +
Ld
Lq

npωid +
ψ f np

Lq
ω

]
(30)

Substituting Equation (30) into Equation (29) yields:

.
Vq = −K1e2

ω − K2e2
q + (eq + iqe)Kq(iqre f − iq)

= −K1e2
ω − K2e2

q + (eq + iqe)Kq(eq − iqe)

= −K1e2
ω − (K2 − Kq)e2

q − Kqi2qe

(31)

The result of Equation (31) is as follows:

.
Vq ≤ −KQVq, KQ = min

{
K1; (K2 − Kq); Kq

}
(32)

For the d-axis current id, the target idre f = 0. The control value is ud. Similar to the
previous subsystem construction process, the candidate Lyapunov function is defined as:

Vd =
1
2

e2
d +

1
2

i2de (33)

The derivative of Equation (33) yields:

.
Vd = ed

( dire f
dt − did

dt − Kdid

)
+ ideKd(idre f − id)

= ed

(
RS
Ld

id − Lq
Ld

npωiq − 1
Ld

ud

)
+ Kd(ed + ide)(ed − ide)

(34)

According to Equation (34), the control quantity ud is selected as follows:

ud = Ld

(
K3ed +

RS
Ld

id −
Lq

Ld
npωiq − 1

Ld
ud

)
(35)

Substituting Equation (35) into Equation (34) yields:

.
Vd = −(K3 − Kd)e2

d − Kdi2de (36)

Similar to Equation (32),
.

Vd is represented as follows:

.
Vd ≤ −KDVd, KD = min{(K3 − Kd); Kd} (37)

Through the design of the backstepping controllers, the speed controller and current
controllers are cascaded to ensure that all virtual control variables will eventually converge
to their reference values.

In practice, some parameters of the PMSM are not fixed. Its value changes over time.
For example, the stator resistance will change as the temperature changes [34]. However,
in sensorless control of using equation model, motor parameters such as resistance and
inductance are used in calculation. The system operation is based on the assumption that
these parameters are predetermined and conform to actual motor parameters. Therefore,
the difference of motor parameters may affect the stability of the sensorless control system.
To solve this problem, in [35], the author introduced the on-line parameter identification as
a compensation method for motor parameter difference. Specifically, the Recursive Least
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Squares method (RLS) is used as the core, and the appropriate forgetting matrix is selected
to identify. The feasibility of the method is verified by simulation.

3. Simulation and Experimental Analysis

In this section, the PMSM sensorless control diagram based on the combination of the
integral backstepping controller and the ELESO is shown in Figure 2. The ELESO calculates
the estimated internal and external interference. The estimated rotor position and speed are
obtained in PLL. D and q-axis voltages are obtained by the integral backstepping controller.
After anti-Park transformation and SVPWM, the PWM signal is output to complete the
whole control process. The experimental test platform is shown in Figure 3. Its components
mainly include a PMSM, drive module, load, DC power supply, dynamic torque sensor,
etc. The experiment uses STM32F407 chip and IR2110S driver chip as the core hardware
platform to drive the 24 V on-board motor.

SVPWM

ELESOPLL
PMSM

Integral 
Backstepping 

Controller
r

0drefi

ˆ ˆ
he ef f

ˆ ˆ
he ef f

u
uqu

du
dq

dq
qi
di i

i
abc

ai
i abcu

e

 
Figure 2. Block diagram of the scheme based on the integral backstepping controller and the ELESO.

 

Motor 

Load Dynamic 

Torque Sensor 

Stm32f407 
DC Power Supply 

Figure 3. The experimental test platform.
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3.1. Simulation Results and Analysis

Table 1 shows the parameters of the PMSM. According to the flow chart of the FOC
control of PMSM, a simulation model is built in Matlab/Simulink for experimental verifica-
tion. The backstepping controllers replace the traditional PI controllers and add an integral
term to them. The ELESO obtains back EMF. In this paper, the control scheme combining
the backstepping controller and the ESO is regarded as the old scheme, and the control
scheme combining the integral backstepping controller and the ELESO is regarded as the
new scheme. The new scheme is compared with the old scheme to verify the effectiveness
of the new control scheme.

Table 1. PMSM parameters.

Parameters Values

Stator resistance/Ω 1.5
Rated torque/N·m 6

d-axis inductance/mH 2.48
q-axis inductance/mH 2.95

Rated speed/rpm 1000
Moment of inertia/kg·m2 0.0014

Flux linkage/wb 0.07
Viscous friction/B 7.2 × 10−4

Pole pairs 4

According to the actual situation of the motor parameters, the characteristics of current
tracking performance and anti-interference, the bandwidth of the LESO1 is selected as
500 Hz, and the bandwidth of the LESO2 is selected as 3000 Hz in the ELESO. In the
backstepping controller, K1 = 4000, Kω = 200, K2 = 13,000, Kq = 350, K3 = 8000, kd = 830.
Set the step size as 1 × 10−5 s. The motor accelerates from the static state to 500 rad/s. The
rotor speed is raised to 1000 r/min at 0.5 s, and 6 N·m loads are applied to the rotor. Then,
the motor runs at the rated speed.

Figure 4 shows the estimated back EMF under the old scheme. Due to the existence
of harmonics, the estimated value of back EMF is not ideal. The influence of high-order
harmonics on estimation accuracy is especially obvious at the low speed. According to the
definition of the PLL and Equation (13), the back EMF information is finally converted into
the estimated position information of the rotor. Therefore, this paper mainly shows the
advantages of the new scheme from the position and speed of information.

Figure 4. PMSM estimated back EMF of the control scheme of combining the backstepping controller
with the ESO.
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Figure 5 shows the PMSM three-phase current waveforms of the two control schemes
under no-load startup. Comparing the two waveforms, it can be concluded that the scheme
based on the integral backstepping controller and the ELESO has a higher sinusoidal
current waveform because it filters out the higher harmonics.

  
(a) (b) 

Figure 5. PMSM stator three-phase current waveforms under no-load startup of the (a) Control
scheme of combining the backstepping controller with the ESO and (b) Control Scheme of combining
the integral backstepping controller with the ELESO.

Figure 6 shows the waveforms comparison between the estimated rotor position and
the actual value under the two schemes. Combined with the rotor position error waveforms
shown in Figure 7, it is obvious that the traditional scheme always has an estimation error
of about 0.5 rad under no-load startup. The improved scheme will have fewer errors only at
the moment of state change. With the stable operation of the motor, the position estimation
error under the improved scheme is always stable at about 0 rad.

  
(a) (b) 

Figure 6. PMSM rotor position tracking under no-load startup of the (a) Control scheme of com-
bining the backstepping controller with the ESO and (b) Control Scheme of combining the integral
backstepping controller with the ELESO.
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(a) (b) 

Figure 7. PMSM rotor position tracking error under no-load startup of the (a) Control scheme of
combining the backstepping controller with the ESO and (b) Control Scheme of combining the
integral backstepping controller with the ELESO.

Figure 8 shows the d and q-axis currents of the two controllers. Due to the existence of
higher harmonics, the waveforms in Figure 8a are not smooth. The high-order harmonics
are filtered out in Figure 8b, so the d and q-axis currents are more stable. In addition, when
the state changes in 0 s and 0.5 s, the jump amplitude of the current in Figure 8b is smaller.

(a) (b) 

Figure 8. PMSM d and q-axis currents under no-load startup of the (a) Control scheme of combin-
ing the backstepping controller with the ESO and (b) Control Scheme of combining the integral
backstepping controller with the ELESO.

Figure 9 shows the rotor speed waveforms of the two controllers. The standard of
rotor stability is that the rotor speed reaches the set value and can be stabilized around
the set value. In Figure 9a, it takes about 0.07 s for the rotor speed to reach the set value.
In Figure 9b, the waveform converges faster. The new scheme eliminates the influence of
internal disturbances such as harmonic components and parameter changes. The speed
waveform is smoother. The new scheme is more suitable for places with high requirements
for motor speed accuracy.

According to the above waveforms, the control scheme of combining the traditional
backstepping controller with the ESO does not eliminate the influence of the high-order
harmonics and internal parameter changes of the motor. Therefore, the problem of jitter
and poor sinusoidal performance will occur in this control scheme, especially at low speeds.
The system always maintains an estimation error of about 0.5 rad, which affects the stable
operation of the motor. Compared with the traditional scheme, the control scheme based
on the integral backstepping controller and the ELESO has better tracking performance
at a low speed. In the second stage of acceleration, the traditional control mode requires
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0.06 s of reaction time, and the improved scheme only needs 0.01 s to reach the rated speed,
which improves the reaction speed of the system.

  
(a) (b) 

Figure 9. PMSM rotor speed under no-load startup of the (a) Control scheme of combining the
backstepping controller with the ESO and (b) Control Scheme of combining the integral backstepping
controller with the ELESO.

The working principle of PMSM is that the magnetic field acts on the current force
to make the motor rotate. When the motor is unloaded, the electromagnetic force is far
greater than the force required for rotor rotation. When the motor is loaded, the resistance
of the load on the rotor requires more force to rotate. Therefore, we need to conduct the
motor on load starting test to verify whether the new scheme meets the expectations. Set
the motor speed to the rated speed of 1000 r/min and the load to 6 N·m. The two methods
are simulated, and the experimental results are analyzed.

Figure 10 shows the waveforms of the PMSM stator three-phase current under load
startup test. Both schemes can obtain relatively stable three-phase waveforms under load
startup, but the sinusoidal property of Figure 10a is worse than that of Figure 10b due
to the existence of harmonics. In Figure 10b, the LESO2 timely estimated the harmonic
components, and the external interference of the ELESO output no longer contains high-
order harmonics, so the waveform is more sinusoidal.

  
(a) (b) 

Figure 10. PMSM stator three-phase current waveforms under load startup of the (a) Control scheme
of the combining backstepping controller with the ESO and (b) Control Scheme of combining the
integral backstepping controller with the ELESO.

Figure 11 shows the rotor position estimation waveforms under load startup. As
shown in Figure 11, both control schemes can finally achieve the goal of real-time tracking.
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According to the error waveforms shown in Figure 12, it can be obtained that the new
scheme can converge faster. Compared with Figure 12a, the integral backstepping controller
eliminates the steady-state error and further improves the system performance.

  
(a) (b) 

Figure 11. PMSM rotor position tracking under load startup of the (a) Control scheme of combin-
ing the backstepping controller with the ESO and (b) Control Scheme of combining the integral
backstepping controller with the ELESO.

(a) (b) 

Figure 12. PMSM rotor position tracking error under load startup of the (a) Control scheme of
combining the backstepping controller with the ESO and (b) Control Scheme of combining the
integral backstepping controller with the ELESO.

Figure 13 shows the d and q-axis currents of the two schemes under load startup. The
higher harmonics are filtered out in Figure 13b, and the waveforms are smoother than those
in Figure 13a. In addition, the currents in Figure 13b have a faster convergence speed and a
smaller jump amplitude.

Figure 14 shows the speed-tracking waveforms of the two schemes under load startup.
As shown in Figure 14a, the rotor speed reaches the set value of 0.4 s. The rotor can converge
to the target speed after 0.2 s under the new system. Since high-frequency harmonics and
other internal disturbances are filtered out, the speed can be stabilized at 1000 r/min
thereafter. Therefore, the new system has good robustness.
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(a) (b) 

Figure 13. PMSM d and q-axis currents under load startup of the (a) Control scheme of combining the
backstepping controller with the ESO and (b) Control Scheme of combining the integral backstepping
controller with the ELESO.

  
(a) (b) 

Figure 14. PMSM rotor speed under load startup of the (a) Control scheme of combining the
backstepping controller with the ESO and (b) Control Scheme of combining the integral backstepping
controller with the ELESO.

According to the above experimental data, when the motor starts with load, the control
scheme based on the combination of the backstepping controller and the ESO, as well as the
control scheme based on the combination of the integral backstepping controller and the
ELESO, will eventually produce a stable waveform. However, the control scheme based on
the integral backstepping controller and the ELESO can accelerate to the rated speed faster
in the startup phase, which is 0.2 s faster than the traditional control scheme. The control
scheme combining the backstepping controller with the ESO still has a rotor estimation
error of 0.2 rad when the system is stable. Due to the estimation of the internal disturbance
of the system and the addition of integral terms to the backstepping controller, the control
scheme based on the integral backstepping controller and the ELESO can obtain better
static stability. Through no-load acceleration and on-load starting experiments, it is verified
that the PMSM sensorless control system based on the integral backstepping controller and
the ELESO has better performance and stronger robustness. The simulation results realize
the PMSM high-precision control without a position sensor.

3.2. Experimental Results and Analysis

The feasibility of the control scheme based on the combination of the integral back-
stepping controller and the ELESO is preliminarily verified through simulation. On this
basis, the motor test bench shown in Figure 3 is used for experimental verification. The
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magnetic particle brake and tension controller provide load to the PMSM. The dynamic
torque sensor can display the change of dynamic parameters such as speed and torque
of the PMSM. At zero speed and low speed, the back EMF is very small, and the rotor
position cannot be accurately estimated. I-F open-loop startup is usually used to cover the
startup from standstill through the low-speed area. After rotor pre-positioning, the method
applies a constant q-axis current to drag the speed up to the desired speed, then switches
to a medium-high speed angle observer [36].

According to the simulation results, two experiments are designed to verify the
superiority of the control scheme based on the integral backstepping controller and the
ELESO. These experiments also use the control scheme based on the backstepping controller
and the ESO as a comparison. Firstly, PMSM starts at no load and accelerates to 500 r/min.
At 0.5 s, the PMSM accelerates to 1000 r/min. When the time reaches 1 s, the load jumps
to 6 N·m. Finally, the load drops to 0 N·m at 1.5 s, and the PMSM keeps running at this
state. Figure 15 shows the speed waveforms under this experiment. The total duration of
the experiment is set to 2 s. The timeline of the experiment is marked in Figure 15, and all
the following waveforms are based on this timeline. Figure 15 clearly shows that when the
system state changes, the control scheme based on the integral backstepping controller and
the ELESO has a faster response speed. Figure 16 shows the actual position and estimated
position of the rotor after taking the remainder under the two schemes. In Figure 16, the
errors of the two schemes are small, which will be difficult to show the superiority of
the improved scheme. In this paper, the position and speed information are quantified
in the table for a clearer comparison. Table 2 shows the estimated and actual values of
position and speed under the two schemes. According to the design of experiment 1, the
appropriate time points are selected for data acquisition. In experiment 1, after the PMSM
is started, the system state changes three times at 0.5 s, 1 s and 1.5 s. Table 2 shows that
the control scheme based on the integral backstepping controller and the ELESO has better
tracking effect in the whole process of experiment 1. The rotor position tracking error
is basically stable within 0.1 rad, which is greatly improved compared with the control
scheme based on the backstepping controller and the ESO. When the system state changes,
the rotor speed jump amplitude of the improved scheme is lower. Moreover, when the
system operates stably, especially when the load value is rated, the steady-state error of
the control scheme based on the integral backstepping controller and the ELESO is smaller,
and its speed can converge to the set value faster.

  
(a) (b) 

 6 N·m 6 N·m 

0.5 0 1 2 1.5 0.5 0 1 2 1.5 

 1000r/min 
 500r/min 

 1000r/min 
 500r/min 

 act 

 est 

 act 

 est 

Figure 15. Experiment 1 PMSM rotor speed waveforms of the (a) Control scheme of combining the
backstepping controller with the ESO and (b) Control Scheme of combining the integral backstepping
controller with the ELESO.
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Figure 16. Experiment 1 PMSM rotor position waveforms of the (a) Control scheme of combining the
backstepping controller with the ESO and (b) Control Scheme of combining the integral backstepping
controller with the ELESO.

Table 2. Position and speed of experiment 1.

Time (s)
Speed (a)
Act/Est

Speed (a)
Error

Speed (b)
Act/Est

Speed (b)
Error

Position (a)
Act/Est

Position
(a) Error

Position
(b) Act/Est

Position
(b) Error

0.01 363.85/137.69 226.16 500.45/501.5 −1.05 0.81/0.39 0.42 1.69/1.82 −0.13
0.05 470.00/462.84 7.16 506.67/505.13 1.54 2.16/1.48 0.68 4.52/4.61 −0.09
0.1 510.40/524.53 −14.13 503.87/502.75 1.12 1.72/1.13 0.59 4.45/4.51 −0.06
0.3 500.58/497.83 2.75 500.15/499.03 1.12 3.38/2.75 0.63 6.17/6.23 −0.06

0.55 960.06/979.30 −19.24 1015.57/1013.61 1.96 1.35/0.5 0.85 5.80/5.88 −0.08
0.6 1007.67/1005.30 2.37 1003.86/1002.66 1.2 5.99/4.68 1.31 6.14/6.19 −0.05
0.8 1001.32/1006.70 −5.38 1000.29/999.41 0.88 5.28/4.09 1.19 4.14/4.18 −0.04

1.05 873.38/870.16 3.22 945.46/945.07 0.39 1.05/0.03 1.02 4.72/5.14 −0.42
1.1 926.43/921.41 5.02 995.04/994.04 1 1.43/0.3 1.13 2.05/2.44 −0.39
1.3 967.17/931.65 35.52 999.82/998.94 0.88 1.10/0.08 1.02 6.16/6.22 −0.06

1.55 1112.68/1140.04 −27.36 1056.01/1053.08 2.93 5.98/4.58 1.4 1.14/1.21 −0.07
1.6 1110.35/1107.98 2.37 1011.21/1010.24 0.97 2.79/1.39 1.4 1.44/1.48 −0.04
1.8 1042.10/1036.18 5.92 1000.99/1000.23 0.76 2.71/1.45 1.26 3.51/3.55 −0.04

Figure 17 is the current waveforms diagram of the d and q-axis. Figure 18 shows
the electromagnetic torque waveforms. In Figure 17, both schemes have obtained stable
current waveforms. However, the jump amplitude of the q-axis current in Figure 17b is
smaller when the speed changes. Figure 18a shows that the waveform jitter with internal
interference (higher harmonics) will be very obvious. In high performance control occasions,
such control performance is not allowed. The reference value of d-axis current is always
0. According to the time point selected in Table 2, the d-axis currents and electromagnetic
torques are quantized in Table 3. Comparing the data of the two schemes, the d-axis
current error and electromagnetic torque error of the control scheme based on the integral
backstepping controller and the ELESO are 1–10% of the error of the comparison scheme.
The control scheme based on the integral backstepping controller and the ELESO shows
better control performance.
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Figure 17. Experiment 1 PMSM d and q-axis currents of the (a) Control scheme of combining the
backstepping controller with the ESO and (b) Control Scheme of combining the integral backstepping
controller with the ELESO.
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Figure 18. Experiment 1 PMSM electromagnetic torque waveforms of the (a) Control scheme of
combining the backstepping controller with the ESO and (b) Control Scheme of combining the
integral backstepping controller with the ELESO.

Table 3. D-axis current and torque of experiment 1.

Time (s) Id (a) Id (b) Torque (a) Torque (b)

0.01 1.20 0.05 9.84 1.31
0.05 −0.27 −0.003 2.12 0.04
0.1 0.16 −0.002 0.78 0.03
0.3 −0.023 0.001 −0.60 0.01

0.55 0.50 0.002 −2.16 −0.04
0.6 0.013 −0.001 −1.57 −0.01
0.8 0.72 −0.002 2.02 0

1.05 0.60 −0.01 6.03 6.21
1.1 0.25 0.003 7.49 6.08
1.3 0.09 0.002 6.32 6.01

1.55 0.39 0.006 1.68 −0.19
1.6 0.62 0 0.64 −0.09
1.8 0.22 −0.003 0.81 −0.01

The load startup and speed jump test of PMSM are also essential steps to verify its
sensorless control performance. Experiment 2 is designed as PMSM load startup and speed
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jump experiment. PMSM starts at the set value of 1000 r/min and 6 N·m. Then, the speed
jumps to 800 r/min at 1 s.

Figure 19 shows the speed waveforms of Experiment 2. Figure 20 shows the estimated
value and actual value of the rotor position after taking the remainder. Similar to experiment
1, the relevant parameters in Figures 19 and 20 are quantified in Table 4. According to
the data in Table 4, the speed in Figure 19b can reach the set value in only 0.3 s, which is
much faster than the waveform in Figure 19a. Moreover, in Figure 19b, when the speed
reaches the set value, PMSM can operate stably at the set value, and the steady-state error
is close to 0. During the whole control process, the rotor position estimation error shown
in Figure 20b is always stable around 0.4 rad. Comparing with Figure 20a, the estimation
error is reduced to 30–40%.
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Figure 19. Experiment 2 PMSM rotor speed waveforms of the (a) Control scheme of combining the
backstepping controller with the ESO and (b) Control Scheme of combining the integral backstepping
controller with the ELESO.
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Figure 20. Experiment 2 PMSM rotor position waveforms of the (a) Control scheme of combining the
backstepping controller with the ESO and (b) Control Scheme of combining the integral backstepping
controller with the ELESO.

50



Appl. Sci. 2023, 13, 1680

Table 4. Position and speed of experiment 2.

Time (s)
Speed (a)
Act/Est

Speed (a)
Error

Speed (b)
Act/Est

Speed (b)
Error

Position (a)
Act/Est

Position
(a) Error

Position
(b) Act/Est

Position
(b) Error

0.1 812.50/814.99 −2.49 965.98/964.67 1.31 5.51/4.49 1.02 4.76/5.16 −0.4
0.3 939.87/947.73 −7.86 998.68/997.78 0.9 6.23/5.13 1.1 6.01/6.24 −0.23
0.5 970.27/987.90 −17.63 999.97/999.06 0.91 2.18/0.98 1.2 1.79/2.18 −0.39
0.7 985.96/987.44 −1.48 1000.01/999.11 0.9 1.34/0.08 1.24 3.89/4.28 −0.39
0.9 993.17/1010.23 −17.06 1000.02/999.08 0.9 1.30/0.03 1.27 5.81/6.20 −0.39

1.1 859.71/858.22 1.49 795.70/794.77 0.93 4.73/3.61 1.12 5.83/6.27 −0.44
1.3 822.55/803.84 18.71 799.83/798.87 0.96 1.13/0.2 0.93 3.70/4.14 −0.44
1.5 808.29/802.55 5.74 799.98/799.03 0.95 1.04/0.02 1.02 1.60/2.04 −0.44
1.7 799.04/803.83 −4.79 799.99/799.03 0.96 5.95/4.99 0.96 5.80/6.23 −0.43
1.9 805.53/780.67 24.86 799.99/799.02 0.97 4.05/3.04 1.01 3.70/4.14 −0.44

Figure 21 shows the current waveforms of d and q-axis under experiment 2. In
Figure 21a, when the rotor speed changes, the current waveforms have a very obvious
jump. Moreover, due to the existence of higher harmonics, the electromagnetic torque
waveform in Figure 22a has a large fluctuation. In Figure 22b, higher harmonics are filtered,
and the waveform is smoother. Table 5 shows the d-axis currents and torques data of the two
schemes in Experiment 2. According to the data in Table 5, the steady-state error of d-axis
current in Figure 21b is 0.001–0.002. The electromagnetic torque error in Figure 22b is stable
at 0.01. Experiment 2 proves that the control scheme based on the integral backstepping
controller and the ELESO has a faster response speed, lower parameters jump and smaller
steady-state errors when starting and changing speed under the constant load. This is
consistent with the results of experiment 1.
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Figure 21. Experiment 2 PMSM d and q-axis currents of the (a) Control scheme of combining the
backstepping controller with the ESO and (b) Control Scheme of combining the integral backstepping
controller with the ELESO.

In conclusion, the above experiments further verify that the control scheme based
on the integral backstepping controller and the ELESO has better performance than the
scheme based on the backstepping controller and the ESO. The experimental results show
that the simulation results are correct. Compared with the ESO, the ELESO eliminates the
interference of the higher harmonics. The backstepping controller can greatly reduce the
influence of the parameter changes and the charge disturbances by introducing the integral
action in each step to ensure high accuracy speed control. The scheme can be applied to
places with high performance.
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Figure 22. Experiment 2 PMSM electromagnetic torque waveforms of the (a) Control scheme of
combining the backstepping controller with the ESO and (b) Control Scheme of combining the
integral backstepping controller with the ELESO.

Table 5. D-axis current and torque of experiment 2.

Time (s) Id (a) Id (b) Torque (a) Torque (b)

0.1 0.35 −0.002 8.84 6.06
0.3 0.50 0.002 8.49 6.02
0.5 −0.013 0.002 6.39 6.01
0.7 0.28 0.002 6 6
0.9 0.132 0.002 6.72 6.01

1.1 −0.15 0.002 3.68 6.04
1.3 −0.011 −0.001 6.57 6.01
1.5 −0.12 −0.001 6.07 6
1.7 −0.36 −0.001 4.74 6
1.9 −0.05 0 5.34 6.01

4. Conclusions

According to the characteristics of the sensorless control system, this paper proposes
a sensorless control scheme that combines the integral backstepping controller with the
ELESO to improve the performance of the system.

The LESO proposed by the control algorithm has the advantage of estimating the
system disturbance without requiring an accurate motor model. On this basis, the algorithm
improves the performance of the sensorless system by cascading another new LESO to
estimate and compensate for the sixth harmonic component. Moreover, the control system
provides the integral speed backstepping controller with the estimation value of the rotor
speed obtained by the ELESO. The q-axis current reference value is obtained by designing
a Lyapunov function. The current reference values in the synchronous rotating coordinate
system are transferred to the integral current backstepping controllers to obtain the d and
q-axis voltages. The reference voltages and the estimated rotor position obtained by the
ELESO are transmitted to the SVPWM to realize the whole FOC sensorless control process.
The acceleration and load startup experiments are carried out on the control model to verify
that the improved algorithm has a faster convergence speed and more accurate position
estimation. In addition, the control algorithm can effectively eliminate motor chattering and
phase delay, which has good stability under static and dynamic conditions. The simulation
results show that the PMSM sensorless control system based on the integral backstepping
controller and the ELESO is effective and has good load interference suppression capability.
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Abstract: High torque ripple dramatically affects the switched reluctance motor (SRM) application. To
reduce the torque ripple, a reference torque neural network (RTNN) is proposed to adjust the reference
torque online. Firstly, the RTNN is built on the torque sharing function (TSF) method. Furthermore,
the RTNN is designed as a single-input and -output network. As the periodic relationship between
the torque ripple and the rotor angle, the rotor angle constitutes the central node parameter of
the implicit function in RTNN. Therefore, one-step adjustment of the RTNN can perform well at
restraining reference torque. Lastly, the torque error is used to adjust the parameters of RTNN to
reduce the torque ripple. In the MATLAB environment, through the simulation comparison with
fuzzy torque and PD current compensation method, the effectiveness of RTNN at torque ripple
suppression is proven with different loads and speeds.

Keywords: switched reluctance motor; reference torque; TSF; neural network; torque ripple

1. Introduction

The switched reluctance motor (SRM) has the advantages of high power density, wide
speed range, high reliability, and low manufacturing cost. In addition, due to the simple and
robust structure, SRMs have high reliability and can operate in harsh environments [1–3].
However, due to its unique doubly salient structure, a large torque ripple will occur, which
can be attributed to the nonlinear relationship between torque and current in the operation
process [4,5].

Current control-based methods to reduce torque ripple mainly include current mode
predictive control (MPC), torque sharing function (TSF), instant torque compensation, and
current injection method.

The voltage prediction can be calculated by MPC via the micro-step method, according
to the rotor voltage and flux equation [6]. Firstly, the cost function of minimum flux is
designed following the flux model. Then, the MPC algorithm is employed for flux predic-
tion and control [7]. On the basis of this idea, the predictive current control method can be
further utilized [8]. An unconstrained MPC for current control can cope with the measure-
ment noise and uncertainties within the machine inductance profile [9]. Nonetheless, the
MPC Model recommendations can take a long time depending on the precise mathematical
model of the SRM [10].

The TSF method has the advantage of a simple structure. The torque ripple and
copper loss can reach their lowest levels by adding coefficients to the transient phase
and using a genetic algorithm for optimization [11]. The torque sharing function can be
further optimized according to the reference current of the torque distribution at different
angles [12]. The above three methods require offline training. In comparison, the online
method can adjust reference current without training. The iterative optimization method is
divided into the outer loop and inner loop, the outer loop optimization of the turn-off angle
to reduce copper loss, the inner loop optimization of torque ripple, the introduction of
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feedback torque, and the optimization of the turn-on angle [13]. The inductance derivatives
under different rotor angles and phase currents are calculated through finite element
analysis, and the partial derivatives can be used to calculate the given current [14]. However,
this method needs to adapt better to load changes, and improvement in the accuracy
of the rotor angle is required [15]. Therefore, the accuracy of rotor angle needs to be
considered [16].

To reduce torque ripple, instant torque can be employed as compensation for current.
During the commutation interval, the difference between the reference and instant torque
can be used to obtain the modified reference torque, which will finally translate to the
reference current [17]. As the torque ripple in the commutation section is more serious, the
feedback torque is used to reduce the torque ripple in the commutation section, and the
effect is more pronounced [18]. The Lagrangian multiplier method can also be employed
to minimize current ripple and optimize the copper loss and torque ripple [19]. As the
flux change rate influences the speed and output torque, the torque error is used to adjust
the reference torque of the first and second half of the transition section [20]. Changing
the supply voltage can also reduce the torque ripple by avoiding torque generation in
the negative torque region [21]. At the same time, the genetic algorithm and least square
method can also reduce torque ripple by optimizing the opening angle and transition
angle [22]. The error between the reference and the instant torque constitutes a fuzzy set
to generate a reference current insensitive to rotor angles [23]. According to the current
voltage and speed, the maximum output torque capacity of the current phase is calculated,
and the other phase compensates for the defective part to obtain the phase reference torque
of the commutation [24]. Torque error fuzzy processing, resulting in compensation current,
can also reduce torque ripple [25].

A proper compensation current is essential in the current injection method. The torque
error can be used as a ratio to inject into the present current, and repeat the process in the
iterative learning process to obtain a proper compensation current [26]. The DC and first
and second current harmonics mainly contribute to the average torque. In comparison, the
fourth and fifth current harmonics significantly influence the torque ripple, but contribute
much lower to the average torque [27]. Therefore, finite element analysis and current
profiling adjustment can effectively reduce torque ripple through torque error [28]. To
obtain the inductance value and change rate in the coefficient of torque formula, injecting
high-frequency voltage is feasible [29]. The coefficient of the relationship between com-
pensation current and torque error is complex. Reference torque, instant torque deviation,
and rotor angle are input into the fuzzy controller to obtain compensation current [30].
The feed-forward plus torque compensation can reduce the dynamic response time and
improve the steady-state accuracy of electromagnetic torque [31]. The fuzzy compensator
adjusts the torque error, and the torque ripple can also be reduced by compensating the
result to the reference torque [32].

The speed controller can generate the reference torque in TSF, but there is always a
difference between the reference and instant torque. This difference is attributed to the
reference current generated by the TSF, which is not the actual current required, resulting
in a large torque ripple.

Based on parameter adjustment learning, neural networks can be employed for model
identification and control [33]. The robustness of the system to speed control can be
enhanced by introducing a neural network into the sensorless speed [34]. Similarly, the
optimal control parameters of the SRM can be calculated using a dynamic SRM model,
and the parameter curve can be fitted by a neural network [35]. A nonlinear flux linkage
model can be trained by constructing a network of two hidden layers with two-dimensional
positions, current inputs, and flux linkage output [36]. Applying the improved generalized
regression neural network optimized by the fruit fly optimization algorithm to the modeling
of the SRM can further improve the effectiveness and superiority of the neural network [37].
A neural network based on learning error pretreatment for flux linkage control of the SRM
can effectively reduce torque ripple and has excellent repeatability [38].
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Based on the above analysis, a reference torque neural network (RTNN) is herein
designed to adjust the reference torque online to reduce torque ripple. The contribution of
this manuscript is

(1) A RTNN is designed to correct the reference torque, employing the instant torque
as feedback and rotor angle as the center of the neural network.

(2) The implicit function in the RTNN is constructed according to the total current’s
characteristics. Compared with the fuzzy and proportional derivative (PD) compensa-
tion, the RTNN can compensate the current more effectively, reducing the torque ripple
more noticeably.

(3) The RTNN is designed for online learning and one-step adjustment, avoiding
offline training.

The rest of this article is organized as follows. In Section 2, the principle of reference
torque generating is introduced. Section 3 proposes the strategy of reference torque modi-
fied by RTNN. In Section 4, the performances of the proposed scheme are evaluated via
simulations under different operating conditions. Finally, Section 5 concludes this article.

2. Reference Torque Generation

SRM has a double salient pole structure, its operation follows the principle of minimum
reluctance, and to obtain higher energy conversion efficiency, SRM works in the magnetic
saturation region, which makes the nonlinear problem of the motor more serious.

The electromagnetic torque of SRM, which is related to current and rotor angle, can be
calculated from the partial derivative of the co-energy to the rotor angle, as follows:

Te(i, θ) =
∂w∗

m
∂θ

∣∣∣∣
i=const

(1)

where w∗
m(i, θ) =

∫ i
0 ψ(i, θ) ∗ di is the co-energy. As the effect of magnetic saturation is very

low, neglecting the saturated nature, we apply the formula as

wm(i, θ) = w∗
m(i, θ) =

1
2

iψ =
1
2

Li2 (2)

By substituting Equation (2) into Equation (1), we obtain

Te(i, θ) =
1
2

i2
∂L
∂θ

(3)

where i is phase current, L is phase inductance, and θ is rotor angle.
The torque distribution formula is distributed to each phase as the reference torque is

obtained, as Figure 1 shows. The typical TSF includes linear TSF, sinusoidal TSF, and cubic
TSF. Among them, the transition section in cubic TSF is more stable. Therefore, the cubic
TSF is employed, and its distribution function is presented as Equation (4).

fk(θ) =

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

0 0 ≤ θ < θon

3
(

θ−θon
θov

)2 − 2
(

θ−θon
θov

)3
θon ≤ θ < θon + θov

1 θon + θov ≤ θ < θo f f

1 − 3
(

θ−θon
θov

)2
+ 2

(
θ−θon

θov

)3
θo f f ≤ θ < θo f + θov

0 θo f f + θov ≤ θ ≤ τt

(4)

where θon is the on angle, θo f f is the off angle, θov is the overlap angle, and τt is the period.
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Figure 1. TSF control schematic.

The distributed torque is converted into current by Equation (5).

i =
√

2T
∂L/∂θ

(5)

The reference torque of each phase is then converted into the reference current, and
the given current is compared with the feedback current to control the drive circuit on and
off angle, thereby realizing the motor control. In the linearized TSF control method, ∂L/∂θ,
is treated as a constant value because its value varies negligibly compared to the value of
the current. Current can be calculated by Equation (5). This allows the SRM to operate
under different conditions. However, ∂L/∂θ is not a constant value, its value changes with
instant current and rotor angle. The improper selection of the inductive derivative will lead
to a detrimental reference current, resulting in torque ripple.

3. Reference Torque Modified by RTNN

3.1. Relationship between Reference Torque and Instant Torque

It is a standard method to reduce torque ripple using the difference between instanta-
neous torque and reference torque, using the difference to compensate for the reference
torque. However, as the compensation basis needs to be clarified, the fuzzy method must
work with an unclear model [32].

Calculate the difference between the instantaneous and reference torque and form the
fuzzy torque compensation according to the difference and the change in the difference.
The resulting system control structure is shown in Figure 2. The designed fuzzy controller
combines the artificial experience value to provide compensation torque.

Figure 2. Reference torque compensation by fuzzy controller.

Since the final control object is current, the method of transforming torque error to the
reference current is designed. The instantaneous torque is introduced to compensate for
the reference current in advance, and the PD controller is used to compensate [31]. The
structure designed is shown in Figure 3.
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Figure 3. Compensation by PD controller.

The PD algorithm can be classified as the model-free control method. The transfor-
mation from the torque error to the compensation current does not need any SRM model,
but its parameter adjustment consumes lots of time. Therefore, whether the parameter
selection is reasonable or not has a significant influence on the compensation effect.

This paper considers the compensation method of parameter self-adjustment and
self-learning. Due to the fact that the neural network has excellent self-learning ability, the
neural network is introduced to learn the compensation amount according to the present
rotor angle and torque error. The structure is shown in Figure 4.

Figure 4. RTNN structure.

The RTNN is placed following the PI speed controller, which adjusts the reference
torque slightly according to the present rotor angle and torque error. The subsequent
process is the same as the conventional TSF method to maintain the simplicity and stability
of the control structure.

In the TSF method, the reference torque is calculated according to the mechanical
equation of the motor. Nonetheless, there should always be a difference between the
reference and feedback torque.

To better illustrate the proposed algorithm, the speed is set as 300 rpm, and the load
torque is 2 Nm; the reference and instantaneous torque curves are shown in Figure 5. The
four curves, generated according to the control structure in Figure 4, from top to bottom are
reference and instant torque, torque error, and rotor angle, respectively. The torque error
always exists as the speed closed loop is designed according to the motor’s mechanical
equation, ignoring the speed fluctuation. At the same time, the reference torque lags behind
the instant torque. The PI controller is also employed to compensate for the instability in
the speed control, with inferior performance. Although more complex algorithms can be
introduced to reduce the calculation time from the speed error to the given torque, they
cannot fundamentally solve the problem.
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Figure 5. Curves of reference torque and instantaneous torque.

3.2. RTNN

RTNN is used in the system to fine-tune the reference torque online according to the
rotor angle. The working principle of RTNN is shown in Figure 6.

Figure 6. Framework of the RTNN.
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The PI speed controller calculates the speed error to obtain the reference torque, which
constitutes the input of the neural network and the rotor angle. At the same time, the
instantaneous torque is obtained via a look-up table, according to the feedback current and
rotor angle. Finally, the difference between the instant and the reference torque is used to
adjust the internal parameters of the neural network.

The internal structure of the constructed RTNN is shown in Figure 7.

Figure 7. RTNN internal node.

The RBF neural network is a network with the radial basis function as its core. It is
usually designed as a three-layer structure, including an input layer, hidden layer, and
output layer. The neuron activation function of the hidden layer is composed of radial basis
functions. The array operation of the hidden layer is called the hidden layer node. Each
hidden layer contains a central vector c, which has the same dimension as the input vector
X. The radial basis function is usually selected as the Gaussian function, which is

h(i) = e
− r2(i)

2∗b2(i) (6)

where r(i) = ‖X − c(i)‖ is the Euclidean distance, c(i) is the center vector, and b(i) is the
network width.

The training of the RBF network is the learning process of network parameters, includ-
ing the center of the hidden layer, network width, number of hidden layer nodes, and the
connection weight value from the hidden layer to the output layer. The hidden layer center
is generally trained by random selection or unsupervised clustering based on data samples.

Referring to the RBF structure, the RTNN proposed in this paper is a single-input
network and uses a feed-forward link. As a result, the reference torque Tre f does not go
through the network node, but directly multiplies with the neural network output to obtain
the corrected reference torque Tmod. Therefore, the neural network in the RTNN plays a
role in adjusting the size of the reference torque according to the rotor angle.

The construction of the RTNN refers to the structure of the RBF network. The implicit
function is the radial basis function, and its expression is

h(i) = e
−‖θ−c(i)‖2

2∗b2(i) (7)
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At the same time, the error back propagation algorithm is used to correct the weights
and coefficients, where the error is defined as the square of the error, and the goal is to
minimize the error.

E =
1
2

error 2 =
1
2
(Te − Tm)

2 (8)

The output of the neural network is defined as Tm, and its expression is

Tm =
N

∑
j=1

wj ∗ hj (9)

The parameter learning process of neural network is⎧⎪⎪⎨⎪⎪⎩
Δw(i) = δ ∗ error ∗ h(i)

Δb(i) = δ ∗ ( error ∗w(i)∗h(i)∗(θ−c(i))2

b3(i)

Δc(i) = δ ∗ error ∗w(i)∗h(i)∗(θ−c(i))
b2(i)

(10)

where δ is the learning rate.
The coefficients update equation is⎧⎨⎩

w = w1 + Δw + α(w1 − w2)
c = c1 + Δc + α(c1 − c2)
b = b1 + Δb + α(b1 − b2)

(11)

where α the momentum factor.
Thus, after RTNN correction, the final reference torque becomes

Tmod = Tre f ∗
N

∑
j=1

wj ∗ hj (12)

The center point in RBF is often random and then adjusted by the error backprop-
agation. Unlike the random selection of hidden layer center in the traditional RBF, in
the proposed method, the RBF neural network’s center point significantly influences its
tracking effect. Although the center value can be adjusted and changed by error feedback,
the neural network is used to correct the reference torque online in this paper, the optimized
adjustment needs to be completed in one step, and the one-step adjustment effect directly
affects the size of the reference torque, which has a significant influence on the torque ripple.

By observing the total current during SRM operation, it is found that the total current
presents a regular change in approximate sine wave. There are three peaks and troughs in
one rotor angle period, as shown in Figure 8. According to this characteristic, the implicit
function is customized to speed up the correction of the reference torque.

According to the characteristics of 12/8 SRM, the center point of the implicit function
is initialized to

c =

⎧⎨⎩
7.5, 0 ≤ θ < 15
22.5, 15 ≤ θ < 30
37.5, 30 ≤ θ < 45

(13)

Thus, after the initialization is completed, the peak points of the total current are in the
middle of each phase.
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Figure 8. Relationship between total current and rotor angle.

3.3. Flow Chart of Algorithm Steps

STEP 1 Calculate the speed error according to the set speed and real speed.
STEP 2 Calculate reference torque by PI controller.
STEP 3 Measure the rotor angle and phase current.
STEP 4 Obtain the instant torque according to the torque look-up table.
STEP 5 Calculate the torque error according to the reference torque and instant torque.
STEP 6 Adjust the network weight coefficient according to torque error.
STEP 7 Calculate the modified reference torque.
STEP 8 Share the reference torque by TSF.
STEP 9 Calculate reference current.
STEP 10 Current hysteresis calculation.
The RTNN adjusts the weight and width vector of the neural network in each cal-

culation step, as shown in Figure 9. Therefore, the output modified the reference torque
periodically according to the rotor angle. RTNN is an online parameter adjustment method.
Hence, its one-step adjustment results are directly used to generate the reference torque.
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Figure 9. Algorithm flow chart.

4. Verify Simulation

To verify the proposed algorithm’s correctness and compare it with the PD compen-
sation algorithm, the simulation model of switched reluctance motor is built in MAT-
LAB/Simulink. The SRM chosen is the 12/8 type, with rated voltage 240 V, rated speed
3000 rpm, stator resistance 0.01 Ω, stator alignment at the maximum inductance 0.00015 mH,
friction coefficient 0.01 N.m.s, and inertia 0.0082 kg·m2.

In the simulation, the inner loop is the current loop control, and the current hysteresis
loop is symmetrically designed as 0.1 A. This method is compared with the fuzzy and
PD compensation algorithm. In the PD compensation algorithm, the total current is
obtained first, and then the total current is distributed. The proposed RTNN compensates
the reference torque first, then the corrected reference torque is distributed, and finally,
the torque to current conversion is performed. The distribution method used in the
above three methods, whether or not the torque or current is distributed, is the cubic
distribution function. As a result, the essence of the distribution of reference torque
first, then torque–current conversion, and first torque–current conversion, then current
distribution is the same.

In order to better measure the suppression of torque ripple under different control
methods, the calculation formula of torque ripple is designed in the form of Equation (14).

Trip =
Tmax − Tmin

Tave
× 100% (14)
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where Trip is torque ripple, Tmax is maximum torque during the measuring circle, Tmin
is minimum torque during the measuring circle, and Tave is average torque during the
measuring circle.

Considering the response characteristics of the actual motor object, the torque table
used in the simulation is based on the data obtained from the actual motor test. The
instantaneous torque in the simulation is obtained by testing the actual electromagnetic
torque by fixing the rotor at different rotor angles and providing different currents to
measure its electromagnetic torque. The electromagnetic torque in simulation is also
provided by the established torque table. It corresponds to the real-world motor output.

Thus, the RTNN proposed in this paper is compared with the fuzzy and PD compensa-
tion method. The parameters of the PD compensator were optimized and selected as P = 1
and D = 0.05. The central value in RTNN is given as above, and the other parameters
are specified as δ = 0.006 and α = 0.05, The neural network node is selected to be 7, w is
initialized to a 1-row 7-column matrix of 5, and b and c are initialized to a 1-row 7-column
matrix of 10 and 1.5.

The load torque is set to 2 Nm, and the speed is 300 rpm. The three methods mentioned
above are used to compensate respectively. The simulation results are shown in Figure 10.
Figure 10a–c show the torque and current response curves using the fuzzy compensation
method, PD compensation method, and the proposed RTNN method, respectively. The
more significant value of torque ripple is generated during the commutation process. The
torque ripples caused by the fuzzy compensation, PD compensation algorithm and the
RTNN algorithm are 47.5%, 20.9%, and 13.5%, respectively. With the proposed RTNN, the
torque ripple can be reduced by 71% and 35%.

Figure 10. Cont.
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Figure 10. Phase current and electromagnetic torque at 2 Nm, 300 rpm with (a) fuzzy compensator,
(b) PD compensator, and (c) RTNN.
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The fuzzy compensation algorithm has a minimal ability to reduce torque ripple. In
addition, as the reference torque lags behind the instantaneous torque, the fuzzy algorithm
can not correct the lag problem by compensating the reference torque. The PD compensation
algorithm cannot adjust the compensation current value according to the rotor angle due to
its fixed parameters. Therefore, it only relies on the reference torque error to compensate,
and the improved performance is limited. On the other hand, the RTNN method adjusts
the compensation system according to the rotor angle. It fully considers that the torque
ripple of SRM is enormous in the commutation process. Therefore, the reference torque
is adjusted according to the torque error, and the effect of suppressing the torque ripple
is noticeable.

Similarly, the load torque is changed to 5 Nm, and the speed is adjusted to 700 rpm.
The fuzzy compensation, PD compensation, and RTNN methods proposed in this paper
are also compared and tested. The simulation results are shown in Figure 11. The torque
ripples generated by the fuzzy compensation, PD compensation algorithm, and the RTNN
algorithm are 51.7 %, 15.7%, and 11.8%, respectively, and the torque ripples are reduced by
77% and 25% with the proposed RTNN. Through the performance of torque ripple, it is
found that the torque ripple is reduced to varying degrees after increasing the speed and
load torque.

The performance of the three methods at different operating points is shown in
Figure 12, with speed changed from 100 rpm to 900 rpm, an interval of 200 rpm, and
with a load torque of 1 Nm, 2 Nm, and 5 Nm, respectively. The specific torque ripple
value is shown in Table 1. The numerical results show that the torque ripple of the fuzzy
compensation algorithm is unchanged with the torque increase. In contrast, the torque
ripple of PD and RTNN algorithms decreased. In the case of small load torque, the effect
of the RTNN algorithm to reduce torque ripple is not apparent, mainly because, in this
case, small control current changes will cause significant electromagnetic torque changes.
Therefore, the electromagnetic torque is not easily controlled.

The advantages, disadvantages, and performance comparisons of the three algorithms
are shown in Table 2. The fuzzy compensation algorithm can optimize the reference torque,
which can combine well with the human experience, but searching the fuzzy rule table
consumes more processor time and increases the algorithm’s complexity. PD algorithm
is a model-free compensation algorithm that realizes the calculation from torque error
to compensation current. The computation is low, but its parameters are fixed, so the
adjustment amount is fixed. The RTNN algorithm aims at optimizing the reference torque,
has the ability of self-learning, needs model information, and requires rotor angle accuracy.
The suppression is evident using the method proposed in this paper. The torque ripple
suppression effect of the proposed RTNN method is better than that of the fuzzy and PD
compensation methods under different operating conditions.

Table 1. Torque ripple comparison of the three methods (%).

Torque Load Control Method 100 rpm 300 rpm 500 rpm 700 rpm 900 rpm

1 Nm
Fuzzy compensation 51.7 49.4 47.2 47.5 47.2

PD compensation 29.9 26.1 23.7 25.6 23.7
RTNN 26.3 21.8 18.8 24.1 20.3

2 Nm
Fuzzy compensation 47.3 47.5 48.3 49.4 48.1

PD compensation 21.8 20.9 22.9 20.8 18.3
RTNN 14.6 13.5 13.9 12.1 11.1

5 Nm
Fuzzy compensation 50.1 50.2 50.4 51.7 50.7

PD compensation 15.8 15.8 15.6 15.7 14.8
RTNN 8.6 10.4 8.1 11.8 12.1
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Table 2. Performance comparison of the three methods.

Technique Advantages Disadvantages
Model

Information
Computational

Complexity
Optimization

Object

Fuzzy compensation Artificial experience Costly at searching table No Medium Reference torque
PD compensation Simplicity Fixed adjustment No Low Reference current

RTNN Learning ability Rely on accurate rotor angle Yes Medium Reference torque

Figure 11. Cont.
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Figure 11. Phase current and electromagnetic torque at 5 Nm, 700 rpm with (a) fuzzy compensator,
(b) PD compensator, and (c) RTNN.

Figure 12. Cont.

69



Machines 2023, 11, 179

Figure 12. Torque ripple compare under different speeds with (a) 1 Nm torque load, (b) 2 Nm torque
load, and (c) 5 Nm torque load.

5. Conclusions

To reduce the torque ripple in the SRM, this paper proposes an online neural network
based on the TSF method that adjusts the reference torque online. Considering the periodic
relationship between the fluctuation of torque ripple and the rotor angle, the implicit
function of RTNN is directly related to the rotor angle, and the center point of the implicit
function is set according to the current characteristics of SRM. Therefore, the one-step
adjustment of RTNN can better suppress the torque ripple. Compared with the fuzzy
torque compensation and PD current compensation methods, it is found that the torque
ripple is effectively reduced under different loads and speeds.

The RTNN algorithm proposed in this paper can optimize the reference torque in
one step, requiring high angle measurement accuracy. In future research, RTNN can be
developed into a recurrent neural network in which the optimized value of the previous
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cycle can be used to optimize the next motorcycle. Therefore, online iterative optimization
can be realized, and the effect will be further improved.
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Abstract: A total artificial heart (TAH) represents a challenge in medical science to provide a survival
perspective for patients with severe cardiac problems. Although cardiac transplantation represents the
optimal therapeutic solution for end-stage heart failure, its application is limited by organ shortages.
However, innovative technologies that can fit the operation and constraints of a physical heart are now
under experimentation, making the target of a reliable and minimally invasive TAH much closer. The
electromagnetic devices involved in system supply and actuation could potentially improve patient
quality of life and expectancy. The purpose of this paper is to provide an overview of the operating
principle, ratings, and key performance of the main electromagnetic components, with a particular
focus on actuators that emulate the pumping effect of the heart ventricles. Linear oscillating actuators
are very promising for their compactness and straightforward integration; therefore, an exhaustive
overview considering both the single and the dual-mover configurations is worth being carried out.
Taking a cue on the projects under development and after a detailed literature investigation, the pros
and cons of the different solutions are discussed with the purpose of providing a critical analysis of
the state-of-the-art.

Keywords: artificial heart; linear motion; magnetic flux; permanent magnet actuators; electromag-
netic design; force calculation; wireless power transmission

1. Introduction

In case of severe cardiac problems, the only chance of long-term survival for the patient
is to use a total artificial heart (TAH) or a ventricular-assisted device (VAD). VADs help
the biological heart by providing mechanical circulatory support that helps the ventricles
pump blood, easing the workload of the heart in patients with advanced heart failure.
They are durable devices that can assist either one ventricle (left ventricular assist device,
LVAD, right ventricular assistant device, RVAD) or both ventricles (biventricular assist
device, BiVAD), without explanting the natural heart. Largely diffused in the market,
VADs are adopted in most cases as a bridge to transplantation (BTT) for patients who
present a cardiogenic shock or have heart failure refractory to medical treatment and whose
myocardial function is unlikely to recover. Alternatively, they can be used as destination
therapy (DT) for patients who are not eligible for heart transplantation. In this case, it is
requested to support the circulation for a period of years, allowing patients to return to
their normal activities. In both BTT and DT conditions, they must be lighter and smaller to
allow their implantation in as many patients as possible [1–4].

Instead, the TAH is designed to completely replace an irreversibly damaged heart,
provided with an internal actuation system integrated with four artificial valves that
reproduce the blood pull-in/pull-out action of the natural ventricles. An auxiliary TAH
(ATAH) has been proposed with the purpose to avoid complete heart removal; at the same
time, it deals with the size limitation of the thoracic cavity that prevents some patients
from receiving TAH or BiVAD devices [5]. The miniaturized configuration required strict
design to fulfill both the hydraulic and hemodynamic performances that required further
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improvements through blood flow studies in the device chambers [6]. Integration with the
natural heart to obtain the appropriate blood flow could be another issue.

In addition to fulminant myocardial infarction and dilated or ischemic cardiomyopathy,
TAH therapy is currently considered a therapy option in cases of infiltrative cardiomy-
opathies, transplant failure, and LVAD, as well as complex congenital defects. The device
can be implanted inside or outside the patient’s body according to the type of technology,
satisfying the physiological and mechanical constraints as accurately as possible. The main
ones are [7]:

• Adequate cardiac output generation;
• Adoption of biocompatible and durable materials (the complete system must last more

than 5 years);
• Limited heat generation and power consumption;
• Presence of a back-up supply unit whether the main one was not available;
• Balance the systemic and pulmonary circulations despite a wide variety of hemody-

namic perturbations;
• Avoid bulky and complex equipment (external driver, percutaneous drivelines, or

pneumatic hose) that can limit patient survival and quality of life.

Numerous models of TAHs have been designed and implanted over the years [2,8–13].
The SynCardia TAH (SynCardia Systems; Tucson, AZ, USA) was the first TAH to be suc-
cessfully used in the world. It is a partially implantable system made of two semi-rigid
polyurethane ventricles [14,15]. The artificial ventricles are available in two sizes (maxi-
mum stroke volume: 70 ml and 50 ml) according to body surface area (BSA) [9]. The Abio-
Cor®TAH (ABIOMED) was the only fully implantable, self-contained TAH to be implanted
in humans that used a mechanism to equalize the pulmonary and systemic flow [16,17]. The
energy converter is situated between the ventricles and contains a high-efficiency miniature
centrifugal pump that operates unidirectionally to pressurize a low-viscosity hydraulic
fluid. Although the device was subsequently refined to decrease its overall size, the project
was discontinued because it was deemed commercially unviable and prohibitively difficult.
The Aeson®CARMAT TAH is an implantable, active electrohydraulic device with a shape
close to that of a human heart [18]. It is commercially available in Europe and received
FDA approval for use in the US Early Feasibility Study in 2021 [19].

Today, there are few operating units involved in the development and application
of such technology, despite the high need. Severe heart disease affects approximately
64 million adults and pediatric patients annually [20]. For example, in Italy, about 1041 new
patients entered the transplant list in 2021, and the average attendance is approximately
3.4 years [21]. Recent reports elaborating data from more than a decade evidence some
effectiveness of TAH as BTT therapy. Between implanted patients, more than 60% were
successfully bridged to transplantation and approximately 80% had one-year of survival
after successful BTT [22]. Between adverse pump complications, the failure is rather
infrequent due to the quite mature electrical-based technology and the implementation
of fault-tolerant designs. The most common complications are patient-related risk factors
or issues relating to the pump-patient interface, such as acquired von Willebrand disease,
bleeding complications, infection, stroke, and pump thrombosis [1].

It should be noted that actual VADs and TAHs are designed for an adult subject,
whereas cardiac issues can arise even at pediatric age. To deal with such issues, the devices
should be much lighter and smaller, representing a challenge for many research institutes.
A recent study on the available technology for pediatric mechanical circulatory support
devices (27 devices among TAHs and VADs were analyzed in detail) showed that still
no pediatric pump technology satisfies the unique and distinct design constraints and
requirements to support pediatric patients [23].

The purpose of this paper is to provide an overview of the most advanced electro-
magnetic technologies proposed in the literature for implantable TAHs. First, a detailed
description of the main TAH components is provided, considering both energy transmis-
sion and electric drive technologies. The latter are analyzed by evaluating the different
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pumping modes (centrifugal or axial flows) and the bearing system to support the rotor
shaft. Then, different types of linear oscillating actuators (LOAs) are presented, examin-
ing in detail the configurations applying permanent magnets (PMs), which are among
the best candidates to fulfill mandatory constraints on size, weight, and efficiency. The
analysis mainly focuses on single-mover configurations, applicable for both VAD and
TAH applications, comparing them from an overall perspective including manufacturing,
installation, and performance aspects. Yet, preliminary force results related to a dual-mover
LOA are reported, which is promising for a fully integrated TAH. Finally, unconventional
motor configurations are also described, where challenging features, such as contactless
mechanical power transmission and linear rotary actuation, can be implemented.

2. Main TAH Projects

The first experiences focus on fluid-driven (FD) TAHs actuated by pneumatic or
hydraulic devices with external drivers. Figure 1a sketches a typical arrangement where
the pump injects the fluid by an alternate rotating motion that is consistent with the filling
and ejection of the respective blood chambers regulated by fluid valves [13]. Electro-
pneumatic driving systems typically resemble such an approach. The Berlin Heart project
that led to EXCOR ®VAD was one of the first experiences of paracorporeal systems [1,24].
A compressor generates the pulsatile air flow driven in a forward/reverse mode by the
electric motor. The pumped, air conveyed by cannulas to the heart chambers, acts on
multi-laminar diaphragms separating the air and blood chambers.

  
(a) (b) 

 

 

(c)  

Figure 1. Main TAH types; (a) fluid driven; (b) electromechanical driven; and (c) continuous flow
with integrated pump.

Syncardia TAH-t operates according to a similar principle. Pneumatic drivelines
connect the two ventricle chambers to an external pneumatic driver system, allowing
coordinated but independent pumping with control over various driving parameters [14].
In [25], a small pneumatic actuator is proposed that can be used as an extracorporeal
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biventricular assist device. A brushless direct current (BLDC) electric motor drives a
ball screw system clockwise or counterclockwise, moving the ball screw system and then
generating a two-way airflow through the airline connectors. Two air chambers located
at the opposite ends of the moving unit are connected to pusher plates. If the external
blood sacs are connected to the airline connectors of the actuator, the two-way airflow
is converted to a blood pumping force that pushes and pulls flexible diaphragms in the
blood sacs. Although this is based on well-assessed technology, this configuration has
several drawbacks, such as its bulky arrangement, noisy operation, need for percutaneous
air pressure hoses, poor durability, lack of self-regulatory feedback from the circulatory
system, and reduced blood compatibility. Heavily affecting the patient’s quality of life, it
can therefore be considered a bridging solution prior to biological heart transplantation.

A similar apparatus based on FD was implemented in the Carmat TAH (Aeson),
where the external pneumatic drive is replaced by an internal electrical motor supplied
by an abdominal cable connected to external batteries [1,2,18]. The main difference with
the AbioCor TAH consists of the presence of four pericardial biomembranes. In every
chamber, the flexible membrane acts as a divider and keeps hydraulic fluid and blood on
each side. The electric motor-pump group pushes the fluid into and out of the chambers,
making the membrane deflect and displace the blood. Four biological valves at the inlet and
outlet provide unidirectional pulsatile blood flow. Embedded electronics, microprocessors,
and integrated sensors allow auto-regulated responses for the physiological needs of
the patient [19]. The large size and mass (1 kg) of the system as well as the need for a
portable external power supply system continuously connected to the prosthesis represent
its main disadvantages.

Hand in hand with the development of innovative biocompatible materials for mem-
branes and pumping components [26,27], the introduction of more advanced electromag-
netic devices in recent TAH projects significantly improved ergonomics, compactness, and
control capability. Such features allow for a more accurate heart operation and limit the im-
pact on daily life at the same time. Among the electromagnetic components, transcutaneous
energy transmission (TET) systems represent a significant improvement, allowing the im-
plant of long-lasting, small-size rechargeable batteries, paving the way for the prospective
implantation of several types of electrical devices together with the main drive.

The first project to implement such technologies was the AbioCor TAH; the internal
components consist of [17]:

• The Li-ion battery (discharge time ≈ 20 min);
• The controller that monitors all the implant components and transmits device perfor-

mance data using radio frequency telemetry;
• The TET coil that receives high-frequency power that is transmitted across the skin

from the external TET coil to recharge the internal battery;
• The electromechanical converter that includes a high-efficiency, high-speed centrifugal

pump driven by an electric motor; it adjusts the speed according to the different
resistances requested to emulate the systolic and diastolic phases;

• A switching valve used to alternate the direction of the hydraulic flow between the
left and right pumping chambers.

Even a Japanese project developed an electrohydraulic total artificial heart (EHTAH)
system using a TET, a transcutaneous optical telemetry system (TOTS) and an internal
battery, which supplies the system for 40 minutes/day [28]. The blood pump actuator is
composed of a diaphragm-type blood pump, consisting of a blood chamber and an oil
chamber, and a reciprocating electrohydraulic actuator that creates the oil pressure used
to drive the diaphragm at alternating intervals. In a revised version, the blood pump and
the actuator are connected directly without going through the oil conduit by virtue of
the miniaturization of the actuator and the blood pump. Despite the significant volume
reduction (500 ml), the pump unit mass was approximately 2.5 kg.

Figure 1b shows the integration of the electromagnetic actuator as a replacement for the
fluid pump in an electromechanical (EM) TAH [13]. It exerts a push–pull action on the plates

76



Appl. Sci. 2023, 13, 1870

applied to the membrane separating two blood chambers. The linear oscillating motion is
accomplished by converting the motor torque using a rotating to linear motion conversion
(e.g., by a lead screw transmission) or by a linear electromagnetic actuator directly coupled
to the plates. The latter solution would enhance the system reliability and efficiency, even
if it requires high force density actuators. As an example, the ReinHeart project [29–32]
proposes a linear oscillating actuator (LOA) that integrates two movers acting separately
on each ventricle. A similar approach is adopted in a project under development at the
University of Padova [33,34]. Innovative bioengineered tissues are tested to exert the
pumping action of artificial ventricular membranes, separating electromagnetic LOA from
blood flow at the same time. This solution prevents blood contamination and overcomes
mechanical wear and reliability issues related to the rotary to linear motion conversion and
likely to the presence of springs and of other auxiliary mechanical devices.

The development of more compact and unconventional magnetic configuration (e.g.,
axial type) enabled the conceiving of novel configurations, easing the pump integration,
and enabling bearingless arrangements. As an example, the continuous-flow (CF) TAH
(Figure 1c) is based on two separate blood pumps acting as a biventricular-assisted de-
vice [13]. A single or double electric motor directly drives the pumps. It operates through
a continuous rotating motion in one direction without requiring valves or additional hy-
draulic chambers. Devices adopting this principle mock the natural heartbeat by using
different speed values managed by the motor controller. The BiVACOR project represents a
typical implementation of such an arrangement [35–37]. A single axial-flux motor drives
the left and right impeller blades of a centrifugal pump, using actively controlled axial
magnetic bearings. The axial position of the rotor is adjusted by the signal provided by
suitable sensors to control blood flow in the left and right pump vanes.

The importance of innovative technologies, especially based on the introduction of
novel electromagnetic devices, is recognizable in Table 1, which reports the main data
of some significant TAH projects, approved or in the development stage. All projects
except the SinCardia are electrically driven by an implanted motor, allowing for better
control capability, reliability, and compactness of the supply system than the pneumatic
actuator. Despite the rather scattered distribution and some difficulty in retrieving reli-
able data, the CF schemes indicatively appear to be the most convenient for the weight
and volume, allowing similar performances of the other type at the same time. The only
exception is related to the SynCardia TAH, which is, however, penalized by the heavy
external equipment. Data on the input power and overall efficiency are more difficult to
retrieve and are hardly comparable due to the different supply equipment. Moreover, such
values are heavily affected by the load condition. However, percutaneous systems gener-
ally exhibit higher efficiency than TET, since the supply of implanted electrical and elec-
tronic devices by direct connection implies fewer losses than in contactless transcutaneous
power transfer.

Table 1. Main data from approved or under development TAH projects.

TAH Type
Mass

(g)
Volume

(mL)
Power
Supply

Output
(l/min)

Input Power
(W)

Total Efficiency
(%)

Aeson CARMAT [18] FD 900 750 Percutaneous 2–9 N.A. N.A.
BiVACOR [35–37] CF 650 N.A. Percutaneous 3–12 15.5 N.A.
Cleveland [38,39] CF 486 160 Percutaneous 7.4 12.9 13.3
OregonHeart [40] CF N.A. 130 Percutaneous 7.5 10.0 17.5

Realheart [41] EM 800 1.790 TET 2.7–8.2 N.A. N.A.
ReinHeart [29–32] EM 940 550 TET 5.5 12.5 10
RollingHeart [42] EM N.A. 704 Percutaneous 5.3 14.0 14.1

SynCardia 70cc [14] FD 240 400 Percutaneous 9.5 N.A. N.A.
HybridHeart [43] FD <900 N.A. TET 2–8 34 6.7
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3. TAH Electromechanical Components

The results of the different projects demonstrate that proper TAH operation requires
a fully coordinated interaction among the various devices devoted to the supply, control,
actuation, and management of all operating phases with a very high level of reliability
and efficiency. This section aims to describe the components and their main functions
and performances, considering a typical TAH provided with a TET supply system [44]
(Figure 2).

In case of percutaneous supply, the external power source supplies the implanted one
or the actuation system by cables and connectors (driveline). The components are:

• The heart unit (A), consisting of the integrated actuator and pumps or membranes
installed in suitable chambers, possibly provided with valves;

• An external battery pack (B) to supply the external user interface (D), which collects
information about the performance of the pumps and of the TET system and tunes the
system parameters. A portable lithium-ion battery-type (Li-ion) can power the TAH
from 4 to 8 h;

• An implanted auxiliary battery (C), acting as a backup unit in case of the failure of the
TET system, usually consisting of a Li-ion battery with a nominal voltage of 13 to 24 V,
and with enough capacity to ensure 60 minutes of nominal operation [32,44];

 

Figure 2. Typical layout of the devices forming a TET supplied TAH; solid lines: power connections;
and dotted lines: data transmission cables.

• The TET system, composed of the external transmitting coil (F), which in practice is the
primary winding of a transcutaneous high-frequency transformer, whose secondary is
the implanted receiving coil (G). The electric power collected by G via the inductive
coupling enables recharging of the implanted battery (C) and/or supplies the control
circuit of the heart unit (F). A bidirectional data exchange is also present, to monitor
and adjust the operating condition of the implanted devices;

• The compliance chamber (E), where blood accumulates to avoid overpressures in the
ventricles and to facilitate pumping action;

• The microprocessor-based control unit (H), which regulates the operation mode of the
heart unit and checks its status. Usually, the closed-loop architecture ensures adequate
control robustness, tuning the control strategy according to the parameters provided
by the communication cables (from the TET or heart unit sensors).

In the following section, some details of the most important TAH components are
given, with particular attention on the up-to-date electromagnetic devices with enhanced
performance controllability applied in recent TAH projects.
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3.1. Motor Pumps and Bearings

The pumping unit for FD- and CF-TAH must be compact and efficient, manufactured
with blood-compliant materials (e.g., polished titanium surfaces) and capable of minimizing
common complications, such as hemolysis and thromboembolism [12]. Their design must
satisfy different requirements for the operation of the LV and the RV. The pressure volume
diagrams of a typical cardiac cycle show that the LV has approximately five times higher
pressure during the systolic phase than the RV (140 mmHg vs. 30 mmHg); furthermore,
the diastolic phase is much less demanding, as it requires near-zero pressure conditions
throughout the stroke volume [45].

The first generation of implantable artificial hearts was pulsatile blood pumps, which
can generate pulsatile flow rates and pressures that drive a certain amount of blood with a
stroke. A sac-type squeezes and expands a polymer sac pneumatically (compressed air) or
hydraulically (silicon oil). Their large size, heavy weight, and large external drive unit that
limit patient mobility characterize these pumps. Differently, a pusher plate-type squeezes
and expands a polymer sac with hard plates driven by electric motor/gear mechanism or
by an electromagnet [46,47].

Continuous-flow pumps are mainly considered as the second generation of MCS
devices, providing better efficiency and reliability. Centrifugal pumps (CFPs) or axial
flow pumps (AFPs) are more commonly adopted (Figure 3) [48]. Although originally
conceived for LVADs, they can also be implanted to drive TAHs. The hemocompati-
bility with the contact materials of the impeller/housing (biocompatible titanium and
polyurethane) is generally very good without worsening the hydraulic performances. Bio-
compatible compounds encapsulate the electric motor to avoid any contact with possible
toxic materials.

  
                 (a) (b) 

Figure 3. Pump types for LVAD and TAH applications; (a) centrifugal flow with a magnetic bearing
for impeller suspension; and (b) axial flow with a conventional bearing. Republished with permission
of Massachusetts Medical Society.

Typically, they operate to convey a constant flow, varying the motor speed [49]. CFPs
apply centrifugal force to suck the blood from the inlet and pump it tangentially to the
pump housing through the outlet. In contrast, AFPs drive blood flow, both rotationally and
axially, conveying it in line with the shaft axis. The CFPs are recognized to benefit from
several features with respect to AFPs, some of which are worth mentioning:

• Linear dependence of the output flow on the motor current across the full range of the
operating pump flow, enabling the pump operation to be monitored and controlled
straightforwardly by means of the current value;

• The flat head curve (greater change in the flow rate for any given pressure gradient
across the inlet and outlet of the pump) that enables the mimicking of the pulsatile
flow variation between diastole and systole. Such a feature also provides a more
accurate flow estimation from the pump speed and power;
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• Easier integration with axial flux PM motors, resulting in a more compact rotor
design, due to the disk-shaped configuration and the direct pump impeller-PM rotor
coupling [36,50];

• Easier implementation of magnetic bearing suspension, allowing a larger gap between
the rotor and the stator and improving reliability (absence of lubrication and sealing)
and efficiency (no friction losses).

Figure 4 shows the different magnetic bearing configurations for the CFPs. In Figure 4a,
the hydrodynamic thrust generated by the blood pressure on the tapered surface of the
impeller combines with the alignment force acting on the fixed and rotating PMs, compen-
sating the dependence of the magnetic force on the rotor position. The electromagnetic
bearings in Figure 4b couple passive and active control actions to stabilize the rotating
parts along all degrees of freedom (DOFs).

  
                (a) (b) 

 

 

            (c) (d) 

Figure 4. Magnetic bearings for blood pumps; (a) PM assisted by hydrodynamic thrust bearing;
(b) electromagnetic bearings; (c) bearingless axial flux motor for CFPs; and (d) bearingless BLDC
motor for CFPs. Republished with permission of IEEE.

However, the regulation of the bearing coil current by active control requires axial
and/or radial gap sensors. Figure 4c shows how coupling the pump to a bearingless motor
in a CF-TAH leads to a more compact design: there are eight PMs on each rotor side, facing
two distinct concentrated stator windings, one of which is for motoring and axial control
and the other for tilt control, thus providing full active control for all DOFs [51]. This
configuration ensures a relatively large clearance between the rotating and static parts and
the accurate rotor-impeller position control. The latter feature enables the flow modulation
through the two ventricles to meet the different requirements of the LV and RV [36].

Unlike CFPs, the flow in AFPs cannot be accurately evaluated without a flow sensor;
moreover, at a lower flow rate, the risk of tissue damage of the tissues around the inlet
channel increases as a result of a higher inlet suction. Due to the high axial force component,
the AFP impeller requires an adequate support bearing, whose reliability and efficiency are
critical issues. Furthermore, it is difficult to reproduce natural pulsation unless a suitable
rotation speed control operates the thrust modulation.

Alternatively, an oscillating pushing plate driven by a suitable-shaped bearing mounted
on the motor shaft can replace the impeller [52]. Another mechanical arrangement involves
the adoption of an undulation pump composed of a pump housing with a partition be-
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tween the inlet and outlet ports, a disk with a slit located in the partition of the housing,
an undulation shaft at the center of the pump, and a pair of seal membranes between the
disk and the housing to seal the shaft from the pump room [53]. The mechanism of the
undulation shaft prevents the rotation of the disk and converts the rotation of the shaft to
the wave motion of the disk. A close line between the disk and the housing enables blood
squeezing from the inlet to the outlet of the pump. A TAH requires two of such units that
need the implementation of a rather sophisticated hierarchical control protocol [54].

More conveniently, electromagnetic bearings can compensate for axial and radial force
components, as in the implementation described in Figure 4d [55]. The impeller is mounted
on the inner surface of the hollow rotor, and the suspension of the rotor is based on two
passive radial magnetic bearings at the ends of the impeller and an electromagnetic actuator
to control the axial position. The main issue is the presence of uncompensated oscillations
in the radial directions related to the actuator axial control.

Based on the implementation of magnetic bearings, a novel design concept has been
proposed for the Dragon Heart at Drexel University [56]. The hybrid design integrates two
blood pumps for pediatric patients, in which an axial pump impeller supports the right
side of the heart and the pulmonary circulation, and a centrifugal pump impeller supports
the left side of the heart and the systemic circulation (Figure 5). By such an arrangement,
they share a common rotational axis with distinct fluid domains. Magnetic bearings lift the
rotating impeller inside the pump housing and facilitate much wider clearances between
the rotating and stationary domains, thus reducing fluid shear stress levels.

 
Figure 5. Design concept of the Dragon Heart pediatric TAH integrating an axial and centrifu-
gal pump with magnetically levitated impellers [56]. Republished with permission of John Wiley
and Sons.

The design is shaftless and guided by two magnetically coupled PM rings with radial
magnetization: one is placed on the extended hub physically coupled to the impeller (hub
PM ring), the other one is driven by an external BLDC motor (outer PM ring). The passive
radial suspension denoted some limitations in combination with the hydrodynamic bearing,
as high shear stresses occurred in areas with narrow fluid gaps, resulting in wear problems
on the interior of the inner magnet ring. The implementation of a fully active magnetic
suspension was therefore advised for future development.

An alternative to CFPs and AFPs is represented by the helical flow pump (HFP)
proposed in [57], which reproduces the amplitude and frequency variations of physiological
pulsation by modulating the rotation speed without requiring complex bearings due to the
hydrodynamic impeller suspension. However, a minimum rotational speed is required
to maintain an adequate clearance between the rotor and stator; moreover, the suitably
trapezoid-shaped voltage waveform prevents instability arising due to eccentric force.
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3.2. Electrical Drive

According to the different projects, the electric drive implemented in a TAH can
be broadly divided into speed controller-based and position (or force) controller-based
arrangements. The speed control is applied to reproduce the operation for both continuous
and pulsatile flow. Three-phase or multi-phase motors are generally supplied by a voltage
source inverter, often operated by space vector modulation. The PID speed controller
elaborates the speed signal generated by Hall-effect sensors or sensorless, estimated in
more sophisticated microcontroller-based strategies (e.g., field orientation) [36]. In the latter
case, a more precise and reliable control can be achieved, for instance, by providing an
active braking control to decelerate the impeller motor and then allowing energy recovery
during the braking operation.

The elaboration of appropriate speed profiles enables the achievement of the pulsatile
effect with a satisfactory hemodynamic response. Generally, they consist of roughly square
waveforms of the desired heartbeat frequency that oscillate between two limit values. As
an example, in [36] a mean aortic pressure of ∼=102 mmHg and a maximum pressure slope
of ∼=240 mmHg/s are achieved at 30 bpm by varying the speed between 2300 and 2900 rpm.
However, control parameters must be tight to the proper values, since in vivo experiments
show that even slight alterations (i.e., short-term speed overshoots or control delays) can
significantly alter pump outflow.

A specific controller must be expressly designed to drive the active magnetic sus-
pension of the rotor/impeller shaft, generally operating along the axial and possibly also
the radial directions, even if a passive bearing (e.g., hydrodynamic journal bearing) can
be effective in controlling the radial position. In an application based on an axial flux
motor, three eddy current sensors detect the axial position and send their signals to the
PID controllers [35]. Accurate coordination between the controllers of the axial position
and of the motor speed enables the regulation of the LV and RV outflow. The bearing
control must be tuned to cope with both hydraulic forces, depending on the motor speed
and the rotor position, and the inherent magnetic attractive force between the PMs and the
iron core of the motor. As an example, the power to supply the windings of the hybrid
PM-electromagnet bearing for the maximum axial displacement of ±0.15 mm at a speed
of 2200 rpm is limited to ∼=10 W. The overall consumption under the same conditions is
below 15 W [35].

In the LOA configuration proposed in [32], each motor coil is generally powered by a
separate DC/DC full-bridge converter, with a PWM current control and a relatively low
supply voltage (between 12 V and 20 V), adequate for the low coil inductance and back-
e.m.f.. The drive control enforces the predefined reference sinusoidal motion using a sensor
feedback signal giving the position of the pusher plates, adjusting the supply current value
to the required thrust, depending, in turn, on the blood outlet back pressure and on the
pump speed. A proper motor design and an effective control strategy (e.g., field orientation)
should aim to maximize the thrust/current ratio, i.e., to minimize the losses/output energy
ratio, in order to avoid overheating and to extend the battery range. The electromagnetic
cogging force could possibly contribute to the thrust by taking advantage of a suitable iron
core design.

3.3. Energy Transmission

The TET unit enables the elimination of the percutaneous cable connection to supply
the implanted equipment. Figure 6a outlines a basic layout of the external and internal
circuit components involved in both power and information transmission [58,59]. The
external AC source consists of a battery and a high-frequency full-bridge MOSFET inverter.
Biologic tissues impose a large gap between the transmitting and receiving coils (typically
g =5–15 mm), which require high-frequency operation (≥100 kHz) and ferromagnetic coil
casing, also for magnetic field confinement [60]. Litz wires and ferrite magnetic pot cores
are therefore needed to limit the electromagnetic losses.
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 (a) 

 
 (b) 

Figure 6. Layout and performances of a TET system; (a) scheme of the power and information
circuits [59]; and (b) rectifier output voltage and efficiency for different air-gap values.

Using MOSFETs instead of diodes in the synchronous rectifying stage enables a re-
markable reduction of conduction losses, which can be further reduced by SiC-based
devices, thereby limiting the possible risks of tissue damage due to overheating. Experi-
mental analyses of the generated waveforms showed that this converter type is less affected
by deviation from the rated axial displacement (−20% variation of the output power at
±20% of the axial displacement) [61].

Figure 6b reports the typical output current/voltage characteristics for different air-
gap values [60]. The voltage is stable (18 V–21 V for normal operation) for g in the 5–10 mm
range; however, for g = 0 mm, it suddenly drops as the load increases due to the higher
internal impedance. The transfer system delivers up to about 50 W, sufficient to supply
the TAH during its normal operation and recharge the implanted battery at the same time.
The maximum efficiency is over 90% under typical load conditions, due to properly sized
series capacitors on both transformer sides compensating for leakage inductances. An
integrated system that detects the temperature of the secondary coil elaborates the feedback
signal of the output power, allowing one to adjust the input power in the primary coil and
improving the system [59].

4. Linear Electromagnetic Actuators

Linear oscillatory actuators (LOAs) are the most promising candidates for reproducing
the natural heart operation, exerting their pumping effect by the electromagnetic interaction
between the m.m.f.s generated by the stator and mover components (windings or PMs).
They are particularly profitable in the electromechanically driven TAH configurations
shown in Figure 1b, due to the smallest amount of force transmission components and the
feasibility of their complete physical separation from blood flow.
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4.1. LOA Ratings

The applications of LOAs for TAH have been presented in several studies, analyzing
different electromagnetic configurations and sizes, with their respective different supply
characteristics and electromagnetic performances. Data collected from the literature are
specifically related to single-mover TAH or LVAD applications, with the following broad
ratings [62]:

• Radius/active length: 32–40 mm/20–40 mm;
• Stroke length: 8–18 mm;
• Volume: 90–180 mm3;
• Peak force/force density (σf ): 40–140 N/0.18–0.88 N/cm3;
• Average LV/RV force (systolic phase): 50–70 N/15–30 N;
• Maximum values for mass/losses: 1 kg/20 W.

The different pumping force requirements evidenced by the last specification data
imply distinct LOAs or additional hydraulic devices to drive both ventricles simultaneously
for a full TAH operation.

4.2. PM-LOAs

Even if various potentially applicable LOA typologies could easily be borrowed from
numerous short-stroke industry applications (compressors, pumps, vibrators, etc.), PM
synchronous motors, regardless of the variable reluctance (VR), are the best suited to
meet the requirements of high efficiency and force density for TAHs [63,64]. It is worth
pointing out that the installation in a chamber separated from blood sacs avoids any
contact, and then no biocompatibility issues arise with the actuator materials (e.g., PM
material). Demagnetization issues can be avoided by adopting suitable NdFeB grades
and PM thickness at the design stage. PM-free LOA are also considered for an LVAD
actuator [65]. Their simple and inexpensive manufacturing as well as their straightforward
control strategy represent significant features for possible TAH application. However, the
production of high reluctance force requires a very high current density and a very small
air-gap length, which is difficult to implement in miniaturized devices. As a result, σf tends
to be too low for a TAH application. For example, the rated thrust density of the linear
switched reluctance actuator analyzed in [65] is σf

∼= 0.06 N/cm3 at 10 A/mm2 and with
0.2 mm air-gap length.

Tubular PM configurations are preferred because they best fit the available volume
between the ventricle chambers. The most effective quadrature condition between coil
m.m.f. and PM magnetic field can hardly be achieved with ordinary single-phase supply,
taking into consideration the short stroke and other electromagnetic effects (e.g., longitudi-
nal end effects, magnetic saturation, and cogging). A proper design, possibly involving
the magnetic core shape, the PM magnetization pattern, and a suitable supply current
switching strategy can mitigate force ripple, providing an adequate thrust average value at
the same time.

PM-type LOAs can be divided into coreless moving coils (MC-LOA) and moving PMs
(MM-LOA), provided or not with back iron, according to the PM magnetization pattern.
In MC-LOAs, the supplied coils slide along stationary PMs, mounted on a back-iron core,
or enclosed between two core flux concentrators (Figure 7a). The confinement of PM flux
generally requires rather bulky cores; moreover, the moving coils should be divided into
sections supplied separately with a proper sequential current control to equalize the thrust
profile and limit winding losses, since the Lorenz force is proportional to the ampere-turns
of the motor coil portion passed through by the PM magnetic flux [32].

In MM-LOAs, the PM mover slides alongside the stator core with a C- or E-shaped
cross section, enclosing a single- or a double-coil winding. With respect to MC-LOA,
the stator coil supply benefits from a faster dynamic response and lower ohmic losses.
Moreover, slotted configurations can take advantage of the cogging force in the forward
stroke, resulting in an effective reduction of ohmic losses, although possibly impairing the
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backward stroke motion. Electromagnetic interference with other devices because of the
PM flux leakage at the stroke ends and the eddy current losses in the ferromagnetic cores
are other possible issues.

Alternatively, both the PMs and the coils could be placed on the stator and could
interact with a passive VR mover. Such a geometry complicates small-sized stator manu-
facturing, and it requires very low air-gap length (0.3–0.5 mm) to enhance the modulation
effect of the coil m.m.f.. However, it enables adequate thrust density and PM flux con-
finement. For example, in [66] a hollow-type mover is proposed that slides between two
U-shaped stator rings (Figure 7b). Cogging force minimization calls for a suitable mover
slotting design based on a half-period shift between the inner and outer parts. The supply
of the stator coil pair by 90◦ phase displacement yields σf = 0.57 N/cm3.

In the Vernier-type configuration, the insertion of PMs in the stator teeth slots en-
hances the thrust density at the expense of increased supply frequency, taking advantage
of the multiplication effect of the reluctance force. In [67], the peak force using the double
E-shaped stator of Figure 7c is 70 N; however, it has a significant ripple (≈30 N). The
single E-shaped stator proposed in [68] enables a robust structure and a high force den-
sity by combining two different PM magnetization directions of PMs and ferromagnetic
poles. The quasi-Halbach magnetization significantly enhances the thrust performance
(σf

∼= 0.75 N/cm3) with respect to a pure radial one, halving at the same time the peak
value of the cogging force.

 
                     (a) (b) 

  

                     (c) (d) 

Figure 7. Examples of PM-LOA configurations; (a) PM stator with moving coils [30]; (b) double
U-shaped stators with PM, windings, and VR mover [66]; (c) cross section of a double E-shaped stator
tubular Vernier PM-LOA [67]; and (d) 3D schematic portion of the transverse-flux MM-LOA [69].
Republished with permission of Elsevier and IEEE.

A transverse flux configuration (Figure 7d), originally proposed for a compressor
application, consists of an inner stator yoke, a concentrated armature winding enclosed
between the ferromagnetic poles of two outer stators, and a six-PM mover sliding between
the inner and outer stators [69]. The prevailing radial orientation of the flux lines enables
the adoption of axially laminated stator yokes to reduce the eddy current losses. A single-
phase sinusoidal current supply combined with the connection of the mover ends to a
flexible spring gives rise to a reciprocating motion. A 100 N thrust is achieved for a 10 mm
stroke length. However, the design must consider the radial forces that act on the PMs for
the reliability of the system.
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Despite a possible lower thrust density and an uneven thrust profile, MM-LOA are
deemed to be the most convenient for the TAH application because of the easier manu-
facturing process and their higher suitability to comply with strict size constraints. There-
fore, the main proposed configurations and related performances are discussed in the
following subsections.

4.3. Single-Mover MM-LOA

According to the stator configuration, the following arrangements have been proposed:

• E-shaped stator cross section with a pair of coils supplied by opposite currents [62], [70–74];
• Single or dualrrents [71,75,76]; C-shaped stator cross section, the latter with coils

supplied by opposite cu
• Stator with multiple coils to allow multiphase or fault-tolerant supply [77–79].

The latter configurations can benefit from the smooth force profile and emergency
operation in case of a partial winding fault; however, the mitigation of the radial and
cogging forces possibly requires slotless stator and quasi-Halbach PM magnetization,
resulting in winding oversizing and higher losses due to the high equivalent air-gap.

The most common stator configurations are those with C or E shapes, combined with
different types of movers, differing in the magnetization pattern, pole number, and yoke
assembly. Figure 8 shows two typical configurations with the corresponding force profiles
determined at constant total ampere-turns, with the outer radius, air-gap, stroke length,
and ohmic losses being the same. Regarding the E-shaped stator with the interior PM (IPM)
mover, the C-shaped stator with surface PM mover (Figure 8a) provides a higher peak force
but suffers from higher thrust unevenness. Furthermore, the PM and mover masses are
20% and 80% higher, respectively. The optimized IPM mover provides σf ≈ 0.47 N/cm3.

 
                (a) (b) 

Figure 8. Examples of MM-LOA and related force performances; (a) C-shaped stator with surface
PM mover [71]; and (b) E-shaped stator with IPM mover [71,73] (outer radius: 32 mm, air-gap: 1 mm,
and stroke: ±5 mm). Republished with permission of IEEE.

Considering additional mover PM configurations, the E-shaped configuration seems
more favorable, as it limits the leakage flux along the entire stroke and yields a force density
higher than that of the C-shaped one. The adoption of a quasi-Halbach type provides an
even more uniform thrust profile. The application of ferromagnetic rings to the mover ends
increases the average thrust, due to the higher magnetic flux [74]. On the other hand, such
a design increases the mover mass and the coil inductance.
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4.4. Dual-Mover MM-LOA

In general, the literature suggests integrating LOA into VAD applications, replacing
the function of a single ventricle. To emulate the complete functionality of the biological
heart function, the TAH must drive two distinct components. The arrangement in Fig-
ure 9a shows a dual-mover LOA enclosed in a sealed cavity between two flexible pockets,
provided with non-return valves, mimicking the ventricular operation. The LOA stator
interaction with two distinct movers impresses on the latter ones, reciprocating opposite
synchronous motion with alternative compression and dilation of the pockets to infuse the
blood flow.

  
                    (a) (b) 

Figure 9. Double-mover LOA; (a) working principle showing the two movers pushing the ventricular
chambers; (b) LOA electromagnetic configuration; PMl , PMr: PM movers acting on the LV and RV;
Fzl , Fzr: thrust acting on PMl and PMr; z0: mover position with respect to the backward bound; and
sizes are in mm. Republished with permission of IEEE.

Again, the tubular configuration is particularly profitable. The main features of the
E-shaped stator with two PM movers (PMl and PMr) analyzed in [62] are:

• Identical radially magnetized NdFeB-48 PMs in a repulsive configuration;
• Two distinct coils, enclosed in the outer high permeability stator core (CoFe alloy) and

supplied by reverse currents to produce opposite thrusts in the nearby movers;
• The cross sections of the LV and RV coil cross sections are proportional to the related

ampere-turn Nl Il and Nr Ir, respectively, in turn proportioned with the corresponding
rated thrust peak values Fzl/Fzr = 70 N/25 N;

• A fixed hollow core in the inner part to provide a return path for both the PM and
winding fluxes.

High-performance magnetic materials are mandatory to satisfy the very binding limits
on the overall volume (∼=153 cm3) and the active part mass (<1 kg). The moving mass is
very low as well since movers have no back iron.

Figure 11 reports the thrust as a function of the mover position for different values of
Nl Il and Nr Ir, with a maintained constant over all the stroke length (±15 mm), a maximum
current density of 6 A/mm2, and total ohmic losses of 13 W. Eddy current losses can be
assumed to be negligible because of the low-frequency operation (1.3 Hz). The force profiles
evidence the following aspects:

• The cogging force (Nl Il = Nr Ir = 0) benefits the forward stroke for both movers;
• Inverting the LV coil supply current near the end of the stroke (see point P1) increases

the thrust, which otherwise would even become negative, producing a braking effect;
• Due to the mutual linkage between the coils, the simultaneous current inversion in

both coils slightly worsens the RV thrust;
• A residual cogging force opposes the backward motion in both movers (points P1 and

Q1,2,3), regardless of the current value.
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Parametric analysis that involves the sizes of the main PM and the stator core, as
well as the more convenient position z∗0 switching the current in both coils, leads to the
optimized force profile shown in Figure 10.

                     (a)    (b) 

Figure 10. Thrust as a function of the mover position with current switching at z∗0 = 12.2 mm; (a) LV
mover; and (b) RV mover.

  
(a) (b) 

Figure 11. Thrust profiles as functions of the axial mover position for different ampere-turns; (a) LV
mover; and (b) RV mover.

With constant power losses being predefined, various performance indices are con-
sidered, which mainly takes into account the TAH forward stroke operation. The profiles
calculated by 2D finite element analyses are sufficiently smooth for most of the forward
stroke, satisfying the peak force requirements (71.2 N for the LV, −36.8 N for the RV) and
with satisfactory mean values (58.2 N for the LV, −25.4 N for the RV). The supply voltage
to compensate both the resistance voltage drop and the induced counter e.m.f. is lower
than 20 V, therefore being consistent with the portable battery pack.

The cogging force, leading to a deadlock near the outward stroke end, represents a
major concern for the backward stroke, especially for the RV mover, even if during such
a phase a limited blood back-pressure aids the return motion. Therefore, the magnetic
configuration should be refined to match the electromagnetic force with the counteraction
of the circulatory system, as well as with the effect of the blister deflection.

5. Unconventional Electromagnetic Actuators

Other alternative configurations, aimed at overcoming issues related to the size and
operation, can be grouped into two PM actuator categories. The former is based on the
contactless electromagnetic interaction between the external static or rotating primary and
the secondary part implanted in the chest ribs, neither requiring additional implanted bat-
teries nor percutaneous cable connection, however, requiring very tight magnetic coupling.
The latter includes actuators combining both linear and rotary (2 DOFs) motion to produce
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both the pumping function and valve actuation, respectively, to manage blood flow during
the TAH operating cycle. The following sections describe some examples of the two types
of actuators.

5.1. Contactless Power Transfer (CPT)

Two approaches are proposed for this kind of actuators. The first one relies on external
moving PMs, driven by a conventional rotary electric motor, magnetically interacting with
inner PMs to produce a pumping function without using any winding. The absence of
copper losses significantly limits thermal issues related to both the power transfer and the
actuator operation. Other benefits are the very compact assembly, particularly profitable,
for instance, for pediatric application, the ease of setting and tuning of the main drive
control, and the low risk of infection transmission.

In Figure 12a, a rotating motor supplied by a separate source (i.e., external battery
pack) drives a disk-type version of the actuator with an external 2-pole ring-shaped PM
rotor [80].

 
            (a) (b) 

Figure 12. Configurations for the contactless mechanical power transfer; (a) external rotating PM
disk coupled with an implanted reciprocating PM disk; and (b) external 2-phase coils supplied by
90◦ shifted sinusoidal currents interacting with a 2-pole PM rotor.

During rotation, the axially magnetized PMs alternately repel and attract the inner
2-pole PM ring, constrained to a linear reciprocating motion by mechanical coupling to a
spline shaft. A diaphragm, which separates the blood flow from the oscillation chamber,
prevents any contamination and hemolysis problems. The reinforcement of the air-gap flux
density by an iron yoke and a proper selection of the diameter of the disk hole yields peak
values of the attractive and repulsive force at least of 55 N and 15 N, respectively, with a
minimum air-gap length (skin thickness included) and a disk outer diameter of 10 mm
and 63 mm, respectively. Instead of rotating, in normal operations the prime motor swings
through a 180◦ angle. The maximum output pump power is 0.65 W at an average speed
of 92 rpm with a blood flow of 8 l/min. The total pumping efficiency is 32%, appreciably
higher than other conventionally motor-driven TAHs.

The same principle applies by replacing the axial flux configuration with a radial flux
one, where the rotating magnetic field generated by an external stator primary poly-phase
winding interacts with an implanted cylindrical PM rotor. Figure 12b describes a two-phase
winding arrangement in [81]. The effective interaction area is limited by the chest curvature;
moreover, flux leakages are relevant because of the absence of back iron. However, no shaft
or mechanical bearings are required, and the pump impeller can be integrated with the
rotor without any mechanical coupling. The pump sized for pediatric VAD was successfully
tested in animals that produced an average flow rate of 1.5 l/min at 50 Hz (3000 rpm) with
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a 2–3 cm distance between the pump and the driving coil. Pump efficiency is approximately
20 to 40% at the average flow rate (1.7 to 2.0 l/min), with a speed ranging from 3000 rpm
(50 Hz) to 6000 rpm (100 Hz).

An alternative to the configuration of Figure 12a could consist of a linear-to-linear
motion transmission using external and implanted rectified PM arrays [82]. Such a configu-
ration corresponds to a magnetic coupler, where the inner PM array is driven by the motion
of the outer one. Such an arrangement is claimed to be immune to the shortcomings due to
fatigue in the flexible blood pockets of most state-of-the-art bionic pneumatic or electric
blood pumps. The outer active PM array is driven by a linear motor or by a rotary motor
coupled to a rotary-linear motion converter. The piston enclosed in the pump casing holds
the passive magnet; the casing is provided with openings on both ends connected to the
aorta and the vein, respectively. A one-way valve allows blood flow from the chamber
connected to the aorta to the vein, reproducing diastole in the natural heart. Simulations
with NdFeB hexahedral 2-pole PMs (sizes: 30 mm × 20 mm) distanced by 60 mm evidence
the feasibility of the configuration, providing 1.2 W at 70 bpm.

The effectiveness of the above solutions clearly relies on a precise alignment between
the primary and the secondary, reducing the air-gap as much as possible between the
two parts. Therefore, such a condition, which is quite critical during physical activities,
requires a stable fixture of the external part. The linear-to-linear motion transmission also
suffers from the low efficiency of the linear prime mover and of the rotating to linear
motion converters.

5.2. Linear Rotary Actuator (LiRA)

Linear rotary motion can be obtained by two different approaches: magnetic conver-
sion (MC-LiRA) from a rotating motion impressed by a conventional electric motor into a
linear one by using PMs and possibly ferromagnetic parts (passive configurations), and
straightforward generation of a roto-translating field in a single device (conventional LiRA)
using supplied windings (active configurations).

MC-LiRAs have been conceived for different applications that require a short stroke
and a high thrust [83]. The Magscrew TAH project has already implemented such an
actuator [84]. The operating principle is based on the concept of a magnetic screw–nut
(Figure 13a). Surface PMs with helicoidal distribution mounted on the back of the screw
and on the nut move in synchronism, driven by the corresponding pole interaction. Motion
control is in charge of a prime rotating motor, which must produce a clockwise and
counterclockwise torque Tn to develop a reciprocating thrust force Ft. The relation to be
fulfilled between the torque and force is Tn = τp/π·Ft (τp: pole pitch). With Halbach
magnetization and properly sized PMs, with an outer nut diameter of 17 mm and mover
length of 12 mm, a thrust higher than 100 N is achieved. An actuator based on this concept,
implemented in in vivo experiments, achieved a blood flow greater than 8 l/min and a
maximum pressure of 100 mm Hg, with a device beat rate ranging from 157 to 249 bpm [85].

A field-modulated magnetic screw, proposed in [86], is based on the concept of a
magnetic screw and a linear magnetic gear. An intermediate translated set of helically
ferromagnetic pole pieces modulate the magnetic field produced by outer static helically
shaped PM arrays (Figure 13b). Therefore, its interaction with the inner side rotating PMs
enables the conversion of the torque applied to the rotor PM screw into thrust by acting
on the intermediate ferromagnetic translator. The increase of the thrust to torque ratio by
the gearing effect relies on satisfying the relation ns = pr + ps, with ns number of ferro-
magnetic pole pieces, pr and ps number of pole-pairs on the rotor, and stationary screws,
respectively. Such actuators can achieve a force density of up to 20 N/cm3, consistent with
TAH requirements, even if their placement must consider the presence of the prime motor
and the troublesome manufacturing of very small helicoidal parts.
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(a) (b) 

  
(c) (d) 

Figure 13. Linear rotary actuators; (a) magnetic screw–nut configuration; (b) field modulated mag-
netic screw; (c) linear and rotary PM actuator with stator coils; and (d) self-bearing linear actuator
with double stator winding. Republished with permission of AIP Publishing and IEEE.

Conventional LiRAs with supplied stator winding are attractive in modern machine
tools and robotics because of their ability to provide motion with two degrees of freedom.
However, their inherent tubular configuration makes them suitable for TAH application;
moreover, because of the possibility of the independent management of rotation and
translation, their control is more straightforward and flexible than in MC-LiRAs. In this
field, VR PM-free configurations are also proposed. The most significant ones rely on
rotary-linear switched reluctance motors (RL-SRMs), as they benefit from simple but robust
construction, low manufacturing and maintenance costs, high reliability and fault tolerance,
and easy control [87]. They can present a multi-stack assembly of classical SRMs with
suitably displaced rotors, where an adequate supplying sequence of the stator coils can
provide the rotation or linear movement.

Alternatively, they can be provided with two separate sections: a rotating section for
clockwise–counterclockwise motions in the middle and a linear section for the forward–
backward movements at the actuator sides. Despite its attractiveness for some applications
(pick and place machines, robotics, and automotive), RL-SRMs suffer from the main
limitations of its LOA counterpart in terms of thrust density (σf

∼= 0.02 N/cm3 in [88]),
making its application for a TAH unattractive.

Figure 13c shows a basic PM LiRA. There are 48 alternately polarized PMs, 6 in the z-
direction and 8 in the θ-direction, and a stator with 18 concentrated coils, 3 in the z-direction
and 6 in the θ-direction, broadly representing a 9-phase system [89]. Possibly, a salient
stator inside the PM mover can exploit the Vernier effect to improve the force/mass ratio
and the evenness of the torque/force profile [90].

Integrated magnetic bearings are also useful in eliminating mechanical wear prob-
lems [91]. It uses a double-stator arrangement placed concentrically inside and outside a
cylindrically shaped mover (Figure 13d). The outer stator coils provide the rotating motion
(torque Tz1 and Tz2) and the bearing function (forces Fb1 and Fb2) by an appropriate air-gap
control, while the inner stator coils control the linear motion (thrust Fz).
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6. Overall Comparison

To summarize the detailed overview provided in the previous sections, Table 2 reports
a qualitative comparison of the designed and tested electromagnetic actuators, considering
five significant properties (maturity level, compactness, manufacturing, control simplicity,
and efficiency). The limited consistency of both the geometric and operational data as well
as the unavailability of some information did not allow for a quantitative performance
comparison. The overall evaluation points out the following considerations:

• The brushless motor (DC or AC) presents the highest maturity level because of its
widespread ability in many low-rated applications, therefore ensuring high reliability
and flexible control; however, in FD- and EM-TAH, the overall efficiency can suffer
from the presence of gear or hydraulic converters, and in CF-TAH, the control can be
more complicated in presence of magnetic bearings;

• The VR-LOA is the least suitable, as the manufacturing and control simplicity is by
far offset by the limited thrust density and efficiency, the latter related to the required
high current density;

• Among THE PM-LOAs, the MM one seems slightly better in terms of manufacturing
simplicity, because no moving coils as well as complicated stator assembly are present;

• The CPT systems provide a promising performance and likely the most compact
configuration as only the moving part is implanted; however, control issues can arise
in the presence of misalignments or increased axial distancing between the external
and the implanted parts;

Table 2. Overall comparison of the main actuators for TAH applications.

TAH Type Actuator Maturity Compactness
Manufacturing

Simplicity
Control

Simplicity
Overall

Efficiency

FD Brushless motor High Low Medium High Medium
EM Brushless motor High Low Medium High Medium
CF Brushless motor Medium Medium Medium Low High
EM VR-LOA Low Low High High Low
EM MC-LOA Medium High Medium Medium High
EM MM-LOA Medium High High High High
EM PM VR-LOA Low Low Low Medium Medium
EM CPT Low High Medium Low High
EM MC-LiRA Medium High Low Medium High
EM Conventional LiRA Low Medium Low Low High

• LiRAs have no distinguished merits due to their still limited development and manu-
facturing complexity; however, the possibility to combine mover rotation and trans-
lation could lead to the simplest operational management for a TAH (pumping and
blood flow control).

7. Conclusions

In the paper, different electromagnetic technologies considered for application in
a ventricle-assisted device or a totally artificial heart (TAH) are presented. The review
examined the innovative solutions utilized in the most promising projects focused on the
development of the total system, as well as those proposed and checked in the literature
as single components. Among all the devices, the transcutaneous energy transmission
(TET) system and the electromagnetic actuator are distinguished in terms of performance
and durability. In view of the possible application of new high-performance materials
(e.g., high-energy PMs, low core loss, high permeable magnetic materials, and Litz wire
windings), very high achievable efficiency and power density are achievable, enabling
compact configurations with limited losses and positively affecting both battery life and
heat generation.
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As for the TET, despite the inherent significant air-gap due to the biological tissue
thickness, the high-frequency operation enables efficiency up to 90%. For the actuator,
two solutions seem very convenient and effective. The first one, adopted in the BiVACOR
project, relies on an axial flux PM motor that interacts with an axial magnetic bearing,
integrating both the pumping and the pulsatile effects in a rotating motor. The other
one is based on a linear oscillating actuator (LOA), acting on both artificial ventricles
realized in biocompatible materials. Among the various families of PM-LOAs that can
effectively mimic the heart operation, the seemingly most advanced one is applied in
the ReinHeart project, but other configurations exhibit favorable features (dual-mover,
linear-rotating motion, and bearingless arrangement) and are potential candidates for a
future commercial TAH.
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41. Fresiello, L.; Najar, A.; Brynedal Ignell, N.; Zieliński, K.; Rocchi, M.; Meyns, B.; Perkins, I.L. Hemodynamic characterization of the
Realheart®total artificial heart with a hybrid cardiovascular simulator. Artif. Organs 2022, 46, 1585–1596. [CrossRef]

42. Tozzi, P.; Maertens, A.; Emery, J.; Joseph, S.; Kirsch, M.; Avellan, F. An original valveless artificial heart providing pulsatile flow
tested in mock circulatory loops. Int. J. Artif. Organs 2017, 40, 683–689. [CrossRef]

43. HybridHeart. White Paper on Requirements and Constraints of Combining Technologies. Available online: https://hybridheart.
eu/wp-content/uploads/2019/05/Requirements.pdf (accessed on 9 December 2022).

44. AbioCor Implantable Replacement Heart. Available online: https://www.accessdata.fda.gov/cdrh_docs/pdf4/h040006b.pdf
(accessed on 9 December 2022).

45. Luo, C.; Ware, D.L.; Zwischenberger, J.B.; Clark, J.W., Jr. A mechanical model of the human heart relating septal function to
myocardial work and energy. Cardiovasc. Eng. 2008, 8, 174–184. [CrossRef] [PubMed]

46. Yamane, T. How Do We Select Pump Types? In Mechanism of Artificial Heart, 2nd ed.; Springer: Tokyo, Japan, 2016; pp. 13–21.
47. Wang, Y.; Liang, L.; Wang, W.; Tan, Z.; Sethu, P.; El-Baz, A.S.; Giridharan, G.A. Basis of Artificial Heart Technologies. In Artificial

Hearts, 2nd ed.; Yang, M., Ed.; Springer Nature: Singapore, 2020; pp. 31–52.

94



Appl. Sci. 2023, 13, 1870

48. Rogers, J.G.; Pagani, F.D.; Tatooles, A.J.; Bhat, G.; Slaughter, M.S.; Birks, E.J.; Boyce, S.W.; Najjar, S.S.; Jeevanandam, V.; Anderson,
A.S.; et al. Intrapericardial Left Ventricular Assist Device for Advanced Heart Failure. N. Engl. J. Med. 2017, 376, 451–460.
[CrossRef] [PubMed]

49. Hosseinipour, M.; Gupta, R.; Bonnell, M.; Elahinia, M. Rotary mechanical circulatory support systems. J. Rehabil. Assist. Technol.
Eng. 2017, 4, 2055668317725994. [CrossRef]

50. Andriollo, M.; Bettanini, G.; Tortella, A. Design procedure of a small-size axial flux motor with Halbach-type permanent magnet
rotor and SMC cores. In Proceedings of the 2013 International Electric Machines & Drives Conference, Chicago, IL, USA, 12–15
May 2013; pp. 775–780.

51. Kurita, N.; Ishikawa, T.; Saito, N.; Masuzawa, T.; Timms, D.L. A Double-Sided Stator Type Axial Bearingless Motor Development
for Total Artificial Heart. IEEE Trans. Ind. Appl. 2019, 55, 1516–1523. [CrossRef]

52. Slaughter, M.S.; Rogers, J.G.; Milano, C.A.; Russell, S.D.; Conte, J.V.; Feldman, D.; Sun, B.; Tatooles, A.J.; Delgado, R.M., III; Long,
J.W.; et al. Advanced heart failure treated with continuous-flow left ventricular assist device. N. Engl. J. Med. 2009, 361, 2241–2251.
[CrossRef]

53. Abe, Y.; Ono, T.; Isoyama, T.; Mochizuki, S.; Iwasaki, K.; Chinzei, T.; Saito, I.; Kouno, A.; Imachi, K. Development of a miniature
undulation pump for the distributed artificial heart. Artif. Organs 2000, 24, 656–658. [CrossRef]

54. Saito, I.; Chinzei, T.; Abe, Y.; Ishimaru, M.; Mochizuki, S.; Ono, T.; Isoyama, T.; Iwasaki, K.; Kouno, A.; Baba, A.; et al. Progress in
the Control System of the Undulation Pump Total Artificial Heart. Artif. Organs 2003, 27, 27–33. [CrossRef] [PubMed]

55. Yang, S.M.; Huang, M.S. Design and Implementation of a Magnetically Levitated Single-Axis Controlled Axial Blood Pump. IEEE
Trans. Ind. Electr. 2009, 56, 2213–2219. [CrossRef]

56. Hirschhorn, M.; Catucci, N.; Day, S.; Stevens, R.M.; Tchantchaleishvili, V.; Throckmorton, A.L. Channel impeller design for
centrifugal blood pump in hybrid pediatric total artificial heart: Modeling, magnet integration, and hydraulic experiments. Artif.
Organs. 2022, 00, 1–15. [CrossRef] [PubMed]

57. Ishii, K.; Hosoda, K.; Isoyama, T.; Saito, I.; Ariyoshi, K.; Inoue, Y.; Sato, M.; Hara, S.; Lee, X.; Wu, S.Y.; et al. Pulsatile driving of the
helical flow pump. In Proceedings of the 2013 35th Annual International Conference of the IEEE Engineering in Medicine and
Biology Society (EMBC), Osaka, Japan, 3–7 July 2013; pp. 2724–2727.

58. Puers, R.; Vandevoorde, G. Recent Progress on Transcutaneous Energy Transfer for Total Artificial Heart Systems. Artif. Organs
2001, 25, 400–405. [CrossRef] [PubMed]

59. Ma, J.; Yang, Q.; Chen, H. Transcutaneous Energy and Information Transmission System With Optimized Transformer Parameters
for the Artificial Heart. IEEE Trans. Appl. Supercond. 2010, 20, 798–801.

60. Miura, H.; Arai, S.; Kakubari, Y.; Sato, F.; Matsuki, H.; Sato, T. Improvement of the Transcutaneous Energy Transmission System
Utilizing Ferrite Cored Coils for Artificial Hearts. IEEE Trans. Magn. 2006, 42, 3578–3580. [CrossRef]

61. Grzesik, B.; Stepien, M. Topology of TET system with soft switched converters. In Proceedings of the 2012 15th International
Power Electronics and Motion Control Conference (EPE/PEMC), Novi Sad, Serbia, 4–6 September 2012.

62. Andriollo, M.; Fanton, E.; Forzan, M.; Tortella, A. Design and Analysis of a Dual Mover Linear Oscillating Actuator for
a Totally Artificial Heart. In Proceedings of the International Conference on Electrical Machines (ICEM), Valencia, Spain,
5–8 September 2022.

63. Boldea, I.; Nasar, S.A. Linear Electric Actuators and Generators, 1st ed.; Academic Press: London, UK, 1997; pp. 91–132.
64. Finocchiaro, T.; Butschen, T.; Kwant, P.; Steinseifer, U.; Schmitz-Rode, T.; Hameyer, K.; Leßmann, M. New linear motor concepts

for artificial hearts. IEEE Trans. Magn. 2008, 44, 678–681. [CrossRef]
65. Llibre, J.F.; Martinez, N.; Nogarede, B.; Leprince, P. Linear tubular switched reluctance motor for heart assistance circulatory:

Analytical and finite element modeling. In Proceedings of the 2011 10th International Workshop on Electronics, Control,
Measurement and Signals, Liberec, Czech Republic, 1–3 June 2011.

66. Ji, J.; Yan, S.; Zhao, W.; Liu, G.; Zhu, X. Minimization of Cogging Force in a Novel Linear Permanent-Magnet Motor for Artificial
Hearts. IEEE Trans. Magn. 2013, 49, 3901–3904. [CrossRef]

67. Liu, Z.; Zhao, W.; Ji, J.; Chen, Q. A Novel Double-Stator Tubular Vernier Permanent-Magnet Motor With High Thrust Density and
Low Cogging Force. IEEE Trans. Magn. 2015, 51, 1–7.

68. Ji, J.; Zhao, J.; Zhao, W.; Fang, Z.; Liu, G.; Du, Y. New High Force Density Tubular Permanent-Magnet Motor. IEEE Trans. Appl.
Supercond. 2014, 24, 1–5. [CrossRef]

69. Zhang, Y.; Lu, Q.; Yu, M.; Ye, Y. A Novel Transverse-Flux Moving-Magnet Linear Oscillatory Actuator. IEEE Trans. Magn. 2012,
48, 1856–1862. [CrossRef]

70. Yamada, H.; Yano, T.; Wakiwaka, H.; Yamamoto, Y.; Nakagawa, H.; Maeda, Y. Development of high power linear pulse motor for
artificial heart. In Proceedings of the 1991 Fifth International Conference on Electrical Machines and Drives (Conf. Publ. No. 341),
London, UK, 11–13 September 1991; pp. 110–114.

71. Chen, X.; Zhu, Z.Q.; Howe, D.; Dai, J.S. Comparative study of alternative permanent magnet linear oscillating actuators. In
Proceedings of the 2008 International Conference on Electrical Machines and Systems, Wuhan, China, 17–20 October 2008;
pp. 2826–2831.

72. Zhu, Z.Q.; Chen, X.; Howe, D.; Iwasaki, S. Electromagnetic modeling of a novel linear oscillating actuator. IEEE Trans. Magn.
2008, 44, 3855–3858. [CrossRef]

95



Appl. Sci. 2023, 13, 1870

73. Zhu, Z.Q.; Chen, X. Analysis of an E-Core Interior Permanent Magnet Linear Oscillating Actuator. IEEE Trans. Magn. 2009, 45,
4384–4387. [CrossRef]

74. Sun, J.; Luo, C.; Xu, S. Improvement of tubular linear oscillating actuators by using end ferromagnetic pole pieces. IEEE Trans.
Energy Conv. 2018, 33, 1686–1691. [CrossRef]

75. Watada, M.; Yanashima, K.; Oishi, K.; Ebihara, D. Improvement on characteristics of linear oscillatory actuator for artificial hearts.
IEEE Trans. Magn. 1993, 29, 3361–3363. [CrossRef]

76. Lu, H.; Zhu, J.; Lin, Z.; Guo, Y. A Miniature Short Stroke Linear Actuator—Design and Analysis. IEEE Trans. Magn. 2008, 44,
497–504.

77. Ahmad, Z.; Khan, H.A.; Khan, S.; Ullah, B.; Khalid, S.; Akbar, S. Design and Analysis of a Novel Dual Stator Tubular Moving
Magnet Linear Actuator for Compressor Application. In Proceedings of the 2021 International Conference on Frontiers of
Information Technology (FIT), Islamabad, Pakistan, 13–14 December 2021; pp. 299–304.

78. Yan, S.; Ji, J.; Wang, F.; Liu, G. New tubular fault-tolerant permanent-magnet motor for artificial heart. In Proceedings of the 2012
15th International Conference on Electrical Machines and Systems (ICEMS), Sapporo, Japan, 21–24 October 2012; pp. 1–5.

79. Birbilen, U.; Lazoglu, I. Design and Analysis of a Novel Miniature Tubular Linear Actuator. IEEE Trans. Magn. 2018, 54, 1–6.
[CrossRef]

80. Saotome, H.; Shimizu, K.; Okada, T. Design of Magnetic Actuator Intended for Artificial Heart Drive. Trans. Magn. Soc. Jpn. 2004,
4, 64–66. [CrossRef]

81. Kim, S.H.; Hashi, S.; Ishiyama, K. Actuation of Novel Blood Pump by Direct Application of Rotating Magnetic Field. IEEE Trans.
Magn. 2012, 48, 1869–1874. [CrossRef]

82. Xia, D. A Bionic Artificial Heart Blood Pump Driven by Permanent Magnet Located Outside Human Body. IEEE Trans. Appl.
Supercond. 2012, 22, 4401304.

83. Mustafa, D.; Hussain, A. A Survey on the Design and Analysis of Magnetic Screws. In Proceedings of the 2021 IEEE Energy
Conversion Congress and Exposition (ECCE), Vancouver, BC, Canada, 10–14 October 2021; pp. 3759–3766.

84. Schenk, S.; Weber, S.; Luangphakdy, V.; Klatte, R.S.; Flick, C.R.; Chen, J.F.; Kopcak, M.W., Jr.; Ootaki, Y.; Kamohara, K.; Hirschman,
G.B.; et al. MagScrew Total Artificial Heart In Vivo Performance Above 200 Beats Per Minute. Ann. Thorac. Surg. 2005, 79,
1378–1383. [CrossRef] [PubMed]

85. Ji, J.; Ling, Z.; Wang, J.; Zhao, W.; Liu, G.; Zeng, T. Design and analysis of a Halbach magnetized magnetic screw for artificial
heart. IEEE Trans. Magn. 2015, 51, 1–4. [CrossRef]

86. Ling, Z.; Ji, J.; Wang, F.; Bian, F. Design and analysis of a field modulated magnetic screw for artificial heart. AIP Adv. 2017, 7,
056717. [CrossRef] [PubMed]

87. Szabó, L. A Survey on Rotary-Linear Motors Used in Emerging Applications. In Proceedings of the IECON 2019-45th Annual
Conference of the IEEE Industrial Electronics Society, Lisbon, Portugal, 14–17 October 2019; pp. 3257–3262.

88. Nezamabadi, M.M.; Afjei, E.; Torkaman, H. Design, Dynamic Electromagnetic Analysis, FEM, and Fabrication of a New
Switched-Reluctance Motor With Hybrid Motion. IEEE Trans. Magn. 2016, 52, 1–8. [CrossRef]

89. Jin, P.; Fang, S.; Lin, H.; Zhu, Z.Q.; Huang, Y.; Wang, X. Analytical Magnetic Field Analysis and Prediction of Cogging Force and
Torque of a Linear and Rotary Permanent Magnet Actuator. IEEE Trans. Magn. 2011, 47, 3004–3007. [CrossRef]

90. Krebs, G.; Tounzi, A.; Pauwels, B.; Willemot, D.; Piriou, F. Modeling of A Linear and Rotary Permanent Magnet Actuator. IEEE
Trans. Magn. 2008, 44, 4357–4360. [CrossRef]

91. Miric, S.; Giuffrida, R.; Rohner, G.; Bortis, D.; Kolar, J.W. Design and Experimental Analysis of a Selfbearing Double-Stator
Linear-Rotary Actuator. In Proceedings of the 2021 IEEE International Electric Machines & Drives Conference (IEMDC), Hartford,
CT, USA, 17–20 May 2021.

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

96



Citation: Prakht, V.; Dmitrievskii, V.;

Kazakbaev, V. Synchronous

Homopolar Generator without

Permanent Magnets for Railway

Passenger Cars. Appl. Sci. 2023, 13,

2070. https://doi.org/10.3390/

app13042070

Academic Editors: Loránd Szabó and

Feng Chai

Received: 31 December 2022

Revised: 1 February 2023

Accepted: 3 February 2023

Published: 5 February 2023

Copyright: © 2023 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

applied  

sciences

Article

Synchronous Homopolar Generator without Permanent
Magnets for Railway Passenger Cars

Vladimir Prakht, Vladimir Dmitrievskii * and Vadim Kazakbaev

Department of Electrical Engineering, Ural Federal University, 620002 Yekaterinburg, Russia
* Correspondence: vladimir.dmitrievsky@urfu.ru; Tel.: +7-909-028-49-25

Featured Application: The presented results can be used in designing synchronous homopolar

machines and railway undercar generators.

Abstract: The article presents the optimal design of a 35 kW brushless synchronous homopolar
generator without permanent magnets for railway passenger cars. The excitation winding of the
generator is located on the stator, and the toothed rotor has no windings. The generator characteristics
are optimized considering the required constant power speed range. A single-objective Nelder–
Mead algorithm and 2D Finite Element Analysis were used for the optimization. As a result of the
optimization, power losses are significantly reduced over the entire operating range of the generator
rotational speed, the current capacity of the solid-state rectifier, and the torque ripple. A comparison
of the calculated characteristics of the generator under consideration with the characteristics of a
commercially available undercar generator shows that the active volume is reduced by a factor of 2.1,
and the losses are significantly reduced over the entire operating speed range.

Keywords: electrically excited synchronous machine; Nelder–Mead method; optimal design of elec-
tric machines; synchronous homopolar generator; synchronous homopolar machine; undercar generator

1. Introduction

In many countries, less than half of the railways are electrified [1,2]. Nonelectrified
railway lines use diesel or diesel–electric locomotives [3]. One of the options for the
electrification of passenger cars in this case is undercar generators [4,5].

Brushless synchronous homopolar machines (SHMs) with axial excitation flux and
stator-fixed concentric coils of the excitation winding are known for their high reliability,
due to which they find use in flywheel energy storage and traction motors, as well as in
welding automotive and aircraft generators [6–9]. They can be used at high temperatures
and in hazardous environments, such as drives [10] and high-power wind generators [11].
The main benefit of SHMs, in comparison with conventional generators with electrically
excited rotor, is high reliability, due to the simple rotor without windings, no sliding contact,
and reliable concentric excitation winding coils located on the stator. At the same time,
the SHM retains the ability to control the excitation current, as in a conventional generator
with an excitation winding on the rotor.

It is also a problem to ensure the cooling of a conventional generator with an excitation
winding on the rotor, which has significant electrical losses. Generators with a brushless
exciter are used in a number of applications, such as aircraft generators and high-power
generators [12,13]. The disadvantages of such generators with a brushless exciter, compared
with brushed generators, include an increase in the cost, dimensions, and weight of the
machine due to the presence of a brushless exciter. Additionally, in this case, there are
problems of the reliability and repair of the brushless exciter assembly.

The design of the excitation winding is much simpler and more reliable and requires
much less copper that that of a conventional synchronous generator. In addition, because
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the rotor does not have windings and a significant copper loss associated with them, no
special measures are required to cool the rotor [14]. Another important advantage of the
SHG is the high strength of the rotor to the centrifugal force and large shock loads [15].

SHMs have a complex configuration of the magnetic system, which is inconvenient for
calculation and optimization, because the magnetic flux propagates in all three dimensions.
The magnetic flux flows in the axial direction in laminated parts of the machine and in
the transverse plane in nonlaminated parts of the machine’s magnetic core. The complex
three-dimensional design of the magnetic circuit causes difficulties when using conven-
tional two-dimensional models based on the finite element analysis (FEA) to compute the
characteristics of the SHM.

Because analytical models of electrical machines are usually not accurate enough due
to the difficulty of taking into account the saturation of the magnetic circuit, it is necessary
to use numerical models [16].

For this reason, a number of numerical calculation methods have been proposed
for SHMs, taking into account the saturation of the magnetic circuit, including three-
dimensional FEA [17–19], two-dimensional FEA [9,20], one-dimensional magnetic circuits,
and their various combinations [21,22]. In Reference [9], a simplified SHM modeling
technique was proposed, in which the features of the SHM magnetic field are taken into
account in a two-dimensional model by introducing the excitation field term into the
equations of the magnetic vector potential and solving the 2D magnetostatic problems
complemented with an equivalent circuit equation for the excitation flux.

Articles [9,23–27] present SHM as a traction motor. Article [9] discusses a simplified
methodology for estimating the characteristics of the SHM, suitable for use in multi-
iteration automatic optimization, and its experimental verification. Articles [23–25] present
techniques for optimizing SHMs for various traction applications. Articles [14,26] present
the results of comparing the characteristics of the SHM with other types of traction motors.
Article [27] presents the development of a control strategy for the traction SHM.

In References [6,17,18,20,28–30], the analysis of the SHM characteristics for various
generator applications is investigated. In Reference [17], the modeling and tuning of the
control system of a high-speed synchronous homopolar generator (SHG) is considered.
In [18], the analytical formulas for the design and the results of 3D FEA of a high-grade SHG
with a power of 10 kW and a rotation speed of 24 krpm are described. In Reference [20],
the simulation of a low-power SHG with a speed of 3000 rpm at idle is considered using
a 2D FEA with virtual excitation windings. In Reference [28], a theoretical evaluation of
the characteristics of an SHG with a power of 500 kW with a superconducting excitation
winding is presented. In Reference [30], the manual optimization of SHG performance at
no-load is considered, and an experimental verification is carried out.

In References [6,29], the analysis of SHG characteristics for undercar generators is
considered. In Reference [6], the modeling of a 4.5 kW undercar generator is considered,
taking into account the eccentric installation of the rotor. In Reference [29], the modeling of
the design of an undercarriage generator based on SHG with hybrid excitation is considered.

Based on the literature overview, it can be concluded that previous studies are limited
to the manual optimization of the SHG no-load characteristics, as in [30], but do not carry
out computer-aided optimization ((CAO), for example, using a genetic algorithm or the
Nelder–Mead method) of the SHG on-load performance using FEA due to the fact that the
3D FEA of SHM takes too much time. At the same time, improving the performance of
undercar SHGs through optimization is important to reduce their volume (and therefore
cost) and power losses, which is required in practice [15].

The novelty of this article is to demonstrate that the proposed technique of CAO of
the SHG on-load characteristics, based on the simplified model [9] and the Nelder–Mead
method, makes it possible to reduce the volume (cost) and the power loss compared to a
commercially available counterpart [31]. To overcome difficulties with the long 3D FEA
time, it is proposed to use the simplified 2D SHM model presented in [9].
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The optimization procedure was developed, which takes into account the operating
cycle of the generator. The objectives of the optimization are to minimize losses in the gener-
ator, minimize the maximum current of the controlled rectifier, and minimize torque ripple.

The optimization procedure requires the calculation of only two operating points of
the generator, which ensures a short calculation time. The target characteristics of the SHG
as a result of optimization are significantly improved. The article also compares the main
characteristics of an optimized SHG with a mass-produced undercar generator.

2. General Description of the SHG Design

An SHG consists of two or more SRCSs connected to each other in the axial direction
by ferromagnetic structural elements. The excitation current is provided by the excitation
winding located on the stator. The magnetic flux of the excitation winding is closed through
the SRCSs by means of the stator housing and the sleeve on the rotor shaft [30,32]. This
magnetic flux is modulated by the rotor teeth, which allows it to interact with the poles
of the stator winding. In this case, half of the poles are involved. The addition of ferrite
magnets to the SHG makes it possible to use all poles of the stator winding

Figure 1 shows the considered SHG design. The SHG has two stacks on the stator and
two stacks on the rotor made of laminated steel. Each stack of rotor and stator is located
in front of each other and forms the stator–rotor stack combination (SRSC). The stator
lamination has 54 slots and 12-pole winding with a number of slots per pole and phase
q = 54/(12·3) = 1.5.

An excitation winding is located between the SRSCs and is attached to the nonmagnetic
supporting core. The nonmagnetic supporting core has slots of the same shape as the
laminated stator cores through which the armature winding coils pass. Figure 1b shows
the configuration of one armature winding coil. The pitch of the armature coils is four slots.
Such a distributed winding is conventional for an SHG design and is widely used in practice.

The rotor is salient-pole and has no windings. Each rotor stack has six teeth, and
the teeth of the rotor stacks are shifted by 30 mechanical degrees. The SHG housing and
the rotor sleeve carry the stator lamination and the rotor lamination, respectively. They
are made of a solid (not laminated) steel and provide the link to the flux produced by
excitation winding.

It is assumed that the generator delivers power to the DC link through a controlled
rectifier with transistor switches, as shown in the diagram in Figure 2. The required DC
voltage (corresponding to the amplitude line voltage of the electric machine) should not
exceed 116 V. At preliminary calculations, it was found that without parallel branches, each
layer of the power winding should contain only one turn. This leads to large eddy losses.
Therefore, the number of parallel branches is chosen equal to the number of pole pairs six.

  
(a) (b) 

Figure 1. Sketch of the SHG geometry: (a) Stator cross-section and winding pattern (1/4 of the
machine is shown). The uppercase letters indicate the location and direction of the sides of the coils
of phases A, B, C in the slots. (b) General view. Only one coil of the armature winding is shown. The
rest of the coils are not shown. The two-layer armature winding has 54 coils in total.
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Figure 2. Schematics of the three-phase-controlled rectifier with a DC chopper to supply the excitation
winding. The uppercase letters indicate the phases A, B, C of the generator.

3. Operating Points of the Generator, Variable Geometric Parameters, and
Objective Function

In the traction drive, motors with a wide speed range at a constant mechanical power
(CPSR) are common [25]. An unavoidable feature of CPSR is an increased load on the
mechanical part (torque) at low speeds. As a natural generalization for a generator, there
could be a requirement for a given range of speeds with a constant output power (active
power minus the power of the excitation winding). However, at low speeds and high
torques, machine saturation and losses increase, and efficiency also decreases. Therefore,
even more mechanical power and even more torque are required. Therefore, in this paper,
the generator with a given CPSR is considered.

The rotational speed of the undercar generator increases as the speed of the train
increases. The undercar generator described in [31] provides a constant power of 35 kW
in the speed range from 750 rpm to 3450 rpm. This paper describes the generator with a
CPSR from n2 = 750 rpm to n1 = 3450 rpm and the rated mechanical power of Pmax = 40 kW
(Figure 3). It is expected that the averaged value of the output power estimates as the
average losses in the modes with the speeds of 750 rpm and 3450 rpm is close to 35 kW.
Mechanical losses, namely bearing and windage losses, were neglected.

Figure 3. The dependences of the mechanical power Pmech (blue line) and torque T (red line) on the
generator shaft on the rotation speed n.
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During the optimization, it is necessary to minimize the following characteristics of
the generator (the most important characteristics are listed first):

1. Average losses <Ploss>, which were estimated as the average losses in the modes with
the speeds of 750 rpm and 3450 rpm;

2. Maximum value of the stator current Iarm (reached at 750 rpm mode);
3. Maximum symmetrized torque ripple max(TRsym) in both modes;
4. Maximum nonsymmetrized torque max(TR) in both modes.

When optimizing, both the torque ripple TR of a separate SRSC and the torque ripple
TRsym resulting from the addition of the torque waveforms of all SRSCs of the SHG were
considered [9].

The material for the housing and the sleeve is solid steel 1010. Because the magnetic
properties of structural steel are not reported and are not guaranteed by the manufacturer,
in order to guarantee that the drop of the magnetomotive force on the axial magnetic cores
will be small compared to the drop on the SRSC, in the course of optimization, the flux
density in the stator housing and in the rotor sleeve was limited to 1.6 T.

In this study, the single-criteria unconditional Nelder–Mead method was used to opti-
mize the SHG design. Therefore, the objective function was given as a product of individual
characteristics raised to a certain power, reflecting the importance of the characteristic.
Optimization constraints cannot be set by assigning an infinite value to the optimization
function if these conditions are not met, as this would lead to a rapid decrease in the
volume of the simplex and convergence to an undesirable local minimum. Therefore, the
maximum flux density constraint was set as a soft constraint; that is, the corresponding
multiplier begins to increase rapidly if the constraint is not complied. In view of the above,
the objective function is defined as follows:

F =< Ploss > max(Iarm)
0.7max(TRsym)0.025max(TR)0.01 f

((
Bh
1.6

)5
)

,

f (x) =
{

x, x > 1,
1, otherwise,

(1)

where <Ploss> are the average losses (the arithmetic average of total losses at operating
points at 750 and 3450 rpm); max(Iarm) and Bh are the values of current and magnetic
flux density in nonlaminated steel in the 750 rpm operation point (the maximum values);
max(TRsym) is the maximum value of the symmetrized torque ripple; max(TR) is the
maximum value of the nonsymmetrized torque ripple.

To obtain a more general result, optimization was carried out under the assumption
that the number of turns in the armature winding layer Nsec is a real number and may take
noninteger values. In addition, the height and width of the winding wire can be arbitrary
real numbers, without taking into account the limitations of the standard assortment [33].
The number of turns was selected so that the amplitude value of the line voltage in the
3450 rpm 40 kW mode V3450 (the maximum voltage mode) was equal to 116 V [14]. The
number of parallel branches of the armature winding was 6. Figure 4 shows the geometric
parameters of the SHG.

Table 1 shows some of the key SHG parameters that were not changed during op-
timization. Table 2 shows the SHG parameters that were varied during optimization. It
was assumed that the shaft does not conduct any flux. The cross sections of the stator
housing and the rotor sleeve conducting the same axial excitation flux were taken as equal;
therefore, a change in the thickness of the stator housing also causes a change in the outer
diameter of the rotor sleeve. When the thickness of the stator housing changes, the outer
diameter of the stator lamination also changes.
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The width and height of the rectangular armature winding wire wx and wy, neces-
sary to determine the DC and AC (eddy current) losses in the armature winding, were
determined based on the dependencies:

bp = wx + ax; hp = 2·(wy + Δw) · Nsec + ay, (2)

where ax = 1.51 mm, ay = 1.8 mm, and Δw = 0.31 mm were determined by the thicknesses
of the conductor insulation and slot insulation.

The net copper fill factor of the excitation winding area was used to calculate the
losses in this winding and was assumed to be 0.8. Only DC losses in the excitation winding
were taken into account. As Table 2 shows, when optimizing, the electrical angle between
the middle of the rotor tooth and the stator current vector (“current angle”) at a speed of
3450 rpm varies. The current angle at 750 rpm was assumed to be 0.1 el. rad.

 
 

(a) (b) 

  
(c) (d) 

Figure 4. SHG geometric parameters. (a) Stator slot; (b) Stator winding; (c) Rotor core; and (d) Other
dimensions.

To reduce the number of parameters changed during optimization, the ratio between
the excitation winding current and the current in the armature winding layer was taken
as constant. The ratio α2/α1 between the geometrical angular parameters of the rotor slot
indicated in Table 2 was also taken as unchanged. Because the housing and the rotor sleeve
carry out the same flux, the areas of their cross-sections were assumed to be equal.
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Table 1. Some of the SHG parameters that do not change during optimization.

Parameter Value

Machine length without end winding parts L, mm 180

Stator housing outer diameter, mm 370

Axial clearance between excitation winding and rotor, Δa, mm 15

Radial clearance between field winding and rotor Δr, mm 12

Shaft diameter, mm 40

Stator lamination yoke Hstator yoke, mm 12

Rotor lamination yoke Hrotor yoke, mm 9

Stator wedge thickness, ε2, mm 1

Stator unfilled area thickness, ε1, mm 1

Angle of field weakening at 750 rpm, el. degrees 0.1

Laminated steel grade 2412

Laminated steel thickness, mm 0.35

Table 2. Variable SHG optimization parameters.

Parameter Initial Design, x0 Optimized Design, x

Stator housing thickness h, mm 15 17.1

Total stator stack length Lstator, mm 150 152.7

Stator slot depth, hp, mm 20 29.8

Stator slot width, bp, mm 5 5.6

Airgap width δ, mm 2 0.88

Rotor slot thickness, α1 0.5 · tz * 0.554 · tz *

Rotor slot thickness, α2 0.6 0.665

Angle of field weakening at 3450 rpm,
electrical radian 0.6 1.13

Current ratio ** 8 6.43
Notes: * The rotor tooth pitch tz = 360◦/6 = 60 mechanical degrees; ** the current ratio is the ratio of the current in
the armature winding layer to the current in the excitation winding.

Figure 5 shows a flowchart of the calculation of the output of the objective function
defined by Equation (1). To find the optimized value of the vector of variable parameters x,
the fminsearch(F, x0) MATLAB R2021a procedure was launched, where F is the objective
function, according to Figure 5; x0 is the initial vector of variable optimization parameters
(see Table 2). The details of the optimization function ‘fminsearch’, which implements
the simplex gradientless Nelder–Mead method [34], are well known and described in the
documentation of the MATLAB software [35].
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Figure 5. Objective function flowchart. The input parameters varied during optimization is shown in
Table 2. The objective function is defined by Equation (1).

4. Optimization Results

The application of the Nelder–Mead method leads to the convergence of the objective
function defined by Equation (1) to a certain minimum (Figure 6). In the course of opti-
mization, the SHG average loss (Figure 7a) and the armature current amplitude (Figure 7b)
were also reduced significantly. The nonsymmetrized torque ripple, that has the smallest
power in the objective function (1), increased during the optimization (Figure 8a). However,
the symmetrized torque ripple, which is the resultant one of the SHM as a whole, slightly
decreased after the optimization (Figure 8b), which indicates that the torque waveforms
of the individual SRSCs are in opposite phase and cancel each other out. Figures 9 and 10
show the geometry and 2D flux density plot of an SRSC before and after optimization.

 
Figure 6. Change in the value of the objective function defined by Equation (1) in the course
of optimization.
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(a) (b) 

Figure 7. Change in the SHG performances in the course of optimization. (a) average losses and
(b) maximum armature current amplitude.

  
(a) (b) 

Figure 8. Change in the SHG parameters in the course of optimization. (a) nonsymmetrized torque
ripple and (b) symmetrized torque ripple.

  
(a) (b) 

Figure 9. The cross-section of the SHG initial design and its plot of flux density magnitude (T); areas
of extreme saturation (>2T) are colored white: (a) at 3450 rpm and (b) at 750 rpm.
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Figure 10. The cross-section of the SHG optimized design and its plot of flux density magnitude (T);
areas of extreme saturation (>2T) are colored white: (a) at 3450 rpm and (b) at 750 rpm.

Comparison of the SHG parameters before and after optimization, shown in Table 3
allows us to draw the following conclusions:

(1) The losses in operating point 2 reduce by 100% (11.56 − 8.10)/11.56 = 30%;
(2) The losses in operating point 1 are much lower than those in point 2, and their increase

by 3.84/2.52 = 1.5 times is not so bad. In addition, it is the price for the reduction in
the required rectifier power by 100% (100.6 − 67.9)/100.6 = 32.5%, which is achieved
by increasing the field weakening angle;

(3) However, average losses reduce by 100% (7.04 − 5.97)/7.04 = 15.2%;
(4) To demonstrate the ability of the SHG to produce energy at a speed lower than

750 rpm, the 300 rpm mode was calculated. To reduce saturation and losses, the
torque equal to 90% of the torque in point 2 was chosen. The output power is 8.03 kW;
the input power is 14.42 kW, and the generator efficiency is 56%;

(5) After optimization, the maximum symmetrized torque ripple (ripple at the shaft at
low speed was reduced by 100% (13.1 − 11.3)/13.1 = 13.7%;

(6) Comparison of the initial and the optimized designs shows that as a result of optimiza-
tion, the area of the stator slots for the winding increased by increasing the height and
reducing the thickness of the stator tooth, which leads to a decrease in the armature
winding resistance and the DC losses in the winding.

The original design has a flux density in nonlaminated parts of more than 1.6 T. Due
to the introduction of an appropriate multiplier in the optimization function defined by
Equation (1), in the final design, the thickness of the stator housing is increased, and the
induction does not exceed 1.6 T.

The rotor sleeve radius is also automatically increased, for the housing and rotor
sleeve cross-section areas are equal. The increase in the housing thickness and the stator
slot depth leads to a decrease in the airgap radius, which is partially compensated by an
increase in the stator stack length. Table 3 compares the SHG characteristics before and
after optimization.
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Table 3. Optimization results.

Parameter Initial Design Optimized Design

Operating point 1 2 1 2

Rotational speed n, rpm 3450 750 3450 750

Amplitude of the armature phase current Iarm, A 388.6 1001.7 369.5 676.2

Efficiency η *, % 93.7 71.1 90.4 79.8

Input mechanical power Pmech, kW 40 40 40 40

Active electrical power P1, kW 37.67 29.33 36.58 33.12

Output electrical power P1 − Pex, kW 37.5 28.4 36.2 32.0

Armature DC copper loss Parm DC, kW 1.55 10.30 1.90 6.37

Armature eddy current copper loss Parm AC, W 123 51 417 131

Stator lamination loss Piron st, W 663 359 961 403

Rotor lamination loss Piron rt, W 51 10 192 26

Excitation copper loss Pex, W 129 837 368 1169

Total loss Ploss **, kW 2.52 11.56 3.84 8.10

Average loss <Ploss>, kW 7.04 5.97

Number of turns in armature winding 5.14 7.75

Required rectifier power, kW 100.6 67.9

Power factor 0.969 0.668 1.000 0.747

Line-to-line voltage amplitude Varm, V 116.0 51.3 116.0 75.3

Nonsymmetrized torque ripple, % 49.7 33.7 97.8 47.0

Symmetrized torque ripple, % 13.1 5.0 11.3 4.5

Magnetic flux density in the housing and the sleeve Bh, T 1.00 1.91 0.84 1.60

* Note: the generator efficiency was calculated as η = (P1 − Pex)/Pmech, where P1 is the active power in armature
winding; Pex is the loss in the excitation winding; Pmech is the input (mechanical) power. Mechanical losses,
namely bearing and windage losses, were neglected; ** the total loss is the sum of all individual loss components
Ploss = Parm DC + Parm AC + Piron st + Piron rt + Pex.

5. Performance Comparison of the Optimized Design with a Commercially Available
Undercar Generator

This section compares the characteristics of the proposed optimized design of the
generator with a serially produced undercarriage generator with an excitation winding on
the stator EGV.08.1 with a rated power of 35 kW [31]. Table 4 shows the comparison results
of the considered generators.

The results of comparing the calculated optimized characteristics of the SHG with
the characteristics of a commercially produced generator allow us to draw the following
conclusions:

(1) The volume of the active part of the optimized SHG is 0.04/0.019 = 2.1 times smaller
than that of a mass-produced generator. It is expected that the mass and the cost of
the optimized SHG will be less than that of the mass-produced generator;

(2) The calculated efficiency of the optimized SHG neglecting mechanical losses is much
greater than the efficiency of the mass-produced SHG over the entire range of opera-
tion. The mechanical losses that are mainly small losses in the bearings cannot reduce
the efficiency significantly;

(3) The reduced input (mechanical) power due to the reduction of power loss of the SHG
results in reducing the load on the transmission elements and wheels of the car, which
will increase their lifetime.
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Table 4. Performance comparison of the optimized SHG design with a commercially available
undercar generator.

Parameter EGV.08.1 (PEMZ) [31] Optimized Design of the SHG

Output electric power, kW 35
≈35

(36.2 kW at 3500 rpm;
32.0 kW at 800 rpm)

Average output power, kW 35 34.1

Number of poles 24 12

Electric frequency at maximum speed, Hz 690 350

Stator outer diameter (excluding cooling fins) D, mm 380 370

Machine length without end winding parts L, mm 357 * 180

Active parts volume π·L·D2/4, m3 0.04 0.019

Efficiency @ 750 rpm % 72 79.8
(without taking into account mechanical losses)

Efficiency @ 3450 rpm, % 85 90.4
(without taking into account mechanical losses)

Number of phases 3 3

Cooling type Air cooling without fan Air cooling without fan

* Note: The length of the stator stack of a mass-produced generator was calculated taking into account its outline
drawing from the manufacturer’s website [31] and a sketch from the book [36], which shows that the length of the
stator package is approximately 70% of the distance between the bearing shields.

6. Conclusions

This article discusses the methodology and results of optimizing a synchronous ho-
mopolar generator (SHG) with an output power of approximately 35 kW without perma-
nent magnets for railway passenger cars. Because the rotational speed of the generator
changes as the velocity of the train changes, the performance of the generator is optimized
for the required speed range. To reduce the saturation and the currents at low speeds, a
constant mechanical power speed range (CPSR) strategy widely used for traction motors is
proposed for the undercar generator. The CPSR of the SHG is from 750 rpm to 3450 rpm.

The SHG starts to produce electric energy at the speeds much lower than the low
boundary of the CPSR, which is a significant advantage when the passenger car starts with
the discharged batteries. Thus, it produces 8.03 kW at 300 rpm.

An optimization procedure was adapted to use the single-criteria, unconstrained
Nelder–Mead method. The optimization minimizes the SHG average power loss over
the CPSR, the current capacity of the semiconductor rectifier, and the torque ripple. The
optimization results show a significant improvement of the target performances of the SHG
with ferrite magnets. Compared to the nonoptimized design, the following were reduced:
average generator losses by 14.6%, required current capacity of the semiconductor rectifier
by 24.8%, and torque ripple by 18.2%.

The calculated characteristics of the SHG were compared with the catalogue character-
istics of a commercial undercar generator. The comparison shows that the volume of the
SHG electromagnetic core is 2.1 times smaller than that of the commercial generator. At the
same time, the calculated efficiency of the SHG is much higher than that of the commercial
generator in the entire operating speed range.

In addition, the reduced input (mechanical) power due to the reduction of power loss
of the SHG results in reducing the load on the transmission elements and wheels of the car,
which will increase their lifetime.
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Abstract: When a permanent magnet synchronous motor (PMSM) is designed according to the
traditional motor design theory, the performance of the motor is often challenging to achieve the
desired goal, and further optimization of the motor design parameters is usually required. However,
the motor is a strongly coupled, non-linear, multivariate complex system, and it is a challenge
to optimize the motor by traditional optimization methods. It needs to rely on reliable surrogate
models and optimization algorithms to improve the performance of the PMSM, which is one of the
problematic aspects of motor optimization. Therefore, this paper proposes a strategy based on a
combination of a high-precision combined surrogate model and the optimization method to optimize
the stator and rotor structures of interior PMSM (IPMSM). First, the variables were classified into
two layers with high and low sensitivity based on the comprehensive parameter sensitivity analysis.
Then, Latin hypercube sampling (LHS) is used to obtain sample points for highly sensitive variables,
and various methods are employed to construct surrogate models for variables. Each optimization
target is based on the acquired sample points, from which the most accurate combined surrogate
model is selected and combined with non-dominated ranking genetic algorithm-II (NSGA-II) to find
the best. After optimizing the high-sensitivity variables, a new finite element model (FEM) is built,
and the Taguchi method is used to optimize the low-sensitivity variables. Finally, finite element
analysis (FEA) was adopted to compare the performance of the initial model and the optimized ones
of the IPMSM. The results showed that the performance of the optimized motor is improved to prove
the effectiveness and reliability of the proposed method.

Keywords: IPMSM; sensitivity analysis; surrogate model; Taguchi method

1. Introduction

Due to its high power factor, high torque density, high efficiency, high reliability,
and other advantages, PMSM is widely used in electric vehicles, aerospace, and other
vital fields [1–3]. To design an efficient and reliable PMSM, the researchers optimized
both the controller and the body structure of the PMSM. The structure optimization of
the PMSM is mainly divided into single-objective optimization [4,5] and multi-objective
optimization [6–26] of the motor. Traditional single-objective optimization methods often
consider only individual motor performance. In contrast, the overall performance of the
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PMSM is affected by output torque, torque ripple, speed range, loss, temperature rise,
and many other factors. In [4,5], a method for effectively weakening the tooth groove
torque of the motor is proposed; however, other performance indicators, such as average
torque, loss, efficiency, etc., are not taken into account. Although this single-objective
optimization method can significantly improve the particular performance index of the
motor, it is always premised on sacrificing other performances of the motor, which is
not conducive to the overall performance improvement of the PMSM. Therefore, the
current PMSM optimization study is mainly a multi-objective optimization method. In the
literature [6–8], the parametric scanning method is applied to optimize the performance
of the motor. This method can effectively find out the combination of design variables
that meet the objective conditions, but this process requires much computation, is very
time-consuming, and is not suitable for application in the case of many design variables.
In order to reduce the computation time, in the literature [9–11], the Taguchi method is
introduced to optimize the objective performance of the motor. This method finds the
best combination of design variables based on orthogonal test design and analysis. It can
effectively optimize the performance of the motor with fewer trials, and the optimization
efficiency is high. Therefore, the Taguchi method is often used by designers to optimize
the design of mechanical structures. However, in the case of large value ranges of design
variables, the Taguchi method has a large span of adjacent value levels in the design space,
and many high-quality design variables will be ignored. The optimization accuracy is
insufficient. To overcome this difficulty, in the literature [12,13], the combination of fuzzy
theory and the Taguchi method is introduced to convert multiple objectives to a single
objective and update the value ranges of design variables in the optimization process based
on the sequential Taguchi method, and then again optimize the performance of the IPMSM,
thereby effectively improving the optimization accuracy. However, this method requires
much manual calculation with complicated data processing.

To further improve the multi-objective optimization effect of the PMSM, in addition to
the aforementioned Taguchi method, the response surface method [14,15], and the intelli-
gent optimization algorithm [17–25], other methods are also applied in the optimization
design of the motor and provide more optimization solutions to improve the performance
of the motor. In the literature [14,15], the response surface method is adopted to obtain the
non-linear relationship between variables and objectives and perform a comprehensive
analysis to obtain the best combination of design variables of the performance of the motor.
The motor optimization design based on the intelligent optimization algorithm is mainly
used to build the surrogate model and then be combined with the optimization algorithm
to look for the combination of variables that meet the requirements [16]. The surrogate
models commonly used in optimization problems of the PMSM are the response surface
method (RSM) model [17], the Kriging model [18], the support vector regression (SVR)
model [19], etc. The reliability of the whole optimization is directly determined by the
goodness of the surrogate model. If the surrogate model does not accurately reflect the
mapping relationship between the design variables and the optimization objectives, even if
it is combined with the optimization algorithm, it cannot produce accurate and effective
results. The optimization algorithms commonly used in optimizing the PMSM are genetic
algorithms [20], particle swarm algorithms [21], etc. In the literature [22], radial basis func-
tion (RBF) neural network and multi-island genetic algorithm (MIGA) are combined for the
torque performance optimization of the motor. In the literature [23], the average torque, the
torque ripple, the average suspension force, and the suspension force ripple of the motor are
taken as the optimization objectives. In the optimization process, the combination of RSM
and improved MOPSO is adopted. The results show that the torque Performance of the mo-
tor is improved. However, the RSM usually uses the relationship between the second-order
polynomial fitting variables and the objective performance. The fitting accuracy cannot
be guaranteed to be high enough when there are many variables. In the literature [24], to
obtain a more accurate approximation relationship between the design variables and the
optimization objectives, a variety of different surrogate models are established, analyzed,
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and compared. The best-performing random forest (RF) surrogate model is selected to
optimize the performance indicators of the motor in combination with NSGA-II. Although
the surrogate model combined with the intelligent optimization algorithm can effectively
obtain the optimal combination of design variables in the optimization design of the PMSM,
as the number of design variables increases, the accuracy of the surrogate model decreases,
and the convergence of the optimization algorithm is more difficult. It is a challenge to
obtain the optimal value. In this case, the optimization strategy of the PMSM is very critical.
By taking into account many design variables [25], the sensitivity analysis method can be
used to divide the design variables into two layers of sensitivity and insensitivity and then
optimize them, respectively. The results show that this strategy can effectively solve the
optimization problem of many design variables. However, in that paper, only the torque
performance of the motor is considered. In the literature [26], a strategy for optimizing
the structure of the IPM motor based on deep learning is proposed. The process trains
the model by inputting a cross-sectional image of the rotor structure of the motor and the
corresponding output performance data. Then it selects the best combination of design
variables based on the trained model. However, the data samples required by the method
are too large, and the technique is very time-consuming.

In this paper, a multi-objective optimization strategy based on a combined surrogate
model and the optimization algorithm is proposed to optimize the average torque, the
torque ripple, and the loss of the IPMSM. The rest of this paper is as follows: The FEM
model of the IPMSM is established, and the optimization process of IPMSM is introduced
in Section 2. In Section 3, the optimization variables and objectives are determined, and
the optimization variables are divided into high-sensitivity variables and low-sensitivity
variables according to the comprehensive sensitivity analysis. The high-sensitivity vari-
ables are optimized by using the surrogate model in combination with NSGA-II, and
the low-sensitivity variables are optimized by using the Taguchi method. In Section 4,
the performances of the pre-optimization and post-optimization motors are verified and
contrasted. Conclusions are drawn in Section 5.

2. IPMSM Models and Optimization Process

In this paper, an IPMSM is taken as the optimization specimen. The FEM of IPMSM
is shown in Figure 1a, and the main parameters of the IPMSM are shown in Table 1. The
main dimensions of the motor are set within the reasonable design range, and the PMs are
inserted into the V-shaped structure rotor core.

  

(a) (b) 

Figure 1. Model of IPMSM: (a) grid partitioning; (b) 1/8 parameterization model.
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Table 1. Primary parameters of the IPMSM.

Parameter Unit Value

Rated speed rpm 3000
Rated power kW 30
Rated voltage V 336

Stator outer radius mm 210
Stator inner radius mm 136.5
Rotor outer radius mm 135

Axial length mm 210
PM - NdFe35

Number of poles/slots - 8/48

The flowchart of the multi-objective optimization method of the motor proposed in
this paper is shown in Figure 2. The optimization steps are present as follows:

 

Figure 2. Flowchart of multi-objectives optimization method.

1© Determining the optimization objectives and variables and establishing the parame-
terization model of the motor through parameterization settings.

2© Performing subsequent optimizations by dividing the optimization variables into two
layers of high-sensitivity and low-sensitivity according to the sensitivity value of the
optimization variables toward the optimization objectives.

3© Obtaining sample datasets by using LHS and FEM for high-sensitivity optimiza-
tion variables and then constructing a high-precision surrogate model based on the
sample datasets.
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4© Obtaining the optimal combination of high-sensitivity optimization variables based on
the high-precision surrogate model and NSGA-II and optimizing the low-sensitivity
optimization variables with the Taguchi method.

5© Evaluating the performances of the initial and optimized motors.

3. Multi-Objective Optimization of IPMSM

3.1. Determination of Optimization Variables and Optimization Objectives
3.1.1. Determination of Optimization Objectives

An electromagnetic (EM) torque is one of the vital performance indicators of the
IPMSM, and the interaction of the magnetic field around the IPMSM stator current and the
PM generates an electromagnetic torque. During the operation of the IPMSM, the value
of the EM torque is not constant and fluctuates around the average torque. The degree of
fluctuation can be expressed by torque ripple. The torque ripple is a ratio of the difference
between the maximum peak value and the minimum peak value of the electromagnetic
torque to the average torque. During motor operation, as the torque ripple increases, the
vibration of the motor increases, and stability decreases. The calculation equation of the
electromagnetic torque and the torque ripple can be expressed as [27]:

Tem =
3
2

p
[
ψ f iq + (Ld − Lq)idiq

]
(1)

Ta = avg(Tem) (2)

Tr =
Tem_max − Tem_min

Ta
× 100% (3)

where Tem is the electromagnetic torque; p is the polar logarithm; ψf is the PM chain;
Ld and Lq are the d-axis and q-axis inductances of the motor, respectively; and id and iq
are the d-axis and q-axis currents of the motor, respectively. Tem_max is the maximum
peak value of the electromagnetic torque, and Tem_min is the minimum peak value of the
electromagnetic torque.

In the process of electromechanical energy conversion within the IPMSM, there should
be a certain loss that includes copper loss, iron loss, PM eddy current loss, and additional
loss, among which iron loss and copper loss are dominated. Over-loss leads to a reduction
in motor efficiency and an increase in temperature, so it is significant to reduce the loss
during the operation of the motor. Based on the above analysis, average torque, torque
ripple, iron loss, and copper loss of the motor are selected as the optimization objectives.
The iron loss of the motor can be expressed as [28]:

p f e = ph + pc + pa = kh f Bα
m + kc f 2B2

m + ka f 1.5B1.5
m (4)

where ph is the hysteresis loss, pc is the eddy current loss, pa is the abnormal eddy current
loss, Bm is the magnetic density amplitude of the iron core, f is the frequency, kh is the
hysteresis loss coefficient, ka is the abnormal eddy current loss coefficient, and α is the
Stamets coefficient.

The copper loss pCu of the IPMSM can be expressed as [29]:

pCu = mI2R (5)

where m is the number of phases, I is the effective value of the phase current, and R is the
phase resistance.

3.1.2. Selection of Optimization Variables

As shown in Figure 1b, the installation position of PM in the core of the motor rotor
depended on the dimensions of hpm, wpm, rib, hrib, o2, and b1. Changes in the usage and
position of the PM cause changes in the internal magnetic field intensity distribution of
the motor, thus affecting the output torque performance of the motor. The stator bs0 in

115



Energies 2023, 16, 1630

the iron core of the stator has a great impact on the air gap magnetic conductance of the
motor, which affects the tooth groove torque of the motor. The tooth groove torque causes
the motor to vibrate and run unstably, which is one of the main causes of excessive torque
ripple, so optimizing bs0 can play a role in suppressing the torque ripple of the motor.
The area of each groove in the iron core of the stator is mainly determined by wt and hs2.
Changes in wt and hs2 affect the magnetic field distribution of the teeth and the yoke of
the stator. Therefore, it has a great and certain impact on the iron loss and the copper loss,
respectively, during the motor operation. On the other hand, the conversion efficiency of
electromechanical energy is mainly affected by the air gap dimension between the outer
surface of the rotor and the inner surface of the stator. Therefore, the length of the air gap is
a crucial dimension and has a significant impact on the performance of the motor. Based
on the above analysis, the structural parameters of hs2, bs0, wt, hg, rib, wpm, o2, b1, hrib, and
hpm were selected as the variables for this optimization. The value range for each variable
is presented in Table 2. To facilitate the subsequent change in the structural parameters of
the motor, it is necessary to parameterize the relevant structural parameters in the FEM of
the motor and as shown in Figure 1b.

Table 2. Initial values and value ranges for optimization variables.

Symbolic Representation Initial Value (mm) Value Range (mm)

hs2 21 18–24
hpm 4.5 4–5
bs0 2 1.5–3
wt 4.53 4–5
hg 0.75 0.5–1
o2 20 18–22
b1 4 3.5–4
rib 6 5–7

hrib 2.4 2–3
wpm 33 32–36

3.2. Sensitivity Analysis

Because the number of optimization variables is up to 10, if the polynomial fitting or
the surrogate model is used to construct the functional relationship of these ten optimization
variables and the optimization objectives simultaneously, it is not easy to ensure that the
surrogate model has enough fitting quality. In particular, some non-sensitive optimization
variables are easily ignored. Moreover, multi-objective optimization algorithms require
more computational time when dealing with many optimization variables, even if it
is difficult to converge. Therefore, it is necessary to reduce the dimensionality of the
optimization variables. The original ten optimization variables are divided into two groups
with low and high sensitivity. To rationally allocate the combination of the optimization
variables, it is necessary to analyze the sensitivity of each optimization variable to the
optimization objective and allocate the sensitivity of the optimization objectives according
to the optimization variables. The sensitivity analysis step is as follows: First, the input
variables (optimization variables) and the output objectives (optimization objectives) are
determined, Secondly, sampling the input variable by the sample extraction method DOE
(Design of Experiment). Then, the output objectives of the corresponding samples are
obtained based on FEA. Finally, the sensitivities of each variable to the output objectives
are calculated.

The value ranges for optimization variables are shown in Table 2. Since the motor is
a strongly coupled, non-linear complex system, it is necessary to consider the interaction
between the variables when sampling the sample points. In the sampling process, if a simple
random sampling (SRS) method is used to sample the variables within the value ranges, the
previously generated samples are not considered when developing each new model, which
has large randomness and uncertainty and may not be able to obtain uniformly distributed
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samples. Therefore, a stratified sampling technique LHS [30] is introduced, and the specific
implementation steps are as follows:

1© Distributing the range of the value for each variable into n intervals of the same length.
2© Taking only one sample in each interval of each variable and taking the samples in

each interval at random.
3© Randomly combining the samples sampled in step 2©.

There are some variables in the IPMSM, and minor changes in these variables will
have an enormous impact on the performance of the motor. Therefore, the number of
samples in this sampling is selected as 100, ensuring that the distance between adjacent
samples drawn for each variable is small enough. After LHS processing, the samples are
sufficiently representative to consider the interaction between the variables adequately.

After obtaining a uniformly distributed sample, the output value of each sample is
calculated by FEA. Then the Pearson correlation coefficient (PCC) is used to reflect the
degree of sensitivity between the optimization variable and the optimization objective.
The value of the PCC ranges from −1 to 1. When the PCC is greater than 0, it indicates
a positive correlation between the optimization variable and the optimization objective.
When the PCC is less than 0, it indicates a negative correlation between the optimization
variable and the optimization objective. The absolute value of the PCC closer to 1 indicates
that there is a strong correlation, and the PCC’s calculation equation is:

ρ(X, Y) =
COV(X, Y)

σXσY
(6)

where COV (X, Y) is the covariance of the optimization variable X, and the optimization
objective Y, σX, and σY are the standard deviations of X and Y, respectively.

The sensitivity of each optimization variable to the optimization objective is calculated
according to Equation (6), and the results are shown in Figure 3. Each optimization
variable is different for the PCC of the different optimization objectives. For instance, the
optimization variables with a significant impact on Tr are bs0, wt, hg, rib, and wpm. The
optimization variables with an enormous impact on pCu are hs2 and wt. The optimization
variables with a significant impact on Ta are bs0, wt, and wpm. The optimization variables
with an enormous impact on pfe are hs2, wt, and hg. Based on the above analysis, the
optimization variables that have a significant effect on each optimization objective are
not identical, and it is impossible to select the key optimization variables. Therefore, it is
necessary to study the sensitivity of each optimization variable as follows:

Senc(xi) = ω1|STa(xi)|+ ω2|STr (xi)|+ ω3

∣∣∣Sp f e(xi)
∣∣∣+ ω4

∣∣SpCu(xi)
∣∣ (7)

where xi is the optimization variable; STa(xi), STr(xi), Spfe(xi), and SpCu(xi) are the sensitivity
values of xi to Ta, Tr, pfe, and pCu, respectively; Senc (xi) is the comprehensive sensitivity
of the optimization variable xi; ω1, ω2, ω3, and ω4 are the weight coefficients of aver-
age torque, torque ripple, iron loss, and copper loss, respectively; and ω1 + ω2 + ω3 +
ω4 = 1. In this stage, setting the weighting ratio of torque performance and losses to
0.6:0.4, ω1 = ω2 = 0.3, ω3 = ω4 = 0.2. The composite sensitivity value of each optimization
variable is studied from Equation (7) and as shown in Table 3. Stratification is performed
according to the comprehensive sensitivity values of the optimization variables. Using the
stratified optimization strategy can greatly improve optimization accuracy and efficiency.
First, the optimization variables are sorted in the order of the comprehensive sensitivity
from high to low. The first six optimization variables are classified as high-sensitivity
variables, and the remaining ones are classified as low-sensitivity variables. The final
high-sensitivity optimization variables are hs2, bs0, wt, hg, rib, and wpm. The low-sensitivity
ones are o2, b1, hrib, and hpm.
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Figure 3. Sensitivity of optimization variables and optimization objectives.

Table 3. Comprehensive sensitivity values of optimization variables.

Variables STa (xi) STr (xi) Spfe (xi) SpCu (xi) Senc (xi)

hs2 −0.08 −0.17 0.89 0.66 0.39
hpm 0.18 0.05 0.05 0.01 0.08
bs0 0.31 0.58 0.06 −0.07 0.29
wt −0.28 −0.35 −0.22 −0.38 0.31
hg 0.06 −0.48 −0.32 0.19 0.26
o2 0.18 −0.13 0.09 −0.02 0.12
b1 0.11 −0.16 −0.1 −0.18 0.14
rib 0.06 −0.42 0.08 −0.05 0.17

hrib −0.17 0.03 −0.05 −0.19 0.11
wpm 0.87 0.28 0.1 0.01 0.37

3.3. Establishment of the Surrogate Model

In the high-dimensional, non-linear optimization problem, if the parametric scanning
method or evolutionary algorithm is directly employed to search within the value ranges
of the optimization variable, thousands of FEMs need to be built and calculated with huge
time and costs. Therefore, we used the high-precision surrogate model to fit the complex
relationship between the optimization variables and the optimization objectives. As a
result, there is no need for many data samples to simulate a similar simulation model,
which significantly improves the optimization efficiency.

To obtain a more accurate surrogate model, in this paper, six regression prediction
algorithms, including (1) back propagation (BP), (2) Kriging, (3) convolutional neural
network (CNN), (4) random forest (RF), (5) support vector regression (SVR), and (6) extreme
gradient boosting (XGboost) are used to construct the surrogate model of optimization
variables and optimization objectives. The settings of the BP neural network are: the
number of layers of the BP neural network is 3. The number of neurons in the input layer
is 6, the number of hidden layers is 1, and the number of neurons in each hidden layer is 5.
The number of neurons in the output layer is 1. The settings of CNN are: the input layer of
CNN is set to [6 1 1], the number of convolutional layers is 1, the size of the convolutional
kernel is set to [3 1], and the number of convolutional kernels is 16. The activation function
used in the activation layer is ReLU. The filter of the pooling layer is set to [2 1], and the
step size is 2. The number of neurons in the fully connected layer is 384, and the number of
neurons in the output layer is 1. Then, the evaluation indicators under the two groups of
normalization and non-normalization of sample points are calculated, respectively. The
total number of datasets is 300, and the dataset is divided into a training set and a test
set with a ratio of 8:2. The accuracy of the surrogate models are compared by calculating
the evaluation indicators. Commonly used regression model evaluation indicators are
coefficient of determination (R2), root mean square error (RMSE), mean absolute error
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(MAE), mean square error (MSE), mean absolute percentage error (MAPE), and symmetric
mean absolute percentage error (SMAPE), where RMSE, Mae, and MSE cannot reflect the
goodness of the model when the selection range of multiple objective functions has a big
difference. Therefore, the most suitable surrogate model is selected from the R2, MAPE, and
SMAPE of the main comparison models. R2 is the evaluation indicator that best reflects the
degree of fit. The closer R2 to 1, the better the fitting. On the other hand, the smaller MAPE
and SMAPE, the better the effect of the predictive model. The calculation of indicators of
these three regression evaluations can be expressed as follows:

R2 = 1 − ∑n
i=1 (yi − ∧

yi)
2

∑n
i=1 (yi − −

y)
2 (8)

MAPE =
100%

n ∑n
i=1

∣∣∣∣∣yi − ∧
yi

yi

∣∣∣∣∣ (9)

SMAPE =
100%

n ∑n
i=1

| ∧yi − yi|
(| ∧yi|+ |yi|)/2

(10)

where n is the number of samples in the test set, yi is the actual values of the samples of the

test set, ŷi is the predicted values of the samples of the test set, and
−
y is the average value

of the actual values of the samples of the test set. The test results of each surrogate model
are shown in Figures 4 and 5, and the specific evaluation indicators are shown in Table 4.
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Figure 4. Prediction results of normalization of sample points: (a) test results of −Ta; (b) test results
of Tr; (c) test results of pfe; (d) test results of pCu.
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Figure 5. Prediction results of no normalization of sample points: (a) test results of −Ta; (b) test
results of Tr; (c) test results of pfe; (d) test results of pCu.

Table 4. Evaluation indicators of each surrogate model.

Surrogate
Model

Evaluating
Indicator

Optimization Objective

Normalization of Sample Data No Normalization of Sample Data

−Ta Tr pfe pCu −Ta Tr pfe pCu

BP
MAPE (%) 0.310 2.155 0.473 3.504 0.308 4.179 0.342 6.038

SMAPE (%) 0.310 2.152 0.473 3.552 0.308 4.157 0.341 5.832

R2 0.998 0.988 0.996 0.996 0.998 0.923 0.998 0.997

Kriging
MAPE (%) 1.471 4.483 0.779 10.400 1.471 4.483 0.779 10.400

SMAPE (%) 1.459 4.400 0.781 9.846 1.459 4.400 0.781 9.846
R2 0.963 0.938 0.990 0.940 0.963 0.938 0.990 0.940

CNN
MAPE (%) 0.824 2.921 1.856 10.757 1.113 13.347 5.041 31.017

SMAPE (%) 0.828 2.898 1.877 10.419 1.109 13.678 5.206 28.501
R2 0.990 0.971 0.953 0.981 0.983 0.491 0.721 0.727

RF
MAPE (%) 2.684 8.386 2.767 21.774 2.886 8.314 2.675 25.023

SMAPE (%) 2.668 8.370 2.759 19.671 2.867 8.248 2.671 22.27
R2 0.908 0.782 0.881 0.805 0.892 0.788 0.887 0.794

SVR
MAPE (%) 0.478 1.538 0.522 16.424 1.668 8.831 1.721 21.093

SMAPE (%) 0.476 1.529 0.521 19.178 1.652 8.718 1.721 22.137
R2 0.996 0.991 0.996 0.915 0.951 0.773 0.944 0.540

XGboost
MAPE (%) 1.243 5.200 1.214 7.315 1.064 5.157 1.512 8.581

SMAPE (%) 1.244 5.200 1.213 7.064 1.067 5.173 1.513 8.447
R2 0.979 0.895 0.975 0.975 0.983 0.908 0.967 0.946
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In Table 4, the prediction accuracy of all the surrogate models except the Kriging
model for the same optimization objective differs under normalized and non-normalized
conditions for the training samples. The R2 values of each surrogate model for the opti-
mization target were compared, and the largest one was selected. If the R2 is the same,
compare MAPE and SMAPAE and select the smallest. After the comparison, the BP neural
network agent model has the highest prediction accuracy for pCu, pfe, and −Ta under the
unnormalized condition of the training samples is obtained. The SVR agent model has the
highest prediction accuracy for Tr under the normalized condition of the training samples.
There are the bolded parts in Table 4. Therefore, the BP neural network model and the
SVR ones are adopted to construct the surrogate model of the optimization variables and
the objectives.

3.4. Multi-Objective Optimization of IPMSM Based on NSGA-II and Taguchi Method
3.4.1. Optimization of High-Sensitivity Variables

When combined with the high-precision surrogate model established above, the opti-
mal combination of design parameters is searched by using a multi-objective optimization
algorithm. NSGA-II is widely used in multi-objective optimization problems due to its fast
speed and strong searchability. Therefore, in this paper, the optimal combination of design
parameters of the IPMSM is searched by NSGA-II. The specific implementation steps are
shown in Figure 6.

 

Figure 6. Optimization flowchart of NSGA-II.

The objective function is defined as:

min :

⎧⎨⎩
f1(x) = −Ta
f2(x) = Tr
f3(x) = p f e + pCu

(11)

where x is the optimization variable, and the value ranges of the optimization variables are
shown in Table 2. The constraint conditions are −Ta, Tr, and pfe + pCu, which are smaller
than the −Ta, Tr, and pfe + pCu of an initial motor, respectively:⎧⎨⎩

c1(x) = −Ta + 91.34 < 0
c2(x) = Tr − 22.13% < 0
c3(x) = p f e + pCu − 970 < 0

(12)
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The Pareto solution set is obtained according to the above settings and methods, as
shown in Figure 7. It can be seen that optimization objectives f 1(x), f 2(x), and f 3(x) cannot
all obtain optimal values simultaneously. To make a reasonable compromise on the three
optimization objectives, four candidate points in the middle are selected for comparison
according to the order of the average torque. In Table 5, candidate point 3 is the optimal
one of the four candidate points. Therefore, candidate point 3 is selected as the final value
of the high-sensitivity variable, as shown in a five-pointed star point in Figure 7.

 

Figure 7. Pareto solution after NSGA−II optimization.

Table 5. Optimal candidate solutions.

hs2 (mm) bs0 (mm) wt (mm) hg (mm) rib (mm)
wpm

(mm)
−Ta

(N·m)
Tr (%) pfe + pCu (W)

Candidate
Point1 19.31 1.87 4.75 1 7 34.55 −104.94 15.54 849.05

Candidate
Point2 19.3 1.88 4.75 1 7 34.49 −104.52 15.45 849.16

Candidate
Point3 19.3 1.88 4.75 1 7 34.47 −104.29 15.4 848.43

Candidate
Point4 19.31 1.89 4.75 1 7 34.43 −104.07 15.36 849.62

3.4.2. Optimization of Low-Sensitivity Variables

After the high-sensitivity optimization variables are optimized, the next step is to
optimize the low-sensitivity optimization variables. Since the overall impact of the low-
sensitivity optimization variables on the optimization objectives is low, the optimization
enhancement space is small. Therefore, the Taguchi optimization method with strong local
search ability is adopted to optimize the low-sensitivity optimization variables and save
computation time. The new FEM is established according to the combination of variables
obtained after NSGA-II optimization. Then, the Taguchi method is used to optimize the
four low-sensitivity optimization variables of o2, b1, hrib, and hpm. First, the value ranges
and the values of the level of the optimization variables are determined. Taking 3 level
values for this optimization, the spacing between level values is equal. Each level value is
named level 1, level 2, and level 3, from small to big, respectively. The specific values are
shown in Table 6.
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Table 6. Level values of optimization variables.

Optimization Variables Level 1 Level 2 Level 3

o2 18 20 22
b1 3.5 3.75 4

hrib 2 2.5 3
hpm 4 4.5 5

According to the results in Table 6, The L9 (34) orthogonal test table is established
and as shown in Table 7. Then, the corresponding FEM is established to calculate the four
objective values.

Table 7. L9 (34) orthogonal test table and FEA results.

Number of Tests o2 b1 hrib hpm Ta (N·m) Tr (%) pfe + pCu (W)

1 1 1 1 1 90.09 17.63 854.93
2 1 2 2 2 95.86 17.36 860.83
3 1 3 3 3 100.55 17.27 866.7
4 2 1 2 3 99.63 17.46 865.45
5 2 2 3 1 90.72 18.32 854.47
6 2 3 1 2 106.94 13.81 879.01
7 3 1 3 2 92.29 18.56 857.01
8 3 2 1 3 110.46 15.00 883.67
9 3 3 2 1 99.45 16.13 866.43

According to the established orthogonal test Table 7, the average value is analyzed,
and the objective average value of each variable under different level values is calculated, as
shown in Figure 8. It shows that the most favorable combination of variables for increasing
Ta is o2 (3) b1 (3) hrib (1) hpm (3). The most favorable combination of variables for decreasing
Tr is o2 (2) b1 (3) hrib (1) hpm (2) or o2 (2) b1 (3) hrib (1) hpm (3). That for decreasing pfe + pCu is
o2 (1) b1 (1) hrib (3) hpm (1). The combinations of Ta, Tr, and pfe + pCu are not the same under
optimal conditions. Therefore, the data in Table 7 need to be analyzed for variance. The
variance calculation equation can be expressed as:

−
n =

1
m

m

∑
k=1

nk (13)

S2
n(x) =

1
L

L

∑
i=1

(
n(x)i −

−
n
)2

(14)

where
−
n is the total average value of the optimization objective n, m is the total number of

trials, S2
n(x) is the variance of the optimization objectives n (x), L is the level number, and

n(x)i is the objective average value when the variable x is at level i.
The variance values and proportion of variables with respect to the optimization

objectives were calculated according to Equations (13) and (14) and Table 7, as shown in
Table 8.

According to the comparison of the proportion values in Table 8, the rate of the impact
of o2 on pfe + pCu is the largest. The rate of the impact of b1 on Tr is the largest. The rate of
the impact of hrib on Tr is the largest, and the rate of the impact of hpm on Ta is the largest.
Therefore, o2 (1) b1 (3) hrib (1) hpm (3) is selected as the optimal combination, and the values
of motor variables optimized by the Taguchi method are shown in Table 9.
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(a) (b) (c) 

Figure 8. Impact of level values of optimization variables on optimization objectives: (a) impact of
variable level on Ta; (b) impact of variable level on Tr; (c) impact of variable level on pfe + pCu.

Table 8. Variance values and proportion between optimization variables and optimization objectives.

Variables S2
Ta

Proportion (%) S2
Tr

(×10−5) Proportion (%) S2
pfe+pCu

Proportion (%)

o2 4.78 10.82 1.70 7.77 11.68 12.48
b1 11.67 26.43 7.70 35.21 22.80 24.36

hrib 10.61 24.03 11.11 50.80 29.46 31.48
hpm 17.10 38.72 1.36 6.22 29.64 31.67

Table 9. Design variables for the initial and optimized motors.

Classification of
Variables

Variable Initial
BP + SVR +

NSGA-II
BP + SVR +

NSGA-II + Taguchi

High sensitivity
variables

hs2 21 19.3 19.3
bs0 2 1.88 1.88
wt 4.53 4.75 4.75
hg 0.75 1 1
rib 6 7 7

wpm 33 34.47 34.47

Low sensitivity
variables

o2 20 20 18
b1 4 4 4

hrib 2.4 2.4 2
hpm 4.5 4.5 5

4. Results and Discussions

In order to verify the effectiveness of the above optimization methods, the perfor-
mance of the variable-optimized motor was analyzed by finite element analysis (FEA) and
compared to that of the optimized motor. Figure 9a shows the electromagnetic (EM) torque
of the initial IPMSM and the optimized ones in the time domain. Figure 9b shows the iron
losses of the initial IPMSM and the optimized ones. Figure 9c shows the copper losses of
the initial IPMSM and the optimized ones. More detailed performance parameters of the
initially designed motor and optimally designed ones with different methods are shown in
Table 10.
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(a) (b) (c) 

Figure 9. Performance comparison of the initial motor and the optimized motor: (a) comparison of
Ta; (b) comparison of pfe; (c) comparison of pCu.

Table 10. Performance comparison of initial motor and optimized motor with different optimization methods.

Performance Initial
BP + SVR+
NSGA-II

BP + SVR +
NSGA-II + Taguchi

Ta (N·m) 91.34 104.39 106.96
Tr (%) 22.13 15.03 13.23

Tc (N·m) 6.43 5.23 5.09
pfe (W) 643.1 551.07 551.8
pCu (W) 326.56 323.05 327.56

Efficiency (%) 93.88 94.78 94.84

It can be seen that after the BP + SVR + NSGA-II solution optimizes the high-sensitivity
variables of the motor, the performance of the IPMSM is greatly improved, the average
torque is increased by 14.29%, the torque ripple is decreased by 32.08%, the iron loss is
decreased by 14.31%, the copper loss is decreased by 1.08%, and the efficiency is increased
to 94.78%.

The BP + SVR + NSGA-II + Taguchi optimization scheme is proposed due to the
best performance. Compared to the motor optimized by the optimization strategy in this
paper with the initial IPMSM, the average torque is increased by 17.1%, the torque ripple
is reduced by 40.22%, the iron loss is reduced by 14.2%, the change in copper loss is very
small, and the efficiency is increased to 94.84%.

5. Conclusions

In this paper, we propose a multi-objective optimization strategy for IPMSMs based on
BP + SVR combined surrogate model with NSGA-II + Taguchi method. The average torque,
torque ripple, iron loss, and copper loss of the IPMSM are used as optimization objectives
to optimize the IPMSM. The verification of the numerical calculation results shows that
the surrogate model constructed in this paper has very high accuracy, and the prediction
results of each optimization objective have very small errors with the numerical calculation
results. Compared with the performance of the initial design motor and optimized ones
by other optimization strategies, the results show that the overall performance of IPMSM
optimized by our proposed multi-objective optimization strategy is best. In the future,
we will build the physical motor based on the results obtained in this paper to verify the
effectiveness of our proposed method.
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Abstract: In this paper, the collaboration of a GlidArc-type plasma reactor with four dedicated
power supplies was analysed. Each power supply is characterised by a different design solution.
Plasma generation by electrical discharge requires a careful analysis of the power supply design, its
operating characteristics, currents, voltages and frequencies. Although the power supplies tested have
similar abilities and provide similar power supply parameters, different plasma reactor performance
characteristics are obtained for each of them. The results indicate that some power supply parameters
were overestimated or underestimated at the design stage. Some of the power supplies tested under
plasma reactor load also show poor interaction with the mains. The interaction of the power supplies
with the plasma reactor and the mains supply is strongly influenced by the type of plasma gas.
Analyses indicate that an optimally designed power supply should combine the solutions contained
in each of the power supplies tested.
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1. Introduction

Plasma is used in a number of technological processes, including cutting, sputtering of
coatings, gas and surface decontamination, production of carbon nanotubes, and melting
of steel. The parameters of the technological process dictate use of plasma. For technical
purposes, low-temperature plasma is produced in devices called plasma reactors, of which
there are many designs [1–5]. The predominant method of plasma generation in these de-
vices is electrical discharge in a gas. Occasionally, microwave, laser, induction or capacitive
plasma generators are encountered.

The possibilities for modifying plasma parameters in plasma reactors are limited [6–8].
It is possible to modify the discharge parameters by: (1) changing the shape of the electrodes,
(2) changing the distance between the electrodes, (3) choosing the material from which
the electrodes are made, and/or (4) choosing the shape of the discharge chamber. These
methods often involve redesigning the plasma reactor and making changes to it or building
a new reactor.

Additional possibilities for shaping the plasma parameters are provided by the plasma
reactor’s gas supply system. By: (1) controlling the inflow of plasma-generating gas,
(2) selecting the chemical composition of the plasma-generating gas, and/or (3) changing
the gas pressure in the discharge chamber [9–11], plasma parameters can be easily and
continuously influenced.

In the main, it is the power supply system that determines the plasma parameters and
the application possibilities of the plasma reactor [12–14]. Shaping the plasma parameters
is possible through: (1) selecting the voltage between DC and AC, (2) selecting the fre-
quency of the supply voltage, (3) selecting the voltage value, (4) selecting the voltage shape,
(5) selecting the current value, and (6) influencing the harmonic content of the voltage and
current. A power supply system that would allow the regulation of all these parameters
would have a complex design, which would translate into high manufacturing costs, high
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failure rates, high troubleshooting costs, susceptibility to interference, and complex oper-
ation. In most processes in which plasma reactors are used, extensive adjustment of the
power supply parameters is not required. With a well-recognised and repeatable plasma
process, it is possible to design a power supply that does not require any adjustment. Low
manufacturing costs, low failure rates and simple operation are the most appreciated fea-
tures of plasma reactor power supplies. The design of the power supply system determines
the correct operation of the plasma reactor, its interaction with the power supply grid, and
its impact on other equipment and people. The selection of the power system is not simple,
since plasma reactors are strongly non-linear loads with stochastically varying parameters.
Plasma reactors generate strongly electromagnetic interference, significant overvoltage and
a large number of higher harmonics in the voltage and current [15–17]. Due to their low
arc resistance, plasma reactors strongly loading the power systems [18,19].

Due to the structural diversity of plasma reactors, even within a single reactor type,
and the variety of plasma processes carried out with them, it is difficult to rank these
devices in terms of technical parameters. As a result, there are no guidelines for designing
power systems for the entire multitude of plasma reactors.

Plasma generation by electrical discharge requires careful selection of the power
supply system topology, its operating characteristics, and values of currents, voltages and
frequencies [20,21]. In order to obtain good operation and control characteristics of a plasma
reactor, specialised power supply systems, individually designed for a specific reactor and
a specific plasma process, should be used [22,23]. From an operational, engineering and
economic point of view, such an approach is unfavourable. Efforts are therefore being made
to develop power systems that give the possibility of powering the widest possible range
of plasma reactors, even if at the expense of lowering the efficiency of the plasma process.

In this paper, four designs of power supply systems dedicated to powering three-
phase GlidArc-type plasma reactors were studied [24]. The power supplies under study
were created in the Department of Electrical Engineering and Electrotechnologies at Lublin
University of Technology for research projects on plasma applications in technology and
industry. These power supplies have similar abilities and provide similar parameters to
power the reactors but differ in design and operating principle. The differences in the
design of the power supplies are due to the different requirements that were placed on
them by the scope or nature of the work carried out in the various research projects, such as:
regulating the frequency of the voltage supplying the reactor, increasing or decreasing the
harmonic content of the voltage, increasing the dissipation reactance of the transformers,
and the ability to control the discharge current. The parameters of the power supplies
are selected to work with any GlidArc-type three-phase plasma reactor of no more than
9 kVA. The power supplies are designed so that any modifications to the plasma reactor
(change of electrode shape, change of electrode material, change of process gas, etc.) do
not affect the operation of the power supplies to an extent that would impair the reactor’s
power supply parameters. Despite providing a high degree of universality to the power
supplies, it was noted during the course of plasma research that the power supplies have
disadvantages in different areas of plasma reactor operating characteristics or applications.
These observations became the genesis for a detailed study of how power supplies work
with GlidArc-type plasma reactors. The control characteristics of the power supplies and
their efficiency were analysed. Tests were carried out for the discharge burning in the four
most commonly used plasma-forming gases: argon, helium, nitrogen, and air. The results
obtained made it possible to rank the power supplies studied in terms of their efficiency in
cooperation with the GlidArc plasma reactor. Attention was drawn to the advantages and
disadvantages of the solutions used in the power supplies, and conclusions were drawn
regarding the design of an optimal power supply system.

2. Plasma Reactor

A three-phase plasma reactor with gliding arc discharge of the GlidArc type [25]
with the design shown in Figure 1 was used in the study. The reactor design parameters
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are displayed in Table 1. This reactor is used for gas decontamination processes, e.g., air
pollutants generated in an iron foundry during the product coating process.

Figure 1. GlidArc-type plasma reactor, (a) overview drawing, (b) system with one ignition electrode,
(c) system with two ignition electrodes, WE—working electrodes, IE—ignition electrodes.

Table 1. Technical parameters of the plasma reactor.

Number of working electrodes 3

Number of ignition electrodes 1 or 2

Height/width/thickness of working electrodes 140 mm/30 mm/2 mm

Working electrode spacing, bottom/top 5 mm/50 mm

Working electrode material steel 0H18N9

Ignition electrode material tungsten, wire ∅1 mm

Height of the discharge chamber 500 mm

Discharge chamber diameter 114 mm

Discharge chamber material quartz glass

Material of the electrode clamping ring aluminium PA6 (2017A)

Electrode holder and current bushings copper DIN CuCrZr

Insulation of electrode holders ceramics AL- 70

Gas inlet nozzle ∅5 mm

The reactor has three knife-shaped metal working electrodes arranged around the axis
of the cylindrical discharge chamber with a 120◦ spacing between them. Each electrode is
supplied from a separate phase of the three-phase grid. The supply voltage to the working
electrodes should not exceed 1.5 kV at a frequency of 50 Hz, and the supply current should
be less than 5 A. With such supply parameters, a plasma is obtained which has the property
of decontaminating air.
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With the electrodes used in the reactor and the distances between them, a voltage
value of 1.5 kV is not sufficient for spontaneous ignition of the discharge. Therefore, the
reactor is additionally equipped with one or two ignition electrodes made of thin metal
wire. The purpose of these electrodes is to initiate an electrical discharge at the working
electrodes. The ignition electrodes are supplied with voltages up to 15 kV with a minimum
frequency of 50 Hz but not exceeding 20 kHz, with a current value not exceeding 350 mA.
These power supply parameters are not sufficient to ignite the arc discharge at the ignition
electrodes, but they do allow the electric spark to jump over. A single ignition electrode
initiates the spark discharge to the working electrodes. The initiated spark channels develop
into an arc discharge due to the increase in power supplied to them from the working
electrodes. With two ignition electrodes, the spark discharge burns between the ignition
electrodes without the involvement of the working electrodes. These discharges reduce
the electrical strength of the space between the working electrodes, which allows an arc
discharge to ignite between them at reduced voltage.

The operation of the GlidArc reactor is cyclic. Initiated by the ignition discharge, the
right discharge burns on the working electrodes under the influence of the gas-dynamic
forces caused by the plasma-forming gas flowing into the discharge chamber, and rises
along the electrodes, increasing its length and volume. The nature of the discharge changes,
moving from a short arc to a discharge with parameters similar to those of a glow discharge.
The parameters of the generated plasma also change [26,27]. The discharge is extinguished
when the power supplied from the power system cannot compensate for the energy losses
of the intensively cooled and blown discharge. The end result of the plasma reactor cycle
is a plasma column. As soon as the discharge is extinguished, it is rebuilt with ignition
electrodes and the reactor cycle repeats. The length of the reactor cycle depends on its
design parameters, the parameters of the plasma gas and the parameters of the electrical
power supply system [28].

3. Electrical Power Supply System

The most important device cooperating with the plasma reactor is the power supply
system. Properly selected, it guarantees stable parameters of the generated plasma, high
efficiency of the plasma process and low interference generated by the plasma reactor.
There are many plasma reactor power supply solutions dedicated to specific equipment or
processes. The cooperation of the GlidArc plasma reactor was analysed with four different
power supply systems. The power supplies under study were created in the Department
of Electrical Engineering and Electrotechnologies at Lublin University of Technology for
research projects on plasma applications in technology and industry. This research focused
on the possibilities of using plasma generated in GlidArc-type reactors. However, there was
no detailed analysis of the cooperation of this type of reactor with power supply systems.

The basic element of all the power supplies discussed is the transformer. Sometimes
the transformer itself, when properly designed, makes a good power supply. Such a power
supply is shown in Figure 2. The power supply design uses three single-phase transformers
T1, T2 and T3 connected in a YNy three-phase connection circuit. These transformers form
the T-circuit supplying the working electrodes WE1, WE2 and WE3 of the plasma reactor.
The transformers are characterised by cores made of the amorphous material Metglas
2605SA1. The primary and secondary windings are concentrically wound in a manner
typical of most transformers. A separate electrical circuit IS is used to power the IE1 and
IE2 ignition electrodes of the plasma reactor. This circuit uses a high-frequency electronic
high-voltage inverter. The parameters of the power supply circuit are given in Table 2. The
letter designation TPS is adopted for this power supply.
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Figure 2. Transformer power system TPS, PR—plasma reactor, T—reactor working electrodes power
circuit, IS—ignition electrodes power circuit, NP1, NP2, NP3—primary windings, NS1, NS2, NS3—
secondary windings, WE1, WE2, WE3—plasma reactor working electrodes, IE1, IE2—reactor igni-
tion electrodes.

Table 2. Parameters of the reactor working electrode supply circuits.

Power Supply Type TPS ITPS IFCTPS PCS

Power 13.8 kVA 9 kVA 11 kVA 13.8 kVA

Supply voltage 230 V 230 V 230 V 230 V

Supply current 20 A 20 A 16 A 20 A

Output voltage 1.2 kV 1.3 kV 1.2 kV 1.2 kV

Output current 3 A 5 A 2.4 A 3 A

Output frequency 50 Hz 50 Hz 50 Hz 10 ÷ 200 Hz

An extension of the TPS power supply system is the system labelled PCS. In the PCS
power supply system, transformers T1, T2 and T3 are supplied by an AC/DC/AC transistor
converter, as shown in Figure 3. The converter allows the frequency of the reactor supply
voltage to be adjusted between 10 and 200 Hz, and the reactor discharge current to be
adjusted. Chokes with an inductance of 20 mH are installed between the transformers and
the converter.

 
Figure 3. Converter power system PCS, PR—plasma reactor, T—reactor working electrodes power
circuit, IS—ignition electrodes power circuit, C—chokes, IC—AC/DC/AC transistor converter, NP1,
NP2, NP3—primary windings, NS1, NS2, NS3—secondary windings, WE1, WE2, WE3—plasma reactor
working electrodes, IE1, IE2—reactor ignition electrodes.

The next power supply system to be tested was a system called ITPS, consisting of
three suitably connected single-phase transformers, as shown in Figure 4. Three identical
transformers T1, T2 and T3 were connected to form a three-phase connection system YNyn.
These transformers form the power circuit for the working electrodes WE1, WE2 and WE3
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of the plasma reactor. The fourth transformer T4 is used to supply the ignition electrode
IE1 of the plasma reactor. The primary and secondary windings of this transformer are
included in the neutral conductors of the system of transformers T1, T2 and T3. The cores
of the transformers are made of ET 120-27 electrical sheet metal. The operating point of
transformers T1, T2 and T3 on the magnetisation characteristics of the cores was selected so
that the cores operate at low saturation. As a result, a current containing the 3rd harmonic is
taken from the grid. This current flows through the primary winding of transformer T4 and
a voltage of threefold frequency is induced in the secondary winding of this transformer.

 

Figure 4. Integrated power system ITPS, PR—plasma reactor, T—reactor working electrode power
circuit, IS—ignition electrode power circuit, NP1, NP2, NP3, NP4—primary windings, NS1, NS2,
NS3, NS4—secondary windings, WE1, WE2, WE3—plasma reactor working electrodes, IE1—reactor
ignition electrode.

The last power supply system tested, designated IFCTPS, uses a five-column trans-
former in its design (Figure 5). This system integrates the power circuit for the working
electrodes of the plasma reactor and the power circuit for the ignition electrodes in a single
transformer. The transformer core is made of ET 120-27 electrical sheet metal. The primary
and secondary windings of the transformer are connected in a YNy three-phase connection
arrangement. In typical three-phase transformer designs with five-column cores, the outer
columns have no windings. In the case of the power supply in question, windings were
wound on the outer columns of a five-column transformer to supply the plasma reactor
ignition electrodes.

 

Figure 5. Power system with 5-column transformer IFCTPS, PR—plasma reactor, T—reactor working
electrodes power circuit, IS—ignition electrodes power circuit, NP1, NP2, NP3—primary windings,
NS1, NS2, NS3, NS4, NS5—secondary windings, WE1, WE2, WE3—plasma reactor working electrodes,
IE1, IE2—reactor ignition electrodes.

The technical parameters of the power supply circuits discussed are summarised
in Tables 2 and 3. Table 2 gives the technical parameters of the plasma reactor working
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electrode power supply circuits and Table 3 gives the parameters of the plasma reactor
ignition electrode power supply circuits.

Table 3. Parameters of the reactor ignition electrode supply circuits.

Power Supply Type TPS ITPS IFCTPS PCS

Ignition system electronic transformer transformer electronic

Supply voltage 230 V − − 230 V

Supply current 250 mA − − 250 mA

Output voltage 15 kV 10 kV 7.6 kV 15 kV

Output current 40 mA 200 mA 350 mA 40 mA

Output frequency 20 kHz 150 Hz 50 Hz 20 kHz

4. Measurement System

In order to carry out tests on the cooperation of the plasma reactor with different
types of power supply systems, a test platform was built consisting of two circuits: (1) the
electricity supply and (2) the plasma gas supply.

A schematic diagram of the system for measuring electrical quantities is shown in
Figure 6. Measurements were made at the inputs and outputs of the power supplies under
study. Currents of all phases, phase-to-phase voltages, harmonic content in currents and
voltages, active, reactive and apparent powers, and power factor were measured. The
measuring system was supplied from a three-phase 400 V grid via a 23.4 kVA ATS-FAZ3-23
autotransformer. The autotransformer allows regulation of the supply voltage in a range
from 0 to 450 V. The measuring system consisted of Merazet LM-3 voltmeters, Mezaret
LE-3 ammeters, Mezaret LW-1 wattmeters, Tektronix DPO3054 oscilloscope, Fluke Norma
5000 power analyser, Tektronix P6015A and TCP0030 measuring probes.

 

Figure 6. Measuring system for testing the cooperation of a plasma reactor with different types of
power supplies, AT—autotransformer, V—voltmeter, A—ammeter, W—wattmeter, OS—oscilloscope,
PA—power analyser, PR—plasma reactor, T–reactor working electrodes power circuit, IS—ignition
electrodes power circuit.

An important part of the test platform is the system for supplying the plasma reactor
with plasma-generating gases. The test installation consisted of four cylinders of technical
gases containing argon, helium, nitrogen, and air (Figure 7). The type of plasma-generating
gas introduced into the discharge chamber of the GlidArc reactor determines its perfor-
mance characteristics [29]. Cylinder gas was fed to the gas inflow nozzle of the plasma
reactor through Bronkhorst’s EL-FLOW mass flowmeters and flow controllers: the F-202AV-
M20-AAD-44-V with a flow rate of up to 15 m3/h, the F-201AV-50K-AAD-44-V with a flow
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rate of up to 2 m3/h, and the F-201CV-1K0-AAD-44-V with a flow rate of up to 0.06 m3/h.
These regulators allow precise mixing of the gases and control of their flow through the
plasmotron nozzle. The volumetric flow rate of gases entering the plasmotron nozzle was
measured during the study.

 

Figure 7. Plasma gas supply system, PR—plasma reactor, G—plasma gases, F—flow regulators,
C—regulator setting and control system.

5. Test Results

To begin, the power supply units were tested for interaction with the grid under
conditions when the outputs of the power supply units were not loaded. Measurements
were carried out in the measurement system shown in Figure 6. The PR plasma reactor
was disconnected from the circuit, leaving the output terminals of the L1, L2, L3, L and N
power supplies free.

The measurements of the electrical quantities taken from the grid by the power supply
units are shown in Table 4. The table gives the rms values of the phase voltages U1 feeding
the power supplies, the currents taken by the power supplies from the mains I1, the active
power P1, reactive power Q1 and complex power S1 taken, power coefficients cosϕ, and
the harmonic content factors in the voltage U1THD and current I1THD.

Table 4. Operating parameters of power supplies in no-load condition.

ITPS TPS IFCTPS PCS

U1 V 237.4 238.3 234.4 234.9

I1 A 0.998 0.012 0.068 0.826

P1 W 67.61 7.95 14.11 335.41

Q1 Var 707.24 3.27 37.71 476.63

S1 VA 712.04 8.58 41.92 582.77

cosϕ1 − 0.095 0.926 0.341 0.572

U1THD % 2.54 2.45 2.68 1.93

I1THD % 51.60 34.63 41.9 87.22

The TPS power supply has the lowest grid power consumption, with a complex power
consumption of 8.58 VA. Simultaneously, this power supply has the best power factor of
all the power supplies tested (0.926) and has low harmonic content ratios in voltage and
current of 2.45% and 34.63%, respectively. The IFCTPS power supply performs slightly
poorer in terms of the aforementioned parameters. The ITPS is the worst performer. In
idle operation, it takes 712.04 VA from the grid with a power factor of just 0.095. In
contrast, the PCS power supply has the highest harmonic content in current at 87.22%. This
power supply also takes the second highest power from the grid at 582.77 VA. From the
comparison presented, it is apparent that plasma reactor power systems using conventional
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transformers, with a typically chosen operating point on the magnetisation characteristic,
provide the best interaction with the grid.

The most important factor in the operation of the power supplies is their response
under the load of the plasma reactor in which the arc discharge is burning. Example wave-
forms of single-phase voltages and currents at the inputs and outputs of power supplies
loaded with an operating plasma reactor, obtained from oscilloscope measurements, are
shown in Figures 8–11. The waveforms were obtained for a discharge burning in argon,
whose volume flow through the plasmotron nozzle was 2.8 m3/h.

 

Figure 8. Current and voltage waveforms of the TPS power supply, 1—input voltage, 2—input
current, 3—output voltage, 4—output current, plasma gas: argon, flow: 2.8 m3/h.

 

Figure 9. Current and voltage waveforms of the ITPS power supply, 1—input voltage, 2—input
current, 3—output voltage, 4—output current, plasma gas: argon, flow: 2.8 m3/h.
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Figure 10. Current and voltage waveforms of the IFCTPS power supply, 1—input voltage, 2—input
current, 3—output voltage, 4—output current, plasma gas: argon, flow: 2.8 m3/h.

 

Figure 11. Current and voltage waveforms of PCS power supply, 1—input voltage, 2—input current,
3—output voltage, 4—output current, plasma gas: argon, flow: 2.8 m3/h.

The voltage and current waveforms at the output of the TPS, ITPS and IFCTPS power
supply shown in Figures 9–11 are typical of arcs burning in a three-phase system at low
current and cooled intensively [30,31].

Of the gases used in measurement, argon provides the best conditions for ignition
and development of a discharge in the reactor over the entire range of its flow control, and
over the entire range of control characteristics of the electrical parameters of the power
supplies. Despite superior argon characteristics, significant distortion of the output voltages
of the tested power supplies is observed in the obtained oscillograms. Particularly large
distortions are seen in the output voltage of the PCS power supply. In the case of the ITPS
power supply, high value overvoltages are observed in the form of peaks accompanying
the ignition of the reactor discharge. In the case of this power supply, distortion of the arc
current is also evident. Poorer performance of the power packs with the plasma reactor is
obtained when helium is used as the plasma-generating gas.

The plasma-generating gas that is most problematic in the interaction of the inves-
tigated power packs with the plasma reactor is nitrogen. Nitrogen is a gas with a high
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ignition voltage and discharge support. Co-operation of power supplies with a reactor in
which the discharge burns in nitrogen is unfavourable due to high discharge instability,
a large number of disturbances in the voltage and current waveforms, and poor control
characteristics. Slightly better performance is obtained with air as the plasma-forming
gas. These problems arise for several reasons: (1) the design of power supplies with the
assumption that the main plasma-generating gases will be argon and helium, (2) the adop-
tion of an output voltage of power supplies not much larger than the ignition voltage of
the discharge in nitrogen, (3) the limitation of the value of the discharge current which
translates into a low arc temperature, (4) the susceptibility of the arc discharge to stochastic
changes in position and length, and/or (5) the disturbance of the gas flow through the
reactor discharge chamber caused by the reactor structural elements and the electrical
discharge, worsening locally and temporarily the conditions for ignition and burning of
the discharge [32,33].

Figures 12–15 show the control characteristics of the reactor supplied from the test
power supplies when the discharge burns in argon, helium, nitrogen and atmospheric air.
The characteristics were obtained for a volumetric gas flow rate through the plasmotron
nozzle of 1.6 m3/h.

 

Figure 12. Control characteristics of the tested power supplies loaded with plasma reactor, plasma
gas: argon, volumetric flow rate: 1.6 m3/h.

 

Figure 13. Control characteristics of the tested power supplies loaded with plasma reactor, plasma
gas: helium, volumetric flow rate: 1.6 m3/h.
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Figure 14. Control characteristics of the tested power supplies loaded with plasma reactor, plasma
gas: nitrogen, volumetric flow rate: 1.6 m3/h.

 

Figure 15. Control characteristics of the tested power supplies loaded with plasma reactor, plasma
gas: air, volumetric flow rate: 1.6 m3/h.

In the case of an electric discharge burning in argon, all power supplies tested showed
good regulation properties (Figure 12). The IFCTPS and TPS power supply have the widest
range of discharge current regulation. The worst performer in this respect is the PCS
converter power supply. This power supply is also characterised by the highest value of
the voltage at which the discharge in the plasma reactor burns. The value of the discharge
burning voltage when the reactor is supplied from the PCS power supply is about 4 times
higher compared to the IFCTPS power supply.

The low voltage values at which the discharge in the reactor burns, together with the
high excess voltage supplying the working electrodes of the reactor provided by the TPS,
ITPS and IFCTPS power supplies, allows the power supplied to the plasma reactor to be
regulated using an autotransformer. The wide current control ranges available with these
power supplies allow the plasma temperature to be influenced to suit the requirements
of the plasma process being carried out. The low voltage and current values at which
the discharge burns when the reactor is supplied from TPS, ITPS, and IFCTPS power
supplies make it possible to obtain the low-temperature plasma required in many plasma–
chemical processes.

When changing the plasma-generating gas to helium, no significant changes in the
current control ranges were observed for all the power supplies tested (Figure 13). In the
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case of the TPS, ITPS, and IFCTPS power supplies, there is a slight but noticeable increase
in the voltage at which the electrical discharge in the plasma reactor burns. In the case of
the PCS converter power supply, the helium discharge burns at voltage values similar to
the burning voltage of the argon discharge.

When the discharge burns in nitrogen in the plasma reactor, the control characteristics
of the ITPS and IFCTPS power supply deteriorate (Figure 14). For the ITPS power supply,
the discharge burns at about twice the voltage as when argon and helium are used as
plasma gases. The control range of the discharge current in the case of discharge in nitrogen
is also shortened by a factor of two. Even worse is the control characteristic of the IFCTPS
power supply, which is reduced to a single point. With this power supply, the discharge in
the plasma reactor when the plasma gas is nitrogen burns only at 550 V and 3.75 A. The
TPS and PCS power supplies have the best control characteristics for discharge in nitrogen.

Changing the plasma gas to atmospheric air does not significantly change the control
characteristics of the feeders obtained for nitrogen (Figure 15), likely due to the fact that
nitrogen makes up about 78% of the air composition.

The study shows that the apparent powers for which all power supplies were designed
are significantly higher than the maximum arc power generated in the plasma reactor.
Table 5 shows the ranges of discharge powers than can be obtained in the plasma reactor
for the different plasma-generating gases and compares them with the rated powers of the
power supplies tested. Analysing the percentage ratio (Table 6) of the maximum power
obtained in the burning discharge in the individual gases to the power rating of the power
supplies, it is found that the highest ratios were achieved for the ITPS power supply
of 8.9% for argon, 7.8% for helium, 13.3% for nitrogen and atmospheric air. The worst
performer in this respect is the TPS power supply where 4.3% is achieved for argon and
helium, 3.6% for nitrogen, and 8% for air. For the IFCTPS and PCS power supplies, these
ratios are 5.5% and 10.9% for argon, 5.5% and 5.1% for helium, 4.5% and 7.2% for nitrogen,
and 10.9% and 8.7% for air, respectively.

Table 5. Power supply ratings and discharge power ranges for different plasma gases.

Power Supply Type TPS ITPS IFCTPS PCS

Rated power 13.8 kVA 9 kVA 11 kVA 13.8 kVA

Power for argon 0.2–0.6 kVA 0.1–0.8 kVA 0.4–0.6 kVA 0.1–1.5 kVA

Power for helium 0.3–0.6 kVA 0.3–0.7 kVA 0.3–0.6 kVA 0.3–0.7 kVA

Power for nitrogen 0.1–0.5 kVA 0.5–1.2 kVA 0.5 kVA 0.9–1.0 kVA

Power to the air 0.1–1.1 kVA 0.5–1.2 kVA 1.2 kVA 0.5–1.2 kVA

Table 6. Percentage ratio of maximum power obtained in the discharges to the power ratings of the
Power supplies.

Power Supply Type TPS ITPS IFCTPS PCS

Argon 4.3% 8.9% 5.5% 10.9%

Helium 4.3% 7.8% 5.5% 5.1%

Nitrogen 3.6% 13.3% 4.5% 7.2%

Air 8% 13.3% 10.9% 8.7%

A comparison between the rated powers for which the power supplies are designed
and the maximum discharge powers burning in the plasma reactor shows that the power
supplies operate in a state of significant underloading. This underload translates into
low power factor and low efficiency of the power supplies. Table 7 shows the maximum
efficiencies with which each power supply operates depending on the type of plasma
gas. Efficiencies are expressed as the ratio of the electrical discharge power burning in
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the plasma reactor to the power taken from the grid supplying the power supplies. The
TPS power supply achieves the highest efficiency of all the power supplies tested at over
70% when the electrical discharge is in nitrogen and air. The TPS power supply is also
the power supply that achieves the highest average efficiency calculated for all gases. The
second highest average efficiency value is achieved by the PCS power supply. The PCS
power supply achieves higher efficiencies than the TPS power supply for the discharge
burning in argon and helium.

Table 7. Efficiencies of power supplies for a burning discharge in different plasma gases.

Power Supply Type TPS ITPS IFCTPS PCS

Maximum efficiency for argon 25% 18% 35% 36%

Maximum efficiency for helium 26% 20% 20% 40%

Maximum efficiency for nitrogen 72% 20% 18% 20%

Maximum efficiency for air 70% 28% 25% 28%

The analysis of the harmonic content of the voltage and current drawn from the grid
by power supplies loaded with the plasma reactor was carried out. For all the power
supplies analysed, a large value of the ITHD coefficient of harmonic content in current
was obtained. In contrast, a relatively small value of the harmonic content factor UTHD
was obtained in the voltage. Table 8 shows the measured harmonic content ratios. The
highest current harmonic content factor values were recorded for the PCS power supply
for all plasma gases. For this power supply, the ITHD exceeds 146% for the air burning
discharge and reaches 163% for the argon discharge. In other power supplies, the value
of this coefficient strongly depends on the type of plasma gas. For example, the IFCTPS
power supply achieves an ITHD value of 148% for discharge in nitrogen, 133% for discharge
in air, only 24.7% for discharge in argon, and 19.5% for discharge in helium; 19.5% is also
the lowest ITHD value recorded for all power supplies. In contrast, the highest value of this
coefficient was recorded for the TPS power supply when the electrical discharge burned
in helium.

Table 8. Harmonic content ratios.

Power Supply Type Parameter
Gas

Argon Helium Nitrogen Air

TPS
ITHD 24% 184% 92.4% 64%

UTHD 3.54% 3.3% 3.83% 4%

ITPS
ITHD 61.2% 36.9% 77.3% 75.2

UTHD 2.64% 2.43% 3.19% 1.2%

IFCTPS
ITHD 24.7% 19.5% 148% 133%

UTHD 7.86% 4.54% 3.72% 3.71%

PCS
ITHD 163% 148.4% 148.3% 146.7%

UTHD 5.3% 5.07% 4.78% 4.75%

6. Conclusions

The article investigates the cooperation of a plasma reactor with four types of power
supplies in electricity. These power supplies were constructed at the Department of Elec-
trical Engineering and Electrotechnologies of Lublin University of Technology for the
purpose of carrying out research projects on plasma applications in technology and in-
dustry. However, no detailed research had been conducted on their interaction with the
plasma reactor.
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From the current analysis, it appears that all the power supplies tested exhibit poor
interaction with the plasma reactor, where the discharges burn in nitrogen or in air. In
nitrogen and air, the discharges burn unstably which manifests as interference in the
plasma reactor’s operating cycle. These disturbances are transferred to the power supplies,
degrading their operational parameters. In the case of IFCTPS and ITPS power supplies,
the discharge burning in nitrogen and air is also characterised by a narrow discharge power
control range.

In the case of argon and helium discharges, all the power supplies tested were able to
achieve cyclic and stable discharges in the plasma reactor with a wide range of power control.

The measurements show that the primary design defect of the power supplies tested
is an overestimation of their power ratings in relation to the maximum discharge power
burning in the reactor.

Of all the power supplies tested, the PCS converter power supply exhibits the greatest
number of characteristics predisposing it to powering plasma reactors. This power sup-
ply does not have the best control characteristics of all the power supplies tested, but it
guarantees correct burning of the discharge in the plasma reactor for all plasma gases. A
major advantage of the PCS power supply is the ability to shape the plasma parameters
by varying the frequency of the supply voltage. In the case of this power supply, an inter-
mediate transformer has a major influence on its interaction with the plasma reactor. In
the research carried out, the TPS transformer power supply system played the role of the
intermediate transformer. The TPS power system had the best interaction with the plasma
reactor of all the power supplies tested. When combined with the PCS, problems were
generated by the electronic ignition system. This system is not only characterised by a high
failure rate, but also generates high conducted interference, disturbing the operation of the
AC/DC/AC converter.

From the analysis, it can be concluded that the best power supply design would
be characterised by a configuration consisting of an AC/DC/AC transistor converter
coupled to a five-column transformer with wound end columns. The core of such a
transformer would have to be made of an amorphous material, such as the Medglas
2605SA1 type. A core made of amorphous material has a greater range of transmitted
frequencies compared to ET sheet cores, which translates into better power transfer from
the AC/DC/AC converter to the plasma reactor. Interaction of the IFCTPS power supply of
the design presented in this paper with the transistor AC/DC/AC converter is problematic
due to the low dissipation reactance of the five-column transformer and was therefore not
tested. To make this cooperation possible, the phase windings of a five-column transformer
would have to be made in the form of alternating primary and secondary disc windings,
guaranteeing the desired dissipation reactance. With the appropriate design of the phase
windings, it also seems possible to eliminate the chokes present in the output circuits of the
AC/DC/AC converter.
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Abstract: This paper describes a method for reducing the common-mode voltage in a seven-phase
brushless DC motor (BLDC) drive. The conventional interleaved method used in the three-phase
inverter system is extended and applied. The proposed phase-phase interleaved method is studied to
apply the six-phase excitation method for controlling the seven-phase BLDC. The six-phase switching
functions related with modulation index (MI) and interleaved angle are obtained, and the average
of the common-mode voltage is derived mathematically. The proposed control method reduces the
common-mode voltage generation by applying the optimal interleaved angle according to MI. The
proposed method is verified by experimental results.

Keywords: BLDC motor; common-mode voltage; conducted EMI; interleaving PWM; seven-phase
motor; switching frequency

1. Introduction

Recently, multi-phase motors have been widely used in electric propulsion, ships,
and traction. The use of a multi-phase motor can reduce the torque ripple and increases
the output power density compared to three-phase motors [1–3]. The use of a multi-
phase motor is essential, especially in a system requiring high power with limited space,
such as underwater propulsion. In addition, the multi-phase motor has the advantage
of fault-tolerant control [4–9]. When one or more phases suffer a fault, the multi-phase
motor can be still operated at a lower output power. For the control methods of a multi-
phase motor, there are generally the hysteresis control method [7] and the vector control
method [8]. The hysteresis control method is easy to implement, but it is difficult to predict
the heat generated in the system because the switching frequency is variable. The vector
control method has the feature of low torque ripple, but it requires complex coordinate
transformation including low-order harmonics. In this paper, the current control method,
namely the control principle of a three-phase BLDCM, is used. In this case, the back-electro-
motive force (EMF) voltage is a square wave, and the six-phase current is controlled in
the square wave [9,10]. There is a hybrid-phase excitation method varying the number
of excitation phases according to the operation speed and efficiency. The advantage of
the BLDCM control method is that it is easy to implement. In addition, since each phase
current is controlled independently, it is effective in reducing the torque ripple in the
commutation period.

Generally, a motor used in underwater vehicles is operated in the high-speed region.
Operation in a high-speed region causes current delay due to the increased reactance
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of the stator winding and increased back-EMF voltage [11]. In addition, the insufficient
number of current samplings causes some errors of the control and torque pulsation. Thus,
one method to solve torque pulsation is to increase the current control frequency and the
switching frequency [12]. Therefore, a superior power device, namely silicon carbide (SiC)
MOSFET, is needed to achieve high-frequency switching control [13–15]. However, the use
of SiC-MOSFET causes an increase in common-mode noise due to the ringing of the output
voltage and rapid variation of dv/dt. Thus, this paper presents the control performance
according to the switching frequency of a SiC-MOSFET inverter, and the common-mode
voltage-reduction method is proposed to solve the EMI noise problem.

Figure 1 shows the loop of conduction noise. The common-mode voltage (Vcm) is the
voltage generated by the switching operation measured between the DC neutral point and
the neutral point of the motor. Normally, there are parasitic capacitor (Cs) components
among the ground and case of inverter and case of motor. Thus, the current (ig) defined as
leakage current is generated by voltage variation of Vcm, and this current flows through
Cs. This current loop is defined as a common-mode loop, which causes bearing damage in
the motor drive system. Thus, the reduction of common-mode voltage is the main issue to
solve in EMI problems.

3φ Grid

n

Vdc

2

Vdc

2

Cs

Common 
Mode Loop

Differential
Mode Loop

ig

s

Vcm

Figure 1. Loop of conduction noise in the motor drive system.

Various methods have been studied to reduce the common-mode voltage. The most
effective method is to design a passive filter at the output of the inverter [16,17]. The
common-mode choke is specialized in reducing the magnitude of the common-mode
current [18], and applying the L-C filter between phases helps to reduce the differential
mode noise [19]. Based on the passive filters, the active component is used to additionally
remove the common-mode noise and reduce the filter size [20]. However, these common-
mode noise reduction methods by using a passive filter are sensitive to system configuration.
thus, it is difficult to apply in a system operating at various switching frequencies [21–23].
In addition, the use of passive filters significantly increases the system volume in the
multi-phase motor drive system operated in limited space.

Another method to reduce the common-mode voltage is to combine the pulse width
modulation (PWM). The conventional space vector pulse width modulation (SVPWM) and
sinusoidal pulse width modulation (SPWM) generate the maximum magnitude of common-
mode voltage at zero vector. Thus, the near-state PWM method [24] and active zero state
PWM method [25] use additional vectors instead of zero vector in the 3-phase SVPWM.
In multi-phase motor control, some studies have researched reducing the common-mode
voltage based on the SVPWM [19–32]. These methods are suitable for vector control in syn-
chronous coordinate frame but are not available for the hybrid-phase excitation method [9].
This represents a lack of research of the common-mode voltage reduction in multi-phase
BLDC motor drive system. Therefore, in this paper, the carrier interleaving method in the
three-phase inverter is extended to the six-phase hybrid excitation method [26]. In our
previous work [27], the interleaving angle according to the modulation index (MI) was
calculated to generate the minimum common-mode voltage. The proposed interleaved
method was verified in MATLAB simulation. In this paper, the control performance of
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the high-speed multi-phase motor was improved by increasing switching frequency. The
use of SiC-MOSFET was able to achieve the above results. In addition, the common-mode
noise generation for high switching frequency was experimentally confirmed. At last, the
noise reduction method proposed in [27] was experimentally demonstrated and analyzed.

2. Basic Control Method of the 7-Phase BLDC

2.1. Mathematical Modeling

The 7-phase inverter system consists of a diode rectifier that converts AC power to
DC, a DC-linked capacitor bank, a 7-phase inverter with 14 switches, and an electric motor
as shown in Figure 2. A 7-phase BLDC motor is equalized with stator resistance (Rs),
stator inductance (Ls), and back-EMF proportional to the motor rotational speed. The
common-mode voltage (Vcm) represents the potential difference between the neutral point
of the motor and the neutral point of the DC-linked capacitor bank, and Cs is the parasitic
capacitor component that exists between the neutral point of the motor and the case of the
motor. Assuming that the case of the motor is grounded, current flows through Cs when the
common-mode voltage changes rapidly, which is called leakage current (isg) [17]. When the
voltage is applied to the motor by the inverter operation, considering the mutual inductance
component between the lines, the voltage equation can be expressed as Equation (1), where
Vxn is the pole voltage of 7-phase inverter, ix is the phase current of each phase, Lij is the
inductance of each phase, ex is the back-EMF of each phase, and Vsn is the neural voltage.
Self-inductance and mutual inductance are defined as Equation (2).

Vxn = Rsix + Lij
dix(N)

dt + ex + Vsn

x = {a, b, c, d, e, f , g} i, j = {a, b, c, d, e, f , g}, (i �= j)
(1)
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Figure 2. Equivalent model of 7-phase inverter system.

[
Lij
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=
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⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(2)

Since a 7-phase BLDC is in a y-connection and balanced state, the sum of seven-phase
currents becomes zero, as in Equation (3). Using the Equations (1)–(3), Vsn can be calculated
as Equation (4).

ia + ib + ic + id + ie + i f + ig = 0 (3)
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Vsn =
1
7

g

∑
x=a

(Vx − ex) (4)

The normalized output power considering the excitation method is expressed as
Equation (5), where N is the number of the excited phase, ES is the maximum value of
back-EMF, and IS is the maximum value of phase current.

Pe(N) =
g

∑
n=a

(enin) = NEs Is(N) (5)

In addition, electrical output torque can be expressed as Equation (6), where ωm is the
mechanical angular speed, and ke is the back-EMF constant.

Te(N) =
Pe(N)

ωm
=

NEs Is(N)

ωm
=

Nkeωm Is(N)

ωm
= Nke Is(N) (6)

2.2. Basic Control Method

The position of a 7-phase BLDC is divided into fourteen sectors through seven hall
sensor signals, as shown in Figure 3. The motor is driven by inducing the square wave
current to the stator winding in the section where the back-EMF voltage is flat. There are 2-
phase to 7-phase excitation methods depending on the number of excitation windings [9,10].
When the position is a sector 2 in a 6-phase excitation method, “A”, “F”, and “G” phases
are positive conduction states; “B”, “C”, and “D” phases are negative conduction states;
and “E” phase exists in a non-conduction state. Table 1 provides the conduction states
depending on the position in a 6-phase excitation method.
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Figure 3. Excitation method of 7-phase BLDC motor.

The structure of the controller is shown in Figure 4. To control the current as a square
wave, seven current controllers regulate each phase current independently, and the polarity
of voltage reference is applied according to the position in Table 1. In this case, the current
controller of the non-conductive phase stops the calculation and holds the value. The
above control method is particularly easy to implement in fault-tolerance control and
hybrid-phase excitation control [25,28,29].
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Table 1. Definition of conduction phase current according to 6-phase excitation method.

Position
Phase Current

ia ib ic id ie if ig

0 − − − 0 + + +
1 0 − − − + + +
2 + − − − 0 + +
3 + 0 − − − + +
4 + + − − − 0 +
5 + + 0 − − − +
6 + + + − − − 0
7 + + + 0 − − −
8 0 + + + − − −
9 − + + + 0 − −
10 − 0 + + + − −
11 − − + + + 0 −
12 − − 0 + + + −
13 − − − + + + 0
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Figure 4. Structure of controller for driving 7-phase BLDC motor.

2.3. Control Characteristic According to Switching Frequency

In the seven-phase BLDCM control method, an increase of the switching frequency
can have advantages in two ways. First, the ripple of the current can be reduced. It
is affective on the high-speed BLDC motor with low inductance. Another advantage is
the compensation for position error caused by low resolution in the high-speed region.
Figure 5 shows the rotor position resolution depending on the sampling frequency. When
the control frequency is 10 kHz, 30 kHz, and 50 kHz, the sampling point of position is
expressed. The seven-phase control method divides rotor position in 14 sectors, and the
commutation change is conducted in every sector. However, a control frequency of 10 kHz
cannot immediately respond to the commutation change; then, the position error (θerr) is
caused by sampling delay. The control frequency of the current controller is also insufficient
to control the current reference.
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Figure 5. Rotor position resolution depending on the sampling frequency.

Figure 6 shows the effect of position error. The current of each phase should be induced
at the region where the back-EMF voltage is flat. However, the position error causes torque
reduction due to the area of the triangle, as expressed as “α” in Figure 7. The area “α” is
proportional to the triangle region of the back-EMF voltage, and the proportional equation
can be expressed as Equation (7).

π

14
: E = θerr :

14
π

Eθerr (7)

ω π 1000
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Figure 6. Torque ripple caused by position error.

θerr Ε

(α)

0 θerr π/14

Ι

Figure 7. Torque error caused by position error.

By using (7), the amount of torque reduction (Tloss) can be driven as Equation (8), and
output torque of Equation (6) can be expressed as Equation (9) when the position error
exists.

Tloss =
7
π

E · θ2
err (8)

Te =
6EI − 7

π E · θ2
err · 14

ωm
(9)
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Therefore, in order to improve the control performance in the high-speed region and
extend the operation region, the increase of switching frequency is essential. These days,
the inverter system using SiC-MOSFET allows the possibility of using high switching
frequency. However, it also comes with the problem of the EMI noise. Thus, this paper
proposes a common-mode voltage-reduction method that is capable of optimizing the
resulting EMI noise.

2.4. Description of the Common-Mode Voltage for the 7-Phase BLDC

The modified unipolar PWM method in [33] is used to generate the independent
voltage induced to each phase winding, as shown in Figure 8. In this case, all of the voltage
references are assumed to be identical for simple description. The positive and negative
voltage references formed from current controller of each phase are compared with carrier
wave. The positive references decide the on-time of the top switch, which is conducted in
the positive conduction phases, and negative references decide the on-time of the bottom
switch in the negative conduction phases. This switching method has the advantage of
reducing the current pulsation by generating two output voltages in one switching period.

θ
Ε

(α)

θ π/14

Ι

Carrier

 Sa , Sf , Sg

 Sb , Sc , Sd

+ Cond. Phase

 Cond. Phase

+Vref  *

1

1

Vref  * [MI]

 
Figure 8. Modified unipolar PWM method in BLDC control.

The inverter output voltage including switching function can be expressed as Equation (10),
and assuming that the sum of all phase currents and back-EMF are zero, the common-mode
voltage can be calculated as Equation (11), where the switching state of non-conduction
phase is excluded, and Sstate means the number of top switches turned on. Following
Equation (11), the kinds of the common-mode voltage (Vcm) that can be generated in the
6-phase excitation method are expressed as Equation (12). There are seven kinds of voltage
that occur according to the switching states.

Vxn =

(
Sx − 1

2

)
· Vdc, Sx =

{
1 : switch on

0 : switch o f f

}
(10)

Vcm = Vsn =
Vdc ·

(
∑

g
x=a Sx − 6

2

)
6

=
Vdc(Sstate − 3)

6
(11)

Vcm =

{
Vdc
2

,
Vdc
3

,
Vdc
6

, 0,−Vdc
6

,−Vdc
3

,−Vdc
2

}
(12)

3. Proposed Phase to Phase Interleaved Method

3.1. Definition of the Phase-Phase Interleaved in the Seven-Phase BLDCM

To reduce the common-mode voltage, the phase shift method in the three-phase
inverter is extended to 6-phase excitation method [23]. Three carriers are used, and each
carrier is shifted by positive k degrees (“+”) and negative k degrees (“−”) based on the
fundamental carrier, as shown in Figure 9. The positive and negative voltage references are,
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respectively, compared with “+k ”, “−k”, and the related carrier. Moreover, the compared
carrier should be changed according to the position in the 6-exciation method because the
excitation phase is changed in every position. Table 2 shows the matched carrier of each
phase according to the position. In Table 2, “±k”and “0◦”mean the shifted angle of the
carrier, and “X” means the non-conductive phase. This arrangement of the carrier waves is
intended to minimize the torque ripple due to the phase shift when the position is changed.
In Figure 9, the common-mode voltage is shown with a switching state. The generation
pattern and magnitude of the common-mode voltage varies depending on the shift angle
and MI.

Switching Period

 Sa 

carrier
k carrier +k carrier

k 

+Vref

Vref

 Sf  

 Sg  

 Sd  

 Sb  

 Sc  

ππ 0

*

*

0 1 2 4 5 6 5 4 2 1 0

-V
2

dc -V
3

dc -V
6
dc V

6
dc V

3
dc V

2
dc V

3
dc V

6
dc -V

6
dc -V

3
dc -V

2
dc

Sstate  

Vcm  

Figure 9. Switching state and common-mode voltage of phase-phase interleaved method.

Table 2. Compared carrier depending on the position.

Position
Phase

a b c d e f g

0 −k 0◦ +k X −k 0◦ +k
1 X −k 0◦ +k −k 0◦ +k
2 +k −k 0◦ +k X −k 0◦
3 +k X −k 0◦ +k −k 0◦
4 0◦ +k −k 0◦ +k X −k
5 0◦ +k X −k 0◦ +k −k
6 −k 0◦ +k −k 0◦ +k X
7 −k 0◦ +k X −k 0◦ +k
8 X −k 0◦ +k −k 0◦ +k
9 +k −k 0◦ +k X −k 0◦
10 +k X −k 0◦ +k −k 0◦
11 0◦ +k −k 0◦ +k X −k
12 0◦ +k X −k 0◦ +k −k
13 −k 0◦ +k −k 0◦ +k X

3.2. Switching Function Including the Shift Angle and MI for Minimum Common-Mode Voltage

The switching states of Figure 9 are newly expressed, as shown in Figure 10, to define
the switching state based on the compared carrier.
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Figure 10. Revised switching state of phase-phase interleaved method in 7-phase BLDCM.

The switching state of x-phase Sx is defined as S(n,m) as in Equation (13). When the top
switch is on, n becomes 1, and n becomes −1 when the bottom switch is on; m becomes 0,
−1, and +1 according to the sign of the shifted angle of the carrier.

{Sx} ⇒
{

S(n,m)

}
n = {−1, 1},

{ −1 : Bottom switch on
+1 : Top switch on

m = {−1, 0, 1},

⎧⎨⎩−
0 : based carrier
1 : +k◦shi f ted carrier
1 : −k◦shi f ted carrier

⎫⎬⎭
(13)

When the phase shift method is applied, the on-off point of each switching state can be
expressed as Equation (14), which contains the information of MI and shifting angle (k),
where θre and θ f e are the rising edge and falling edge of the switching state, respectively.

S(n,m)[θre, θ f e] = [
−πkm

180
− nπ

2
(1 + nMI),

−πkm
180

+
nπ

2
(1 + nMI)] (14)

Since the switching function of equations is a periodic signal, a Fourier series of switching
function is driven as Equation (18) by using the Fourier coefficient of Equations (15)–(17),
and the effective integration interval is from θre to θ f e in Equation (14).

a0 =
1
π

∫ π

−π
f (x)dx (15)

aa =
1
π

∫ π

−π
f (x)cos(x)dx (16)

ab =
1
π

∫ π

−π
f (x)sin(x)dx (17)

{
S(n,m)(x)

}
=

a0

2
+

∞

∑
z=1

(
azcos(

zπ

2π
x
)
+ bzsin(

zπ

2π
x)) (18)

where f (x) is defined as 1 or −1, which means the on-state of the top and bottom switches,
respectively. The range of x is from −π to π, and z represents the precision of the switch-
ing signal. If it becomes larger, the signal is closed to the ideal square wave. By solving
Equation (18), the new switching functions including the shifting angle and MI in a switch-
ing period can be expressed as Equation (19).
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S(n,m)(x) =
1 + MI

2
+ n

∞

∑
z=1

2
zπ

[cos(mzk)sin(
zπ(1 + nMI)

2
)cos(zx)sin(mzk)sin(

zπ(1 + nMI)
2

)sin(zx)] (19)

At last, the common-mode voltage according to the switching state can be calculated
as (20).

Vcm = Vdc

(
S(1,0)(x) + S(1,1)(x) + S(1,−1)(x) + S(−1,0)(x) + S(−1,1)(x) + S(−1,−1)(x)

)
/6 (20)

3.3. Proposed Control Method for Phase Shift in 6-Excitation Method

Figure 11 shows the verification of Equations (19) and (20), which includes the specific
shift angle and MI. The equations are programed by using MATLAB. As shown in Figure 10,
the common-mode voltage has various patterns according to MI and shift angle. Therefore,
the RMS value of Vcm is calculated as shown in Equation (21) to find the optimal shift angle
with generation of the lowest common-mode voltage.

Vcm(rms) =

√
1
T

∫ T

0
V2

cmdt (21)

(a) (b) 

(c) (d) 

Figure 11. Pattern of common-mode voltage depending on the shift angle and MI: (a) k = 0◦, MI = 0.4;
(b) k = 60◦, MI = 0.4; (c) k = 120◦, MI = 0.4; and (d) k = 180◦, MI = 0.4.
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Figure 12 shows the normalized RMS value of the common-mode voltage when the
conventional PWM without phase shift and phase shift method in specific angles are
compared in specific angle. When the MI is lower than 0.5, a 120◦ shifting angle has the
best performance for the generation of common-mode voltage. On the other hand, a 90◦
shifting angle has the lowest common-mode voltage when the MI is higher than 0.5, and
the red dot indicates the point where the common-mode voltage is minimized during the
operation in full range.

MI
Interleaved

angle

Norm.
Vcm

 
Figure 12. Amount of common-mode voltage depending on the interleave angle and MI.

Figure 13 shows the proposed interleaved method to reduce the common-mode noise
in the 7-phase BLDCM operation system. When the MI was smaller than 0.5, a 90 degree
interleaved method was adopted, and when the MI was larger than 0.5, a 120 interleaved
method was conducted.
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Figure 13. Proposed phase interleaved method to reduce the common-mode noise in the 7-phase
BLDCM.

4. Experimental Set-Up and Results

4.1. System Configuration for SiC-MOSFET

Figure 14 shows the experimental set-up using SiC-MOSFET for high-speed control
and switching frequency. A 3-phase rectifier, DC-link bank, SiC-MOSFET inverter, and
developed control board are integrated in the system. The SIC-MOSFET (CAS300M12BM2)
and gate driver (CGD15HB62P1) are made by CREE Inc. The dc-link and motor specification
are shown in Table 3. The picture and configuration of the control board are shown in
Figure 15. TMS320F28337D (DSP) and Cyclone4 (FPGA) are designed to calculate the
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control algorithm in 70 kHz. TMS320F28377D has a dual core, so the control algorithm is
properly distributed for reducing the calculation time, and a high-speed analog-to-digital
converter (ADS5270) is used to remove the sampling delay of the phase current. All
of functions to control the motor are implemented in FPGA. It can help to secure the
calculation time of DSP.

φ 3φ 

Figure 14. Experimental Configuration of SiC Inverter for 7-phase motor.

Table 3. Parameters for the experiment.

SiC-MOSFET
Inverter

Part number CAS300M12BM2 (Cree)
Rated Voltage 1200 (V)
Rated Current 300 (A)

Esw 12 (mJ)
Rds(on) 4.2 (mΩ)

Switching frequency 10~70 (kHz)

DC-Link Bank
Capacitance 1100 (μF)

Voltage 150 (V)

Seven-Phase
BLDCM

Pole 6
Rated speed 7000 (Rpm)

Rated current 10 (A)
Stator resistance 0.1 (Ω)

Stator Inductance 1 (mH)
Back-EMF constant 7.5 (V/krpm)

4.2. Control Performance According to Switching Frequency

In order to compare the relationship between the control frequency and control perfor-
mance, the current control in 10 kHz of the conventional switching frequency is compared
with 40 kHz and 70 kHz. Table 4 shows the current control cycle in a specific rotor rotation
frequency and switching frequency. We already know that as a control rule, current control
is required to operate at least five times within the speed control cycle. Figure 16 shows
the 1.8 A current control and the speed of motor is saturated by the mechanical friction.
Figure 16a shows the large torque ripple caused by commutation change in the 6-exictation
method. If the switching frequency increases to 70 kHz, the torque ripple is reduced. As
mentioned earlier, the control frequency affects the position error. Specially, seven-phase
BLDCM is controlled by dividing the position to 14 sectors.
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Figure 15. Configuration of SiC-MOSFET control board: (a) developed 7-phase control board;
(b) block diagram of control board.

Table 4. Operation cycle according to control frequency and rpm.

Rpm
Frequency

10 (kHz) 40 (kHz) 70 (kHz)

4000 (Rpm) 3.5 cycle 14.2 cycle 25 cycle
7800 (Rpm) 1.8 cycle 7.3 cycle 12.8 cycle

10,400 (Rpm) 1.3 cycle 5.4 cycle 9.6 cycle

Sufficient control frequency is required in every sector. The operation cycle of the
current controller can be calculated using Equation (22).

Operation Cycle =
Control f requency
Rpm × P

2×60 × 14
(22)

Figure 17 shows the speed control in 4000 rpm. Speed control in the conventional
control frequency of Figure 17a shows a large current ripple caused by commutation
change. Increasing the switching frequency improves the control performance through
instant sampling of position changes, as shown in Figure 17b,c. In the speed control of
10 (kHz) at 7800 rpm, as shown in Figure 18a, the current cannot be controlled, and the
maximum output results. This is due to the lack of frequency of operation of the current
controller for one sector, as shown in Table 4, and the sampling error of the position is
included. On the other hand, in the speed control of 40 kHz or 70 kHz, the phase current is
controlled well.

Figure 19 shows the speed control in 10,400 rpm. In this region, the speed control
of 40 kHz cannot control the phase current well. As shown in Figures 17–19, increasing
the switching frequency affects the improvement of the control performance and extends
the operation range. Figure 19 shows the speed control in 10,400 rpm. In this region, the
speed control of 40 kHz does not control the phase current well. As shown in Figures 17–19,
increasing the switching frequency affects the improvement of control performance and
extends the operation range.
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(a) 

(b) 

(c) 

Figure 16. Comparison of current control depending on the control frequency: (a) 10 kHz current
control; (b) 40 kHz current control; and (c) 70 kHz current control.

  
(a) (b) (c) 

Figure 17. Speed control characteristic according to switching frequency (4000 rpm); (a) 10 kHz
switching frequency; (b) 40 kHz switching frequency; and (c) 70 kHz switching frequency.
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(a) (b) (c) 

Figure 18. Speed control characteristic according to switching frequency (7800 rpm); (a) 10 kHz
switching frequency; (b) 40 kHz switching frequency; and (c) 70 kHz switching frequency.

 
(a) (b) 

Figure 19. Speed control characteristic according to switching frequency (10,400 rpm); (a) 40 kHz
switching frequency; and (b) 70 kHz switching frequency.

Figure 20 shows the amount of the common-mode voltage and leakage current when
the switching frequency increases. When the switching frequency increased from 14 kHz
to 70 kHz, it was confirmed that the common-mode noise increased.

  
(a) (b) (c) 

Figure 20. Relationship between switching frequency and common noise; (a) 14 kHz switching
frequency at 4000 rpm; (b) 40 kHz switching frequency at 4000 rpm; and (c) 70 kHz switching
frequency at 4000 rpm.

4.3. Common-Mode Voltage Generation According to the Interleaved Method and MI

As we know from the above experiments, increasing the switching frequency is the
most important for improving the control performance, but reducing the common monde
noise is more important in the current industry. Figure 21 shows the experimental results
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of the proposed common-mode voltage generation according to the interleaved angle
in the no-load condition. The switching frequency is controlled constantly at 40 kHz.
The speed control of the 7-phase BLDCM is implemented, and the speed reference is
4000 rpm. Figure 19a shows the conventional 7-phase PWM method, and Figure 21b,c
represent the 90◦ and 120◦ interleaved methods, respectively. In the no-load condition,
where the modulation index (MI) is very low, the conventional PWM method has the largest
common-mode voltage, and the smallest common-mode voltage appears when using 120◦
interleaved method.

(a) 

(b) 

(c) 

Figure 21. Comparison of common-mode voltage and leakage current depending on the 40 kHz
switching frequency (4000 rpm): (a) conventional 7-phase PWM; (b) 90◦ interleaved method; and
(c) 120◦ interleaved method.
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The experimental results of the common-mode voltage and leakage current according
to the PWM method and MI with the load condition are shown in Figures 22–24. The
modulation index (MI) is controlled from 0.3 to 0.7 to compare results. It shows the 0.3
modulation index (MI) condition in (a), 0.5 modulation index (MI) condition in (b), and
0.7 modulation index (MI) condition in (c). As presented in Figures 22 and 23, when the
modulation index (MI) condition is 0.3 and 0.5, the 120◦ interleaved method has the smallest
common-mode voltage, and conventional 7 phase PWM has the largest common-mode
voltage; as presented in Figure 24, for the 0.7 modulation index (MI) condition, the 90◦
interleaved method has the smallest common-mode voltage, and conventional 7-phase
PWM has the largest common-mode voltage. Figure 25 shows the comparison of the
common-mode noise between the conventional PMW and interleaved method. There is a
little difference from the mathematical analysis due to the independent voltage reference of
the 7-phase current controller. In conclusion, as observed in the experimental waveforms,
the proposed method of applying the optimal interleaved angle according to MI can
reduce the effect of the common-mode voltage by up to 50% compared to the conventional
PWM method. Since the optimal interleaved angle is related with the modulation index
(MI), a selective control method is required between the 90◦ interleaved method and 120◦
interleaved method.

  
(a) (b) (c) 

Figure 22. EMI noise characteristic according to 0.3 MI (2600 rpm) and interleaved method:
(a) conventional 7-phase PWM; (b) 90◦ interleaved method; and (c) 120◦ interleaved method.

  
(a) (b) (c) 

Figure 23. EMI noise characteristic according to 0.5 MI (5000 rpm) and interleaved method:
(a) conventional 7-phase PWM; (b) 90◦ interleaved method; and (c) 120◦ interleaved method.
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(a) (b) (c) 

Figure 24. EMI noise characteristic according to 0.7 MI (7400 rpm) and interleaved method:
(a) conventional 7-phase PWM; (b) 90◦ interleaved method; and (c) 120◦ interleaved method.
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Figure 25. Common-mode noise comparison according to MI between conventional method and
proposed interleaved method: (a) common-mode voltage and (b) leakage current.

5. Conclusions

This paper presents the relationship between the carrier interleaving method and
modulation index (MI) with common-mode voltage in a 7-phase BLDCM control system
using SiC-MOSFET for higher switching frequency. Using SiC-MOSFET can reduce current
ripple and compensate for position error caused by low resolution in high-speed regions.
However, increasing the switching frequency causes common-mode voltage and EMI
noise. The implementation of the interleaved method in 6-excitation control is described,
in which the amount of common-mode voltage was analyzed because it depends on the
interleaved angle and MI. The RMS value of the common-mode voltage in a switching
period was derived by mathematical equation. The paper proposes the method that
operates the optimal interleaved angle according to MI for minimum common-mode
voltage, and experiments about common-mode voltage were conducted to verify the
optimal interleaved angle.
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Abstract: In this paper, a discrete skew methodology is presented to understand the effect of skewing
angle on electromagnetic torque in SynRM design. A new approach is proposed to estimate the
amplitude of each torque ripple component as a function of skewing angle. The reduction factor
for each harmonic component is derived in general form, allowing for the determination of overall
torque ripple waveform. The validity of the proposed method is evaluated through the examination
of two SynRMs, resulting in a torque ripple reduction of up to 70%. The results obtained through the
use of a proposed analytical ripple reduction estimator and FEA evaluation showed good agreement.
The proposed skewing technique was applied on a previously optimized triple-barrier SynRM with
a positive outcome: a consistent torque ripple reduction tackling relevant harmonic components.
The analysis of harmonic distribution of torque ripple is mandatory for the selection of the optimal
skewing strategy when following the proposed method, with two-step skewing recommended for
mostly-purely-sinusoidal torque waveforms, and multi-step skewing recommended for machines
with multiple higher-magnitude harmonic components.

Keywords: step skewing; torque ripple harmonics; finite element analysis; synchronous
reluctance machines

1. Introduction

The operating principle of Synchronous Reluctance Motors (SynRMs), shown schemat-
ically in Figure 1, is based on the anisotropy variations of different magnetic paths, present
in the rotor structure, that enable the production of reluctance torque. SynRMs are singly
excited machines that can achieve good torque density, high efficiency, high-speed opera-
tion, fault tolerance capability, and low cost [1–5], making them a promising competitor
of induction machines (IM). The absence of rotor windings or rotor cage translates into
zero rotor copper losses, and as a result, lower rotor temperatures and higher efficiency
in comparison with IMs [6]. In addition, the absence of permanent magnets simplifies the
manufacturing process and reduces the overall cost with respect to other machines for the
same power. Nevertheless, these advantages come at the cost of two critical drawbacks:
high torque ripple and low power factor [1,7]. If the torque ripple is not minimized by
design or by control strategies, it can lead to undesired mechanical vibrations and potential
acoustic noise, as well as impact the current harmonics. Moreover, in high-performance
applications, low torque ripple is strictly required [8], and consequently, different tech-
niques have been developed to reduce its magnitude as much as possible. One of the main
sources of the large torque ripple in SynRM is the interaction of the spatial harmonics in
the magnetic motive force, generated by stator currents, and the anisotropic rotor geometry
and its features [9]. There are several different design techniques presented in the literature
to reduce the torque ripple in SynRMs, and they can be divided into two main categories:
(i) those that aim to modify and optimize the winding configuration and slot pole combina-
tions [10], and (ii) those that seek to optimize the rotor structure (flux barriers), the details
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of its geometry, or the positioning and dimension of the iron ribs [11–15]. Among these
techniques, skewing the stator or rotor structure is one of the most predominant [16–18]
since it provides a reliable and straightforward solution for mitigating the torque ripple.
Moreover, skewing is the most used method for suppressing torque ripple in SynRM [18].

 

Stator windings 

Reluctance 
rotor 

Stator 

Figure 1. Three-dimensional sketch of a one-barrier four-pole synchronous reluctance motor.

Skewing techniques can be classified into two main categories: continuous skewing
and discrete skewing (also called step skewing). The first one involves rotating each
lamination of the stator or rotor core in regular angular distribution, between the first and
the last slice equal to the skew angle [15], as depicted in Figure 2b. This can drastically
reduce torque ripple, but complicates and makes the manufacturing process more expensive
since each lamination of the rotor has a different position with respect to a symmetry axis,
thus requiring specific tooling. In turn, the second category, considers the division of the
rotor stack into a few discrete segments, as shown in Figure 2c.

  
(a) (b) (c) 

Figure 2. Three-dimensional sketches of different types of skew: (a) reference skewless rotor, (b) con-
tinuous skew, (c) discrete skew, also called step skew.

A considerable number of studies have addressed the rotor skewing technique using
the conventional one-slot-pitch skew angle. These studies can be found in references [19–25].
In [19], the performance of a SynRM is compared when it is operated without skewing to
when the rotor is skewed by one stator tooth pitch. Reference [20] investigates the effect
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of rotor skewing on reducing slot harmonic torques, using a conventional skew angle of
one stator slot pitch, but this reduces the average torque as well. This was confirmed
in [21,22]. In [23], the equation to calculate the skew angle to suppress the stator slot
harmonic component (one-slot-pitch) was presented, considering the number of slices in
the calculation. The novel forced feasibility concept was introduced in [24] to improve
optimization convergence and reduce overall optimization time in a SynRM design. A rotor
skew was chosen as the best suited torque-ripple mitigation option by skewing the rotor at
an angle of one stator slot. Recently in [25], a SynRM with salient pole rotor was contin-
uously skewed by one stator slot pitch to improve energy conversion and reduce torque
ripple. The impact of rotor skewing on torque ripple in SynRMs was analyzed in recent
research [16], comparing both continuous and segmented rotor skewing. Post-optimization
simulations were performed for both methods and yielded similar results, with a slight
advantage to segmented rotor skewing due to the increased cost of continuous skewing. In
both cases, the total skew angle was equal to one stator slot. As it may be noted from the
dates of these works, the one-slot-pith skewing trend is dominant as a post-optimization
process, applicable to several up-to-date machine topologies.

In turn, several papers have discussed the skewing technique for reducing torque
ripple [26–32], but they lack information on the selection of the skew angle or the skewing
parameters used. In [26], a rotor design with an asymmetric flux barrier was created to
reduce torque ripple by splitting the rotor into two step-skewed parts. However, the paper
does not mention the method used to determine the skew angle, which is assumed to be
equal to the slot pitch. Reference [29] evaluates the suitability of SynRMs for electric traction
applications. Skew is applied to reduce torque ripple by using a 2.5◦ mechanical skew angle
between three stacks, resulting in an angle close to the slot pitch. In [30], the torque ripple
was reduced by dividing the machine into three layers using step skew, but the skewing
angle is not specified. A SynRM was optimized using topology optimization in [31], which
increased the torque compared to a model optimized with parameters, but also increased
the torque ripple. The skewing technique was used to reduce the torque ripple by dividing
the rotor into two slices, but the specific skew angle and its determination method are
not reported. In [32], the goal was to reduce torque ripple through rotor skewing while
maintaining a power factor through optimization. The study found that the optimum
mechanical skew angle across all machines was 2.5 mechanical degrees, very close to the
slot pitch. All these works seem to match the one-slot-pith skewing trend.

Despite the prevalence of the slot pitch angle as the optimal skew angle in the literature,
references [33,34] question its effectiveness in minimizing torque ripple. Reference [33]
demonstrates that a torque ripple of less than 3.0% can be achieved by applying rotor skew.
The optimum rotor skew angles ranged from 60–70% of a slot pitch angle for the 24-slot
machine and 30–80% for the 36-slot machine. The analysis highlights that the ideal rotor
skew angle heavily depends on both the stator configuration and the rotor topology. In [34],
a comparison between continuous skewing and discrete skewing was performed over a
SynRM. The results indicated that the torque ripple was significantly reduced even with
two stacks, while only slightly decreasing in the average torque when high order torque
harmonics were produced. Some results showed that the optimal skew angle differed from
the traditional one-slot pitch, being either higher or lower, depending on the type of skew
technique applied (continuous or discrete).

As a result, recent trends have been investigated to improve the efficacy of skewing
in different topologies [17,35,36]. A new unconventional magnet step-skew method for
permanent magnet synchronous motors (PMSM) is introduced in [17]. It involves varying
both the length of the magnet and the skew angle between magnet segments, in contrast
to the constant stack length and step-skew angle in conventional permanent magnet (PM)
motors. A semi-finite element analysis (FEA) algorithm is developed showing improved
performance compared to conventional step-skew. However, it comes with increased
magnet manufacturing cost. In [35], a new method for parameterizing the flux barrier
profiles of SynRMs and Permanent Magnet assisted Synchronous Reluctance Machina (PMa-
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SynRMs) was introduced. In order to reduce torque ripple, the skew angle is obtained
through a parametric FEA analysis. A discrete rotor skewing of 4◦ in three-step pieces is
applied, which deviates from the conventional 10◦ angle for a 36-slot machine based on one
slot pitch. In [36], the impact of step skewing on the output torque and motor inductance
in a 30-slot/four-pole SynRM configuration was examined. A comparison of step skewing
was made theoretically, and the study considered the effect of two harmonic orders, but
did not account for the number of steps in the skewing angle calculation. Moreover, it
discovered that the average torque reduction resulting from skewing is dependent on the
machine operating point.

As seen, this topic has gained increased attention in the literature. A better under-
standing of how the optimal skewing can be achieved at the design stage is an important
factor in the sizing of a SynRM. Notwithstanding and to the best of the authors’ knowledge,
this has not yet been investigated. In particular, the influence of a generalized multi-step
skewing on the performance of SynRM, considering a torque ripple harmonic content
approach and not the traditional one-slot-pitch skewing technique, has not been examined.
This study aims to serve as an input of post-optimization processes in the design stage
of SynRMs.

This article presents a comprehensive analytical expression for multi-step discrete
skewing in SynRM. The method calculates a specific skew angle to eliminate a specific
harmonic component and a mitigation factor to showcase the impact of skewing on each
harmonic component. The use of this methodology ensures a suitable selection of the
harmonic to be mitigated, and reduce the number of rotor steps required to effectively
decrease the presence of dominant harmonics in the electromagnetic torque, in this manner
improving the machine’s performance. The article validates the proposed approach by
analyzing two SynRM designs through FEA and includes three-dimensional (3D) FEA
to consider the border effect, which is not present in two-dimensional (2D) FEA. The
optimal step skew angle predicted by the analytical formula closely matches both 2D and
3D FEA results. The proposed equations are evaluated for two-step, three-step, and four-
step skewing, showing promising results in mitigating the selected undesired harmonics
and reducing other harmonic content collaterally. In addition, an optimized triple-barrier
SynRM is post-optimized by means of the proposed method.

The paper is organized as follows: Section 2 presents the selected machines, describing
their dimensions and main data. Section 3 provides the details of the proposed analytical
expressions to select the step angle of N-step skewing, generalized for machines with any
pole count. These expressions are assessed and validated in Section 4, which summarizes
the results and discussion of several case studies evaluated by means of 2D and 3D FEA.
Section 5 shows a study case of the proposed approach as a post-optimization process,
reducing the torque ripple of an optimized triple-barrier SynRM. Conclusions are drawn at
the end of the paper summarizing the benefits of the proposed approach and its applicability
to the design of SynRM.

2. Selected Machines

With the aim of providing insight into the procedures required to use the proposed
N-step skewing analytical expressions, two SynRM machines are considered as a case study
and assessed in this work, as presented in Figure 3a,b, respectively. Single-layer distributed
windings are considered for both machines.

Several geometrical parameters of the rotor structure of SynRM can affect the different
levels of a SynRM’s performance. There are several design guidelines established in the
literature to choose the number of flux barriers and poles. The number of parameters
increases exponentially as the number of flux barriers per pole and pole pairs increase.
SynRM is designed to maximize d-axis inductance and minimize q-axis inductance, as
this ensures that the machine’s saliency ratio is large enough for the machines to achieve
the required torque performance. On the one hand, to obtain a good saliency ratio, a
small number of pole pairs is preferred, and the literature recommends adopting two-
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or three-pole pairs [37]. On the other hand, the optimum number of flux barriers is
defined according to the number of stator slots. In the case of a 36-slot machine, some
authors do not encourage to adopt more than three flux barriers. A greater number of
barriers could jeopardize the mechanical integrity of the rotor or make the design process
more complex [3,38].

  
(a) (b) 

Figure 3. Three-dimensional schematics of (a) four-pole synchronous reluctance motor with two
barriers per pole; and (b) six-pole synchronous reluctance motor with two barriers per pole. Three-
phase stator windings are highlighted in red, green, and blue, corresponding to each phase. Rotor in
both machines is shown as an exploded view.

Therefore, in this paper, two machines with two- and three-pole pairs are considered,
and each pole features two barriers. The common data for all machines are presented
in Table 1.

Table 1. Main data of the selected machines.

Parameter Symbol Value Unit

Stator outer diameter Dso 245 mm
Stator inner diameter Dsi 161.4 mm
Rotor outer diameter Dro 160.4 mm
Rotor inner diameter Dri 70 mm

Tooth height ht 22.8 mm
Tooth width bt 9 mm

Air-gap length g 0.5 mm
Stack length lst 120 mm

Turns per slot Ns 20 -
Number of slots Qs 36 -

Speed n 3000 rpm
Current Density J 10 A/mm2

Current angle αe
i 60 electric degrees

3. Analytical Method Derivation for Discrete Skewing

The main period of torque ripple of three-phase winding machines is 60 electrical
degrees [39], which therefore dictates the period of the torque ripple harmonic of order v,
derived in electrical degrees by:

Tv,elec =
360◦

v
(1)
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The aim of the discrete skewing is to consider N machine slices, rotated with respect
to each other by a specific angle, so that each slice contributes to different torque harmonics
that will ultimately modulate the torque waveform. This superposition has to be adjusted
with the aim of mitigating undesired harmonic components of the resulting torque wave-
form. The v-th order harmonic of the torque ripple can be expressed as a term of the Fourier
series expansion of the electromagnetic torque as:

Tripple,v(θr,e) = Av· cos
( π

180
θr,ev + φv

)
, (2)

where Av is the amplitude of the v-th harmonic of the torque ripple, θr,e is the rotor position
in electrical degrees, φv is the phase shift of the torque waveform, and v = 1, 2, 3,...

In this sense, and following the concept of balanced multiphase systems, if the w-th
harmonic of the torque ripple wants to be mitigated, then the electrical angle between each
one of the N slices of the machine is proposed as:

θw,elec =
360◦

Nw
(3)

For example, if a two-step skew is adopted, then the machine rotor will be comprised
of two halves, each one contributing with torque waveforms that are shifted one with
respect to the other. If the electrical shift is θw,elec, then the positive semi-cycles of the
w-th harmonic of the torque ripple of one half of the rotor will compensate the negative
semi-cycles of the other half, hence mitigating the undesired component.

The electrical angle between the N slices of the machine is translated into the skew
angle (θs), which corresponds to the mechanical angle in which two consecutive rotor slices
are rotated one with respect to the other so as to mitigate the w-th order harmonic of the
torque ripple (Equation (4)).

θs =
360◦

pNw
(4)

In Figure 4, the proposed methodology is schematized, comprising the decomposition
of the electromagnetic torque waveform in harmonic components, the selection of a high-
magnitude undesired component, and the calculation of θs to mitigate that undesired
harmonic depending on the adopted number of slides N.

Considering the proposed skew angle, Equation (2) can be expressed in terms of a
sum of the contributions of the N slices of the machine as

Trs, v(θr,e) =
N

∑
i=1

Av

N
cos

(
π

180
θr,ev − 2πv

Nw
(i − 1)

)
(5)

The resulting reduction on each component of the torque ripple, considering idealized
conditions and electromagnetic independency between adjacent slices can be obtained by
means of the phasorial representation and consequent analysis of Equation (5). Then:

Ne{Trs, v(θr,e)} =
N

∑
i=1

Av

N
cos

(
−2πv

Nw
(i − 1)

)
(6)

�m{Trs, v(θr,e)} =
N

∑
i=1

Av

N
sin

(
−2πv

Nw
(i − 1)

)
(7)

In consequence, the magnitude of the v-th harmonic of the torque ripple after ap-
plying discrete skewing following the design guidelines of Equations (3) and (4) can be
expressed as

|Trs, v(θr,e)| = Av

N

√(
cos

(
−2πv

Nw
(i − 1)

))2
+

(
sin

(
−2πv

Nw
(i − 1)

))2
(8)
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Harmonic component of interest is selected.  Skew angle must be calculated depending on the step 
count. 

2-step skew 

3-step skew 

 

 

 

FFT 

Electromagnetic torque  

 

 

Figure 4. Schematics of the proposed methodology to calculate the skew angle θs to mitigate a
selected harmonic of order w. Two-step and three-step discrete skew are presented, although the
method can be used for any number of slides.

Finally, a skew reduction factor (krs,v) can be devised by obtaining the ratio between
Equations (2) and (8), derived by:

krs,v =
1
N

√(
cos

(
−2πv

Nw
(i − 1)

))2
+

(
sin

(
−2πv

Nw
(i − 1)

))2
(9)

This factor is meant to be used after the calculation of the skew angle as per Equation (4),
and it allows for estimating the resulting amplitude of each torque ripple component (of
order v) after applying the skew. Simplified equations for N = 2, 3 and 4 are provided
in the following section, which are further verified and analyzed by means of 2D and 3D
finite element analysis.
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4. Results and Discussion: Finite Element Validation

This section shows the results obtained by applying the analytical method described
in Section 3 for both four-pole and six-pole SynRMs. In order to provide the results in a
clear fashion, this section is divided into four subsections. The first presents the machine
evaluations without considering any type of skew, hereby called skewless machines; and
the following three sections address machines with different slide number (N = 2, N = 3
and N = 4). All the results are obtained by means of 2D and 3D FEA simulations carried
out in the commercial package ANSYS Electronic Desktop. The simulation time was chosen
to evaluate a whole period of the machine’s torque ripple.

4.1. FEA Evaluation Original Designs (Skewless Machines)

Figure 5 presents the electromagnetic torque waveform and spatial harmonic spectrum
of both the four-pole and the six-pole SynRMs. Both 2D and 3D results are shown for
comparison. From the results, the evaluation of the 2D and 3D models provide similar
values, showing expected small differences, in accordance with the findings of [40]. The
harmonic components of the electromagnetic torque for each machine are detailed in
Figure 5b,d for the four-pole and six-pole machines, respectively. As expected, the largest
harmonic component in both designs corresponds to the one generated by the stator slotting
effect. Specifically, the highest magnitude harmonic of the four-pole machine corresponds
to v = 18, and that of the six-pole machine corresponds to v = 12. Therefore, and according
to the methodology proposed in Section 3, w = 18 for the four-pole SynRM and w = 12 for
the six-pole machine. Table 2 shows the skew angle that should be considered to discrete
skew the machine according to Equation 4, depending on the desired step number and
aiming to mitigate the highest magnitude harmonic component. The following sections
evaluate the impact of the proposed skew methodology on mitigating torque ripple for
N = 2, N = 3 and N = 4.

(a) 

 

(c) 

 

(b) 

 

(d) 

 
  2D skewless  3D skewless  

52.2 
51.5 

56.1 
55.1 

Figure 5. Electromagnetic torque waveform and spectrum of a skewless reference machine: (a) torque
waveform of four-pole machine with two barriers per pole; (b) torque spatial harmonic content of
four-pole machine with two barriers per pole; (c) torque waveform of six-pole machine with two
barriers per pole; (d) torque spatial harmonic content of six-pole machine with two barriers per pole.
Additionally, 2D and 3D simulation results are compared.
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Table 2. Skew angle to reduce a specific electromagnetic torque harmonic order by discrete skew.

Harmonic Order
Mechanical Angle for

Two-Step Skew
Mechanical Angle for

Three-Step Skew
Mechanical Angle for

Four-Step Skew

2p2b 18th 5◦ 3.33◦ 2.5◦
3p2b 12nd 5◦ 3.33◦ 2.5◦

4.2. Evaluation of Torque Ripple Reduction by Means of Two-Step Discrete Skew

The comparison of the electromagnetic torque for the four-pole and six-pole machine
is shown in Figure 6 when two-step skewing is applied. It can be observed that there is a
significant reduction in the harmonic torque component to be mitigated, to approximately
10% of its original value.
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Figure 6. Comparison of electromagnetic torque waveform and harmonic content of a skewless ma-
chine vs. two-step skewed machine: (a) torque waveform of four-pole machine with two barriers per
pole; (b) torque spatial harmonic content of four-pole machine with two barriers per pole; (c) torque
waveform of six-pole machine with two barriers per pole; (d) torque spatial harmonic content of
six-pole machine with two barriers per pole. The 2D and 3D simulation results are compared.

This agrees with the estimations obtained from the reduction factor proposed in
Equation (9), which can be simplified when evaluating N = 2 to:

krs,v =

√
2

2

√
1 + cos

(
π

v
w

)
. (10)

According to Equation (10), the reduction of the main component of the electromag-
netic torque (which has order w = 18) should be maximum (krs,w = 0). The difference lies
in the fact that Equation (9) considers magnetically independent rotor slices, neglecting
their interaction. Regardless of this, a significant reduction was observed in other harmonic
components. In addition, for the four-pole machine it was found that the torque ripple
harmonic component with v = 12 was also reduced to ~45% of its original value, whilst
other relevant harmonics of order v = 6 and v = 36 were not significantly affected. This
agrees with the estimated reduction factor proposed in Equation (10), since krs,6 = 0.87,
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krs,12 = 0.5 and krs,36 = 1. In turn, for the six-pole machine it was observed that the relevant
torque ripple harmonic component with v = 24 was slightly reduced (to 87% of the original
value), and that other relevant harmonics of order v = 6 and v = 36 were reduced to 77%
and 14% of their original magnitude, respectively. This agrees with the estimated reduction
factor proposed in Equation (10), since krs,6 = 0.7, krs,24 = 1 and krs,36 = 0. In addition, the
trend of other less relevant harmonic components of both machines matches closely with
the estimations of Equation (10). These findings are summarized in Table 3.

Table 3. Torque ripple harmonic component reduction as a result of two-step skewing. The 3D results
were considered and relevant harmonic components analyzed.

Harmonic Order Four-Pole SynRM Six-Pole SynRM

krs,v
(Analytical)

krs,v
(FEA)

krs,v
(Analytical)

krs,v
(FEA)

v = 6 0.87 0.95 0.71 0.77
v = 12 0.50 0.45 0.00 0.06
v = 18 0.00 0.10 - -
v = 24 - - 1.00 0.87
v = 30 - - - -
v = 36 1.00 1.02 0.00 0.14

As an overall result of the discrete two-step skewing, the peak-to-peak value of the
torque ripple was reduced. Table 4 summarizes the torque ripple as a percentage of the
mean torque for the 2D and 3D simulation results, respectively. The torque ripple reduction
is greater than 70% for the four-pole machine and up to 55% for the six-pole design, and an
expected slight reduction of the average torque was also obtained.

Table 4. Average torque and torque ripple comparison when applying two-step skewing, by means
of 2D and 3D FEA simulations.

Skewless
2D

Skewless
3D

Two-Step Skew
2D

Two-Step Skew
3D

Four-pole SynRM Tavg 51.0 Nm 50.2 Nm 50.0 Nm 48.7 Nm
Trp 73.9% 72.1% 20.2% 22.6%

Six-pole SynRM Tavg 54.7 Nm 53.8 Nm 51.9 Nm 50.5 Nm
Trp 49.2% 45.9% 21.4% 19.2%

In this specific case, it can be observed that the 3D evaluation shows worse results
than the 2D assessment, since in the 3D the ripple reduction is lower, and the mean torque
reduction is increased, with respect to the 2D simulations. This can be ascribed to the fact
that 2D simulations on ANSYS consider each slice of the machine as independent machines,
when discrete skewing is applied, and the interface between slices is not taken into account,
resulting in an idealization of the problem. On the other hand, the 3D simulation evaluates
the rotor as a whole unit comprised of physically rotated slices, hence considering effects
within the adjacent slices interface. This is further addressed in Section 4.4.

4.3. Evaluation of Torque Ripple Reduction by Means of Three-Step Discrete Skew

The comparison of the electromagnetic torque for the four-pole and six-pole machine
is shown in Figure 7 when adopting a three-step discrete skew strategy.

As in the case of the two-step skewing, there is a significant reduction of up to 93%
of the highest magnitude harmonic component of the torque ripple. This is in accordance
with the reduction factor derived in Equation (9), further simplified for cases with N = 3
as per:

krs,v =
1
3

[
1 + 2 cos

(
2πv
3w

)]
(11)
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Figure 7. Comparison of electromagnetic torque waveform and harmonic content of skewless ma-
chine vs. three-step skewed machine: (a) torque waveform of four-pole machine with two barriers per
pole; (b) torque spatial harmonic content of four-pole machine with two barriers per pole; (c) torque
waveform of six-pole machine with two barriers per pole; (d) torque spatial harmonic content of
six-pole machine with two barriers per pole. The 2D and 3D simulation results are compared.

According to Equation (11), the reduction of the highest magnitude component of
the electromagnetic torque, when v = w, is maximum (krs,w = 0). Additionally, for the
four-pole machine it was found that the torque ripple harmonic components with v = 12
and v = 36 were reduced to ~45% and ~6% of their original value, respectively, whilst the
other relevant harmonic of order v = 6 was not significantly affected. This agrees with the
reduction factor proposed in Equation (11) for N = 3, since krs,6 = 0.84, krs,12 = 0.45 and
krs,36 = 0. On the other hand, for the six-pole machine it was observed that the harmonic
components with v = 6 and v = 24 were reduced to ~70% and ~12% of their original value,
respectively, whilst the harmonic of order v = 36 was not visibly reduced. This agrees
with the values provided by Equation (11), since krs,6 = 0.67, krs,24 = 0 and krs,36 = 1.
Although they were not relevant contributors, the trend of other harmonic components of
both machines were in good agreement with the expression presented in Equation (11).
These findings are summarized in Table 5.

Table 5. Torque ripple harmonic component reduction as a result of three-step skewing. The 3D
results are considered and the relevant harmonic components analyzed.

Harmonic Order Four-Pole SynRM Six-Pole SynRM

krs,v
(Analytical)

krs,v
(FEA)

krs,v
(Analytical)

krs,v
(FEA)

v = 6 0.84 0.95 0.67 0.70
v = 12 0.45 0.45 0.00 0.06
v = 18 0.00 0.09 - -
v = 24 - - 0.00 0.12
v = 30 - - - -
v = 36 0.00 0.06 1.00 0.90
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As a result of the discrete three-step skewing, the peak-to-peak value of the torque
ripple was considerably reduced. Table 6 presents the obtained mean torque and torque
ripple (as a percentage of the mean torque) for the 2D and 3D simulations, respectively. It
may be noted that the torque ripple reduction is greater than 75% in both analyzed designs
and there is an expected slight reduction in the average torque.

Table 6. Average torque and torque ripple comparison when applying three-step skewing, by means
of 2D and 3D FEA simulations.

Skewless
2D

Skewless
3D

Three-Step Skew
2D

Three-Step Skew
3D

Four-pole SynRM Tavg 51.0 Nm 50.2 Nm 49.9 Nm 48.7 Nm
Trp 73.9% 72.1% 15.6% 18.3%

Six-pole SynRM Tavg 54.7 Nm 53.8 Nm 51.5 Nm 51.0 Nm
Trp 49.2% 45.9% 11.8% 12.7%

Similar to the case of two-step skewing, it can be appreciated that the 3D evaluation
shows a worse outcome than the 2D assessment, since a lower ripple reduction and a higher
mean torque reduction were achieved.

4.4. Evaluation of Torque Ripple Reduction by Means of Four-Step Discrete Skew

The comparison of the electromagnetic torque for the four-pole and six-pole machine
is shown in Figure 8 when four-step skewing is applied.
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Figure 8. Comparison of electromagnetic torque waveform and harmonic content of skewless ma-
chine vs. four-step skewed machine: (a) torque waveform of four-pole machine with two barriers per
pole; (b) torque spatial harmonic content of four-pole machine with two barriers per pole; (c) torque
waveform of six-pole machine with two barriers per pole; (d) torque spatial harmonic content of
six-pole machine with two barriers per pole. The 2D and 3D simulation results are compared.

It can be observed that there is a significant reduction in the harmonic torque compo-
nent to be mitigated, approximately 10% of its original magnitude, to a similar extent to the
two-step and three-step skewing. This is in agreement with the estimations obtained from
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the reduction factor proposed in Equation (9), which, for the specific case of N = 4, can be
simplified to:

krs,v =

√
2

2
cos

(πv
2w

)√
1 + cos

(πv
2w

)
(12)

Based on Equation (12), the reduction of the highest magnitude component of the
electromagnetic torque, when v = w, is maximum (krs,w = 0). Additionally, for the four-
pole machine it was found that the torque ripple harmonic components with v = 12 and
v = 36 were reduced to ~35% and ~5% of their original value, respectively, whilst the other
relevant harmonic of order v = 6 was not affected. This is in agreement with the reduction
factor proposed in Equation (12) for N = 3, since krs,6 = 0.84, krs,12 = 0.43 and krs,36 = 0.
On the other hand, for the six-pole machine, it was observed that the harmonic components
with v = 6, v = 24 and v = 36 were reduced to ~74%, ~12% and ~6% of their original
value, respectively. This is in agreement with the values provided by Equation (12), since
krs,6 = 0.65, krs,24 = 0 and krs,36 = 0. Although they are not relevant contributors, the trend
of other harmonic components of both machines are in good agreement with the expression
presented in Equation (12). A summary of these results is presented in Table 7.

Table 7. Torque ripple harmonic component reduction as a result of three-step skewing. The 3D
results are considered, and relevant harmonic components analyzed.

Harmonic Order Four-Pole SynRM Six-Pole SynRM

krs,v
(Analytical)

krs,v
(FEA)

krs,v
(Analytical)

krs,v
(FEA)

v = 6 0.84 1.01 0.65 0.74
v = 12 0.43 0.35 0.00 0.06
v = 18 0.00 0.08 - -
v = 24 - - 0.00 0.12
v = 30 - - - -
v = 36 0.00 0.05 0.00 0.06

Four-step skewing resulted in a severe torque ripple reduction, as summarized in
Table 8, which presents the results obtained by means of the 2D and 3D evaluations,
respectively. The torque ripple reduction was greater than 75% in both analyzed designs
and there was an expected slight reduction of the average torque.

Table 8. Average torque and torque ripple comparison when applying four-step skewing, by means
of 2D and 3D FEA simulations.

Skewless
2D

Skewless
3D

Four-Step Skew
2D

Four-Step Skew
3D

Four-pole SynRM Tavg 51.0 Nm 50.2 Nm 49.8 Nm 48.7 Nm
Trp 73.9% 72.1% 15.0% 18.3%

Six-pole SynRM Tavg 54.7 Nm 53.8 Nm 51.4 Nm 51.0 Nm
Trp 49.2% 45.9% 11.2% 12.7%

Similar to the two-step and three-step skewing cases, it may be appreciated that the 3D
evaluation shows a worse outcome than the 2D assessment, since a lower ripple reduction
and a higher mean torque reduction were achieved. Nevertheless, the 2D and 3D results
were very similar; for this reason, assessing the proposed skew technique by means of 2D
simulations as a preliminary stage design can be recommended.

It is possible to observe that, when N = 2 and N = 3 are compared, there is a consid-
erable improvement in the reduction of the torque ripple, and the behavior is different
for N = 3 and N = 4, where the reduction is the same. For all cases, N = 2, N = 3 and
N = 4, the average torque remains relatively constant. Therefore, when assessing close-to-
purely-sinusoidal electromagnetic torque waveforms in a SynRM, two-step skew may then
be sufficient as a single ripple component. Conversely, if there are several preponderant
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harmonic components, then it is worth taking a multi-step skewing approach, to mitigate
multiple harmonics at once. A study case is addressed in Section 5 covering this issue.

Consequently, it is necessary to correctly analyze the harmonic distribution of the
electromagnetic torque to properly choose N, since increasing the number of steps does not
always guarantee a significant reduction in torque ripple and could lead to other different
manufacturing costs.

5. Study Case: Optimized SynRM for Minimum Ripple Torque

A 36-slot, six-pole, three-barrier SynRM was selected as the case study for this sec-
tion. The aim was to show the applicability of the proposed method to an optimized
machine, with the particularity that its torque ripple harmonic content does not have a
predominant component. The machine design was optimized using ANSYS commercial
software, including Electronic Desktop for electromagnetic analysis, DesignModeler for
geometry parameterization, and Workbench for optimization. The optimization process
was conducted using a combination of multi-objective genetic algorithms (MOGA) and FEA
simulations. During the optimization process, the machine was supplied with a current
of 20 A/mm2, which is approximately three times the rated current listed in Table 9. This
answers to the known fact that selecting a current between two and three times the rated
current can improve the insensitivity of torque ripple to load variations [41].

Table 9. Main data of the study-case machine subject to optimization.

Parameter Symbol Value Unit

Stator outer diameter Dso 246 mm
Stator inner diameter Dsi 161.4 mm
Rotor outer diameter Dro 160.4 mm
Rotor inner diameter Dri 70 mm

Tooth height ht 22.8 mm
Toot width bt 9 mm

Air-gap length g 0.5 mm
Stack length lst 120 mm

Number of slots Qs 36 -
Number of turns Ns 20 -

Number of pole pairs p 3
Synchronous speed n 5000 rpm

Rated current density Jn 7.5 A/mm2

Stacking factor ks 0.95 mm
Lamination thickness e 0.5 mm

The objective functions were set to minimize torque ripple, maximize power factor,
and maintain average torque above a specified value. The primary constraint during
optimization was to keep the machine’s insulation ratio within the defined limits of 0.35 to
0.45, as per the literature [42]. Geometric constraints were established to ensure feasible
rotor geometries and to prevent errors or unrealistic solutions during optimization. The
upper and lower limits for the rotor’s geometrical parameters (objective variables) were
properly defined.

The optimization results are presented in Figure 9. The optimal design was selected
based on a trade-off between average torque and torque ripple, as it is not possible to
achieve the lowest torque ripple and highest average torque simultaneously. In this case,
the machine with the lowest torque ripple was selected.

To choose a suitable skew angle for reducing the torque ripple to acceptable values,
a FFT was performed on the electromagnetic torque for one period of the torque ripple,
as described in Section 3. The harmonic components of both designs under different load
conditions are shown in Figure 10.
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Figure 10. Harmonic components of the electromagnetic torque for the optimum design: (a) current
density 5 A/mm2; (b) current density 7.5 A/mm2; (c) current density 10 A/mm2; (d) current density
12.5 A/mm2.

From Figure 10, it can be noted that, when the current density is below 10 A/mm2,
the second harmonic is predominant, which is mainly related to stator slotting. When the
current density is above 10 A/mm2, the third harmonic instead is predominant, which
could render traditional methods useless based on mitigating the contribution of slotting
effect on the torque ripple. In consequence, a customized skew angle is calculated from
the proposed methodology, summarized in Table 10. This analysis considered the first,
second, and third harmonics for mitigation using two-step, three-step, four-step, and
five-step skewing.

Table 10. Skew angle to reduce a specific harmonic component of the electromagnetic torque.

Harmonic Order
Mechanical Angle for

Two-Step Skew
Mechanical Angle for

Three-Step Skew
Mechanical Angle for

Four-Step Skew
Mechanical Angle for

Five-Step Skew

6th 10◦ 6.66◦ 5◦ 4◦
12th 5◦ 3.33◦ 2.5◦ 2◦
18th 3.33◦ 2.22◦ 1.66◦ 1.33◦

This case was selected for further analysis.
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From Figure 10 it may be noted that some torque ripple harmonics get significantly
larger as the current density increases, so it is desirable that the skewing technique used
reduces these harmonics. The mitigation factor defined by Equation (9) can be used to
estimate the reduction of each harmonic component. Tables 11–13 report the mitigation
factor when the skew is applied to the first, second, and third harmonics, respectively.

Table 11. Value of the mitigation factor when the sixth harmonic component is selected to reduce
(w = 6).

krs,v

Harmonic Order Mechanical Angle for
Two-Step Skew

Mechanical Angle for
Three-Step Skew

Mechanical Angle for
Four-Step Skew

Mechanical Angle for
Five-Step Skew

6th 0 0 0 0
12th 1 0 0 0
18th 0 1 0 0
24th 1 0 1 0

This case was selected for further analysis.

Table 12. Value of the mitigation factor when the 12th harmonic component is selected to reduce
(w = 12).

krs,v

Harmonic Order Mechanical Angle for
Two-Step Skew

Mechanical Angle for
Three-Step Skew

Mechanical Angle for
Four-Step Skew

Mechanical Angle for
Five-Step Skew

6th 0.7 0.6 0.6 0.6
12th 0 0 0 0
18th 0.7 0.3 0.3 0.2
24th 1 0 0 0

Table 13. Value of the mitigation factor when the 18th harmonic component is selected to reduce
(w = 18).

krs,v

Harmonic Order Mechanical Angle for
Two-Step Skew

Mechanical Angle for
Three-Step Skew

Mechanical Angle for
Four-Step Skew

Mechanical Angle for
Five-Step Skew

6th 0.8 0.8 0.8 0.8
12th 0.5 0.4 0.4 0.4
18th 0 0 0 0
24th 0.5 0.3 0.2 0.2

The analysis shows that the best option for applying skew is to mitigate the first
harmonic using a five-step skew. This theoretically eliminates the harmonic components,
but in practice, this translates into a considerable harmonic reduction. Figure 11 shows the
harmonic components of the optimal design with a five-step skew applied.

The result of applying this skewing techniques translates into a ripple reduction of up
to 65%. Considerable differences can be appreciated when analyzing the response of this
optimized machine and the machines evaluated in Section 4. For the case of the optimized
machine, several harmonic components contributed to torque ripple, the reason for which
a multi-step skewing was best suited from an electromagnetic perspective. In contrast, the
machines addressed in Section 4 had a predominant torque ripple harmonic component,
which could be handled by a two-step skewing.
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Figure 11. Harmonic components of the electromagnetic torque for the optimum design applying
five-step skewing: (a) current density 5 A/mm2; (b) current density 7.5 A/mm2; (c) current density
10 A/mm2; (d) current density 12.5 A/mm2.

6. Conclusions

In this paper, an in-depth analysis of discrete-skew methodology was investigated,
and an approach proposed to better understand the effect of the skewing angle and its
determination during the design phase of SynRM. Following a literature review discussing
the topic, the reduction factor for each harmonic component was introduced and derived
in general form to estimate the resulting amplitude of each torque ripple component as
a function of the skew. As a result, the overall torque ripple waveform was estimated
considering the reduction of each harmonic component.

To assess the validity of the proposed method, two SynRMs were evaluated and
a torque ripple reduction of up to 70% was obtained. The outcomes from the analyti-
cal expressions and FEA evaluation showed good agreement. Moreover, the proposed
harmonic component reduction factor showed promising results, being able to roughly
estimate the reduction of specific harmonic components of the torque ripple. The proposed
skewing technique was used to mitigate the torque ripple on a previously optimized triple-
barrier SynRM with acceptable results: a 65% ripple reduction was observed from 3D FEA
simulations results.

By analyzing the harmonic distribution of the torque ripple, the best skewing strat-
egy can be selected as an input of the proposed skewing technique: for mostly-purely-
sinusoidal torque waveforms, a two-step or three-step skewing is advised, whilst for
machines that have multiple high-magnitude harmonic components, a multi-step skewing
can be recommended.
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Abstract: Pumping systems play a fundamental role in many applications. One of the applications
in which these systems are very important is to pump water. However, in the real world context,
the use of renewable energies to supply this kind of system becomes essential. Thus, this paper
proposes a water pumping system powered by a photovoltaic (PV) generator. In addition, due
to its interesting characteristics, such low manufacturing cost, free of rare-earth elements, simple
design and robustness for pumping systems, a switched reluctance motor (SRM) is used. The power
electronic system to be used in the PV generator and to control the SRM consists of a DC/DC
converter with a bipolar output and a multilevel converter. The adopted DC/DC converter uses only
one switch, so its topology can be considered as a derivation of the combination of a Zeta converter
with a buck–boost converter. Another important aspect is that this converter allows continuous input
current, which is desirable for PV panels. The topology selected to control the SRM is a multilevel
converter. This proposed topology was adopted with the purpose of reducing the number of power
semiconductors. A maximum power point algorithm (MPPT) associated with the DC/DC converter
to obtain the maximum power of the PV panels is also proposed. This MPPT will be developed
based on the concept of the time derivative of the power and voltage. It will be verified that with
the increase in solar irradiance, the generated power will also increase. From this particular case
study, it will be verified that changes in the irradiance from 1000 W/m2 to 400 W/m2 will correspond
to a change in the motor speed from 1220 rpm to 170 rpm. The characteristics and operation of the
proposed system will be verified through several simulation and experimental studies.

Keywords: renewable energy; photovoltaic generator (PV); switched reluctance motor (SRM); water
pumping system; DC/DC converter; multilevel converter

1. Introduction

One of the applications in which electrical machines have been playing a very im-
portant role is related to water pumping. In fact, water pumps have been used for many
purposes, such as agriculture, residences, industry and commerce. One aspect associated
with these applications that has been considered, especially in recent years, is the supply
of these water pumping systems from renewable energy sources. Some examples can be
found in the following literature. The work proposed in [1] presents a review on solar,
wind and hybrid wind–PV water pumping systems. Similarly, paper [2] also presents a
review of solar-powered water pumping systems. The study presented in [3] demonstrated
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a viability case study of solar/wind for water pumping systems in the Algerian Sahara
regions. Research paper [4] proposes a solution for reducing carbon emissions by inte-
grating urban water systems and solar-powered systems. One of the renewable energy
sources that have been considered to be highly applicable is photovoltaic generators. In
rural and remote areas, this kind of renewable energy source has even been considered
to be extremely important. For example, in [5], a photovoltaic water pumping system for
horticultural crop irrigation in Mozambique is proposed. A comprehensive review on
solar-powered water pumping systems for irrigation developments and prospects towards
green energy is presented in [6]. A case study regarding the feasibility of renewable energy
sources for pumping clean water in sub-Saharan Africa is described in [7]. In [8], a PV
microgrid design for rural electrification that can be applied to water pumping systems
and other systems is proposed. There are several factors that must be considered in the
design and application of these systems, such as, for example, the cost and reliability. Thus,
besides the PV panels, in the design and choice of these systems, the power electronics and
machine characteristics must be considered.

Several electrical machine types have been used for water pumping systems. Among
them, one that has been recently used is the switched reluctance machine (SRM). This
machine has been adopted due to several important characteristics, such as low manu-
facturing cost, free of rare-earth elements, simple design, robustness and efficiency. For
example, in [9], a design and optimization model of a high-speed switched reluctance motor
is proposed. A comparison of design and performance parameters in switched reluctance
and induction motors is presented in [10], showing the main important characteristics of
the SRM. It should be mentioned that some of the characteristics, such as low cost and
reliability, are very interesting in pumping systems, especially for developing countries.
Some examples of the importance of pumping systems in developing countries can be
found in [11] applied to certain regions of India, or Latin American countries [12]. Another
aspect of these pumping systems is the required power electronic converters to operate the
SRM. Several types of power converter topologies have been proposed for this machine.
One group of topologies that has been used is characterized by the application of two
voltage levels to the motor windings. Some examples of two-voltage-level topologies can
be found in [13]. A review of switched reluctance motor converter topologies, includ-
ing two voltage levels, can also be found in [14]. Another group that is now becoming
very popular is characterized by applying more than two levels to the motor winding.
These topologies, designated as multilevel, present several advantages, such as reduced
switching frequency, reduced current ripple, lower voltage rate of power semiconductor
devices, faster motor phase magnetization and demagnetization and inherent fault-tolerant
capability. For example, the review proposed in [15] summarizes several SRM multilevel
topologies. A performance comparison of multilevel converter topologies for high-power
high-speed switched reluctance machines can be found in [16]. A torque ripple analysis
of several multilevel converter topologies for switched reluctance machines can be found
in [17]. As well as the two-level converters, the majority of these multilevel structures
present an asymmetric configuration. The first topologies were derived from the classical
multilevel converters used, for example, for induction motors. In this way, the flying capac-
itor (AFC), asymmetric neutral point clamped (ANPC) and cascaded H-bridge were usually
proposed, as described in the next references. An asymmetric three-level neutral point
diode clamped converter topology for SRM drives is proposed in [18]. Another asymmetric
neutral point diode clamped topology considering reduced component count for SRM
drives can be found in [19]. An asymmetric flying capacitor multilevel H-bridge inverter for
SRM drives can be found in [20]. A cascade multilevel converter of SRM drives is proposed
in [21]. It is also possible to find several of these topologies in [22], now considering torque
ripple minimization with multicarrier PWM strategies. This application also has been
extended to other kinds of multilevel topologies. One of them is the T-Type, although the
required blocking voltage of power devices is not the same. An asymmetric three-level
T-Type converter for SRM drives applied to hybrid electric vehicles is presented in [23].
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Additionally, an advanced multi-level converter for four-phase SRM drives based on the
T-Type converter can be found in [24]. Another solution is the modular multilevel converter
(MMC). However, since this topology consists of a higher number of power converters, it
has been used for applications in which a decentralized battery energy storage system is
required [25] or hybrid electric vehicle applications [26]. Meanwhile, many other topolo-
gies have been proposed. Some of them take into consideration specific applications, for
example, electric vehicles or pumping systems. A comparative review of SRM converters
for electric vehicle applications can be found in [27]. A multi-battery block module power
converter for electric vehicles driven by a switched reluctance motors is proposed in [28]. A
multi-purpose fault-tolerant multilevel topology for an 8/6 SRM drive is proposed in [29].
A novel converter topology for a photovoltaic water pump based on switched reluctance
motors can be found in [30]. Additionally, a grid-interfaced solar PV water pumping
system with energy storage is proposed in [31]. Others take into consideration specific
factors, such as fast magnetizing and demagnetizing [32] or fault tolerance of the power
semiconductors of the converter [33]. However, one important disadvantage is related to
the higher number of power semiconductors.

In addition to the drive associated with the machine, a DC/DC converter associated
with the PV panels must also be considered in these pumping systems. These DC/DC
converters are also associated with MPPT (maximum power point) algorithms to constantly
maintain the PV panels at full power. There are many DC/DC power converter topologies
that have been proposed for this kind of system. Usually, these DC/DC converters are
designed for a single output. Some examples where a single output is required can be
found in following examples. In [34], a simplified PWM MPPT approach for a direct PV-fed
switched reluctance motor in a water pumping system using a DC/DC converter is pro-
posed. Other renewable energy-fed switched reluctance motors for PV pump applications
requiring a DC/DC converter with single output can be found in [35]. A PI controller
design for the MPPT of a photovoltaic system supplying SRM via the BAT-inspired search
algorithm is presented in [36]. A similar solution of MPPT control design of a PV system
supplying SRM considering the BAT-inspired search algorithm is proposed in [37]. An
analysis and study regarding the performance of several DC/DC converters that are indi-
cated to be used in BLDC motor drive applications is presented in [38]. However, several
solutions have been proposed in which a dual output is required for the SRM drive DC/DC
converters. Some examples of these type of converters can be found in the next references.
A sensorless SRM-driven solar irrigation pump with grid support using the Vienna rectifier
requiring dual output voltages is presented in [39]. A three-level quadratic boost DC/DC
converter associated with an SRM drive for photovoltaic water pumping requiring dual
output voltages is proposed in [40]. Another topology presenting dual output voltages for a
four-phase SRM-driven solar-powered water pumping solution can be found in [41]. These
solutions present boost characteristic and require two switches. Thus, in [42], another boost
converter with a dual output but with only one switch is presented. DC/DC converters
characterized by buck–boost operation were also proposed to be used for this kind of. In [43],
a DC/DC buck–boost converter for a PV pumping system that uses an SRM is proposed.
A similar approach was also used by [44]. However, in this case, a new configuration of a
dual-output buck–boost converter was used. In [45], a DC/DC converter with dual output
but based on Luo converters and with an advanced voltage-lift technique is proposed.
A topology with similar characteristics is also proposed by [46], but in this case, a topology
based on a combination of the SEPIC and Cuk converters was used. It should be noted that,
in the case of motor drives with multilevel topologies, it is usual to supply them with two
or more outputs. Some solutions using multilevel topologies for other types of motors can
also be found in the literature. A boost multilevel NPC-fed asynchronous pumped storage
hydro-generating unit is proposed in [47]. An isolated cascaded multilevel qZSI converter
for a single-phase induction motor for water pump application can be found in [48]. A PV
generator-fed water pumping system based on an SRM with a multilevel fault-tolerant
converter is proposed in [49]. An NPC inverter-based solar PV-fed induction motor drive
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for water pumping is proposed in [50]. However, one aspect of these solutions is that the
design of the drive is not usually optimized taking into consideration the reduction in
the power semiconductor switches and/or passive components. On the other hand, most
solutions have not considered water pumping systems based on SRM drives connected
to multilevel converters. Another aspect associated with these PV pumping systems is
the MPPT algorithm that must be associated with the power electronic converters. Many
different approaches have been proposed for the implementation of these algorithms.
Among them, the algorithms that are most used and also considered as classical ones are
the perturb and observe and the incremental conductance [51]. Other algorithms that use
metaheuristic optimization techniques have also been proposed. Examples of these can
be seen in works [52,53]. Although these algorithms usually allow excellent results to be
obtained, their implementation usually requires some complexity.

Taking into consideration the aspects already mentioned, this paper proposes a PV-
powered water pumping system in which an SRM is used. In this proposal, the SRM drive
is composed of a multilevel converter with a reduced number of power devices [54]. On the
other hand, a combined DC/DC converter associated with the PV panels is also proposed,
which was designed with a single switch [55]. This DC/DC converter presents a buck–boost
characteristic and continuous input current. Associated with this DC/DC converter, the
use of an MPPT algorithm based on the concept of the time derivative of the power and
voltage is also proposed. It should be mentioned that the adoption of this algorithm was
chosen taking into consideration its simplicity and possibility to be implemented with a
simple analogue electric circuit. Finally, the proposed system for the PV-powered water
pumping system will be tested in two ways. Firstly, through a computer simulation, and
secondly, using a laboratory prototype.

Regarding the organization of this paper, it consists of six sections, the first one being
this introduction. In the next section, the proposed water pumping system supplied by
PV panels and with an SRM drive based on a multilevel converter with reduced switches
will be presented. The control system developed for this application will be presented
in the third section. In the fourth section, several results that were obtained through
a simulation program will be presented. These results will also be confirmed using a
laboratory prototype, with the obtained results presented in Section 5. Section 6 is dedicated
to the discussion of the results and comparison with other solutions. Finally, in the last
section, the conclusions of this work will be presented.

2. Proposed Water Pumping System Supplied by a PV Generator

The proposed water pumping system will be driven by an 8/6 SRM. In addition, it will
be fed by a renewable energy source, namely by PV panels. To obtain the maximum power
from the PV generators, a DC/DC converter with dual output is proposed. To obtain the
dual output, a converter derived from a combination of the Zeta converter with a buck–boost
converter is used. This combination allows a single switch to be used. Another aspect is
that the input current of the converter (output PV current) will be continuous. The SRM
drive is composed of a multilevel converter that will be supplied by the dual output of the
DC/DC converter. The proposed water pumping system is presented in Figure 1.

As described and presented in Figure 1, the electronics associated with the pumping
system consist of two converters. These converters can be analyzed in a separated way as
described in the next section.

In the context of this paper, the water pump is a mechanical device where the shaft
is coupled to the SRM using an appropriate transmission. The use of a centrifugal water
pump is assumed, since this is one of the most common types of pumps for transferring
fluids. The centrifugal pump operates on a concept called forced vortex flow. This means
that when a specific quantity of fluid is forced to rotate imposed by an external torque,
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there is a rise in the rotating liquid’s pressure head, which transfers the fluid from one place
to another. The necessary external torque to move the impeller is given by:

Text =
ρgHTQ

ωη
(1)

where ρ is the water density in (kg/m3), g is the acceleration due to gravity (m/s2), HT is
the pump’s total head (m), Q is the water flow rate (m3), ω is the speed of the impeller
(rad/s) and η is the efficiency of the pump. The operation limits of this application for
water pumping purposes should be determined by the minimum water flow rate required
and necessary head (elevation) according to pump characteristic (typical operation curve)
such as speed and efficiency.

iD

iB

iC
iA

iPV

 

Figure 1. Water pumping system supplied by a PV generator and with an SRM using a drive based
on a multilevel converter with reduced switches.

2.1. Multilevel Converter Fed SRM Drive

The proposed multilevel converter adopted in the SRM drive was designed with
the purpose of minimizing the number of components. In this way, although allowing
the application of multilevel voltages to the 8/6 SRM, it only requires eight transistors
and eight diodes. Analyzing the possible combinations for the transistor state (ON/OFF)
conditions, it is possible to conclude that there are five working modes associated with
each motor winding, respectively (example given for motor winding A):

Mode 1: This mode is verified when the devices S13U, S1M and S13L are in the ON
condition. As shown in Figure 2a, this circuit applies the two input DC voltages (VC1 = Vo1
and VC2 = Vo2) to the motor winding. In this mode, the maximum positive voltage applied
to the motor winding is (+VC1 + VC2).

iA

 

iA

 

iA

 

iA

 

iA

(a) (b) (c) (d) (e) 

Figure 2. Operating modes associated with each motor winding: (a) Mode 1 → +VC1 +VC2, (b) Mode
2 → +VC2, (c) Mode 3 → 0, (d) Mode 4 → −VC1, (e) Mode 5 → −VC1 −VC2.
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Mode 2: In this mode, the transistors S1M and S13L are in the ON condition, and the
resulting circuit allows the application of the intermediate positive voltage (+VC2) to the
motor winding. Figure 2b presents the diagram of this circuit.

Mode 3: In this mode, the converter applies the zero-voltage level to the motor winding.
This circuit is obtained when only S13L is in the ON condition (see Figure 2c).

Mode 4: In this mode, the circuit allows the application of the intermediate negative
voltage level (−VC1) to the motor winding. This circuit results from the condition in which
only the transistor S1M is in the ON condition (see Figure 2d).

Mode 5: This mode is verified when none of the transistors are in the ON condition.
As shown in Figure 2e, the circuit applies the maximum reverse voltages of the two input
DC sources (VC1 and VC2) to the motor winding. Therefore, the maximum negative voltage
applied to the winding is (–VC1 −VC2).

These operating modes can also be presented mathematically. Thus, for the devel-
opment of the mathematical model, the power semiconductors are considered as ideal
switches. In this way, associated with the transistors, Boolean variables are considered,
as described by (2): ⎧⎪⎪⎨⎪⎪⎩

αji = 0 i f Sji is ON
αji = 0 i f Sji is OFF
αkm = 0 i f Skm is ON
αkm = 0 i f Skm is OFF

(2)

where k = 1, 3, 4, 6, j = 13, 24 and I = U, M.
Using these variables, taking into consideration the possible combinations for the

transistors’ ON/OFF conditions and in accordance with the Kirchhoff laws, it is possible
to obtain the mathematical expressions of the voltages applied to the motor windings, as
function of the switches. These expressions are then given by:⎡⎢⎢⎣

VAn1
VBn2
VCn1
VDn2

⎤⎥⎥⎦ =

⎡⎢⎢⎣
α13Uα1Mα13L − βA α1Mα13L − βA

α4Mα24U − βB α24Lα4Mα24U − βB
α13Uα3Mα13L − βC α3Mα13L − βC

α6Mα24U − βB α24Lα6Mα24U − βB

⎤⎥⎥⎦[Vo1
Vo2

]
(3)

where β is binary variable that is a function of:{
βw = 1 i f iw > 0 and all S associated to winding w are OFF
βw = 0 i f iw ≤ 0 or all S associated to winding w are not OFF

(4)

where w = A, B, C, D.
According to the previous expressions, it is possible to confirm the multilevel volt-

age operation of the converter, namely by verifying that five different voltage levels can
be applied.

2.2. Operation in Continuous Conduction Mode

Similar to the SRM drive that operates the motor, the DC/DC converter was also
designed with a reduced component count. In this way, although the converter has the
specification of having two outputs, it only requires one switch. Thus, considering that the
converter operates in continuous conduction mode (CCM), it is possible to conclude that
there are only two working modes, respectively:

Mode 1: This mode is verified when the converter switch Sw is in the ON state and
diodes D1 and D2 are in the OFF state, resulting in the circuit configuration of Figure 3a. In
this mode, both inductors (L1 and L2) are in charging mode, through which their currents
will increase. Inductor L1 will be charged by the input power source. On the other hand,
the capacitors C3 and C4 will discharge their storage energy to the inductor L2 and to the
load. In this mode, capacitors C1 and C2 will also discharge to the load. The equations for
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the inductors’ voltages and capacitors’ currents in this mode are as follows, where iload is
the nominal current of the SRM:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

vL1 = L1
diL1

dt
= VPV = Vi

vL2 = L2
diL2

dt
= Vi + VC4 − VC1

iC3 = C2
dvC3

dt
= iload + iC2

iC4 = C4
dvC4

dt
= −iL2

(5)
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iD2

iD1

 
(a) (b) 

Figure 3. Operating modes of the DC/DC converter: (a) Mode 1: SW → ON, (b) Mode 2: SW → OFF.

Mode 2: In this mode, the converter switch Sw changes to the OFF state. In an opposite
way, diodes D1 and D2 change to the ON state, resulting in the circuit presented in Figure 3b.
In contrast to mode 1, in this mode, both inductors (L1 and L2) will be in discharging mode.
In this way, their current will decrease. The capacitors C3 and C4 will be in charging mode,
through which inductor L1 will discharge to such capacitors. Inductor L2 will discharge to
capacitors C1 and C2. The equations for the inductors’ voltages and capacitors’ currents in
this mode are as follows: ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

vL1 = L1
diL1

dt
= Vi − VC3 = −VC4

vL2 = L2
diL2

dt
= −VC1

iC3 = C2
dvC3

dt
=

iL1

2
iC4 = C4

dvC4

dt
=

iL1

2

(6)

One aspect that is possible to verify from these modes is that the PV current (input
of the converter) will be continuous. The converter waveforms associated with the two
operating modes are presented in Figure 4.

Taking into consideration both operating modes and the zero average voltage in both
inductors over one cycle, the static voltage gain of this DC/DC converter can be obtained.
The average voltages in the inductors are given by:⎧⎪⎪⎪⎨⎪⎪⎪⎩

1
T
∫ T

0 vL1 dt = 1
T

[∫ δT
0 (Vi) dt +

∫ T
δT (−VC4) dt

]
= 0

1
T
∫ T

0 vL1 dt = 1
T

[∫ δT
0 (Vi) dt +

∫ T
δT (Vi − VC3) dt

]
= 0

1
T
∫ T

0 vL2 dt = 1
T

[∫ δT
0 (Vi + VC4 − VC1) dt +

∫ T
δT (−VC1) dt

]
= 0

(7)
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Taking into account the expressions given by (5) and (6), the converter static voltage
gain of each output and capacitor voltages can be obtained, which are given by:⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

Vo1 = VC1 = δ
1−δ Vi

Vo2 = VC2 = δ
1−δ Vi

Vo = VC1 + VC2 = 2δ
1−δ Vi

VC3 = 1
1−δ Vi

VC4 = δ
1−δ Vi

(8)

From the expressions given in (8), it is possible to see that the static voltage gains of
both outputs are equal and have a buck–boost characteristic.

VD1 ,VD2

VC3, VC4

VSW

t

t

t

t0 tON

iL1, iL2

t

T

SW    ON SW    OFF

iL1

iL2

iPV

iin

t

Figure 4. Waveforms associated with both operating modes.

2.3. DC/DC Component Design

This section presents the design of the components of the DC/DC buck–boost converter.
During mode 1, the capacitor C4 discharges according to the iL2 current (see Figure 3a)
given by Equation (9).

ΔVC4 =
1

C4

∫ δT

0
iL2 dt (9)

Therefore, is possible to design the capacitor for a permissible voltage ripple. The
previous equation can also be expressed as (10), where δ is the duty cycle and fsw the
switching frequency.

C4 =
iL2 · δ

ΔVC4 · fsw
(10)

Considering that the average current over the output capacitor C1 in each cycle is zero,
the capacitor C4 value depends on the load current, resulting in Equation (11).

C4 =
iload · δ

ΔVC4 · fsw
(11)

Inserting the duty cycle and considering Equation (8), this leads to Equation (12).

C4 =
iload

ΔVC4 · fsw
· VC1

(Vi + VC1)
=

iload
ΔVC4 · fsw

· Vo

(2Vi + Vo)
=

Pout

(2Vi + Vo) · ΔVC4 · fsw
(12)
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From the charge variation of C3, it is possible to conclude that the voltage across C3
decreases during mode 1, which leads to:

ΔVC3 =
1

C1

∫ δT

0
iC3 dt (13)

Similarly, one can also design the capacitor C3 for a permissible voltage ripple as
happens with capacitor C4, Equation (14).

C3 =
iC3 · δ

ΔVC3 · fsw
(14)

Considering that the average current over the output capacitor C3 in each cycle is zero,
the capacitor C3 value depends on the load current, resulting in Equation (15):

C3 =
iload · δ

ΔVC3 · fsw
(15)

Inserting the duty cycle and considering Equation (8), this now leads to Equation (16).

C3 =
iload

ΔVC3 · fsw
· VC2

(Vi + Vo2)
=

iload
ΔVC3 · fsw

· Vo

(2Vi + Vo)
=

Pout

(2Vi + Vo) · ΔVC3 · fsw
(16)

In general, the differential Equation (17) represents the current evolution on a capaci-
tor C2.

iC2(t) = C2
dvC2(t)

dt
(17)

After linearization, Equation (17) becomes Equation (18).

ΔvC2

Δt
=

iC2

C2
(18)

During mode 1, the instantaneous current in the capacitor C2 is equal to the output
current. Additionally, in mode 1, we have Δt = δTsw = δ/fsw, thus:

C2 =
iload.δ

ΔVC2 · fsw
=

iload
ΔVC2 · fsw

· Vo

(2Vi + Vo)
=

Pout

(2Vi + Vo) · ΔVC1 · fsw
(19)

Observing Figure 4, it is possible to verify that when the power semiconductor is
turned on, the charge variation ΔQ over the capacitor C1 is equivalent to the area of a
triangle with 0.5ΔIL2 height and time base 0.5Tsw, thus:

C1 =
ΔQ

ΔVC1
=

1
2 fsw

. ΔIL2
2

2
ΔVC1

=
ΔIL2

8ΔVC1 fsw
(20)

Similar calculations can be performed to obtain the values of both inductors. During
mode 1, the input voltage lies across L1 and the current through it increases by ΔIL1. The
inductor L1 can be obtained for a chosen current ripple according to Equation (21).

L1 =
Vi · δ

ΔIL1 · fSW
(21)

Replacing the duty cycle given in (8), it is possible to obtain Equation (22).

L1 =
Vi

ΔIL1 · fSW
· V0

(2Vi + V0)
(22)
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During mode 1, the voltage across L2 is given by Equation (5), and the current through
it increases by ΔIL2. The inductor L2 can be obtained for a chosen current ripple according
to (23).

L2 =
(Vi + VC4 − VC1) · δ

ΔIL2 · fSW
(23)

Replacing the duty cycle and other relations given in Equation (8), it is possible to
obtain (24).

L2 =
(Vi + VC4 − VC1)

ΔIL2 · fSW
· V0

(2Vi + V0)
(24)

The maximum reverse voltage of the converter switch Sw and maximum continuous
current are given by Equations (25) and (26).

VR−SW = Vi − VL1 = Vi + VC4 (25)

IC−SW = iL1 (26)

When the converter switch Sw is turned on, diodes D1 and D2 are turned off. In this
situation, the maximum reverse voltage and maximum continuous current over D1 (during
the ON state) are given by (27) and (28), respectively.

VR−D1 = VC4 − Vi (27)

IC−D1 = iL1 − iC3 =
iL1

2
(28)

Similarly, for the diode D2, we have Equations (29) and (30).

VR−D2 = VC3 (29)

IC−D2 = iC2 + iC3 + Iload (30)

To analyze the design of these components, an example of the determination of their
values is now presented. The following calculations are based on Equations (8)–(30) to
estimate the component values. A DC voltage of 40 V and a DC output voltage of 200 V are
assumed, which results in a duty cycle of:

δ =
V0

(2Vi + V0)
= 0.71 (31)

Considering a switching frequency fsw = 10 kHz and assuming a maximum variation
of 0.5 A in L1 (ΔIL1), it is possible to calculate the value of inductor L1 based on Equation (21):

L1 =
40 × 0.71
0.5 × 104 ≈ 5.6 mH (32)

Considering the duty cycle of Equation (30), the input voltage Vi = 40 V and the
voltages of capacitors C1 and C4 given by Equation (8), and assuming a maximum variation
of 0.5 A in L2 (ΔIL2), it is possible to calculate the value of inductor L2 based on Equation (23):

L2 =
(40 + 138 − 100)× 0.71

0.5 × 104 ≈ 11.2 mH ≈ 2L1 (33)

Assuming an output power of 1500 W and considering that C3 and C4 achieve a
voltage variation of 2%, is possible to calculate the values of these capacitors according
Equations (12) and (16):

C3 = C4 =
1500

(2 × 40 + 200)× 0.02 × 138 × 104 ≈ 194 μF (34)
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In the same conditions, assuming that the output capacitors C1 and C2 achieve a
voltage variation of 1%, is possible to calculate the values of these capacitors according
Equations (19) and (20):

C1 =
0.5

8 × 0.01 × 100 × 104 ≈ 6.25 μF (35)

C2 =
1500

(2 × 40 + 200)× 0.01 × 100 × 104 ≈ 535 μF (36)

3. Control of the Proposed System

Another aspect that must be taken into consideration is the control of the proposed
pumping system. There are several aspects that should be considered, such as the extraction
of the energy from the PV panels and the control of the motor. The control of the extracted
energy from the PV panels will be ensured by the DC/DC converter. Thus, since the purpose
is to extract the maximum energy, an MPPT algorithm will be considered. This algorithm
will establish the control of the DC/DC converter switch. In order to maintain the balance
between the generated energy from the PV panels and the motor consumption, there is a
voltage controller associated with the motor drive. In this way, this voltage controller will
ensure that the DC/DC converter output voltages will be stable at a specific reference value.
A block diagram of the control system for the proposed solution is presented in Figure 5.

iA

IPV

VPV

VDC_LinkIPV_ref

VC1

Switching

Signals

iB
iC
iD

Switching
Signals

 

Figure 5. Control system for the proposed solution.

Regarding the MPPT algorithm that will ensure the harnessing of the maximum
energy that the solar panels can supply, different approaches have been proposed. Among
them, the algorithms that are most used are the incremental conductance and perturb and
observe [51]. Other algorithms including the use of metaheuristic optimization techniques
were proposed. Examples of these can be seen in works [52,53]. Although these algorithms
usually allow excellent results to be obtained, their implementation usually requires some
complexity. Thus, for this system, an approach considering its simplicity and possibility
of being implemented with a simple analogue electric circuit will be used. This algorithm
is based on the time derivative of power, as well as voltage. In this way, singularities are
avoided that can be found with an algorithm based on the derivative of the power and
voltage or current [56]. This algorithm will then be developed taking into consideration the
typical I–V curve of the PV panels. In accordance with this, the MPP is achieved when the
derivative of the voltage and power are zero. However, the movement to that point can be
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achieved through the derivative of the power and voltage in order of time. Therefore, if the
system is within the left side of the MPP and if the condition dP/dt > 0 and dV/dt > 0 is
ensured, this will result in a trajectory in the direction of the MPP. On the other hand, if the
system is within the right side of the MPP and if the condition dP/dt > 0 and dV/dt < 0 is
ensured, this will also result in a trajectory in the direction of the MPP. Thus, the conditions
to ensure that the system will move to the MPP are given by (37).⎧⎨⎩

(
dP
dt > 0 and dV

dt > 0
)

or
(

dP
dt < 0 and dV

dt < 0
)

, decrease IPH(
dP
dt > 0 and dV

dt < 0
)

or
(

dP
dt < 0 and dV

dt > 0
)

, increase IPH
(37)

Starting from the conditions given by (37), the MPPT function regarding the derivative
of voltage and power in order of time can be developed. Therefore, taking into consideration
that the input current of the DC/DC converter is regulated by a hysteretic current controller,
the reference current is given by the following control law:

iPV_re f = k
∫ dP

dt
dV
dt

dt (38)

However, it is possible to simplify the previous control law even more. To do so,
instead of using the derivative of the power and voltage in order of time, their signal will
simply be considered. In this way, the MPPT only consists of a single expression given by
Equation (39), which can easily be implemented through an analogue electronic circuit.

iPV_re f = k
∫

sign
(

dP
dt

)
sign

(
dV
dt

)
dt (39)

One important aspect that must also be considered is the balance between the gener-
ated power and the power consumption of the motor. This will be ensured by the adopted
voltage controller of the SRM drive. Therefore, this voltage controller must ensure that the
output voltage of the proposed DC/DC converter remains in steady state in the reference
value. To ensure this, the voltage controller will define the current references for the SRM
drive controller. A PI compensator will be used for this voltage controller, as shown in
Figure 6. Regarding the PI parameters, they have been determined through trial and error
obtained from several repeated experiments.

VC1_ref

VC1

iA,B,C,D_ref

Figure 6. Voltage controller associated with the SRM drive.

4. Simulation Results

With the purpose of confirming the expected performance of the proposed solution,
the system was initially implemented in a simulation software. The adopted program was
one of the most used in these kinds of systems, namely the Matlab/Simulink. For the power
electronic converters, inductors (L1 and L2) of 5 mH and 10 mH, respectively, and capacitors
of 22 μF (C1), 680 μF (C2) and 220 μF (C3 and C4) were used. It should be mentioned that
these values are based on the previous determination of these components. However,
they are not completely equal, since for the experimental tests, components that exist in
the laboratory were used, and the same values that were used in that part were used for
comparison purposes. Regarding the machine, an 8/6 SRM was used. Regarding the PV
panels used in this system, their characteristics can be seen in Table 1. The component
values of the power electronic converters were obtained from the equations presented in
Section 2.3, and input DC voltage 40 V, DC output voltage 200 V, 1500 W output power,
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fsw = 10 kHz, a ripple limit in capacitor voltages ΔVC1 = ΔVC2 ≤ 1%, ΔVC3 = ΔVC4 ≤ 2%,
and inductor current ripples ΔIL1 = ΔIL1 < 10% were used, which are values that are usually
used by designers. However, the adopted values are higher since they have been chosen
because of the existing components in our laboratory.

Several simulation tests are presented in this section. The first test was conducted
with 700 W/m2 (irradiance) and 25 ◦C (ambient temperature). The obtained waveforms of
this test are presented in Figure 7. The waveforms of this figure are related to the voltage
applied to winding A, with currents in all windings and input DC voltages applied to the
drive (or DC/DC output voltages). From the analysis of the voltage applied the motor
winding A (Figure 7a), the multilevel operation of the drive is noticeable, where the two
positive voltage levels are clearly visible. Moreover, it is possible to see that, initially, when
the winding is magnetized and at the end when it is demagnetized, the maximum voltage
levels are applied. One of the voltage levels that does not appear in this waveform is the
−VC1 (Figure 2d). The reason for this is because when the demagnetization is necessary, it
should be carried out as fast as possible. In this way, the negative voltage that is applied
is −VC1 −VC2 (Figure 2e). Since there are no negative currents in this motor, there is no
need to apply the negative voltage level −VC1 (Figure 2d) to maintain a specific negative
current level. On the other hand, the currents in the motor windings are clearly controlled,
as visible from the waveforms presented in Figure 7b. Another aspect that can be seen is
the effect of the switching action of the inverter devices on the SRM pulsation torque. As
can be seen from Figure 7c, there are two different impacts. The first one is related to the
high-frequency switching of the inverter devices originating from the hysteretic comparator.
Since this hysteresis is low, the current ripple is also low, so the impact on the torque is
also low. On the other hand, this high-frequency switching will affect the voltage applied
to the motor windings but has a lower impact on the current. Due to this high frequency,
the motor winding will behave as a low-pass filter. As a result, this will also attenuate the
impact on the torque. However, the major problem appears during the transitions between
the phase current, from which a pulsation torque will originate. This last problem can be
attenuated using advanced control techniques. However, for this specific application, this
is not significant. Finally, analyzing the waveforms of the input DC voltages applied to the
drive (output voltages of the DC/DC converter) presented in Figure 7d, it is possible to see
that they are balanced and stable at the reference value (set to 200 V). On the other hand,
as shown in Figure 7e, the converter input current is continuous, which is one advantage
considering the characteristics of the PV panels.

Table 1. Characteristics of the PV panels used in the proposed pumping system (in STC).

Parameter Value

Voltage at MPP 37.4 V

Current at MPP 8.56 A

Power at MPP 320 W

Open-circuit voltage 46.7 V

Short-circuit current 9.10 A

Simulation tests in transient conditions were also carried out. In this condition, the
system was suddenly connected considering the same values of the previous test, which
can be seen in Figure 8 (notice that the voltages and currents of the capacitors and inductors
are initially zero). Analyzing the output DC/DC converter voltage waveforms presented in
Figure 8a, it is possible to see they started at 0 V and stabilized at 200 V (reference value) in
a balanced state. It should be mentioned that until the output voltages reach the reference
value, the pumping system is not operating. In this way, these results confirm the predicted
operation of the voltage controller. Regarding the generated power from the PV panels, it
is possible to see from Figure 8b that, starting from zero, it will increase immediately until
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it reaches the MPP. On the other hand, it is also possible to confirm that after reaching the
MPP, it will stay at that point. In this way, the predicted capability of the proposed MPPT
algorithm is confirmed.

Another transient test that was considered was the solar irradiance variation. Thus,
initially a solar irradiation of 700 W/m2 was considered, increasing to 1000 W/m2 at 1.2 s
and returning again to 800 W/m2 at 1.8 s. This irradiation profile is shown in Figure 9a.
The waveform of the SRM motor speed is shown in Figure 9b. As expected, with the
increment in the PV generated power (due to the increase in the irradiance), there is also
an increment in the motor speed, and vice versa. The behavior of the voltage controller
is also presented through the DC/DC output voltages shown in Figure 9c. Indeed, this
figure shows that these voltages remain in the reference value, confirming that the balance
between the generated power and the power consumption of the motor is ensured.

 
(a) (b) 

 
(c) (d) 

(e) 

Figure 7. Obtained simulation waveforms for the tests in which an irradiance of 700 W/m2 and an
ambient temperature of 25 ◦C associated with the motor drive were defined: (a) motor winding A
applied voltage, (b) currents in the motor windings, (c) SRM torque (d) input DC voltages applied to
the drive, (e) converter input current.
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(a) (b) 

Figure 8. Obtained simulation waveforms during the connection of the system (transient operation):
(a) DC/DC output voltages, (b) generated PV power.

 
(a) (b) 

 
(c) 

Figure 9. Obtained simulation waveforms during the connection of the system: (a) solar irradiation
applied to the PV panels, (b) SRM motor speed, (c) DC/DC output voltages.

Tests with respect to various irradiances applied to the PV panel were also carried
out. Thus, in order to see the impact of these changes in the system, in Figure 10, the
obtained waveforms when the irradiance changes from 1000 W/m2 to 400 W/m2 in steps
of 200 W/m2 are presented. In Figure 10a, the irradiance applied to the PV panel is
presented, and Figure 10b shows the motor speed. As expected, the motor speed changes
with the irradiance once the generated power also changes. In fact, the motor speed
changes from 1220 rpm to 170 rpm in steps just like the irradiance. It should be stated that
in pumping systems, this change in speed is generally not very important, although it must
be above a specific minimum value.
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(a) (b) 

Figure 10. Obtained simulation waveforms with respect to various irradiances: (a) solar irradiation
applied to the PV panels, (b) SRM motor speed.

5. Experimental Results

The proposed solution was also tested using a laboratory prototype combining the
power electronic converters and the SRM. The parameters of the components used for this
prototype were the same as the ones used for the simulation tests. The PV panels were
simulated using a controlled voltage source (EA PS8360-30 2U) in which their characteristics
were programmed to obtain the typical I–V curves. An 8/6 SRM machine was also used.
Figure 11 shows the experimental test bench with the proposed laboratorial prototype. In
figure, it is possible to see: 1—the controlled voltage source (EA PS8360-30 2U); 2—the
digital signal processor (DSPACE 1104) used to control the multilevel SRM drive and MPPT
algorithm; 3—the gate drive circuits; 4—the DC/DC converter; 5—the multilevel SRM
drive; 6—the auxiliary power source for the gate drive circuits; 7—the signal generator;
8—the 8/6 SRM machine; 9—the absolute encoder for measuring speed and rotor position;
10—the DC machine used to simulate the water pump; 11—the current probes and 12—the
DL1540 Yokogawa oscilloscope.

 

Figure 11. Photograph of the experimental test bench with the proposed laboratorial prototype:
1—controlled voltage source (EA PS8360-30 2U); 2—digital signal processor (DSPACE 1104) used to
control the multilevel SRM drive; 3—gate drive circuits; 4—DC/DC converter; 5—multilevel SRM
drive; 6—auxiliary power source for gate drive circuits; 7—signal generator; 8—8/6 SRM machine;
9—absolute encoder for measuring speed and rotor position; 10—DC machine used to simulate the
water pump; 11—current probes; 12—DL1540 Yokogawa oscilloscope.
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The laboratory results of the first test presented in Figure 12 were obtained in steady
state considering a 700 W/m2 irradiance and a 25 ◦C ambient temperature. The results
shown in this figure are the voltage applied to motor winding A (Figure 12a) and currents
in all the phases of the SRM (Figure 12b), as well as the output voltage (Figure 12c) and
input current (Figure 12d) (applied to the SRM drive) of the DC/DC converter. From
these waveforms, it is possible to conclude that they are similar to the ones obtained in the
simulation tests. They also confirm the multilevel voltage characteristics of the SRM drive
and continuous input current of the DC/DC converter.

Similar to the simulation tests, experimental transient tests were also performed. The
first one was carried out considering the initial connection of the system. As shown in
Figure 13, it is possible to conclude that the output voltage of the DC/DC converter starts
at 0 V, but will rapidly achieve the desired (reference) value of 200 V. The balance of the
DC/DC output capacitors voltages is also verified. It should be mentioned that, like in the
simulation tests, the pumping system was only operated after the DC/DC output voltages
reached the reference value.

A laboratory test in which the solar irradiance was not always constant was also
performed. Thus, for this test, a first change in the solar irradiance from 700 W/m2 to
1000 W/m2 was implemented, then this irradiance was maintained and finally another
change to 800 W/m2 was implemented. The implemented solar irradiance, speed of the
SRM and output voltages of the DC/DC converter results are presented in Figure 14. This
figure confirms that the motor speed follows the irradiance and that the DC/DC output
voltages are maintained at the reference value. These results also confirm the ones obtained
in the simulation tests.

 
(a) (b) 

  
(c) (d) 

Figure 12. Obtained experimental waveforms for the tests in which 700 W/m2 (irradiance) and
25 ◦C (ambient temperature) associated with the motor drive were defined: (a) voltage applied to
motor winding A, (b) currents in all motor windings, (c) input DC voltages applied to the drive,
(d) converter input current.
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(a) (b) 

Figure 13. Obtained experimental waveforms for the tests in which 700 W/m2 (irradiance) and 25 ◦C
(ambient temperature) during the connection of the system were defined: (a) DC/DC output voltages,
(b) generated PV power.

  
(a) (b) 

 
(c) 

Figure 14. Obtained experimental waveforms when the system is subject to a change in the solar
irradiance: (a) solar irradiation applied to the PV panels, (b) speed of the SRM motor (22.5 V →
1000 rpm), (c) DC/DC output voltages.

6. Discussion

For a better analysis of the proposed system, a comparative study with other solutions
is presented in this section. Since this system consists of two power electronic converters,
the analysis will be focused on each of them. From the point of view of the SRM drive,
several multilevel power converters have already been proposed. Table 2 presents the
main characteristics associated with each one. As shown by this table, the asymmetric
neutral point clamped (ANPC) [16] is the one that has more switches and diodes. This
will lead to an increased cost of this drive. On the other hand, the cascaded asymmetric
H-bridge [21] is the one that requires more than one independent voltage source. Thus,
although requiring less diodes, this aspect will lead to an increase in the cost of this system.
Among the classical multilevel structures, the T-Type [23] is considered one of the more
interesting topologies. This structure requires the same number of switches, but uses a
much lower number of extra diodes and does not require an extra independent voltage
source. The adopted one allows for a clear reduction in the number of switches and diodes
when compared with the other classical structures. Another point of view is regarding
the DC converter associated with the PV panels and SRM drive. Another comparison is
presented regarding other possible solutions. The main characteristics of each of these
solutions can be seen in Table 3. From this table, it is possible to see that the one that was
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adopted is among the ones that use fewer components. One of the topologies from this
group that uses fewer passive components is the one from [41]. However, this topology
only operates in boost mode, which can present some limitations for this kind of application.
In fact, due to parasitic elements of inductors, capacitors and switching semiconductors,
the voltage gain can strongly be limited, usually limited to around three times. Another
interesting solution is the one from [43], although their input current is discontinuous,
which, in this case, is not the best solution for PV panels.

Table 2. Comparison with typical multilevel power converters used in SRM drives.

Topology

Characteristics [16] [21] [23] Adopted

Number of switches 16 16 16 8
Extra diodes 32 14 8 8

Independent voltage sources No Yes No No
Cost High High Medium Low

Table 3. Comparison with DC/DC power converters used between the PV panels and the SRM drive.

Topology

Characteristics [41] [42] [43] [44] [45] [46] Adopted

Voltage gain of each output 1
δ

1
δ

1
1−δ

1
1−δ

1
1−δ

1
1−δ

1
1−δ

Number of switches 2 1 1 1 1 1 1

Number of diodes 3 3 2 2 4 3 2

Number of inductors 1 1 2 3 4 3 2

Number of capacitors 2 3 3 4 4 4 4

Input current continuous continuous discontinuous continuous continuous continuous continuous

7. Conclusions

A water pumping system supplied by a PV generator and with a switched reluctance
motor is presented in this paper. The purpose of this solution was to present a system
with reduced costs. In this way, for the SRM drive, a multilevel converter with a reduced
number of switches was adopted. Despite the reduced number of switches, the ability to
magnetize and demagnetize the motor windings independently was maintained, as well
as the provision of the DC voltage balance. For the DC/DC converter, associated with the
PV panels and supplying energy to the motor drive, the same philosophy was adopted;
it was designed with a single switch. The DC/DC converter is characterized by a dual
output, which is a requirement for the SRM drive. On the other hand, the input current will
be continuous, which is an important feature considering the use of PV. Associated with
this converter, an MPPT algorithm was also implemented. The adoption of the proposed
algorithm was selected due to easy implementation. In fact, it allows the use of a control
law that is a function of the time derivative of the voltage and power, thus avoiding the
singularities that can be found in this algorithm. Therefore, it is inclusively possible to
implement this algorithm through a simple analogue circuit. The proposed system was
verified through simulation and experimental tests using a laboratory prototype. These
tests showed a good similarity, as well as the confirmation of the theoretical assumptions.
From the theoretical assumption and performed tests, it was possible to verify that one
conclusion that can be drawn from this work is that the speed of the motor is a function of
the solar irradiance. This is due to the fact that by increasing solar irradiance, the generated
power will also increase. In fact, tests in which the irradiance was changed from 1000 W/m2

to 400 W/m2 showed a change in the motor speed from 1220 rpm to 170 rpm.
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Abstract: This paper investigates a cup-rotor permanent-magnet doubly fed machine (CRPM-DFM)
for extended-range electric vehicles (EREVs). The topology and operating principle of the powertrain
system based on CRPM-DFM are introduced. Then, the mathematical model of CRPM-DFM is
established and the feedback linearization control of CRPM-DFM is given to realize the decoupling
control of flux and torque. Moreover, the torque characteristic of CRPM-DFM is analyzed and the load
torque boundaries with sinusoidal steady-state solution of CRPM-DFM is deduced. In addition, the
MTPA control is derived to improve the efficiency of CRPM-DFM, and the efficiency of CRPM-DFM
regarding various operating modes is investigated. Furthermore, the speed optimization strategy of
ICE is proposed to reduce fuel consumption. Finally, the driving performance and fuel economy of
the powertrain system are verified by simulation.

Keywords: cup-rotor permanent-magnet doubly fed machine; extended-range electric vehicle; speed
coupler; load torque boundary; efficiency; fuel consumption

1. Introduction

In recent years, to alleviate the pressure of energy shortage and environmental pol-
lution, new-energy vehicles have been widely used [1–3]. New-energy vehicles could be
mainly arranged in three classes as follows: pure electric vehicles, hybrid electric vehicles
and extended-range electric vehicles (EREVs). Pure electric vehicles can achieve zero emis-
sions, but the disadvantages such as long charging time, high battery capacity and poor
endurance are still the bottlenecks preventing the widespread applications of pure electric
vehicles [4]. Hybrid electric vehicles have the advantages of high endurance ability and low
battery capacity, but the powertrain system structure of hybrid electric vehicles is complex
and costly. Moreover, since the main power of hybrid electric vehicles is provided by an
internal combustion engine (ICE), the effects of energy conservation and emission reduction
are limited [5]. EREVs with high endurance ability, middle battery capacity and lower
emissions have the advantages of pure electric vehicles and hybrid electric vehicles and
avoid the disadvantages of them. Therefore, EREVs have attracted extensive attention [6,7].

As shown in Figure 1, the powertrain system of EREVs includes battery packs, traction
motor and a range extender composed of an ICE and a generator [8]. The range extender
and the traction motor in conventional EREVs are independent mechanically. When the
battery is sufficient, the vehicle operates in pure electric state; when the battery is low, the
range extender supplies power to the battery and traction motor, thus increasing the range
of the vehicle [9].

However, the existence of a range extender will reduce the interior space and increase
the complexity and the cost of the powertrain system [10–13]. In addition, the output power
of the ICE needs to be converted from mechanical power to electrical power and then from
electrical power to mechanical power to drive the vehicle, which will reduce the efficiency
of the system [14,15].
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Figure 1. Structure diagram of the powertrain system of EREVs.

Dual-mechanical port machines (DPMs) can be employed to make the powertrain
system more compact, which integrates the generator and the traction motor together.
Nevertheless, the DPMs usually need brushes and slip rings to feed current, which causes
the inevitable problems of frequent maintenance and friction loss [16]. Brushless doubly fed
machines (BDFMs) have obvious advantages of flexible power flow, improved efficiency
and extended torque-speed characteristics, which make them a potentially promising
candidate for new-energy vehicle applications [17].

By incorporating the concept of the DPMs into the BDFMs, a cup-rotor permanent-
magnet doubly fed machine (CRPM-DFM) was proposed in [18]. The CRPM-DFM inte-
grates the generator and the traction motor together, which saves interior space, reduces
vehicle weight, and improves the powertrain system’s compactness. Moreover, the CRPM-
DFM has no brush and slip ring, which improves the reliability and cost-effectiveness of
the powertrain system. In addition, the CRPM-DFM transmits most of the output power of
the ICE directly to the drive shaft in the form of electromagnetic power, which improves
the efficiency of the powertrain system.

At present, there is little performance analysis of CRPM-DFM. The heat dispersion of
the CRPM-DFM is studied, and a liquid cooling strategy of the CRPM-DFM is proposed
in [18]. The equivalent circuit of the CRPM-DFM is given in [19]. The mathematical model
of the CRPM-DFM under a two-phase rotor coordinate system has been established, and
the open-loop working performance is analyzed [20]. However, different from the above
studies, based on the previous work of the first author of this paper on modeling and control
methods of a brushless doubly fed machine, the state space model of the CRPM-DFM in a
synchronous coordinate system has been established. Then the static load capacity of the
CRPM-DFM is analyzed, and the vector control strategy is proposed in [21].

To maximize the performance of CRPM-DFM, the appropriate machine control method
should be designed. CRPM-DFM evolved from BDFM. The control method design of
CRPM-DFM can refer to the existing research results of BDFM. The control methods of
BDFM include scalar control, direct torque control and vector control [22–24]. The scalar
control method has poor disturbance-rejection ability and is hardly used at present. A
direct torque control method is simple, but it has the disadvantages of large computation
and large torque ripple. Vector control is widely used and can be realized based on a double
synchronous coordinate system and unified synchronous coordinate system, respectively.
The speed adjustment range of vector control based on the double synchronous coordinate
system is narrow, which is not suitable for the electric-vehicle driving field. The vector
control based on the unified synchronous coordinate system is first oriented according to
the magnetic field of the control machine or the power machine. Then, the variables of
each machine are placed in a unified coordinate system by using the slip frequency relation
between the windings of the two machines under the steady-state condition, and the BDFM
is controlled by power machine stator field orientation, but there is coupling between flux
and torque. To solve this problem, feedback linearization control of a brushless doubly
fed motor is proposed in the literature [25]. In addition to the machine torque, the vector
sum of the rotor flux of the power machine and the control machine is also selected as
the control object, which realizes the decoupling control of the rotor flux and the torque.
Besides, the literature [26] proposes the maximum torque per ampere (MTPA) control of
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BDFM, which minimizes the stator current amplitude when the output torque is the same,
thus improving machine efficiency.

The motivation of this paper is to analysis the performance of the CRPM-DFM, which
includes the operating principle, torque characteristics, and efficiency of the CRPM-DFM
under different operating modes. In addition, to improve the driving performance and
fuel economy of the powertrain system, the control strategy of CRPM-DFM and speed
optimization strategy of ICE are proposed.

This paper is organized as follows: Section 2 introduces the structure, operating
principle and operating modes of the powertrain system based on CRPM-DFM. Section 3
establishes the mathematical model and derives the feedback-linearization control method
of CRPM-DFM. Section 4 analyzes the torque characteristic and derives the load torque
boundaries with the sinusoidal steady-state solution of CRPM-DFM. Section 5 proposes
the MTPA control method and analyzes the efficiency of CRPM-DFM in different operating
modes. Section 6 proposes a speed optimization strategy of ICE. Section 7 built a simulation
platform of the EREVs’ powertrain system based on CRPM-DFM and verifies the driving
performance and fuel economy of the powertrain system. Section 8 is the summary of the
whole paper.

2. The Powertrain System Based on CRPM-DFM

2.1. Structure and Operating Principle of the Powertrain System Based on CRPM-DFM

The construction of CRPM-DFM and the structure diagram of the powertrain system
based on the CRPM-DFM are shown in Figure 2. It can be seen that the powertrain system
based on the CRPM-DFM is constructed by an ICE, a CRPM-DFM, a bidirectional converter
module, and a battery pack, where the CRPM-DFM consists of a wound stator, a rotating
permanent-magnet stator and a cup rotor. The connection between the cup-rotor windings
is a reverse phase sequence. The ICE is connected to the rotating permanent-magnet stator
through a clutch. The reduction gear is connected to the cup rotor for driving the vehicle.
The bidirectional converter is connected to the wound stator through which electrical
energy is absorbed from or charged to the battery. The mechanical lock can be controlled
independently, either to lock the permanent-magnet stator and cup rotor into one, or to
allow them to rotate independently, in conjunction with the engagement or disengagement
of the clutch, to achieve different operating modes.

The power machine is a permanent-magnet synchronous motor whose stator can be
rotated, including the cup-rotor inner winding and the permanent-magnet stator and the
pole number of pp; the control machine is an asynchronous machine, including the wound
stator and the outer winding of cup rotor and the pole number of pc. Among them, there is
only an electrical connection between the inner and outer windings of the cup rotor and no
magnetic coupling.

When the cup rotor and permanent-magnet stator can rotate independently, the CRPM-
DFM is operating in doubly fed mode. Since the rotor windings are connected in reverse
phase sequence, the air-gap magnetic fields on both sides of the cup rotor rotate in reverse at
the same angular velocity relative to the rotor when the CRPM-DFM is running. Therefore,
the cup-rotor speed can be obtained as:

nr =
ppnm + 60 fc

pp + pc
(1)

From Equation (1), the cup rotor speed can be obtained according to the power supply
frequency of the wound stator and the permanent-magnet stator speed. When fc > 0,
it is said that the CRPM-DFM runs in super-synchronous mode; when fc < 0, it runs in
sub-synchronous mode, and when fc = 0, in synchronous mode.
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Figure 2. Construction of CRPM-DFM and structure diagram of the powertrain system. (a) Construc-
tion of CRPM-DFM; (b) structure diagram of the powertrain system based on CRPM-DFM.

The sum of the torque acting on the cup rotor by the power machine and the control
machine is the output torque of the cup rotor, that is:

Te = Tec + Tep (2)

Ignoring the machine losses, the input and output power of the CRPM-DFM meet the
following relation.

nrTe = nmTep +
60 fc

pc
Tec (3)

Combining Equations (1)–(3), the relationship can be obtained that the electromagnetic
torques of the power machine and control machine are proportional to their pole pairs.

Tec

Tep
=

pc

pp
(4)

It can be seen from Equations (1)–(4) that the CRPM-DFM is a speed coupler similar
to a planetary gear, in that the ratio of the pole number between the power machine and
control machine is equal to the ratio of the tooth number between the ring gear and sun
gear, and the electromagnetic torques of the wound stator and permanent magnet stator
applied to the cup rotor corresponds to the torques of the ring gear and sun gear applied to
the planet carrier, respectively. When the CRPM-DFM works in super-synchronous mode
(the magnetic fields of both the power machine and control machine rotate in the positive
direction), the power required by the vehicle is equal to the sum of the power output of
the battery and the power output of the ICE; when the CRPM-DFM works in synchronous
mode (the power machine magnetic field rotates in the positive direction, and the control
machine magnetic field is stationary), the power required by the vehicle is provided by the
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ICE and the battery is not working; when the CRPM-DFM works in sub-synchronous mode
(the power machine magnetic field rotates in the positive direction, and the control machine
magnetic field rotates in the reverse direction), the power output of the ICE is equal to the
sum of the power required by the vehicle and the power absorbed by the battery.

For the powertrain system based on CRPM-DFM, in doubly fed mode, the torque of the
ICE is equal to the torque of the power machine. Hence, according to Equations (2) and (4),
the relationship of the torques of cup rotor and ICE can be obtained.

Tice

Te
=

pp

pc + pp
(5)

In the configuration of the powertrain system based on CRPM-DFM, Equation (5) has
certain practical significance on how to choose the size of CRPM-DFM and ICE. In the
application of EREVs, the power of ICE is relatively small. In this design, the rated power
of ICE is slightly larger than the average power of the driving vehicle, and the shortage of
peak power and peak torque is made up by the control machine. In addition, the control
machine also needs to meet the power and torque requirements under pure electric driving
mode, so pc = 3,pp = 1.

2.2. Basic Operating Modes of the Powertrain System Based on CRPM-DFM

When the locking device locks the rotor and the permanent magnet into one, or enables
them to rotate independently, the CRPM-DFM has two working modes: asynchronous
mode and doubly fed mode.

In asynchronous mode, the rotor and the permanent magnet are locked together. At
this time, there is no electromagnetic induction between the rotor winding and the magnetic
field generated by the permanent magnet, and the power machine does not output power.
The CRPM-DFM is equivalent to an asynchronous machine with rotor series resistance
and inductance. Since the permeability of the permanent magnet stator and the air is
approximately equal, the air gap of the control machine is much smaller than that of the
power machine. In this case, the inductance of the power machine rotor is very small, the
armature reaction is weak and the magnetic circuit of power machine will not saturate
because of a large current.

In doubly fed mode, the rotor and the permanent magnet rotate independently, and
the torque direction of the two machines is the same, but when the power supply frequency
of control machine fc is greater than zero or less than zero, the power flow of the control
machine is reversed, corresponding to the discharging or charging of the battery. The
vehicle-requested torque is proportionally distributed to the power machine and control
machine. By controlling fc, the ICE speed optimization can be realized to reduce fuel
consumption and restrict the fluctuation of battery SOC simultaneously.

As shown in Figure 2, the CRPM-DFM is used for a vehicle’s hybrid power plant.
The asynchronous mode is only used for pure electric mode to drive vehicles or brake
vehicles, and to start the ICE. The doubly fed mode is only used for driving vehicles
and stopping to charge batteries. Taking forward driving as an example, the conversion
sequence from doubly fed mode to asynchronous mode is as follows: release the throttle
→ drive torque returns to zero → press the brake pedal → release the clutch → the brake
makes the permanent magnet stator speed slow down to the same speed as the cup rotor →
the lock device locks the permanent magnet stator and the cup rotor → the motor operates
in asynchronous mode; on the contrary, the conversion sequence from asynchronous mode
to doubly fed mode is as follows: release the brake pedal → brake torque returns to zero
→ press down the accelerator pedal → release the locking device → clutch closes → the
CRPM-DFM works in doubly fed mode.

Because the control method of the asynchronous mode is the same as that of a general
asynchronous motor, we will not repeat it here. The control method and characteristics of
CRPM-DFM in doubly fed mode are discussed in the following part. As for the content of
parking charging, only an efficiency map is provided in this paper.
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3. Mathematical Model and Feedback Linearization Control of CRPM-DFM

This section establishes the mathematical model of CRPM-DFM as the basis for the
following analysis and design at first. Then, to decouple the rotor flux and the torque,
feedback linearization control is solved.

3.1. Mathematical Model of CRPM-DFM

By adopting the equal power transformation and considering counterclockwise rota-
tion as positive, the relationship between each coordinate system can be obtained as shown
in Figure 3.
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Figure 3. The relationship between the coordinate systems: (a) the relationship between the static
stator three-phase coordinate system, the static stator two-phase coordinate system and the rotor
dq coordinate system; (b) the relationship between the rotor dq coordinate system and the rotor
three-phase coordinate system; (c) the relationship between the rotor dq coordinate system and the
synchronous mt coordinate system.

In the rotor dq coordinate system, the voltage models of the power machine and
control machine are as follows.⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

udq
cs = (rcs + jpcωrlcs)i

dq
cs + jpcωrlcmidq

cr + lcs
.
i
dq
cs + lcm

.
i
dq
cr

udq
cr = rcri

dq
cr + lcm

.
i
dq
cs + lcr

.
i
dq
cr

udq
pr = rpri

dq
pr + lpr

.
i
dq
pr + j

.
λfdqψ

dq
f

(6)

where
.
λfdq is the electric angular velocity of the permanent magnet stator relative to the

cup rotor, and
.
λfdq = ppωm − ppωr.

According to the inverted phase sequence of the cup rotor windings, the relation of
rotor voltage and current between the control machine and the power machine in the rotor
dq coordinate system is as follows. ⎧⎨⎩ udq

cr = udq
pr

idq
cr = −idq

pr

(7)

Taking the control machine as the reference, the variables of the power machine can
be redefined after taking negative conjugate transformation, as follows.⎧⎪⎪⎪⎨⎪⎪⎪⎩

u′dq
pr = −udq

pr = −udq
cr

i′dq
pr = −idq

pr = idq
cr = idq

r

ψ′dq
f = −ψ

dq
f

(8)
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According to Equations (6) and (8), the CRPM-DFM’s mathematical model in the rotor
dq coordinate system is as follows.⎧⎨⎩ udq

cs = (rcs + jpcωrlcs)i
dq
cs + jpcωrlcmidq

r + lcs
.
i
dq
cs + lcm

.
i
dq
r

0 = rri
dq
r + lr

.
i
dq
r + lcm

.
i
dq
cs − j

.
λfdqψ′dq

f

(9)

where rr = rcr + rpr and lr = lcr + lpr.
Equation (9) is a four-order model. After the negative conjugate operation of the

variables of the power machine, all variables of CRPM-DFM rotate in the same direction
with respect to the rotor dq coordinate system, which is convenient for the following
research and analysis of the CRPM-DFM.

From Equation (9), the state-space model of CRPM-DFM in rotor dq coordinate system
can be obtained. ⎡⎣ .

i
dq
cs

.
i
dq
r

⎤⎦ = Adq

[
idq
cs

idq
r

]
+ Bdq

[
udq

cs

ψ′dq
f

]
(10)

where Adq = 1
K

[−lr(rcs + jpcωrlcs) lcm(rr − jpcωrlr)
lcm(rcs + jpcωrlcs) −lcsrr + jpcωrl2

cm

]
,Bdq = 1

K

[
lr −jlcm

.
λfdq

−lcm jlcs
.
λfdq

]
and

K = lcslr − l2
cm.

The electromagnetic torque of CRPM-DFM is:

Te = Tec + Tep = pclcmIm
{

idq
r idq

cs

}
+ ppIm

{
ψ′dq

f idq
r

}
(11)

Both the flux and the electromagnetic torque need to be controlled. Actually, a machine
control system generally has a fast-responding current loop. At this time, the CRPM-DFM is
approximately powered by the current source. To obtain the mathematical model when the
CRPM-DFM is supplied by the current source, the new state variable should be defined as:

ψ
dq
r = lcmidq

cs + lri
dq
r (12)

The relationship between the old and new state variables is:[
idq
cs

ψ
dq
r

]
=

[
1 0

lcm lr

][
idq
cs

idq
r

]
(13)

From Equations (10) and (13), the state-space model expressed by the new state
variables can be obtained: ⎡⎣ .

i
dq
cs

.
ψ

dq
r

⎤⎦ = Âdq
[

idq
cs

ψ
dq
r

]
+ B̂dq

[
udq

cs

ψ′dq
f

]
(14)

where Âdq
=

[
1 0

lcm lr

]
Adq

[
1 0

−lcm/lr 1/lr

]
=

[−l2
r (rcs+jpcωrlcs)−l2

cm(rr−jpcωrlr)
Klr

lcm(rr−jpcωrlr)
Klr

rrlcm
lr

− rr
lr

]
,

B̂dq
=

[
1 0

lcm lr

]
Bdq = 1

K

[
lr −jlcm

.
λfdq

0 jK
.
λfdq

]
.

It can be seen from Equation (14) that ψ
dq
r is not affected by the control machine stator

voltage. Since the permeability of the permanent-magnet stator and the air is approximately
equal and the air gap of the control machine is much smaller than that of the power machine,
lpr is very small and lr ≈ lcr. In this case, the new state variable ψ

dq
r is approximately equal

to the rotor flux of the control machine ψ
dq
cr = lcmidq

cs + lcri
dq
r , so it is also called the rotor

212



Energies 2023, 16, 2455

flux of the control machine, and it can also reflect the saturation of the rotor magnetic circuit
of the control machine.

In addition, all variables in the rotor dq coordinate system are AC values, so
Equation (14) is transformed into the control-machine synchronous coordinate system.
After that, all variables are DC values, which is conducive to later analysis and design. The
rotation transformation rule is:

xdq = ejλc xmt (15)

According to Equations (14) and (15), the mathematical model in the synchronous
coordinate system can be obtained:[ .

i
mt
cs

.
ψ

mt
r

]
= Âmt

[
imt
cs

ψmt
r

]
+ B̂mt

[
umt

cs
ψ′mt

f

]
(16)

where Âmt
= Âdq − I

.
λc and B̂mt

= B̂dq.
Furthermore, under the premise that the CRPM-DFM is supplied by the current source,

the stator voltage equation can be removed. Defining ψmt
r as the state variable and imt

cs as
the input variable, the new two-order mathematical model can be obtained as:

.
ψ

mt
r = −

(
rr

lr
+ j

.
λc

)
ψmt

r +
rrlcm

lr
imt
cs + j

.
λfdqψ′mt

f (17)

By substituting Equation (12) into Equation (11), the electromagnetic torque of the
CRPM-DFM expressed by the new state variable is:

Te =
pclcm

lr
Im

{
ψ

mt
r imt

cs

}
+

pp

lr
Im

{
ψ′mt

f ψmt
r

}
− pplcm

lr
Im

{
ψ

mt
r imt

cs

}
(18)

Finally, the CRPM-DFM’s motion equation is:

Te − TL = J
dωr

dt
(19)

3.2. Feedback Linearization Control of CRPM-DFM

Next, the synchronous coordinate system is oriented according to the rotor flux, which
is ψmt

r = ψr + j0 and |ψr| = |ψmt
r |. After that, Equations (17) and (18) can be written as:⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

.
ψr = − rr

lr
ψr +

rrlcm

lr
imcs −

.
λfdqψ′f

t

0 =
rrlcm

lr
itcs +

.
λfdqψ′t

m −
.
λcψr

Te =
lcm

(
pcψr − ppψ′m

f
)

lr
itcs +

pplcm
lr

ψ′t
f imcs − pp

lr
ψ′t

f ψr

(20)

With rotor flux and electromagnetic torque as output variables, Equation (20) can be
expressed in the following form:[ .

ψr
Te

]
=

[− rr
lr

ψr

0

]
+ f(x) + D(x)

[
imcs
itcs

]
(21)

where f (x) =

[
−

.
λfdqψ′t

f
− pp

lr
ψ′t

f ψr

]
and D(x) =

[ rrlcm
lr

0
pplcm

lr
ψ′t

f
pclcm

lr
ψr − pplcm

lr
ψ′m

f

]
.

When D(x) is non-singular, the control law of input-output feedback linearization can
be obtained: [

imcs
itcs

]
= D−1(x)[−f(x) + v] (22)
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where v =
[
v1 v2

]T is the new input variable and, under the control law of Equations (21)
and (22), can be written as: [ .

ψr
Te

]
=

[− rr
lr

ψr

0

]
+

[
v1
v2

]
(23)

According to Equation (23), from v1 to the rotor flux is an inertia link, and v2 is the
same as torque, and there is no connection between the rotor flux of the control machine
and torque. The reference values of the input variables are:[

v∗1
v∗2

]
=

[ rr
lr

ψ∗
r

T∗
e

]
(24)

D(x) non-singular is the premise of feedback linearization, which needs to be satisfied:

pcψr − ppψ′m
f �= 0 (25)

A sufficient condition for Equation (25) is:

ψr >
pp

pc
ψm
′f (26)

4. Torque Characteristic Analysis of CRPM-DFM

For the given values of speed difference between a permanent-magnet stator and cup
rotor, rotor flux and load torque, feedback linearization control can give two solutions:
a sinusoidal steady-state solution and non-sinusoidal steady-state solution. Taking the
machine parameters in Table A1 as an example, the typical response waveforms of a
sinusoidal steady-state solution and non-sinusoidal steady-state solution of the CRPM-
DFM under feedback linearization control are shown in Figure 4.

Under a different permanent-magnet flux, rotor flux and speed difference, the range
of torque with the sinusoidal steady-state solution is different. When the output torque
exceeds the load torque boundaries, the non-sinusoidal steady-state solution exists, al-
though the machine can still output a stable speed and torque, but the voltage and current
change rate increases, and the amplitude will oscillate periodically, which requires the
converter to improve the voltage and current tolerance level and provide a higher DC
voltage; otherwise, the CRPM-DFM will go out of control. However, the IGBT with higher
voltage and current tolerance level will increase the cost of the system. Therefore, for the
powertrain system based on CRPM-DFM, the use of a non-sinusoidal steady-state solution
will be avoided unless it is absolutely necessary.

The sinusoidal steady-state solution corresponds to the constant solution of Equation (20)
and the constant slip frequency. For a certain permanent magnet stator speed, slip frequency
and rotor flux, a set of algebraic equations can be obtained by making

.
ψr = 0, Te = TL and

.
λc = −

.
λfdq = πpp

(
pp − nm

)
/30 in Equation (20). Then, the torque range obtained when

the equations have a constant solution is the torque range with the sinusoidal steady-state
solution of CRPM-DFM. Therefore, by substituting the first two lines of Equation (20) into
the third line of Equation (20), the load torque can be expressed as:

TL =
πpp(nr − nm)

30rr

(
pcψ2

r − ppψ2
f +

(
pc − pp

)
ψrψ′m

f

)
(27)

According to Equation (27), because the amplitude of the m-axis component of the
permanent-magnet flux cannot exceed the amplitude of the permanent-magnet flux, when
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ψm
′f = ψf or ψm

′f = −ψf, the upper and lower load torque boundaries can be obtained.
Taking nr − nm > 0 as an example, the values and width of load torque boundaries are:⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

Tmax =
πpp(nr − nm)

30rr

[
pcψ2

r − ppψ2
f +

(
pc − pp

)
ψrψf

]
Tmin =

πpp(nr − nm)

30rr

[
pcψ2

r − ppψ2
f −

(
pc − pp

)
ψrψf

]
Twidth =

2πpp(nr − nm)

30rr

(
pc − pp

)
ψrψf

(28)

From Equation (28), the upper, lower and width of load torque boundaries are pro-
portional to the speed difference nr − nm and inversely proportional to the rotor resistance.
Because the numbers in the two square brackets in the expressions of lower and upper
torque boundaries are not equal, the slopes of the lower and upper torque boundaries
are different as the speed difference changes. Besides, the change of the lower and upper
torque boundaries with the rotor flux amplitude of the control machine is a quadratic curve,
the lower and upper torque boundaries are asymmetric, especially when ψr = ψf, the upper
boundary is 2πpp(nr − nm)(pc − pp)ψ2

f /30rr and the lower boundary is 0; changing the
sign of speed difference, the lower and upper torque boundaries will switch but the width
remains the same.
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Figure 4. The response waveforms of CRPM-DFM when the non-sinusoidal steady-state solution
or sinusoidal steady-state solution exists. (a) When the non-sinusoidal steady-state solution exists.
(b) When the sinusoidal steady-state solution exists.
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Taking the machine parameters in Table A1 as an example, and the per-unit value
of torque is applied, which is TLb = TL/TN,Teb = Te/TN, the load torque boundaries of
CRPM-DFM are obtained, as shown in Figure 5.
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Figure 5. The upper and lower boundaries of load torque.

To further illustrate, let nr − nm = ±1000 r/min, ψr = 0.1Wb in Figure 5 to get the
curve of Figure 6. When nr − nm < 0, the lower and upper torque boundaries of the CRPM-
DFM will decrease with the increase in the amplitude of rotor flux, and even Tmax < 0.
When nr − nm > 0, the lower and upper torque boundaries of the CRPM-DFM will increase
with the increase in the amplitude of rotor flux, and even Tmin > 0, as shown in Figure 6a,b.
When the amplitude of rotor flux is constant, the upper, lower and width of load torque
boundaries will linearly increase with the increase of |nr − nm|; when the sign of nr − nm
changes, the lower and upper torque boundaries will switch, as shown in Figure 6c.

-3000 -2000 -1000 0 1000 2000 3000-15
-10
-5
0
5

10
15

T L
b

r Wb

T L
b

r Wb
0.1 0.15 0.2 0.25 0.3-10

0

10

20

30

40

0.1 0.15 0.2 0.25 0.3-40

-30

-20

-10

0

10

T L
b

(b) − =n nr m r min(a) − = −n nr m r min

( )−n nr m r min
=r Wb(c)

Figure 6. Influence of rotor flux and the speed difference on the load torque boundary. (a) Influence
of rotor flux when nr − nm < 0. (b) Influence of rotor flux when nr − nm> 0. (c) Influence of the
speed difference.
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According to Equation (28) and Figure 6, only when the speed difference is slight will
the output torque of CRPM-DFM with sinusoidal steady-state solution be limited. In most
cases, the rotor flux amplitude and the speed difference can be appropriately adjusted to
make the maximum output torque of CRPM-DFM with sinusoidal steady-state solution
to meet the driving requirements of several times the rated torque. Only in some special
cases can the CRPM-DFM be driven under a non-sinusoidal steady-state solution, such as
starting the ICE when the vehicle is parked; at this time, the ICE speed and vehicle speed
are both zero: |nr − nm| = 0. In addition, as described in the next section, the maximum
torque per ampere (MTPA) control can effectively reduce the stator current of CRPM-DFM.

5. MTPA Control and Efficiency Analysis of CRPM-DFM

5.1. MTPA Control of CRPM-DFM

To reduce the amplitude of the control machine stator current and improve the ef-
ficiency of CRPM-DFM, the maximum-torque-per-ampere (MTPA) control strategy is
presented. The results of this section show that the amplitude of the control machine
stator current can be greatly reduced only by slightly adjusting the rotor flux of the control
machine in the vicinity of the permanent-magnet flux. Meanwhile, because the rotor flux
changes little, it will not lead to magnetic circuit saturation. The derivation of MTPA control
law is as follows.

According to Equation (20), the relationship between the load torque and the m-axis
component, t-axis component and amplitude of control machine stator current is:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

imcs =
lr

.
ψr + rrψr + lr

.
λfdqψ′t

f
rrlcm

itcs =
lrTe − pplcmψ′t

f im
cs + ppψ′t

f ψr

lcm
(

pcψr − ppψ′m
f

)
i2cs = im2

cs + it2cs = im2
cs +

(
lrTe − pplcmψ′t

f imcs + ppψ′t
f ψr

lcm
(

pcψr − ppψ′m
f

) )2

(29)

Next, take the partial derivatives of the amplitude of the control machine stator current
with respect to imcs and set it equal to zero; that is:

di2cs
dimcs

= 2imcs − 2pplcmψ′t
f

lrTe − pplcmψ′t
f imcs + ppψ

′t
f ψr

l2
cm
(

pcψr − ppψ
′m
f
)2 = 0 (30)

By substituting the first line of Equation (29) into Equation (30), the following relation-
ship can be obtained:

ppψ
′t
f

pcψr − ppψ
′m
f

=

(
lr

.
ψr + lr

.
λfdqψ

′t
f + rrψr

)(
pcψr − ppψ

′m
f
)

lrrrTe − pplrψ′t
f

.
ψr − pplr

.
λfdq

(
ψ′t

f

)2 (31)

In Equation (31), ψr and Te are replaced by constant values, and the necessary and
sufficient condition for MTPA control when the sinusoidal steady state solution of CRPM-
DFM is obtained is that the rotor flux of the control motor is given and satisfies the
following relation:(

ψ∗
r rr + lr

.
λfdqψ

′t
f

)(
pcψ∗

r − ppψ
′m
f
)2

= ppψ
′t
f lr

(
rrT∗

e − pp
.
λfdq

(
ψ′t

f
)2
)

(32)

According to Equations (27) and (32) and
(
ψ′m

f
)2

+
(

ψ′t
f

)2
=

(
ψf
)2, the two compo-

nents of the permanent-magnet flux, ψ′m
f and ψ′t

f , can be removed, and the flux can be
expressed as a function of the given torque and speed difference; that is:
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r2
r

(
p2

cψ∗2
r − p2

pψ2
f +

pprr
.
λfdq

T∗
e

)4

l2
r
(

pc + pp
)2
( .
λfdq

(
p2

pψ2
f − p2

cψ∗2
r

)
− rr ppT∗

e

)2 =
(

pc − pp
)2

ψ∗2
r ψ2

f −
(

ppψ2
f − pcψ∗2

r − rrT∗
e

.
λfdq

)2

(33)

Under the given values of T∗
e and

.
λfdq, the reference value ψ∗

r can be solved offline,
and MTPA can be realized in open loop by the table lookup method. Figure 7 shows the
variation of control-machine flux with torque and speed difference when MTPA control is
adopted in the Table A1 machine parameters.
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Figure 7. The reference value of rotor flux. (a) The reference value of rotor flux when the speed
difference is negative. (b) The reference value of rotor flux when the speed difference is positive.

Figure 8 shows the reference value of rotor flux under MTPA control at different
torque and speed differences. It can be seen that when nr − nm < 0, the amplitude of
the rotor-flux reference value decreases slightly with the increase in the torque and when
nr − nm > 0, the amplitude of the rotor-flux reference value increases slightly with the
increase in the torque. Besides, the smaller the speed difference amplitude, the greater
the flux changes. When nr − nm < 0, the amplitude of the reference value of rotor flux
increases slightly with the increase in the amplitude of speed difference |nr − nm|, and
when nr − nm > 0, the amplitude of the rotor-flux reference value decreases slightly with
the increase of |nr − nm|. Obviously, the torque in Equation (33) should be within the lower
and upper torque boundaries with the sinusoidal steady-state solution. Besides, as shown
in Figures 7 and 8, the greater the torque, the greater the flux changes, and the flux changes
monotonically with the torque and speed difference when nr − nm < 0, ψ∗

r < ψf and when
nr − nm > 0, ψ∗

r > ψf.
The inputs of the feedback linearization control (FLC) are the torque instruction value,

which is obtained by the speed loop, and the rotor flux instruction value, which is obtained
by MTPA. Then, the instruction values of the control-machine stator current are obtained
from the feedback linearization control law. In addition, the synchronization angle can
be obtained by integrating the angular velocity of the slip angle and the electric angular
velocity of the rotor, which can be used for rotation transformation. According to the
second line of Equation (20), the slip angular speed can be obtained with the rotor flux
instruction value and stator current of the control machine.

.
λc =

rrlcm

lrψ∗
r

it∗cs +

.
λfdq

ψ∗
r
ψ′m

f (34)

Then, the system structure can be simplified without the flux observer.
Finally, under the control block diagram in Figure 9, the MTPA performance is verified

by simulation, and the machine parameters are also shown in Table A1. Simulation results
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of MTPA control are shown in Figure 10a. Simulation results of constant ψ∗
r control are

shown in Figure 10b, in which Figure 9 does not contain MTPA control and ψ∗
r = 0.186. The

permanent-magnet stator speed is 2000 r/min. The CRPM-DFM runs sub-synchronously
in 1–3 s, synchronously in 3–5 s and super-synchronously in 5–7 s. The load torque is TN
in 1–7 s and 0.5TN in 7–9 s. Under MTPA control and nr − nm < 0, the amplitude of the
rotor-flux reference value decreases slightly with the decrease in the amplitude of speed
difference, and the amplitude of the rotor-flux reference value increases slightly with the
decrease in load torque, which follows the trend shown in Figure 8. The amplitude of the
control-machine stator current under MTPA control is far less than that under constant
ψ∗

r control.
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5.2. Efficiency Analysis of CRPM-DFM

As described in the paper, small rotor loss is the key to improving the performance of
CRPM-DFM. According to the references, to reduce rotor loss, these kinds of motors all
use copper conductors instead of cast aluminum conductors. In addition, to reduce eddy
current loss, an interior permanent magnet is used. The efficiency maps of CRPM-DFM in
different operating modes are shown in Figure 11, where the original data of all efficiency
maps in this section are obtained by simulation under the MATLAB/Simulink environment,
and the control block diagram is shown in Figure 9.

The CRPM-DFM has two mechanical ports and one electrical port, each of which
can input power or output power. The loss of CRPM-DFM includes copper loss, iron
loss, PM loss, mechanical loss and loss caused by PWM. The total loss of CRPM-DFM is
equal to the difference between the input power of each port and the output power of each
port; that is, the efficiency of CRPM-DFM is equal to the ratio of the sum of the output
power of each port and the sum of the input power of each port. The calculation method
of efficiency is as follows: in hybrid driving mode, when the cup-rotor speed nr is less
than 3000 r/min, the speed difference nr − nm is −600 r/min, and when nr is greater than
3000 r/min, the speed difference is 600 r/min, and the machine efficiency is the ratio of the
power output of the cup rotor and the sum of the power input of the stator of the control
machine and power machine; in pure electric driving mode, the machine efficiency is the
ratio of the power output of the cup rotor and the power input of the stator of the control
machine; in parked charging mode, the machine efficiency is the ratio of the power output
of the stator of control machine and the power input of the stator of the power machine; in
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regenerative braking mode, the machine efficiency is the ratio of the power output of the
control-machine stator and the power input of the cup rotor.
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Figure 11. Efficiency maps of CRPM-DFM: (a) in hybrid driving mode; (b) in pure electric driving
mode; (c) in parking charging mode; (d) in regenerative braking mode.

As can be seen from Figure 11, parked charging mode is slightly less efficient than
other operating modes, but the CRPM-DFM can maintain relatively high efficiency within
a wide range of speed and torque variation in different operating modes, which meets the
requirements of EREVs.

6. ICE Speed Optimization Strategy

In hybrid driving mode, the CRPM-DFM works in doubly fed mode, and the vehicle-
requested torque is distributed to the ICE and control machine in proportion to the pole
pairs. In this case, the CRPM-DFM is equivalent to a speed coupler and the ICE speed
should be optimized to adjust the power distribution of the ICE and battery. Then, the fuel
consumption and battery SOC fluctuation can be reduced.

A 12 kW petrol ICE is used in this paper, and the fuel consumption map of ICE is
shown in Figure 12. The optimal operating curve is a curve formed by connecting the speed
and torque points corresponding to the minimum fuel consumption rate of each output
power, and ICE speed nice in the optimal operating curve can be roughly expressed as a
quadratic function of ICE torque Tice [27], as shown in the red line in Figure 12.

nice =

{
1.219T2

ice + 34.43Tice + 555.7 Tice > 10
1000 Tice < 10

(35)
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Figure 12. Specific fuel consumption map of the ICE.

Furthermore, a 30 AH nickel metal hydride (NiMH) battery with a large discharge
rate is selected; to improve the performance of the battery pack and prolong its service life,
battery SOC should be kept in the efficient working zone as far as possible. In this paper,
the SOC maximum value is 0.7 and the SOC minimum value is 0.6.

When the vehicle is running, the pedal-torque reference value will be given; if the
battery SOC is within the efficient working zone, the ICE speed can be optimized according
to Equation (35) by adjusting the power supply frequency of the converter to reduce fuel
consumption, unless the speed difference is too small to obtain the desired torque within
the sinusoidal steady-state solution range. Therefore, the speed difference |nr − nm| should
be maintained above 600 r/min, as according to Figure 5.

In addition, a PI controller is used to restrain battery SOC fluctuation. PI controller
input is the difference between the reference SOC value and actual SOC value; output is the
ICE speed adjustment nice-soc. When the actual SOC value is higher than the reference SOC
value, the ICE speed adjustment is reduced to increase the battery output power and, thus,
reduce the SOC. When the actual SOC value is lower than the reference SOC value, the ICE
speed adjustment is increased to reduce the battery output and, thus, increase the SOC.

Therefore, with the goal of reducing fuel consumption and SOC fluctuation, an ICE
speed optimization strategy that can be applied online is proposed, and the flowchart is
shown in Figure 13.
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Figure 13. Flowchart of the ICE speed optimization strategy.
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7. Simulation Experiments

As shown in Figure 14, an EREV powertrain system based on CRPM-DFM was built in
MATLAB/Simulink to verify the driving performance and fuel economy of the powertrain
system. The simulation platform consisted of a driver model, a control unit, an ICE model,
a CRPM-DFM model, a battery model and a longitudinal vehicle dynamics model. Where
the CRPM-DFM control strategy is shown in Figure 9 and ICE speed optimization strategy
is mentioned in Section 6, the CRPM-DFM model is a mathematical model according
to Equation (10), and the parameters are shown in Table A1, and ICE model is a fuel
consumption map, which is shown in Figure 12. The requested pedal torque is the output
of the driver model, and the requested torque is distributed to the ICE and control machine
in proportion to the pole pairs. After that, the reference value of the voltage of the control-
machine stator can be obtained by the CRPM-DFM control strategy, and according to the
machine speed, SOC and the reference value of ICE torque, the reference value of ICE speed
can be obtained by the ICE speed optimization strategy. In addition, the main parameters
of EREVs are shown in Table A2.
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Figure 14. The system block diagram of EREV system based on CRPM-DFM.

7.1. Driving Performance Verification of the Powertrain System Based on CRPM-DFM

Abundant simulation tests were applied to validate the driving performance of the
powertrain system under some typical driving cycles. Figures 15 and 16 are the simulation
results under the UDDS driving cycle. It can be observed that the powertrain system
based on CRPM-DFM is able to achieve the required speed, showing satisfactory driving
performance, which also verifies the effectiveness of the CRPM-DFM control strategy. The
ICE speed can be adjusted independently of load variations, but when the battery SOC is
less than 0.65, the ICE speed needs to be properly increased to charge the battery; then,
the SOC fluctuations will be reduced. In addition, the actual torque value of ICE obtained
by Equation (10) is approximately equal to the theoretical torque value of ICE obtained
by Equation (5), which verifies the accuracy of the torque distribution of CRPM-DFM
discussed in Section 2.1.

The SOC, power, voltage and current waveforms are shown in Figure 16, and the
CRPM-DFM operates within the sinusoidal steady-state solution. As an auxiliary power
unit, the average output power of ICE is less than that of the battery, which accords with
the characteristics of the EREVs. Besides, the SOC is limited to 0.6–0.7, which verifies the
effectiveness of the ICE speed optimization strategy.
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Figure 16. The SOC, power, current and voltage waveforms during the UDDS driving cycle: (a) the
SOC waveform of battery; (b) the power waveforms of ICE and battery; (c) the current and voltage
waveforms of CRPM-DFM.

7.2. Fuel Economy Verification of the Powertrain System Based on CRPM-DFM

To verify the fuel economy of the CRPM-DFM powertrain system, the fuel consump-
tion of EREVs and conventional-engine vehicles is compared under some typical driving
cycles. In the calculation of fuel consumption, not only is the fuel consumption of the ICE
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considered, but also the charge deviation of the battery is converted into corresponding
equivalent fuel consumption. The equivalent fuel consumption can be obtained:

M = mfuel +
E

Qlhvηc
(SOC(t0)− SOC(tf)) (36)

where E is total battery energy (J), Qlhv = 42600 J/g is fuel low heating value, ηc = 0.4
is oil-electric conversion efficiency, SOC(t0) and SOC(tf) are the initial value and final
value of the SOC, respectively, mfuel is the ICE fuel consumption and M is the total fuel
consumption of the vehicle.

Data of the ICE working points of EREVs are collected every 1 s, and then the ICE
working points under different driving cycles are shown in the yellow points in Figure 17.
Affected by the speed difference and battery SOC, a small number of operating points of
ICE will deviate from the optimal operating curve, but most of the ICE operating points
are near the optimal operating curve.
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Figure 17. ICE operating points of EREVs under different driving cycles.

Fuel consumption of EREVs and conventional-engine vehicles is shown in Table 1,
and it can be seen that under different driving cycles, the average oil-saving rate of EREVs
is 50%, so the EREVs have better fuel economy.

Table 1. Fuel consumption results of different driving cycles (L/100 km).

Drive Cycle Engine Vehicle EREVs Oil Saving Rate %

HWY 3.831 1.985 48.2
US06 4.174 2.126 49.1

UDDS 4.516 2.298 49.1
SC03 4.643 2.358 49.2

8. Conclusions

For the coupling devices of new-energy vehicles, there are three kinds: torque coupling,
speed coupling and power coupling. The complexity is increased in turn, and the fuel
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saving rate is also better in turn. The most prominent is the power coupling device of
the two motors and mechanical planetary gear of the Prius, which can realize power
coupling. The dynamic coupling device of CRPM-DFM discussed in this paper is similar
to the planetary gear mechanism, which can realize the speed coupling, but there is no
mechanical mechanism, and the generator and motor are integrated into one. The CRPM-
DFM has high efficiency and no slip ring, and its characteristics of small size and simple
structure make it suitable for the application of a vehicle’s hybrid power system.

In this paper, the mathematical model of CRPM-DFM is introduced, and a high-
performance control method is provided. The lower and upper limits of output torque
with a sinusoidal steady-state solution and the relationship between the limits and the
design parameters and operation parameters of CRPM-DFM are analyzed. To improve
the efficiency of CRPM-DFM, the control strategy of maximum-torque-per-unit current
is given in this paper. These results are of great significance for the application and body
design of CRPM-DFM.

Obviously, the results of modeling, control method and driving characteristics of
CRPM-DFM presented in this paper are not limited to the application of this paper, and
the design scheme of the dynamic coupling device presented in this paper is not unique.
Changes can be made in the motor-body structure and transmission mechanism design;
for example, the positions of permanent-magnet stator and wound stator can be reciprocal.
The motor output shaft can be equipped with a clutch to become a dual clutch design, and
the output shaft can also be coupled with a motor to achieve power-coupling control, etc.
These contents need to be developed in combination with the specific control requirements
and drive requirements of vehicles in further research.

Author Contributions: Conceptualization, C.X.; methodology, C.X., J.B. and J.S.; software, J.B.;
validation, C.X. and J.B.; formal analysis, C.X.; investigation, C.X.; resources, C.X.; data curation,
C.X.; writing—original draft preparation, C.X. and J.B.; writing—review and editing, C.X. and J.B.;
visualization, J.B.; supervision, C.X.; project administration, C.X.; funding acquisition, C.X. All
authors have read and agreed to the published version of the manuscript.

Funding: This research received no external funding.

Data Availability Statement: Not applicable.

Conflicts of Interest: The authors declare no conflict of interest.

Nomenclature

nr, nm mechanical speeds of cup rotor and the permanent-magnet stator
nidle, nmax idle speed and maximum speed of the internal combustion engine
ωr, ωm mechanical angular speed of cup rotor and the permanent-magnet stator
fc frequency of the converter
λc, λfdq slip angle and the rotation angle of the permanent magnet relative to the cup rotor
θr, θm cup-rotor angle and permanent-magnet angle
p number of pole pairs
u(u) plural form (real form) of voltage
i(i) plural form (real form) of current
ψ(ψ) plural form (real form) of flux
r resistance
l inductance
lm mutual inductance
Te, TL, TN electromagnetic torque, load torque and rated torque
J rotational inertia
Im imaginary part
j unit imaginary
PN rated power
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Superscripts

NS N pole axis and S pole axis of the permanent magnet
ABC static stator three-phase coordinate system
αβ static stator two-phase coordinate system
abc rotor three-phase coordinate system
dq rotor coordinate system
mt synchronous coordinate system
— conjugate operation
’ negative conjugate operation
. derivative of time
* reference value
| | amplitude

Subscripts

p power machine
c control machine
s stator
r rotor
f permanent magnet
b per-unit value
ice internal combustion engine

Appendix A

Table A1. Parameters of CRPM-DFM.

Parameter Value Parameter Value

PN/kW 20 lcr, lpr/H 0.0031/0.0002
TN/N · m 54 lcm/H 0.003

rcs/Ω 0.02 ψf/Wb 0.2
rcr, rpr/Ω 0.01/0.01 pc, pp 3/1

lcs/H 0.0031 J/
(
kg · m2) 0.2

Table A2. The key parameters of EREVs.

Parameter Value Parameter Value

Battery pack 30 Ah/308 V Tire radius 0.33 m
Total body mass 1000 kg Drag coefficient 0.3

Frontal area 1.746 m2 Rolling coefficient 0.009
ICE power 12 kW CRPM-DFM power 20 kW
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Abstract: The analysis and calculation of the armature electromagnetic force is the premise of study-
ing the dynamic characteristics of the electromagnetic railgun. Aiming at the problem of the numerical
solution “pseudo-oscillation” at high speed, an extrapolation prediction method of armature electro-
magnetic force based on the Deep Belief Network-Deep Neural Network (DBN-DNN) is proposed.
Firstly, the electromagnetic field control equation and armature dynamics equation, considering
the influence of armature movement, are given, and the finite element simulation model of the
electromagnetic railgun is established to analyze the dynamic characteristics and numerical solution
stability of the armature electromagnetic force. Then, based on the stable numerical simulation data
under different armature conductivities, a DBN-DNN method is proposed to realize the extrapo-
lation prediction of the armature electromagnetic force under the standard conductance. Finally,
the extrapolation prediction performance of the proposed method is tested by two electromagnetic
railgun cases. Additionally, we further propose the training strategy of DBN-DNN parameters from
solving armature electromagnetic force at low conductivity to standard conductivity. The arma-
ture electromagnetic force extrapolation prediction method for the whole launch process from low
speed to high speed provides a new idea for the dynamic characteristic analysis of the high-speed
electromagnetic railgun.

Keywords: electromagnetic railgun; armature electromagnetic force; deep learning; extrapolation
and prediction; training strategy

1. Introduction

As a subversive launcher, the electromagnetic railgun is an important support for the
country’s major strategic needs. The armature electromagnetic force is one of the basic
parameters in the launching process of the electromagnetic railgun. The systematic analysis
of armature electromagnetic force is of great significance to the research on the dynamic
characteristics and reliability design of electromagnetic railgun.

The numerical simulation method is an indispensable tool in the characteristic analysis,
and domestic and foreign research teams have used different methods to carry out numeri-
cal simulation research on the electromagnetic railgun. References [1,2] used Maxwell and
ANSYS software to simulate and analyze the electromagnetic railgun, and the research
conclusions obtained had a certain guiding significance, but the influence of the armature
movement was not considered. References [3–6] used MEGA and COMSOL software to
study the electromagnetic field distribution characteristics considering the influence of
armature movement in a 2D model, but they did not analyze the 3D model, which leads to
inequality with the actual model. References [7–11] used different numerical simulation
methods to establish a 3D model of the electromagnetic railgun considering the influence
of armature movement, and they simulated the field distribution, emission characteristics,
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frictional wear, and armature movement characteristics. Among them, the reference [7]
used the controlled diffusion equation method, which considered the effects of armature
movement by adding a velocity term to the electromagnetic field control equation. The
velocity was reflected in the convection term of the equation, and the Peclet number (Pe)
would increase as the velocity increased, and when Pe > 1, the numerical solution “pseudo-
oscillation” may occur. Additionally, this restricted stable numerical simulation at high
speeds. References [8–10] used the moving mesh method, which caused the convection
term to not appear explicitly in the equation, but the velocity was reflected in the discrete
mesh of the moving body at each time step. However, due to the linkage relationship
between the armature position and grid change, the inversion and quality degradation of
the grid at a high speed made the calculation difficult to converge, and there was a grid
mismatch problem on the interface of the relative motion area. Reference [11] used the arbi-
trary Lagrangian–Euler method, and although the numerical simulation of electromagnetic
railguns at high speed could be realized, due to the problems of angles, points, and edges
in the coupling method, the calculation error was large.

The numerical simulation at high speed still has the problems of poor accuracy, dif-
ficult calculation, or even impossible calculation, and it is difficult or even impossible to
achieve the accurate calculation solution of a high-speed electromagnetic railgun through
the numerical simulation method alone. In recent years, AI technology has developed
rapidly. Deep learning is an important method of data processing in AI. It can use flexible
network structures and efficient optimization algorithms to obtain a strong representation
and generalization ability for high-dimensional and nonlinear problems. Deep learning
can learn the historical characteristics of numerical simulation results to predict and di-
rectly generate numerical simulation results, which has a great development potential.
Reference [12] used Deep Belief Networks (DBN) to establish a cogging torque prediction
and analysis model for permanent magnet synchronous motors, and the feasibility of the
deep learning prediction model is verified by computational examples. Reference [13]
proposed a deep neural network method aiming at the problem that traditional numerical
simulation methods are computationally intensive and difficult to achieve a balance be-
tween accuracy and efficiency, which realized the rapid prediction of aerodynamic noise
under the premise of maintaining accuracy. Reference [14] established a rapid calcula-
tion method of force based on Deep Neural Networks (DNN) that aimed at the difficult
problem of modeling ironless permanent magnet synchronous linear motors and provided
a high-precision and high-efficiency model for global optimization of motor parameters.
The combination of numerical simulation and deep learning technology has attracted the
attention of scholars in recent years and has led to some achievements in electromagnet-
ics. Reference [15] used numerical simulation data and Convolutional Neural Networks
(CNN) to predict two-dimensional potential distributions, and the prediction error was less
than 1%. Reference [16] trained CNN in a supervised manner and learned the mapping
of coils to motor magnetic field distributions, and the result showed good accuracy in
magnetic field prediction. Reference [17] proposed a sequence-based modular network and
an end-to-end network to predict the motor drive efficiency maps, which showed good
accuracy in prediction. However, in the field of electromagnetic rail launch, there is a lack
of application research combining numerical simulation and deep learning technology.

This paper combines the numerical simulation data of the electromagnetic railgun
with depth learning and proposes an extrapolation prediction method of the armature
electromagnetic force using the DBN-DNN model. This paper is organized as follows:
Section 2 presents the governing equation, which considering the influence of armature
movement, then establishes the finite element simulation model to analyze the dynamic
characteristics and numerical solution stability of the armature electromagnetic force under
different conductivity. Section 3 aims at the “pseudo-oscillation” problem of the numerical
solution at high speed affected by Pe, proposes an extrapolation prediction method of
armature electromagnetic force with standard armature conductivity, and then describes
the network architecture and working principle of DBN-DNN. Section 4 uses two electro-
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magnetic railgun cases to test the extrapolation prediction performance of the model and
further proposes the acceleration effect of DBN-DNN model parameters when solving low
conductivity transfer to standard conductivity, which improves the training efficiency of
the model.

2. Numerical Simulation of Armature Electromagnetic Force

In the governing equation of the electromagnetic railgun and the finite element nu-
merical simulation, the following assumptions are made:

1. The rail is in good contact with the armature, ignoring the unevenness of the contact
interface and material wear.

2. The generation of molten aluminum at the interface during the launch will sharply
reduce the sliding friction coefficient and tend to stabilize in order to simplify the
calculation; it is assumed that it remains at a constant value of 0.11 throughout the
launch process [18].

3. The performance parameters of armature and rail materials (such as conductivity and
relative permeability) are constant values during numerical simulation, and they do
not change with time and temperature.

2.1. Governing Equation

The Maxwell equations, the constitutive equation, and the A-ϕ potential function
are combined while considering the influence of the armature movement, and then the
Coulomb specification is introduced. The electromagnetic field governing equation [19,20]
described in stationary reference frame is obtained⎧⎨⎩ ∇×

(
1
μ∇× A

)
+ σ∇φ + σ ∂A

∂t − σv ×∇× A = 0

∇×
(

σ∇φ + σ ∂A
∂t − σv ×∇× A

)
= 0

(1)

In the formula, A is the magnetic vector potential, ϕ is the electrical scalar potential,
μ, σ, and v denote a partition function, namely, μ is the permeability, σ is the electrical
conductivity, and v is the velocity, respectively. In the armature area: μ = μa, σ = σa, and
v �= 0; in the rail area: μ = μr, σ = σr, and v = 0; in the air area: μ = μ0 = 4π × 10−7 H/m,
σ = σ0, and v = 0.

Then, the armature electromagnetic force Fem is

Fem =
�

Ω
J × BdV (2)

In the formula, J is the current density; B is the magnetic flux density. Under the
combined action of the armature electromagnetic force Fem, the armature rail friction Ff,
and the air resistance Fair, the kinetic equation [21] are

maa = Fem − F f − Fair

=
�

ΩJ × BdV − μ f
(
FN,em + FN,p

)− γ+1
2 ρ0

(
Sv2 + Sxa +

Cf Lv2x
2

)
(3)

In the formula, ma, a, and x are the mass, acceleration, and displacement of armature,
respectively; μf is the friction coefficient; FN,em is the electromagnetic contact pressure; FN,p
is the mechanical preloading pressure; γ is the specific heat ratio of the air; ρ0 is the initial
air density; S is the armature cross-sectional area; L is the perimeter of armature section;
and Cf is the viscous friction coefficient.

2.2. Finite Element Model

The typical C-shaped armature and the 30 mm × 30 mm rectangular caliber electro-
magnetic railgun are taken as the research objects. Based on the COMSOL finite element
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simulation software, the armature electromagnetic force is simulated and analyzed. The
armature and rail model parameters are shown in Table 1.

Table 1. Parameters of armature and rail model.

Model Parameters Symbol Values

Rail length/mm lr 3500.00
Rail height/mm hr 40.00
Rail width/mm wr 20.00

Rail conductivity/(S/m) σr 3.45 × 107

Rail permeability/(H/m) μr 4π × 10−7

Armature length/mm la 50.00
Armature height/mm ha 28.00
Armature width/mm wa 30.00

Armature conductivity/(S/m) σa 2.20 × 107

Armature permeability/(H/m) μa 4π × 10−7

The electromagnetic railgun geometric model and the mesh segmentation result are
shown in Figure 1. Among them, the air region and some rail regions are not drawn.
Considering the distribution characteristics of the electromagnetic field, the mesh of the
rail is divided into cuboid shapes that gradually thicken from the inside to the outside
and the mesh of the C-shaped armature is divided into hexahedral shapes with relatively
regular regularities through the operations of “mapping”, “distribution”, “sweeping”, “free
quadrilateral grid”, and “size”. The air area is divided using a “free tetrahedral” grid.
Through the above meshing operation, the average element mass of the armature and rail
areas is 0.9171, and the average element mass of the entire model area is 0.9119. The closer
this value is to 1, the better the mesh quality.

  

lrwr

hr

ha

wa

la

Figure 1. Electromagnetic railgun geometric model and the mesh segmentation result.

In order to observe the change in electromagnetic force more clearly with the excitation
current, the trapezoidal excitation current is used closely to the project (constant current at
the maximum current), as shown in Figure 2. The excitation current flows from the lower
face of rail A in Figure 1, flows through the armature, and then flows out of the lower face
of rail B.
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Figure 2. Waveform diagram of trapezoidal excitation current.

The material properties of the electromagnetic railgun are defined in the finite element
simulation software based on Table 1. In this paper, the controlled diffusion equation
method is used to numerically simulate the electromagnetic railgun, and the specific setting
method is as follows: Setting the conditions for the physics fields of the “current” and
“magnetic field”, and then adding velocity terms by modifying the electromagnetic field
control equation. The armature velocity is calculated using the physics field of “global
ordinary differential and differential algebraic equations”, and then so are the values of the
relevant parameters in the kinetic equation, as shown in Table 2. During transient solving,
we use the backward difference scheme in time. In the backward difference scheme, the
equations are evaluated at the current time; therefore, it is an implicit scheme.

Table 2. Parameters of armature kinetic equation.

Parameters Symbol Values

Armature mass/g ma 125.00
Friction coefficient μ 0.11

Mechanical preloading pressure/N FN,p 5600
Specific heat ratio of the air γ 1.4
Initial air density/(kg/m3) ρ0 1.29

Armature cross-sectional area/m2 S 0.00084
Perimeter of armature section/m L 0.116

Viscous friction coefficient Cf 0.003

2.3. Dynamic Characteristics and Numerical Solution Stability of Armature Electromagnetic Force

The armature electromagnetic force and movement velocity obtained by numerical
simulation are shown in Figure 3. Before the armature velocity reaches 500 m/s, the stable
calculation of the armature electromagnetic force and velocity can be realized; when the ar-
mature velocity increases to 500 m/s, the calculated values of the armature electromagnetic
force and velocity begin to become unstable, that is, the “pseudo-oscillation” problem of
the numerical solution occurs.

The numerical simulation results of the electromagnetic field on the rail section at
1.2 ms are shown in Figure 4. The rail section at 10 mm from the tail of the armature is
selected as the observation angle. Under the joint action of the skin effect, proximity effect,
and velocity skin effect, the magnetic flux density tends to be concentrated on the inner
surface of the rail with a maximum value of 8.61 T, and the current density tends to be
concentrated at two sharp corners of the inner surface of the rail, and the maximum current
density is 8.84 × 108 A/m2.
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Figure 3. Calculated values of armature electromagnetic force and armature movement velocity.

 
(a) 

 
(b) (c) 

Rail A Rail B
Rail A Rail B

Figure 4. The numerical simulation results of the electromagnetic field on rail section at 1.2 ms.
(a) Observation angle. (b) Magnetic flux density on rail section. (c) Current density on rail section.

The numerical simulation results of the electromagnetic field on the armature horizon-
tal cross-section at 1.2 ms are shown in Figure 5. The horizontal cross-section in the middle
of the armature is selected as the observation angle. The magnetic flux density tends to be
concentrated at the throat position inside the armature with a maximum value of 16.5 T;
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the current density tends to be concentrated in the inner throat and outer fillet position of
the armature, and the maximum current density occurs at the armature outer fillet position
of 4.35 × 109 A/m2.

 
(a) 

 
(b) (c) 

Figure 5. The numerical simulation results of the electromagnetic field on armature horizontal
cross-section at 1.2 ms. (a) Observation angle. (b) Magnetic flux density on armature horizontal
cross-section. (c) Current density distribution on armature horizontal cross-section.

The electromagnetic field governing Equation (1) of the 3D electromagnetic railgun
is the convection–diffusion equation, and the velocity is reflected in the convection term
of the equation. Pe is the dimensionless number that reflects the stability of the numerical
solution of this equation. Additionally, the Pe is calculated as
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Pe =
convection rate
di f f usion rate

= hc × σv
1/

μ

= hcσvμ (4)

In the formula, hc is the cell grid size. From Equation (3), we can know that Pe is
proportional to the cell grid size, velocity, conductivity, and relative permeability. When
v = 500 m/s, for hc = 7 × 10−5 in the armature region, Pe = 0.97 is calculated based on the
material properties of the armature in Table 1. With the increase in velocity, the effect of the
convection term is enhanced, and the Pe number increases gradually. When v > 500 m/s
and Pe begins to be greater than 1, the characteristics of the “principal component domi-
nance” of the matrix of discrete equations will be weakened [22], which leads to the morbid
state of the matrix and the “pseudo-oscillation” of the numerical solution, which does not
exist in physics. To avoid the problem of “pseudo-oscillation” in the numerical solution,
very fine meshing must be used. Under many conditions of high speed, high relative
permeability, and high conductivity, the mesh component with Pe less than 1 makes the
calculation too large, and the consumption of the computer resources is too high, so it is
not desirable in practice.

2.4. Electromagnetic Force with Different Conductivity

Electrical conductivity is one of the factors that affect Pe, and it also affects the sta-
bility of the numerical solution. Additionally, deep learning requires the armature elec-
tromagnetic force sample data under different conductivities; under a low conductivity,
the electromagnetic railgun model has low computational costs and high computational
efficiencies, and we find that the armature electromagnetic force at room temperature
conductivity is closer to reality by comparing the calculation results under different conduc-
tivities. Therefore, taking the rail conductivity (3.45 × 107 S/m) and armature conductivity
(2.20 × 107 S/m) at room temperature as the standards for numerical simulation, the dy-
namic characteristics of the armature electromagnetic force at 100%, 80%, 60%, and 40%
standard conductivity are analyzed.

When the armature conductivity is always the standard conductivity and only the
rail conductivity changes, the armature electromagnetic force is calculated, as shown in
Figure 6. The “pseudo-oscillation” of the numerical solution appears under a different
rail conductivity, and the occurrence time is basically the same. The reason for this is that
the rail region is stationary, and its governing equation is the diffusion equation without
convection term. Pe exists in the convection–diffusion equation, so the change in the rail
conductivity will not affect the stability of the numerical solution.

 

Figure 6. Armature electromagnetic force calculations when only the rail conductivity changes.

236



Appl. Sci. 2023, 13, 3819

When the rail conductivity is always the standard conductivity and only the armature
conductivity changes, the armature electromagnetic force is calculated, as shown in Figure 7.
The governing equation of the moving armature region is the convection–diffusion equa-
tion. In the process of increasing the velocity, the lower the armature conductivity, the
slower Pe of the element increases, and the later the “pseudo-oscillation” of the numerical
solution appears. In the case of a 40% standard armature conductivity, the stable numerical
simulation of the whole launch process can be realized.

 

Figure 7. Armature electromagnetic force calculations when only the armature conductivity changes.

The critical velocity of the numerical simulation can be stabilized under a different
armature conductivity, as shown in Table 3. Under the standard armature conductivity,
the critical velocity that can stabilize the numerical simulation is 503.86 m/s. The lower
the conductivity, the greater the critical velocity of the stable numerical simulation. At a
40% standard armature conductivity, the critical velocity of the stable numerical simulation
increases to 956.49 m/s.

Table 3. Critical velocity for stable numerical simulation at different armature conductivities.

Armature Conductivities Critical Velocity/(m/s)

Standard armature conductivity 503.86
80% standard armature conductivity 637.01
60% standard armature conductivity 823.30
40% standard armature conductivity 956.49

3. The Extrapolation Prediction Method

3.1. The Extrapolation Prediction Method Flow

Aiming at the problem of “pseudo-oscillation” of the numerical solution at high speed,
the numerical simulation data under a different conductivity and DBN-DNN are used to
realize the extrapolation prediction of the armature electromagnetic force in the stage of
“pseudo-oscillation” under a standard conductivity. The extrapolation prediction method
flow is shown in Figure 8.
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Figure 8. Flow chart of extrapolation prediction method.

1. The armature electromagnetic force under a different conductivity is numerically
simulated. According to the stability of the numerical solution, the numerical solution
is divided into the stable stage and the “pseudo-oscillation” stage.

2. For the stable stage, the simulation value of the armature electromagnetic force
is extracted, and the sample data including the excitation current, time, velocity,
armature conductivity, and electromagnetic force are obtained.

3. For the “pseudo-oscillation” stage, the sample data obtained from the stability calcu-
lation stage under a different armature conductivity are used to train the DBN-DNN
model with a good effect of the feature extraction and data prediction, and then
the model prediction is used to obtain the extrapolation prediction value of the ar-
mature electromagnetic force of the “pseudo-oscillation” stage under the standard
armature conductivity.

4. For the comprehensive armature electromagnetic force of the whole launch process,
the standard armature conductivity is obtained by superimposing the simulation
value of the stability stage and the extrapolation prediction value of the “pseudo-
oscillation” stage.

3.2. DBN-DNN

DBN-DNN does not need to establish the exact expression of the relationship between
input and output. It can obtain the complex nonlinear mapping relationship between input
and output through a lot of learning. It has the ability to express the data characteristics
layer by layer and then deeply mine the data value. The DBN-DNN structure is shown in
Figure 9. DBN-DNN is composed of DBN and DNN. Firstly, the whole DBN is initialized
by a greedy unsupervised learning algorithm. After layer-by-layer training, the abstract
feature vector learned by DBN is used as the input of DNN, which enables the network to
be trained quickly, efficiently, stably, and reliably. Finally, the BP algorithm is used to train
a DNN supervised to fit the label data.

238



Appl. Sci. 2023, 13, 3819

Figure 9. The structure of DBN-DNN.

DBN consists of multiple stacked Restricted Boltzmann Machine (RBM) units; each
RBM consists of a visible layer and a hidden layer, and the neurons of the visible layer
and the hidden layer are fully connected in both directions. The RBM is an energy model
where the energy function is defined as Eθ(v,h) for a set of state quantities (v,h), and the
joint probability distribution of the hidden layer and the visible layer is defined as P(v,h).⎧⎪⎨⎪⎩

Eθ(v, h) = −
n

∑
i=1

aivi −
m

∑
j=1

bjhj −
n

∑
i=1

m

∑
j=1

viwijhj

P(v, h) = 1
Zθ

e−Eθ(v,h)
(5)

In the formula, vi and hj are the state vectors of the visible layer and the hidden
layer, respectively; ai and bj are the bias vectors of the visible layer and the hidden layer,
respectively; n and m are the units number of the visible layer and the hidden layer,
respectively; wij is the weight between vi and hj; θ = (ai, wij, bj) is the parameters of the
model; and Zθ is the normalization coefficient.
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The states of the visible and hidden layer neurons of the RBM are conditionally
independent, and the probability of each neuron taking the value condition is calculated as⎧⎪⎪⎪⎨⎪⎪⎪⎩

P(hj = 1|v) = σ(bj +
n

∑
i=1

viwij)

P(vi = 1|h) = σ(ai +
m

∑
j=1

wijhj)
(6)

In the formula, σ(·) is the activation function. In this paper, ReLU is used as the
activation function, which can overcome the gradient disappearance and retain data in-
formation very well. On the other hand, it makes the network sparse, alleviating the
overfitting problem.

In this paper, the network parameters are adjusted by the maximum likelihood esti-
mation method, so the goal of training the RBM is to maximize the likelihood function L(θ)
of the network to obtain the parameter θ, that is

L(θ, v) =
n

∏
i=1

p(vi) (7)

To simplify the calculation, it can be written in the logarithmic form shown in
Equation (8). Additionally, the Contrasting Divergence (CD) algorithm [23] is used to
train the RBM. ⎧⎪⎪⎪⎨⎪⎪⎪⎩

lnL(θ, v) =
n

∑
i=1

ln p(vi)

θ = argmaxL(θ) = argmax
n

∑
i=1

p(vi)
(8)

In this paper, in the study of the electromagnetic railgun, the armature electromagnetic
force is the output variable, and the excitation current, time, velocity, and armature conduc-
tivity, which affect the armature electromagnetic force, are the input variables. The armature
electromagnetic force and its influence parameters obtained by numerical simulation are
used to train the DBN-DNN, so that the DBN-DNN can learn the complex nonlinear map-
ping relationship to realize the extrapolation prediction of the armature electromagnetic
force in the stage of “pseudo-oscillation”. When setting the network structure, the number
of hidden layers is selected as four. The number of neurons in each layer is 24, 18, 14, and
10, and the training process uses the Adaptive Moment Estimation (Adam) optimizer. To
reduce the complexity of the neural networks, a dropout layer has been added. On the one
hand, it can simplify the structure of the neural network and reduce the training time; on
the other hand, each neuron appears with a certain probability, and a weight update no
longer depends on the joint action of fixed relationship neurons, thereby improving the
overfitting phenomenon of the network.

4. Case Analysis

Two cases of electromagnetic railguns with different exit velocities are used to test the
extrapolation prediction performance of the model. The extrapolation prediction is realized
by PyTorch [24].

4.1. Case 1

The Okaloosa Armature Tester (OAT) and MCA 103 armature published by the Florida
laboratory were taken as the research objects [25,26]. The geometric dimensions and
material property parameters of the model are shown in Table 4.
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Table 4. Parameters of armature and rail model.

Model Parameters Symbol Values

Rail length/mm lr 220.00
Rail height/mm hr 31.75
Rail width/mm wr 6.35

Rail conductivity/(S/m) σr 5.80 × 10
Rail permeability/(H/m) μr 4π × 10−7

Armature length/mm la 28.59
Armature height/mm ha 25.00
Armature width/mm wa 25.00

Armature conductivity/(S/m) σa 1.86 × 107

Armature permeability/(H/m) μa 4π × 10−7

The extrapolation prediction performance of the model was tested using the launch
data of SLK 018. The armature has a mass of 249.72 g and flies out after accelerating in the
bore for 1.0 ms. The waveform diagram of excitation current is shown in Figure 10.

 
Figure 10. Waveform diagram of excitation current in case 1.

Establishing the finite element simulation model of the electromagnetic railgun. Based
on the armature conductivity (1.86 × 107 S/m) in Table 3, the numerical simulation results
of the armature electromagnetic force under different armature conductivities are obtained,
as shown in Figure 11. Because of the short acceleration time and low flight velocity of
the armature in this case, there is no “pseudo-oscillation” in the numerical solution of
the armature electromagnetic force under each conductivity. Under the condition of low
armature conductivity, the current distribution of the conductor is more uniform, and the
armature electromagnetic force is larger.

Through the above numerical simulation, 4000 groups of required sample data are
obtained. In order to eliminate the influence of the magnitude and dimension of data on the
prediction accuracy and convergence speed, the sample data are normalized and divided
into a training set and a test set. Among them, the training set is divided into two kinds:
the sample data obtained under the standard armature conductivity and the sample data
obtained under different armature conductivity. The test set is the sample data in 0.87–1 ms
time under the standard armature conductivity.
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Figure 11. Simulation calculation value of armature electromagnetic force under different armature
conductivities in case 1.

The above two training sets are used to train four extrapolated prediction models:
Support Vector Regression (SVR), Random Forest (RF), DNN, and DBN-DNN. Then, the
test set is used to test the extrapolated prediction model after training. The Mean Absolute
Percentage Error (MAPE) is selected as the standard to measure the evaluation performance
of the extrapolated prediction model. The value range of MAPE is [0, +∞). The smaller the
value is, the higher the accuracy of the prediction model is. The calculation method is

MAPE =
1
N

N

∑
i=1

|yi − ŷi|
yi

× 100% (9)

In the formula, N is the number of samples, and ŷi and yi are the predicted and
simulated value of armature electromagnetic force of the sample, respectively. Considering
the randomness of the performance evaluation of each extrapolation prediction model,
the four extrapolation prediction models are trained and tested five times, and then the
average value of MAPE is taken, as shown in Table 5.

Table 5. Average MAPE of four extrapolated prediction models.

Name SVR RF DNN DBN-DNN

When using sample data under
standard armature conductivity

to train the model.
6.07% 5.84% 2.38% 2.02%

When using sample data under
different armature conductivity

to train the model.
2.23% 2.16% 0.75% 0.52%

Compared with the training set under the standard armature conductivity, the sample
data in the training set under a different armature conductivity are more sufficient, which
enables the extrapolated prediction model to better grasp the overall characteristics of the
data. It is more helpful to learn the mapping relationship between the excitation current,
time, velocity, armature conductivity variables, and armature electromagnetic force, and
the prediction effect is better.

As traditional machine learning models, SVR and RF have a limited ability to deal
with input features, a restricted generalization ability, and a low prediction accuracy when
solving complex problems. As a deep learning model, DNN can use deep networks and
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a large number of sample data to learn the multi-level abstract features and the hidden
structural representations of data, and it has a high prediction accuracy. In the DBN-DNN
model, DBN completes feature extraction by pre-training the coupling relationship of input
features, and it provides reasonable initial parameters for DNN training, so DBN-DNN has
a greater nonlinear fitting ability and generalization ability than DNN model, and it has
the highest prediction accuracy.

Through the comparison of the MAPE average of the four extrapolated prediction
models under the two training sets, we know that the training set under different armature
conductivities is used to train the DBN-DNN model, and then the test set is used to test the
highest accuracy, and the average MAPE is the smallest, which is 0.52%. Thirty-five groups
of samples are selected from its test set at equal intervals, and the calculated values of
armature electromagnetic force are compared with the predicted values, as shown in
Figure 12.

 

Figure 12. Comparison between the calculated value and the predicted value of armature electro-
magnetic force.

In Figure 11, the numerical simulation results of the armature electromagnetic force of
0–0.87 ms under the standard armature conductivity are obtained. The DBN-DNN model
is trained with the sample data obtained under different armature conductivity, and then
the extrapolated prediction of the armature electromagnetic force of 0.87–1 ms under the
standard armature conductivity is obtained by using the test set sample extrapolation
prediction. The calculated value is superimposed with the predicted values to obtain the
comprehensive armature electromagnetic force of the whole launch process (0–1 ms), as
shown in Figure 13.

According to the armature electromagnetic force under the standard armature conduc-
tivity in Figure 11, the calculated value of the armature velocity is obtained; according to
the integrated armature electromagnetic force under the standard armature conductivity
in Figure 13, the combined value of calculation and prediction of the armature velocity
is obtained. The two values are similar, and they are compared with the experimental
measurement value of the armature movement velocity, as shown in Figure 14. The experi-
mental measurement value of the armature exit velocity is 247.0 m/s; the calculated value
is 245.7 m/s, which is 0.53% smaller than the experimental measurement value; and the
combined value of calculation and prediction is 244.9 m/s, which is 0.85% smaller than the
experimental measurement value.
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Figure 13. Integrated armature electromagnetic force under standard armature conductivity in case 1.

 
Figure 14. Comparison of armature movement velocity.

4.2. Case 2

In case 1, the armature velocity is low. In order to verify the applicability of the extrap-
olation prediction method under high-speed armature movement, the 40 mm × 50 mm
medium-caliber railgun developed by the Agency for Defense Development (ADD) is taken
as the research object [27]. Using the launch data of test number #26, where the armature
mass is 300 g and it flies out after accelerating in the bore for 4.0 ms. The waveform diagram
of the excitation current is shown in Figure 15.
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Figure 15. Waveform diagram of excitation current in case 2.

Establishing the finite element simulation model of the electromagnetic railgun. The
numerical simulation results of the armature electromagnetic force under different arma-
ture conductivities are obtained when 2.50 × 107 S/m is used as the standard armature
conductivity in this case model, as shown in Figure 16. Under the standard conductivity, the
numerical solution of the armature electromagnetic force appears as “pseudo-oscillation”
after 1.41 ms, and the lower the armature conductivity, the later the “pseudo-oscillation”
occurs, and the stable numerical simulation of the whole launch process can be realized
under 40% standard armature conductivity.

 

Figure 16. Simulation calculation value of armature electromagnetic force under different armature
conductivities in case 2.

Through the above numerical simulation, 9500 groups of sample data under different
armature conductivities of the stable stage are obtained. These sample data are normalized
and divided into a training set and a test set. The training set contains the 0–1.13 ms
sample data under the standard armature conductivity and all the sample data under low
conductivity; the test set is the 1.13–1.41 ms sample data under the standard armature
conductivity. Using the training set to train the DBN-DNN model, and then using the test
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set to test the DBN-DNN model after training. The average MAPE of five training tests
is 0.56%.

The DBN-DNN model, which is closest to the average value of MAPE in five training
tests, is used to predict the armature electromagnetic force of the pseudo-oscillation stage
(1.41–4.0 ms) under the standard conductivity, and the extrapolated prediction value of the
armature electromagnetic force is obtained. Then, superimposed with the calculated value
of the stable stage under the standard conductivity (0–1.41 ms) in Figure 16, the integrated
armature electromagnetic force of the whole launch process (0–4.0 ms) is obtained, as
shown in Figure 17.

 
Figure 17. Integrated armature electromagnetic force under standard armature conductivity in case 2.

According to the armature kinetic equation and the integrated armature electromag-
netic force under the standard armature conductivity obtained in Figure 17, the armature
exit velocity is calculated as 2029.2 m/s. It is 1.03% smaller than the experimental measure-
ment value 2050.3 m/s, which can meet the needs of practical engineering calculation and
tests the performance of the armature electromagnetic force extrapolation prediction of the
DBN-DNN model.

4.3. Training Strategy

The above two cases use the original training strategy: based on the stable numerical
simulation sample data under different conductivities, they train the model together, and
then they extrapolate the armature electromagnetic force under the standard conductivity.
In order to improve the convergence speed and prediction performance of the model,
this paper further proposes an improved training strategy for the transfer of DBN-DNN
parameters from the armature electromagnetic force to the standard conductivity under
a low conductivity. The details are as follows: First, the DBN-DNN is trained based on
the numerical simulation data of 40% standard conductivity, and the current network
parameters are saved after the training is completed. They are then used as the initial
value of the network parameters under 60% standard conductivity. Similarly, the network
parameters after training under 60% standard conductivity are taken as the initial values of
network parameters under 80% standard armature conductivity. Based on this strategy, the
extrapolation prediction of the armature electromagnetic force under standard armature
conductivity is realized.
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Using the two cases in this paper, the results of the DBN-DNN model under the
two training strategies are compared, as shown in Table 6. Compared with the original
training strategy, the improved training strategy reduces the MAPE value by about 20%,
and the prediction effect is better; the improved training strategy improved the training
speed of the model by 46.05% and 63.86%, respectively. As a whole, the training speed
can be greatly accelerated by improving the training strategy, while the accuracy of the
prediction model is guaranteed.

Table 6. The results of DBN-DNN model under different training strategies.

Case Training Strategy MAPE Training Time/s

Case 1
Original training strategy. 0.52% 76

Improved training strategy. 0.42% 41

Case 2
Original training strategy. 0.56% 202

Improved training strategy. 0.45% 73

In the DBN-DNN model with an improved training strategy, the solution under
different conductivities can be regarded as multiple tasks with similar control equations.
Although the initial training error of the network is higher at 40% armature conductivity,
the initial training error of the network at 60%, 80%, and a standard armature conductivity
will gradually decrease. Additionally, the number of iterations decreases with the training
process, and the training speed can become faster and faster so that the solution of the
network can converge quickly under the standard armature conductivity, thus accelerating
the optimization process of network parameters.

5. Conclusions

In this paper, the armature electromagnetic force of the electromagnetic railgun at high
speed is analyzed and studied, and the following conclusions are drawn:

1. Due to the influence of Pe, there exists the problem of “pseudo-oscillation” in solving
the convection–diffusion equation of the electromagnetic railgun at high speed, and
Pe is proportional to the armature velocity and armature conductivity.

2. An extrapolation prediction method of the armature electromagnetic force at high
speed is proposed, and the prediction accuracy of different models is compared
to verify the advanced nature of the DBN-DNN extrapolation prediction model
established in this paper.

3. In the two cases, the difference between the calculated value of the armature exit
velocity and the experimental measurement value is 0.85% and 1.03%, respectively,
which can meet the needs of practical engineering calculation and verify the feasibility
and correctness of extrapolation prediction.

4. The training strategy of the DBN-DNN parameters is proposed when the armature
electromagnetic force is transferred from a low conductivity to a standard conductivity,
which ensures the prediction accuracy of the model and accelerates the training speed.

The extrapolation prediction method proposed in this paper can extrapolate the
numerical results to the field of electromagnetic comprehensive performance, which is
difficult or even impossible to calculate. In the next step, we will apply this method to
the field, wear, vibration, and other aspects and carry out a field guidance optimization
and an uncertainty optimization to achieve the performance optimization and reliability
estimation of the electromagnetic railgun under extreme conditions.
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Featured Application: The research findings can be applied in the design of generators of various

vehicles, in particular synchronous homopolar generators.

Abstract: Electric machines with hybrid excitation have increased torque density while maintaining
a wide range of speed control. This article presents the results of the optimal design of a synchronous
homopolar generator (SHG) with ferrite magnets on the rotor and excitation winding on the stator
for passenger cars. The use of ferrite magnets on the rotor of a synchronous homopolar generator
makes it possible to use the stator surface more efficiently, which in turn increases energy efficiency
and reduces the dimensions of the generator. At the same time, the excitation winding on the stator
provides a reliable brushless design and the ability to control the excitation flux. The problem of
long-time calculation of the three-dimensional SHG structure, which is especially relevant when using
multi-iterative computer optimization, is solved by using the computationally efficient Nelder-Mead
method and a simplified SHG model using two-dimensional finite element analysis. It is also clear
that the low torque ripple of SHG with ferrite magnets with two stator-rotor stack combinations
(SRSC) is largely provided by the fact that the torque ripples of individual SRSCs are in antiphase.
The problem of considering the magnetic properties of magnetic core sections made of structural
low-carbon steel is discussed. It has been found that with an increase in both the saturation level of
the magnetic circuit and the magnetomotive force (MMF) of the SHG excitation winding, resistance
to irreversible demagnetization of ferrite magnets on the rotor can be increased by increasing their
height. In addition, it is shown that there is a significant increase in performance when using the
hybrid excitation, in comparison with the conventional SHG design without magnets.

Keywords: brushless; design optimization; electric machine; ferrite magnets; hybrid excitation;
Nelder–Mead method; passenger car generator; synchronous homopolar generator; synchronous
homopolar machine; wound field machines

1. Introduction

1.1. Advantages of Synchronous Machines with Electric and Hybrid Excitation without Rare
Earth Magnets

Generators with rare-earth permanent magnets are widely used when operating with
a controlled rectifier [1]. At the same time, many researchers are looking for alternative
designs that do not contain rare earth magnets, since these magnets are expensive, and
their use makes the manufacturer dependent on a few suppliers. The price of rare earth
magnets can fluctuate greatly and change several times, depending on the state of the
international market. The extraction of raw materials for rare earth magnets is harmful
to the environment [2]. In addition, electric machines with rare earth magnets have
disadvantages in operation. Nd-Fe-B rare earth magnets are not well suited for high
temperature applications due to their tendency to irreversibly demagnetize at temperatures
above 120 ◦C and strong demagnetizing fields. While more temperature resistant Sm-Co
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magnets are available, due to the high cost and difficulty in machining, they are typically
only used in aerospace systems [3].

The electrical conductivity of rare earth magnets is relatively high, therefore, at a high
operating frequency, large eddy currents are induced in rare earth magnets, which leads
to their high heating and complicates their use in high-speed applications. Magnetomo-
tive force (MMF) from permanent magnets is uncontrollable and cannot be turned off in
emergency situations, which complicates the use of the machines with rare earth magnets
in many applications [4]. An alternative is wound rotor electrically excited synchronous
generators (WRSG). However, their conventional designs cannot be used in many applica-
tions due to the presence of slip rings and brushes feeding the excitation winding on the
rotor, which are subject to rapid wear [5]. In addition, the excitation winding on the rotor
produces significant losses, which makes it difficult to cool the WRSG.

In a number of applications, for example, for turbo generators connected directly to the
grid and for electric aircraft, wound rotor synchronous generators with a brushless exciter
are used [6,7]. However, the use of a brushless exciter leads to an increase in the cost, size,
and weight compared to traditional generators. In addition, in railway applications, the
low resistance of the brushless exciter to shaking and shock loads, as well as the complexity
of repairing a generator with such an exciter, are critical. Another alternative with an
electrically excited brushless design is synchronous homopolar machines (SHMs).

1.2. Overview of Literature on the Design of Synchronous Homopolar Machines

On non-fully electrified rail lines, undercar generators can be used to power passenger
cars. Often, synchronous homopolar generators (SHGs) without permanent magnets with
concentrated excitation coils on the stator are used in this application, due to their relatively
high performance and highly reliable brushless design that is resistant to shaking and
shock loads and to the absence of windings on the rotor [8]. SHMs also find uses in other
applications such as traction drives, flywheel storage, wind turbines, on-board generators,
and welding generators [9–13]. In addition, the excitation current of the SHG is adjustable,
as in a conventional electrically excited generator.

The analysis of the magnetic field of the SHG and, consequently, its optimization,
is complicated by the complex three-dimensional configuration of its magnetic core. In
some parts of the machine, the flux flows in the axial direction, and in others do so in the
transverse plane (in the tangential and radial directions) and changes its direction to an
axial one when moving from the laminated parts to the solid stator housing or magnetic
sleeve on the rotor shaft.

The applicability of the traditional two-dimensional finite element model is limited,
due to the three-dimensional nature of the magnetic field of the SHG. Researchers have
developed a number of models that take into account the three-dimensional structure of
the SHG magnetic field using one-dimensional magnetic circuits [14,15], models based
on the two-dimensional finite element method (FEM) [16,17], and three-dimensional FEM
models [18,19]. In [17], a technique for modeling the SGM was presented, which considers
the three-dimensional structure of the magnetic field within the framework of a two-
dimensional model by introducing an additional term into the equations of the vector
magnetic potential, and jointly solving them with the one-dimensional equation of the axial
magnetic circuit of the excitation flux. An experimental verification of this technique is
carried out.

In [8,9,14,16,19–22], SHM performance analysis for generators and flywheel energy
storage applications is carried out. Due to the complexity of the configuration of the
magnetic system, many different methods for calculating the performance of SHG have
been proposed. In [8], an SHG design using the 2D FEA mode was considered in order
to improve the performance properties of a mass-produced undercar generator. Manual
optimization of the number of rotor teeth, as well as the parameters of the rotor and stator
teeth, was applied. Through experimental verification it is shown that the optimized design
has a higher no-load EMF value. In [9], modeling of the transient process in a low-power
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train-lighting alternator based on SHM is considered, taking into account the eccentricity
of the rotor. In [19], the analysis of a low-power high-speed SHM with an external rotor
is considered, the design of which is carried out using analytical expressions. The SHM
performance at idle and at rated load is calculated using 3D FEA. In [14,16], an equivalent
2D finite element SHM model with virtual excitation on the rotor is presented, which is
verified using 3D FEA and an experimental study. In [20], the design of a high-speed high-
power motor/generator based on SHM is considered. The layout of a superconducting
excitation winding, and a water-cooled armature winding made of Litz wire is described.
For performance analysis, an approximate SHM model is used in which the magnetic
field is analyzed using a 2D finite element analysis in a plane containing the axis of
rotation of the machine. In [18], analysis using 3D FEM and manual optimization of
the no-load electromotive force (EMF) for a three-phase SHG with a speed control range
of 500–7000 rpm are presented. Characteristics of the SHM are evaluated with different
combinations of stator and rotor teeth: 9/6, 15/10 and 18/12. An experimental verification
was provided. In [23], the optimization of the mass and dimensions of an SHG using a
genetic method and a lumped parameter model is presented. It is noted that the use of 3D
FEA in SHM optimization is complicated by a large calculation time. In [24,25], methods for
analyzing transient processes in SHGs using ordinary differential equations are proposed.
In [26,27], methods for analyzing the thermal state of an SHG are proposed. In [28], the
features of SHG modeling with a superconducting excitation winding are discussed.

Despite the SHM advantages, the losses in SHM with the same dimensions are signifi-
cantly higher than in conventional WRSG due to less efficient use of the rotor surface [5].
Since ferrite magnets are much cheaper than rare earth magnets, have a wider range of
suppliers and are environmentally friendly, it is attractive to improve the performance of
the SHG by adding ferrite magnets. Ferrite magnets are also well suited for use in high-
temperature applications and have extremely low electrical conductivity, which makes
them suitable for high-speed applications [22].

In [21,22], a design of an SHG with ferrite magnets for powering passenger cars is
presented. It is shown that the addition of ferrite magnets makes it possible to increase
the efficiency and reduce the mass and dimensions of the SHG. In [21], the calculation of
the electromotive force (EMF) of SHG with ferrite magnets at idle is carried out; however,
the calculation of the performances under load and the analysis of irreversible demagneti-
zation were not carried out. In [22], a design of SHG with ferrite magnets is described in
more detail.

1.3. The Problem and Aim of the Study

The review of the literature shows that the performance optimization of SHG with
ferrite magnets under load has never been presented.

The purpose of the study is to increase the performance and reduce the weight and
dimensions of synchronous homopolar generators for passenger cars operated on non-
electrified and partially electrified railways. The novelty of this article lies in the develop-
ment of a technique for optimizing the on-load performance of SHG with ferrite magnets
as a railway undercar generator. The cost function is constructed, and a relevant example
of the optimized design is obtained. The optimization of the SHG with ferrites minimizes
losses, semiconductor rectifier current, torque ripple, and the volume of irreversibly de-
magnetized permanent magnets. In addition, a comparative analysis of the characteristics
of the optimized SHG with ferrite magnets and an SHG without permanent magnets, the
optimized characteristics of which were obtained in [29], is presented.

2. Main Features of the Considered Design of the SHG with Ferrite Magnets

As Figure 1 shows, the SHG has two laminated steel stator-rotor stack combinations
(SRSCs). In the axial direction, the excitation magnetic flux is transmitted through the
non-laminated stator housing, in which the stator laminated stacks are installed, and
through the rotor sleeve, on which the laminated rotor stacks are installed. The three-phase

252



Appl. Sci. 2023, 13, 3990

armature winding is placed in 54 stator slots and has 12 poles with the number of slots per
pole and per phase q = 54/(12·3) = 1.5.

  
(a) (b) 

Figure 1. SHG approximate geometry: (a) Cross-section and stator armature winding configuration
(1/4 of the generator cross-section is shown, the other parts are symmetrical); (b) General view. One
half of a stator cutout is shown. Rotor is shown without cutout. The armature winding placed in the
stator slots is not shown.

The excitation winding is placed in an axial gap between the two generator SRSCs. The
laminated rotor stacks are of salient pole design. The rotor has no windings and has low-
energy ferrite magnets in the slots of the rotor stacks. Each rotor lamination has six teeth.
The tooth shift of the two rotor laminations relative to each other is 30 mechanical degrees.

Figure 2 shows the scheme for rectifying the output current of the generator to the
network of the car. The generator feeds the network of the car, and also recharges the
battery. The rectifier uses controlled transistor switches that provide vector control of the
generator armature winding current. The concentric coil of the excitation winding is located
between the pairs of rotor and stator stacks and is fixed on the supporting non-magnetic
core. The DC-link voltage (close to the maximum amplitude of the line-to-line voltage
of the generator) must not exceed 116 V. The semiconductor converter also includes a
single-phase breaker for powering the excitation winding of the generator.

 
Figure 2. Scheme of rectifying the output current of the generator to the car network. Capital letters
denote the phases A, B, C of the generator.

At the preliminary calculations, it was established that without parallel paths, each
layer of the armature winding should contain one turn. However, this led to large eddy
current losses in the armature winding, so the number of parallel paths was chosen to be
six, that is, equal to the number of pole pairs.

3. SHG Mathematical Model

The SHG magnetic core has two SRSCs linked to each other in the axial direction by the
stator housing and the rotor sleeve made of non-laminated low-carbon steel. The excitation
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winding fixed on the stator induces the excitation flux, which passes through the SRSCs, the
stator sleeve on the rotor shaft, and the stator housing [8,30] (see Figure 3). The modulation
of the magnetic field by the teeth of the rotor allows this magnetic flux to interact with the
poles of the armature winding on the stator. In the absence of magnets, only half of the
poles would be involved in the torque production. The addition of permanent magnets
between the teeth of the rotor makes all poles of the armature winding to usable [31,32].

Figure 3. Excitation winding flux path through the stator housing, the SRCSs, and the rotor sleeve.

The developed mathematical model consists of a set of g boundary 2D magnetostatic
problems for a magnetic field in the cross section of an SRCS and a magnetic circuit equation
with lumped parameters in the axial direction. The range of considered rotor position
angles is chosen taking into account the symmetry with respect to a shift by a third of the
electric period and cyclic phase permutation and is equal to a third of the electric period.
One third of the electric period is divided into g sections and boundary value problems are
considered for the beginning of each section. In this study, g = 24.

As in conventional electric machines, the magnetic field in a good approximation can
be assumed to be uniform along the axis and lying in the transverse plane. Therefore, the
equations traditional for 2D problems of magnetostatics are solved [17]:

∂Bx
∂x +

∂By
∂y = 0;

∂Hy
∂x − ∂Hx

∂y = Jz,
(1)

where Jz is the z-component of the current density, which is not equal to zero only in the
stator slots filled with a winding; Bx and By are the components of the magnetic flux density;
Hx and Hy are the components of the magnetic field.

A distinctive feature of SHM is the presence of a magnetic monopole, i.e., excitation
flux flowing in on the inner boundary of the rotor and flowing out of the outer boundary
of the stator (or vice versa). Then, the general solution of the Gauss law for magnetism (1)
can be expressed as follows:

Bx = ∂Az
∂y + φ x

2π(x2+y2)
;

By = − ∂Az
∂x + φ y

2π(x2+y2)
.

(2)

where Az is the z-component of the vector magnetic potential; φ is the linear density of
the magnetic charge. Only the component of the vector magnetic potential A along the
z-axis is different from zero. In these equations, the first terms on the right side of these
equations are common for a magnetostatic problem. The second terms determine the linear
flux density of the magnetic monopole, which is set based on the following relation:

Φ = φ · Lstator/2. (3)
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where Lstator is the total stator laminated stack length.
The calculation area is one sector corresponding to the pole pitch of the generator,

with periodic boundary conditions PI and PII on the boundaries of this sector, as shown in
Figure 4. The change in the rotor angular position is modeled not by changing the geometry
of the calculation area, but by changing the connecting boundary condition on a circular
line lying in the middle of the air gap between the rotor and stator.

Figure 4. Computational domain.

The equations of magnetostatics are complemented by constitutive equations. For
the rotor and stator stacks, the magnetization curve H(B) is set. For magnets, the residual
magnetic flux density and the magnetic permeability are set. For the areas of the armature
winding, the current density is set, and the flux coupled to the winding is calculated, which
is necessary to calculate the voltage in the armature winding.

The rotor rotates together with the rotating field, and there are practically no eddy
currents in its stack and sleeve. Since the rotor sleeve is ferromagnetic, the normal deriva-
tive of Az is equal to zero at the inner boundary of the rotor package (the Neumann
boundary condition).

On the contrary, the magnetic flux is frozen into the stator housing, and the normal
component of the magnetic flux density at the outer boundary of the stator stack is repre-
sented only by the monopole field. Thus, for the outer boundary of the stator stack, the
Dirichlet boundary condition Az = 0 is accepted.

Due to the fact that the field is frozen into the stator housing, we will assume that the
magnetic charge does not change in time, and when calculating the MMF drop on a pair
of rotor and stator stacks, we will use the average value for all boundary value problems.
MMF can be calculated as a curvilinear integral of magnetic field along any trajectory from
the inner boundary of the rotor stack to the outer boundary of the stator stack. Radial
segments can be chosen as such trajectories. However, due to the discreteness of the finite
element method, such integrals will have a small accuracy. Therefore, it is better to average
over the azimuthal angle the values of these integrals. Therefore, the MMF drop on one
pair of rotor and stator stacks is determined by the formula:

F =
p

2πg

g−1

∑
i = 0

� Hxi · x + Hyi · y

x2+y2 dS, (4)

where the double integral
∫ ∫

is taken over the entire computational domain.
The magnetic circuit equation in the axial direction has the form [17]:

N · Iexc = 2 · F + Fhousing + Fsleeve, (5)

where Iexc is the excitation winding current; N is the number of turns of the excitation
winding; F is the drop in MMF on one SRCS; Fhousing = λ · Hhousing (Φ/Shousing) is the MMF
drop on the stator housing; Fsleeve = λ · Hsleeve (Φ/Ssleeve) is the MMF drop on the rotor
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sleeve; Hhousing and Hsleeve are the dependences of the magnetic field on the magnetic flux
density in the stator housing and in the rotor sleeve, respectively; Shousing and Ssleeve are the
cross-sectional areas of the housing and sleeve; λ is the axial distance between the SRCSs.

The torque created by one SRCS and the EMF induced in the armature winding of one
SRCS are called nonsymmetrized. The torque and EMF of the whole machine are equal to
the sum of the torque and the EMF of each SRCS. To find the torque and EMF of the whole
machine, there is no need to calculate them for each SRCS. It is assumed that the torque of
the second SRCS is equal to that of the first SRCS, and the EMF is equal to that of the first
SRCS with a sign ‘−’ when the rotor is shifted by half the electric period [17]. Further, the
torque ripple of the whole machine is referred to as symmetrized torque ripple. The torque
ripple as a single SRVS is referred to as nonsymmetrized torque ripple.

The iron loss is a key component of the total loss. Therefore, it is also evaluated for each
intermediate design obtained during the optimization, i.e., at each step of optimization
(each call of the objective function) based on the solution of g boundary problems. A
conventional algorithm for calculating iron losses is used [33].

4. Selection of the Objective Function and Optimization Parameters

Like traction motors, an undercar generator is an electrical machine, operating over
a wide range of speeds at a constant required output power. However, in the case of a
generator, a constant electrical output is required. The rotational speed of an undercar
generator increases along with the velocity of the train. The operating speed range of
the considered undercar generator is from 750 to 3450 rpm. The generator must produce
about 35 kW in this speed range [34]. In order to simplify the optimization procedure, it
was assumed that the mechanical power of the generator does not change and is equal to
Pmax = 40 kW > 35 kW in the entire considered speed range, roughly taking into account
the generator loss. Two boundary points are considered in the optimization: the speed
n1 = 3450 rpm at the torque of Tmax · n2/n1 = 111 N·m and the speed n2 = 750 rpm at the
torque of Tmax = 510 N·m (Figure 5).

Figure 5. The required torque and mechanical power of the generator as a function of speed.

Manufacturers of passenger car generators [34] have been requested to increase their
energy efficiency, and it is necessary to limit the reactive current and torque ripple. In
addition, in order to avoid the failure of the generator, it is necessary to prevent irreversible
demagnetization of the permanent magnets on the rotor.

Thus, the goals of optimization in descending order of importance are to minimize the
following quantities:

1. Average losses <Ploss> which are estimates as the average losses in the modes with
the speeds of 750 rpm and 3450 rpm;

2. Upper limit of the phase armature current Iarm;
3. Symmetrized torque ripple max(TRsym) in the entire operating speed range;
4. Non-symmetrized torque ripple max(TR) in the entire operating speed range;
5. Volume of irreversibly demagnetized magnets at maximum current at a speed of

750 rpm.
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Structural steel 1010 (non-laminated steel used for the manufacture of machine parts)
is the material of non-laminated parts of the magnetic circuit. Since the exact magnetization
curve and saturation knee point of this steel are not exactly known and are not specified by
the manufacturer to ensure that the drop in the magnetomotive force on the stator housing
and rotor sleeve is small compared to the drops on the SRSCs, the flux density in these
parts is limited to 1.6 T.

In this study, the single-criterion unconditional Nelder-Mead method is used to op-
timize the SHG design, which is well known [35] and is included in the basic MATLAB
software package (“fminsearch” function).

Since the Nelder-Mead method is a single-criteria method, in order to achieve the
set of optimization goals, the objective function is set as the product of individual goals
raised to a certain power, reflecting their significance. Since the Nelder-Mead method
is an unrestricted method, the constraints are also given as separate multipliers of the
objective function. To avoid reducing the size of the simplex too quickly and slowing down
or stalling the optimization process as a result, the corresponding multipliers increase
rapidly rather than discretely, unless constraint conditions (“soft constraints”) are met. The
objective function used is:

F = < Ploss > max(Iarm )0.7max(TRsym)0.025max(TR)0.01 f
((

Bh
1.6

)5
)

f
(( Sdemag

Smag

)300
)

;

f (x) =
{

x, x > 1
1, otherwise

,
(6)

where <Ploss> is the average total loss (arithmetic mean of total losses Ploss at the two
considered operating points);

max(Iarm) is the maximum armature current that occurs at the 2nd operating point (the
maximum torque; 750 rpm); max(TRsym) is the maximum value of the symmetrized torque
ripple; max(TR) is the maximum value of the nonsymmetrized torque ripple; Bh is magnetic
flux density in the stator housing and rotor sleeve at the 2nd operating point; Sdemag is the
area of the demagnetized magnets; Smag is the total area of the magnets. Furthermore, for
greater clarity, the natural logarithm (6) is used.

In Equation (6), constants/weights 1, 0.7, 0.025 and 0.01 determine the importance of
certain objectives. These values just reflect the approximate relative priority of each of the
optimization goals, based on the experience of the authors in designing similar machines.
The most important target has a weight of one. The most important optimization objective
is to reduce the average loss, so the corresponding <Ploss> multiplier is raised to the highest
power. The constant 0.7 means that a 1% reduction in the current at 750 rpm is considered
as valuable as a 0.7% reduction in the average loss. The objectives of reducing symmetrized
and unsymmetrized torque ripples are substantially less important. The constants 0.025 and
0.01 mean that other things being equal, designs with lower torque ripples are preferable.

The last two multipliers of function (6) set the soft constraints of flux density in non-
laminated parts of the magnetic core and the area of irreversibly demagnetized ferrite
magnets. The constants 5 and 300 control the steepness of the constraints. Too small
values of these constants can lead to constraint violations, i.e., to an unacceptable design.
Calculations show that the optimized design satisfies the constraints (flux density in these
parts is no more than 1.6 T; demagnetizing force is 3.9 kOe). Too large values cause fast
reduction of the volume of the simplex, which slows down optimization.

In order to simplify the optimization procedure, as well as the possibility of using
the results for different types of winding wires with different standard sizes (for example
as specified in [36]), it is assumed that the number of turns in the layer of the armature
winding, as well as the width and height of the wire are arbitrary positive real numbers.
The number of turns is selected so as to fit with the amplitude value of the line voltage
V3450 in the 40 kW; 3450 rpm (maximum voltage) operating point is equal to 113 V [5]. The
number of parallel branches is assumed to be equal to six. The parameters that define the
design of the generator are illustrated in Figure 6.
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(a) (b) 

  
(c) (d) 

Figure 6. Parameters of the SHG geometry. (a) Stator core parameters; (b) Rotor core parameters;
(c) Armature winding parameters; (d) Parameters in the axial plane.

The main unchangeable parameters of the generator are shown in Table 1. Table 2
shows the values of the parameters of the SHG varied during the optimization for the initial
design, as well as the design obtained as a result of optimization. Because the Nelder-Mead
method is an unconstrained optimization method, ranges of optimization parameters are
not provided.

Since the Nelder-Mead method is a local search method, the initial design is not
completely random. To obtain the initial design, a manual optimization with several
attempts was carried out. The parameters varied manually to achieve better performance,
to mitigate the saturation or the violation of the constraints. Some principles used are
as follows:

- To mitigate the saturation, the thickness of the most saturated parts of the magnetic
core must be increased. For example, to decrease saturation, the most saturated parts
of the magnetic core should be thickened;

- To decrease the total loss, it is useful to inspect the losses in individual parts of the
machine;

- To decrease the loss in the armature winding or in the excitation one, we can try to
increase their cross-section area, etc.

The rotor shaft is made of non-magnetic material. Since the same magnetic flux flows
through the stator housing and the rotor sleeve, their cross sections are assumed to be
equal. For this reason, a change in the thickness of the stator housing also leads not only to
a change in the outer diameter of the stator lamination, but also to a change in the outer
diameter of the rotor sleeve.
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Table 1. Main unchangeable parameters of the generator.

Characteristics Values

Length of all laminated stacks plus the axial clearances between them for
installing excitation coils L, mm 150

Outer diameter of the stator housing, mm 370

Axial clearance between excitation coils and a rotor stack Δa, mm 15

Radial clearance between excitation coils and the rotor sleeve Δr, mm 12

Diameter of the rotor shaft, mm 40

Back iron width of stator lamination Hstator yoke, mm 12

Back iron width of rotor lamination Hrotor yoke, mm 9

Thickness of the stator wedge, ε2, mm 1

Stator tooth tip height ε1, mm 1

Current angle at 750 rpm, electrical radian 0.1

Grade of electrical steel 2412

Thickness of electrical steel, mm 0.35

Table 2. Initial and optimized vectors of the variable optimization parameters.

Characteristics Initial Design, x0 Optimized Design, x

Housing thickness h, mm 15 11.07

Total stator stacks length Lstator, mm 130 128.3

Stator slot depth hp, mm 20 27.9

Stator slot width bp, mm 5 6.37

Airgap width δ, mm 2 0.91

Rotor slot thickness, α1 0.5·tz * 0.481·tz *

Rotor slot thickness, α2 0.6·tz * 0.689·tz *

Angle of field weakening at 3450 rpm,
electrical radian 0.6 0.93

Current ratio ** @ 750 rpm 8 14.54

Current ratio ** @ 3450 rpm 8 9.76
Notes: * tz = 360/6 = 60◦ (mechanical) is the rotor tooth pitch; ** the current ratio is the ratio between the current
in a layer of the armature winding and the excitation current.

The net fill factor of the armature slot with copper is assumed to be 0.8. The width wx
and the height wy of the rectangular wire of the armature winding, which are taken into
account when estimating its DC losses and eddy current losses, include the thicknesses of
conductors and insulation [5]:

bp = wx + ax; hp = 2 · (wy + Δw) · Nsec + ay, (7)

where ax = 1.51 mm, ay = 1.8 mm, Δw = 0.31 mm take into account the thicknesses of the
rectangular busbar insulation and the thickness of the slot insulation.

When calculating losses in the excitation winding, eddy current losses are not taken
into account. At the maximum torque, the angle between the center of the rotor tooth and
the stator current vector (“current angle”) is taken unchanged and equal to 0.1 electric
radians as shown in Table 1. The current angle at maximum speed is also an optimization
parameter as shown in Table 2.

Figure 7 illustrates the order of calculations when calling the objective function F (6).
The optimization procedure ‘fminsearch’of MATLAB software, which implements the
simplex gradientless Nelder-Mead method [35], is well known, and its details are described
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in [37].The optimization procedure fminsearch(F, x0) is launched to find the vector x of
optimized values of the generator parameters, where x0 is a vector with initial values of
the generator parameters (see Table 2).

 
Figure 7. Order of the SHM performance calculation during one step of the optimization. The
objective function is defined by Equation (6). The input parameters are shown in Table 2.

5. Optimization Progress and Comparative Analysis of the Generator Performances
before and after Optimization

As a result of optimization, the value of the objective function (6) converges to a mini-
mum (Figure 8). The volume of the simplex can quickly decrease during optimization, and
further optimization slows down. Therefore, after the 180th function call, the Nelder-Mead
method was restarted. The optimal solution found was used as the initial approximation.
The linear dimensions of the simplex at the restart were reduced by four times compared to
the initial simplex. One function call takes approximately 20 min using a laptop with two
cores, 2.70 GHz processor and 16 GB of RAM.

 
Figure 8. Progress of the objective function (6) during optimization.

The average generator loss (Figure 9a) and the upper limit of the output current
(Figure 9b) were significantly reduced through optimization. The non-symmetrized torque
ripple, which is the lowest priority optimization target, according to the objective func-
tion (6), increased its value (Figure 10a). However, the noise and vibrations caused by the
generator in the mechanism joining it with the wheels are determined by the symmetrized

260



Appl. Sci. 2023, 13, 3990

torque ripple, which was reduced (Figure 10b). A decrease in the symmetrized ripple with
an increase in the non-symmetrized one indicates that the torque waveforms of individual
pairs of rotor and stator stacks are in antiphase. In this way, the torque ripples of the
individual SRSCs cancel each other out, as seen from Figure 11.

  
(a) (b) 

Figure 9. Change of the generator parameters during optimization: (a) Average losses; (b) Maximum
magnitude of the armature winding current.

 
(a) (b) 

Figure 10. Change of the generator parameters during optimization: (a) Nonsymmetrized torque
ripple; (b) Symmetrized (output) torque ripple.

  
(a) (b) 

Figure 11. The torque ripple of the individual SRSC and the symmetrized (output) torque ripple after
optimization: (a) at 3450 rpm; (b) at 750 rpm.

261



Appl. Sci. 2023, 13, 3990

Figures 12 and 13 show the geometry and 2D flux density plot of an SRSC before the
first start of the optimization procedure and after optimization, correspondingly. Table 3
compares the performances of the SHG with ferrite magnets before and after optimization.

Table 3. Generator characteristics before and after optimization.

Characteristics Initial Design Optimized Design

Loading case, i 1 2 1 2
Rotational speed n, rpm 3450 750 3450 750

Armature phase current amplitude Iarm, A 408 1035 375 700
Efficiency, % * 94.5 78.0 92.7 84.4

Mechanical power on the generator shaft Pmech, kW 40 40 40 40
Shaft torque, N·m 111 510 111 510

Output electrical power P1, kW 37.97 32.36 37.22 34.90
Armature DC copper loss Parm DC, kW 1.12 7.21 1.29 4.51

Armature eddy-current copper loss Parm AC, W 123 46 402 157
Stator laminated steel loss Piron st, W 756 379 960 411
Rotor laminated steel loss Piron rt, W 33 9 121 24

Excitation copper loss Pex, W 187 1170 151 1123
Total loss Ploss, kW ** 2.22 8.81 2.93 6.22

Average losses <Ploss>, kW 5.51 4.58
Turns number in the armature slot 4.41 6.82

Required rectifier power, kW 104.0 70.3
Power factor 0.926 0.804 0.989 0.854

Line-to-line voltage amplitude Varm, V 116.0 44.9 116.0 67.4
Nonsymmetrized torque ripple, % 35 28 56 41

Symmetrized torque ripple, % 9.8 4.3 8.6 4.5
Flux density in the non-laminated parts of the magnetic core, T 0.4 1.3 0.1 1.5

Notes: * the generator efficiency was calculated as η = (P1 − Pex)/Pmech, where P1 is the active power in armature
winding; Pex is the losses in the excitation winding; Pmech is the input (mechanical) power. The bearing loss and
the loss due to air friction are not considered when calculating the efficiency; ** The total loss is calculated as the
sum of the following Ploss = Parm DC + Parm AC + Piron st + Piron rt + Pex.

Comparison of Figures 12 and 13 shows that as a result of optimization, the height and
area of the stator slots has increased significantly. The air gap has become much smaller.
The thickness of the rotor teeth and the thickness of the magnets in the rotor slots have been
significantly reduced. Comparison of Figure 14a,b demonstrates that after optimization, the
maximum demagnetization force has been slightly reduced from 3 kOe to about 2.9 kOe,
while the coercive force of the magnets is greater than 3.9 kOe. It can be concluded that the
proposed design does not create a risk of demagnetization of the permanent magnets.

  
(a) (b) 

Figure 12. Pole-sector geometry of the generator for the initial design. White color shows areas with
flux density more than 2 T: (a) Maximum speed; (b) Maximum torque.
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(a) (b) 

Figure 13. Pole-sector geometry of the generator for the optimized design. White color shows areas
with flux density more than 2 T: (a) Maximum speed; (b) Maximum torque.

Figure 14. Field of the demagnetizing force (kOe) acting on the permanent magnet of the rotor at
the maximum torque (at 750 rpm): (a) Before optimization, minimum value is −3.0 kOe; (b) After
optimization, minimum value is −2.9 kOe.

Comparison of the SHG characteristics before and after optimization presented in
Table 3 allows us to draw the following conclusions:

1. Average losses were reduced by 100% (5.51 − 4.58)/5.51 = 16.9%;
2. The armature current at the maximum torque was reduced by 100% (957.7 − 700)/

957.7 = 26.9%;
3. Output (symmetrized) torque ripple at maximum torque at 750 rpm was reduced by

100% (9.8 − 8.6)/9.8 = 12.2%;
4. The coercive force of the applied grade of ferrite magnet (Y30H-2) is 3.9 kOe [38],

which is much greater than the demagnetizing magnetic field in the optimized design;
5. The optimized SHG with ferrite magnets is more saturated than the initial one. How-

ever, the risk of demagnetization of ferrite magnets does not increase because the
increase in the height of the magnet after optimization compensates for the increased
MMF of the excitation coil;

6. After optimization, due to the soft restriction introduced in function (6), the flux
density in the non-laminated parts does not exceed 1.6 T.

6. Comparison of SHG Characteristics without Magnets and with Ferrite Magnets

One of the goals of the study is to evaluate the increase in the performance of SHG
with ferrite magnets by comparing its characteristics with a similar homopolar generator
without magnets, the optimization results of which are presented in [29]. Tables 4 and 5
compare the performance and design features of these two generator configurations. The
data of the SHG without magnets are given according to the final optimization results
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obtained in article [29]. The data of the SHG with ferrite magnets are in line with the
optimized design from Table 3.

Table 4. Characteristics of generators without magnets and with ferrite magnets.

Characteristics SHG without Magnets SHG with Ferrite Magnets

Loading case, i 1 2 1 2
Rotational speed n, rpm 3450 750 3450 750

Armature phase current amplitude Iarm, A 369.5 676.2 375 700
Efficiency, % 90.4 79.8 92.7 84.4

Mechanical power on the generator shaft Pmech, kW 40 40 40 40
Shaft torque, N·m 111 510 111 510

Output electrical power P1, kW 36.58 33.12 37.22 34.90
Armature DC copper loss Parm DC, kW 1.90 6.37 1.29 4.51

Armature eddy-current copper loss Parm AC, W 417 131 402 157
Stator laminated steel loss Piron st, W 961 403 960 411

Rotor laminated steel Piron rt, W 192 26 121 24
Excitation copper loss Pex, W 368 1169 151 1123

Total loss Ploss, kW 3.84 8.10 2.93 6.22
Average losses 5.97 4.58

Turns number in the armature slot 7.75 6.82
Required rectifier power, kW 67.9 70.3

Power factor 1 0.747 0.989 0.854
Line-to-line voltage amplitude Va, V 116.0 75.3 116.0 67.4
Nonsymmetrized torque ripple, % 97.8 47.0 56 41

Symmetrized torque ripple, % 11.3 4.5 8.6 4.5
Flux density in the rotor sleeve and in the stator housing, T 0.84 1.60 0.1 1.5

Table 5. Comparison of the cost and geometric characteristics of the considered configurations.

Characteristics SHG without Magnets SHG with Ferrite Magnets

Stator laminated steel weight, kg 34.2 28.0

Rotor laminated steel weight, kg 15.6 17.1

Copper weight of armature winding, kg 17.8 14.7

Copper weight of excitation winding, kg 2.44 2.62

Weight of ferrite magnets, kg - 7.88

Weight of structural steel of the rotor sleeve and stator housing, kg 53.2 29.2

Total weight of the active materials and the structural steel, kg 123.24 99.5

Stator laminated steel cost, USD 34.2 28.0

Rotor laminated steel cost, USD 15.6 17.1

Copper cost of armature winding, USD 124.6 102.9

Copper cost of excitation winding, USD 17.1 18.3

Cost of ferrite magnets, USD - 145.5

Cost of the structural steel, USD 53.2 29.2

The total cost of the active materials (permanent magnets, copper, electrical steel)
and low carbon steel of the stator housing of the rotor sleeve, USD * 244.7 341.0

Length of all stacks of the stator laminated steel, mm 152.7 128.3

Length of all laminated stacks plus the axial clearances between them for
installing excitation coils, mm 180 150

Laminated stator external diameter, mm 370 370

Air gap, mm 0.88 0.91

* Note: when calculating the cost of materials, it is assumed that the price of copper is $7 per kilogram; the price
of electrical steel and the price of the structural steel are $1 per kilogram; the price of ferrite magnets of Y30H-2
grade is $18.46 per kilogram [38].
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According to the results of comparative analysis of the characteristics of the SHG with
ferrite magnets and without magnets, shown in Tables 4 and 5, the following conclusions
can be drawn:

1. The average losses for the generator with ferrite magnets have been reduced, in
comparison with the generator without magnets, by 100% (5.97 − 4.58)/5.97 = 23.4%;

2. The maximum armature current for the SHG with ferrite magnets is slightly higher
than that for the SHG without magnets, by 100%(700 − 676.2)/676.2 = 3.5%. This is
due to the fact that the optimization result is a compromise between the minimum
losses and the minimum current, and the losses <Ploss> in the objective function (6)
have a larger weight coefficient;

3. The output torque ripple at maximum speed for a generator with ferrite magnets is
reduced by 100% (11.3 − 8.6)/11.3 = 23.9% compared to a generator without magnets;

4. Due to the addition of ferrite magnets, the length of the magnetic core of the generator,
taking into account the axial clearance for installing excitation coils, can be reduced
by 100% (180 − 150)/150 = 16.7%;

5. Due to the contribution of the ferrite magnets to the resulting excitation flux, the MMF
of the excitation winding can be reduced; in addition, the MMF generated by the
excitation winding and the magnets in the non-laminated parts are opposite. All of
these factors make it possible to significantly reduce the cross-section of non-laminated
parts and reduce their weight by about two times;

6. When adding ferrite magnets, the total mass of the materials of the electromagnetic
core of the generator is reduced by 100% (123.24 − 99.5)/23.24 = 19.3%;

7. An SHM without magnets allows the control technique in which the current ratio is
equal throughout the entire constant mechanical power speed range (CPSR). In an
SHM with (ferrite) magnets, the magnets’ contribution in the machine excitation does
not reduce at high speed. Therefore, the excitation current must decrease more rapidly
than armature current does with an increase of speed. In the considered SHG with
ferrite magnets, the current ratio at 3450 rms is 1.5 times less than that at 750 rpm;

8. When the car battery is discharged, the power supply of the excitation winding of
the SHG without magnets is lost, and there is a risk that the generator cannot be
started due to lack of excitation. In the undercar SHG with ferrite magnets, even in the
absence of current in the excitation winding, some excitation is created by permanent
magnets. Therefore, even with a discharged car battery, SHG with ferrite magnets can
provide the car with energy and recharge the battery;

9. The total cost of the materials of the electromagnetic core (electrical steel, copper, ferrite
magnets, non-laminated steel) for SHG with ferrite magnets is 341/244.7 = 1.4 times
more than for SHG without magnets, because of adding the cost of ferrite magnets.

In general, as a result of comparing the characteristics of the SHGs with ferrite magnets
and without magnets, it can be concluded that the use of the SHG with ferrite magnets
in this application is promising; since the efficiency of the generator has been improved
significantly, the dimensions and weight have also been significantly reduced, with a
relatively small increase in cost.

7. Discussion

Based on the findings of the study, the following implications can be made regarding
the appropriate design of the SHG with ferrite magnets:

• Computer-aided optimization of the SHG design with ferrite magnets, which has a
complex three-dimensional structure of the magnetic system, applying widely used
methods, such as 3D FEM and multicriteria optimization algorithms, is complicated
by very high computational costs [23]. This problem can be solved by applying the
computationally efficient Nelder-Mead method and the simplified SHG model with
ferrites presented in this article;
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• With an increase in the level of saturation of the magnetic circuit and the magnitude
of the MMF of the excitation winding, the resistance to demagnetization of ferrite
magnets on the rotor can be increased by increasing their height;

• It is advisable to restrict the flux density in non-laminated sections of the magnetic core
made of structural low-carbon steel to a value low enough to ensure a small drop in
MMF, despite the fact that magnetic properties of low-carbon steels are not regulated.

8. Conclusions

This article evaluates the improvement in performance of a synchronous homopolar
machine by adding ferrite magnets to the rotor in the case of a 35 kW passenger car
generator considering its operating speed range. For a fair comparison, the characteristics
of the generator configurations with ferrite magnets and without magnets are optimized
using the same method. The single-criterion unconstrained Nelder-Mead algorithm and
the two-dimensional finite element method are used.

The following optimization objectives were selected: decreasing the average losses
over the entire range of operating speeds, decreasing the installed power capacity of the
solid-state rectifier, and the reduction of the torque ripple. As a result of optimization, the
characteristics of the generator have been significantly improved. Compared to the non-
optimized design, the following were reduced: average generator loss by 16.9%, upper limit
of the solid-state rectifier current by 26.9%, symmetrized (output) torque ripple by 12.2%.

The non-symmetrized torque ripple, which has the lowest power in the objective
function defined by Equation (6), became higher after optimization. Despite this, the output
(symmetrized) torque ripple even decreased after optimization, indicating that the torque
waveforms of the individual stator-rotor stack combinations (SRSCs) are in opposite phases
and cancel each other out.

When comparing the SHG characteristics with and without ferrite magnets, we can
conclude that the addition of ferrite magnets significantly improves the target characteris-
tics: average generator losses are reduced by 23.4%; torque ripple is reduced by 23.9%; the
total weight of active materials, stator housing, and rotor sleeve is reduced by 19.3%; and
the length of the electromagnetic core is reduced by 16.7%. The current rating requirement
for a semiconductor rectifier for the SHG with ferrite magnets is slightly higher than that for
an SHG without magnets by 3.5%. At the same time, the cost of materials for the generator
without magnets is 1.4 times less, since ferrite magnets are not used in it.

In general, as a result of comparing the characteristics of the SHGs with ferrite magnets
and without magnets, it can be concluded that the use of the SHG with ferrite magnets
in this application is promising, since the efficiency of the generator has been improved
significantly, and the dimensions and weight have also been significantly reduced, with a
relatively small increase in cost.

The limitation of the proposed approach is that the optimization of electromagnetic
characteristics of the SHG is carried out without taking into account thermal and hydro-
dynamic (ventilation) processes. In future work, the comparison between the SHM with
ferrite magnets and other types of electrical machines for passenger car generators and
other applications will be carried out. Also, the presented SHM model with ferrite magnets
will be supplemented by considering thermal and hydrodynamic processes.
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Abstract: Cryogenic cooling is a well-established and expanding technology. In the field of electric
machines, it allows the construction of more efficient machines with a high power density. This paper
addresses the main cooling technologies and their impact on cryogenic machine construction, provid-
ing perspective for their use in future electrical machines. Although cost and safety issues of cryogenic
systems are still holding back the uptake of cryogenic electric motors and generators, research in this
field should provide significant improvements and promote their use at different levels.

Keywords: cryogenic cooling system; superconducting machine; temperature impact; electrical
resistance measurement; performance

1. Introduction

Electric machines with cryogenic cooling are still in the research and development
phase. Cryogenic cooling has been shown to improve the performance and efficiency of
electric machines by reducing winding resistance, eddy current losses [1], and core losses [2].
However, this technology is still not widely adopted in the industry due to its high cost
and complexity. In addition, technological challenges still need to be overcome, such as the
need for specialized insulation materials that can withstand the extreme temperatures of
cryogenic cooling. Overall, research is underway in this area to develop more efficient and
cost-effective ways to implement cryogenic cooling in electric generators, electric vehicles,
and ships, and in other fields requiring small electric machine sizes with significant power.
In general, cryogenic cooling systems used for electrical machines [3] usually use cryogenic
fluids and particular cooling techniques. The paper has two main purposes:

• To provide a short review of superconducting machines (SCMs) with a description
of different technologies used for cryogenic motors and generators. In particular, the
cooling systems, cryogenic fluids, and materials used for cryogenic electrical machines
will be treated;

• The second objective is to illustrate the perspective of electric machines with cryogenic
cooling where possible research paths are suggested for the next few years.

Overall, the paper provides an aid to engineers and designers to build a clear pic-
ture of the techniques and materials used for cryogenic electric motors and evaluate this
technology’s prospects.

2. Superconducting Machines

In recent years, the world of research and industry has focused on researching the
reduction of CO2 emissions using all-electric solutions with ever-greater efficiencies [4].
Superconducting machines (SCMs) have the potential to offer higher power densities,
higher efficiency, and reduced size and weight compared to traditional electric machines.

2.1. Applications of Superconducting Electric Machines

Superconducting electric machines have promising prospects for various applications.
Some of these applications include:
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• Electric propulsion: The development of superconducting machines for electric cars
is still in the research and development phase, while for naval applications there
were prototypes built in 2018 by General Atomics Electromagnetic Systems (GA-
EMS) for the US Navy with 36.5 megawatts of power [5] and that of the companies
Northrop Grumman and Rolls-Royce, which in 2019 announced that it had developed
a prototype superconducting generator for use in naval propulsion systems [6]. Studies
on electric ship propulsion [7] have shown that superconducting synchronous motors
can achieve efficiency levels greater than 99% at full load, allowing traveling longer
distances. The efficiency remains constant even at low loads, which is particularly
important for ship propulsion, as ships employ around 30% of the maximum power
at cruise speed. Additionally, the use of superconductors provides the potential to
reduce the weight and volume of the motor, which can have a significant impact on
the overall weight and size of the propulsion system;

• Wind turbines: Superconducting generators could increase the power output of wind
turbines [8], especially offshore ones, by reducing the size and weight of the gener-
ator and increasing the efficiency [9]. In the year 2019, by the EU H2020 EcoSwing
project [9], the world’s first rotor for a 3.6 MW wind generator was successfully tested.
The compatibility of the technology has been demonstrated with all the real impacts
present in an operating environment such as variable speeds, network failures, elec-
tromagnetic harmonics, vibrations, etc., and with the volume of the active parts 50%
lower, therefore lighter than the permanent magnet machines;

• Aeronautics: The development of superconducting aircraft motors is still in the re-
search and development phase, and there are currently no commercial supercon-
ducting aircraft motors available on the market. However, there has been a growing
interest in using superconducting technologies in aircraft propulsion systems due
to their potential for high efficiency, power density, weight savings, and reduced
emissions [10–12]. In 2020 the ASuMED project [13] was successfully closed and
demonstrated on a prototype the advantages of a new fully superconducting motor
with about 1 MW of power at 10,000 rpm a thermal loss < 0.1% with a power density
of 20 kW/kg 99.9% motor efficiency. Currently, there is a major Airbus project named
ASCEND (advanced superconducting and cryogenic experimental powertrain demon-
strator) [14,15] aimed at developing a hybrid-electric demonstrator aircraft which is at
an advanced stage;

• Industrial applications: Superconducting motors and generators could be used in
various industrial applications, including compressors, pumps, and conveyors, where
high power density, efficiency, and reliability are required. Several research activities
are currently underway which aim to make this technology reliable. In this paper,
the problems and the current technologies used to overcome them will be dealt with
in Section 2.9;

Although superconducting electric machines offer the potential for significant im-
provements in efficiency, power density, and reliability compared to traditional electric
machines, challenges remain, including cost, materials availability, and integration with
existing systems. Those challenges will be dealt with in the following.

2.2. Types of Superconducting Machines

Superconducting windings have zero electrical resistance at very low temperatures,
which allows for very high current densities and high efficiency [16]. There are three main
types of superconducting machines:

1. Superconducting synchronous machines (SCSMs): These are synchronous machines
that use superconducting windings in their rotor or stator. They can be used as
generators [8] or motors [17], and provide high power density, high efficiency, and
high power factor. Studies have shown that SCSMs can achieve efficiency levels of
99% at full load [7], compared to conventional motors that typically operate at around
94–96% efficiency;
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2. Superconducting induction machines (SCIMs): These are induction machines that use
superconducting windings in their rotor. They have high efficiency and power density,
especially in applications that require high torque and low speed operation, but their
power factor is lower than that of SCSMs. Studies have shown that SCIMs can achieve
efficiency levels greater than 98% at full load [18], compared to conventional induction
machines that typically operate at around 80–90% efficiency;

3. Superconducting homopolar machines (SCHMs): They have been considered for
high speed applications [19] and ship propulsion [19]. However, technical problems,
mainly related to the complexity of their brushes, have kept these machines at the
concept level.

Losses in SCSMs and SCIMs are caused by mechanical friction, electrical resistance
within the windings, eddy current effects, and hysteresis.

In addition to power loss, SCMs have several advantages over traditional electric machines:

• High power density: Superconducting windings allow for very high current densities,
meaning that the machine can be made smaller and more compact;

• High power factor: Superconducting windings have a very low reactance, meaning
that the machine has a high power factor;

• Low noise and vibration: Superconducting machines have low iron losses and winding
losses, meaning that they produce less noise and vibration.

However, SCMs also pose some challenges that need to be overcome before they can
be widely adopted in the industry. These challenges include the need for low temperatures
to maintain superconductivity, the cost and complexity of cryogenic cooling systems, and
the need for specialized insulation materials that can withstand low temperatures.

2.3. Cooling Systems of Superconducting Machines

Usually, the selection of the cooling systems for superconducting machines is con-
ducted based on the personal or technical experience of the machine engineers and design-
ers. An incorrect calculation of the cooling system makes the electric machine unreliable or
with a high fault rate. The fluids commonly used for both AC and DC electric machines
are liquid nitrogen (LN2) or liquid helium (LHe). Cooling systems for superconducting
machines are essential to maintain the superconducting state of the materials used in
the windings, which typically require temperatures below the critical temperature of the
superconducting material.

The most common cooling systems for LN2 or LHe used in superconducting ma-
chines are:

1. Cryocoolers: A refrigerator designed to reach cryogenic temperatures below −153 °C
(120 K) is often called a cryocooler. These are refrigeration systems that use a closed-
loop cooling system to maintain the low temperatures required for the supercon-
ducting materials [20]. They can be based on Gifford–McMahon [21], pulse tube, or
Stirling cycle technology [22]. These cooling systems are typically used in low-power
superconducting devices and systems.

2. Forced-flow cooling: In this method, LHe [23] or LN2 is circulated through the super-
conducting windings to cool them. The liquid is cooled in a heat exchanger before
being recirculated. Recently a new technique called rotary cryocooler was placed
inside the rotating shaft which is used for cryogenic cooling of the rotor coil [24]. The
most common solution is to use a rotating cryostat to cool the rotor of the machine as
shown in Figure 1;

3. Immersion cooling: This method involves immersing the superconducting windings in
a bath of LHe or LN2 [25]. This method is more efficient than forced-flow cooling but
it is also more complex and difficult to implement Figure 2;

4. Pumped Two-Phase (P2P) cooling [26]: This method uses helium (He) or nitrogen (N) in
both liquid and gas phases to cool the superconducting windings. The liquid phase
absorbs heat, and the gaseous phase carries the heat away Figure 3;
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Figure 1. Electric machine with rotating cryostat for rotor cooling.

Figure 2. Electric machine cooled in the cryostat.

Figure 3. Typical structure of the pumped two-phase (P2P) cooling.

5. Spray cooling [27]: LN2 is sprayed onto the stator winding to cool it. This method is
also less effective than immersion cooling, but it is simpler to implement;

The choice of the cooling system depends on the specific requirements of the applica-
tion and the design of the superconducting machine. Figure 4 shows the map of cryocooler
applications in the plane of cooling capacity as a function of temperature. Cryocoolers are
commonly used in low-power superconducting devices and systems, while forced flow
or immersion cooling is used in high-power systems such as superconducting generators
or motors.
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Figure 4. Map of cryocooler applications in the plane of refrigeration power versus temperature [28].

In recent years the aircraft industry has been studying new cooling systems for the
electric machine that use hydrogen (H) [29] although it is not as common as other cryo-
genic cooling methods. There are several ways to use hydrogen as a cooling agent for
electric machines:

1. Direct injection cooling: H2 is directly injected into the winding of the machine, where
it cools the winding by absorbing heat;

2. Forced-flow cooling: H2 is circulated through the machine’s windings using a pump,
where it absorbs heat and then is cooled in a heat exchanger before being recirculated;

3. Two-phase flow cooling: H2 is circulated through the machine’s windings in a two-
phase flow, where it exists both as a liquid and a gas. The liquid phase absorbs heat,
and the gaseous phase carries the heat away.

The use of hydrogen as a cooling agent for electric machines has some advantages such
as being a clean, environmentally friendly, and non-toxic coolant. However, the technology
is still in the development phase, which means that it is not yet widely adopted and it has
some technical challenges such as leakage, safety, and reliability issues. Additionally, hy-
drogen is flammable, which requires special safety precautions to be taken when handling
and storing it.

2.4. Cryogenic Fluids

A fluid, to be considered “cryogenic”, must be able to operate below the threshold
of –153 °C (120 K), as established by the scientific community and widely accepted and
used by various industries and fields of study. Cryogenic fluids can be used in various
applications, such as cooling, refrigeration, and transportation of materials at extremely
low temperatures. The most common types include:

1. Liquid nitrogen (LN2): Nitrogen exists as a liquid at temperatures below −195.8 °C
(77 K). It is relatively inexpensive, abundant, and non-toxic. It is commonly used as
a coolant in various applications, such as in cryogenic cooling systems for electric
machines, cryogenic storage for biological samples, and food freezing;

2. Liquid helium (LHe): Helium exists as a liquid at temperatures below −268.9 °C
(4.25 K). It is less abundant and more expensive than liquid nitrogen, but it has a much
lower boiling point, which makes it useful in applications that require even lower
temperatures. It is commonly used in cryogenic cooling systems for superconducting
machines, particle accelerators, and in cryocoolers;
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3. Liquid hydrogen (LH2): Hydrogen exists as a liquid at temperatures below −252.87 °C
(20.28 K). It is an efficient coolant and has high thermal conductivity and low viscosity.
It is used in a variety of applications as a coolant [30], such as in fuel cells, rocket
propulsion, and in the aerospace industry;

4. Liquid neon (LNe): Neon (Ne) exists as a liquid at temperatures below −246 °C (27 K).
it is similar to liquid helium and liquid hydrogen in terms of cooling performance.

Like liquid nitrogen, liquid helium can be used as a cooling agent for electric machines
to improve their performance and efficiency. By using LN2 or LHe, the winding resistance
of the machine can be reduced, which leads to a lower copper loss and an increase in
the power factor. Additionally, soft materials with high internal resistivity, such as soft
magnetic composites (SMCs), can reduce the eddy current loss in the stator core. It has been
experimentally proven that the magnetizing characteristic does not change significantly
in the range between 77 K and 300 K (−196.15 °C and 26.85 °C), while the presence of the
magnetic material increases the useful component of the flux density [31,32]. The overall
effect is an increase in the machine’s efficiency, which can lead to energy savings.

LN2 cooling can have significant advantages in improving the efficiency of electric
machines, but it also requires significant infrastructure and handling precautions. LN2
can be dangerous to handle, and it requires specialized storage and transfer equipment.
LHe cooling has similar advantages and disadvantages to LN2 cooling. Like LN2, LHe
is a cryogenic fluid, also requiring specialized equipment. LHe is more expensive than
LN2, and has a much lower boiling point (Table 1) making it more difficult to handle and
requiring more complex insulation materials. Additionally, LHe is a rarer element than
Nitrogen. LHe cooling is typically only used in high-performance or high-power machines,
such as high-field superconducting magnets in particle accelerators, or cryocoolers. The
scientific community is directing research into alternative fluids such as LH2 by developing
new, more reliable storage technologies. Hydrogen has a lower liquefaction point and
higher thermal conductivity than nitrogen or neon used in available cryogenic systems [33].
Therefore, applying hydrogen to cryogenic systems can be a viable alternative to increase
efficiency and stability.

Table 1. Chemical–physical properties of most common fluids in cryogenic cooling systems [34].

Coolant
Critical

Temperature
(K)

Critical
Pressure

(kPa)

Density (g/L
@ Room

Temperature)

Boiling
Temperature

(K)

Molar
Gas

(g/mol)

Latent
Heat (J/kg)

Specific
Heat Ratio
of Liquid

Phase

Viscosity
(NSm−2 × 10−5)

Toxic Flammable

N2 126.2 3390 1.25 77.35 14.01 199.000 1.4 1.69 No No
He 5.19 228.32 0.178 4.22 4 23.300 1.66 3.16 No No
H2 32.938 1285.8 0.089 20.28 2.01 58.000 1.405 1.34 No Yes
Ne 44.4918 2678.6 0.9 27.1 20.17 331.700 1.66 1.17 Yes No

For completeness, other cryogenic fluids are also listed [35], but have limited use.
Among these we find: fluorine (F), which has a boiling point of −188 °C (85 K), but is
highly toxic and is extremely reactive, as it reacts with all other elements except light inert
gases; argon (Ar) has a boiling point of −186 °C (87 K) and is a non-toxic, extremely stable,
odorless chemical element. However, due to its specific weight, argon tends to stagnate in
rooms, therefore storing large quantities of argon in small, closed rooms is dangerous in
the event of leaks. Methane (CH4) has a boiling point of −161 °C (112 K), and is normally
stable, but burns read. It rapidly or completely vaporizes at atmospheric pressure and
normal ambient temperature, so it is dangerous in the event of a leak. Air has a boiling
point of −194 °C (79 K), and oxygen has a boiling point of −183 °C (90 F) even if they are
part of the cryogenic fluids, but there are problems of use.

2.5. Materials Used for a Cryogenic Electric Machine

The materials used in electric motors for cryogenic cooling systems must be able to
withstand the extremely low temperatures and the high thermal stresses caused by the
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rapid temperature changes associated with the cryogenic cooling process. Some of the
materials that are commonly used in electric motors for cryogenic cooling systems include:

1. Copper: copper (Cu) is commonly used as the conductor material in the resistive
windings of electric motors for cryogenic cooling systems [36,37]. It has good elec-
trical conductivity and is relatively inexpensive. If cooled with LN, the resistivity of
copper drops by 90%, therefore, cooling of resistive windings can be considered [38].
However, copper also has a relatively high coefficient of thermal expansion which can
make it difficult to use in some applications;

2. Aluminum: aluminum (Al) is also used as a conductor material in the windings of
electric motors for cryogenic cooling systems [39]. It has good electrical conductivity
and a lower coefficient of thermal expansion than copper, which makes it easier to
use in some applications;

3. Superconductors: Superconductors are materials that have zero electrical resistance at
very low temperatures. They are used in the windings of superconducting motors for
cryogenic cooling systems. They include materials such as niobium–titanium (NbTi)
and niobium–tin (Nb3Sn) [31,40] that are used at temperatures below −269 °C (4 K),
and high-temperature superconductors (HTS) such as yttrium barium copper oxide
(YBCO) [41] that are used at temperatures above −269 °C (4 K). Superconducting
wires are generally composites: the superconducting filament or tape covers non-
superconducting matrix material, such as copper or silver. The matrix material
provides mechanical support for the superconducting filament;

4. Insulation materials: Insulation materials such as polyimide (PI), polyamide–imide
(PA) [42], and epoxy [43] are used to insulate the windings of electric motors for cryogenic
cooling systems. These materials must be able to withstand the extremely low tempera-
tures and the high thermal stresses associated with the cryogenic cooling process;

5. Cryogenic steels: In cryogenic applications, steels have become the preferred/dominant
structural material for cryogenic applications. The choice is due to the combination of
strength and toughness, and to obtain greater resistance to cryogenic temperatures in
recent years, research has led to the development of a wide range of steels tailored
with additives for specific applications [44,45];

6. Bearings: The use of cryogenic bearings in electric motors can have some disadvantages
with mechanical bearings, such as difficult lubrication and short life. The use of
superconducting magnetic bearing (SMB) [46,47], compared to traditional bearings,
means a longer life due to reduced friction and vibration.However, manufacturing
cryogenic bearings in electric motors comes with many challenges, such as the need for
specialized materials and manufacturing processes, high cost, and lack of experienced
field personnel.

Figure 5 shows the thermal conductivity of materials as the temperature varies [48].
The study concludes that welding on (typically soft) metals, at cryogenic tempera-

tures (e.g., liquid nitrogen), its yield strength increases many times within −196.15 °C
(77 K). Consequently, if the rig survives cooling in liquid nitrogen, not much will happen
(mechanically) for further cooling to liquid helium temperature [49].
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Figure 5. Thermal conductivity of selected classes of materials (ASM 1983) [48].

2.6. Cold and Cryogenic Power Electronics

The latest generation electric motors are usually equipped with power electronics that
can be cooled with cryogenic systems. In general, cold power electronics or cryogenic
power electronics (CPE) refers to the technology of using power electronic devices and
systems that are operated at low temperatures, such as cryogenic temperatures, to improve
their performance and efficiency. The main advantage of CPE is that it allows for the
reduction of power losses in electronic devices, which leads to an increase in efficiency and
power density. CPE uses temperatures below −20 °C (253.15 K), such as liquid nitrogen
or liquid helium, to operate electronic devices and systems. The characteristics of various
power devices at cryogenic temperatures were studied by Leong [50], and the behavior
at various temperatures are summarized in net chart Figure 6. The chart represents the
behavior of the semiconductor switch. The 100% represents the optimal regions for the
usage, while lower values correspond to the regions where the behavior of the switches
shows inadequate behavior.

• Si N-channel MOSFETs in the range, of 20–50 K, show little degradation in ON-state,
and negative temperature dependence, while the optimum range of operation is
between 60 K and 80 K;

• Si P-channel MOSFETs show non-ohmic behavior due to negative temperature below
60 K, while their optimum operating temperature is over 90 K;

• SiC MOSFETs show no improvements compared to higher temperatures, and their
temperature dependence changes its sign around 50 K;

• GAN HEMTS is almost independent of the temperature below 50 K and slightly
dependent on the temperature over that temperature;

• GaAs Schottky diodes show not negligible improvements at high currents.

Consequently, silicon N-channel power MOSFETs are most suitable for cryogenic ap-
plications as they can achieve extremely low on-state resistance and reasonable breakdown
voltages. Other researchers have analyzed power devices at cryogenic temperatures and
agreed with this study, but added that the power modules have silicone gels material inside
them which makes them less suitable for cryogenics [51]. Consequently, the best modules
are those made of ceramics or materials that resist cryogenics.
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Figure 6. Behavior of the semiconductor switch at cryogenic temperatures (Data adapted from [50]).

2.7. Cryocooler Performance

The efficiency of a cryocooler is a measure of how much energy is required to achieve
a given cooling capacity. This parameter is typically measured in coefficient of performance
(COP) or terms of the specific cooling power (SCP). The cooling capacity of a cryocooler
is the amount of heat that can be removed from the cooled object per unit of time. This
parameter is typically measured in watts (W) or watts per hour (Wh). Cryocoolers are
designed for specific applications, so the performance parameters vary depending on
the specific application. The cryocooler performance is also affected by the environment
and the cooling demand of the system, so it is important to match the cryocooler to
the specific application. The five kinds of cryocoolers most commonly used to provide
cryogenic temperatures for various applications are the Joule–Thomson, Brayton, Stirling,
Gifford–McMahon, and pulse tube cryocoolers [28]. A comparison of cryocooler efficiencies
near 80 K (the largest application area for small cryocoolers) is given in Figure 7.

Figure 7. Cryocooler’s actual performance at 80 K [28].

For higher operating temperatures the efficiency of the cryocooler will be higher, as
shown in Figure 8.
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Figure 8. Efficiency of small cryocoolers <10 kW [28].

Efficiencies at 80 K can reach about 20% Carnot for the best cryocoolers (for space),
while commercial cryocoolers typically achieve 10–15% Carnot. For low-temperature
superconducting (LTS) at 4 K we have the minimum efficiency with a value of about
1%. Various modeling studies [52] have shown that regenerators, optimized for He-3 at a
pressure of about 0.5–1.0 MPa can increase efficiencies at 4 K.

2.8. Mathematical Model of Machines with Cryogenic Cooling

Cryogenic and standard electric machines have many common mathematical relation-
ships because they both operate based on the principles of electromagnetic induction. The
main difference is that cryogenic machines operate at very low temperatures, where the
resistance of the motor windings is greatly reduced due to the superconducting properties
of the materials used. Here are some common parts in the mathematical relationships
between cryogenic machines and standard machines:

• Electromagnetic equations: The basic equations that describe the behavior of electric
machines, such as Faraday’s law, Ampere’s law, and Gauss’s law, apply to both
cryogenic and standard machines. These equations relate the magnetic field, current,
voltage, and other parameters of the machine;

• Circuit equations: The circuit equations that describe the behavior of electric circuits,
such as Kirchhoff’s laws and Ohm’s law, also apply to both cryogenic and standard
machines. These equations relate the current, voltage, and resistance of the circuit com-
ponents;

• Motor equations: The equations that describe the behavior of electric motors, such as
the stator and rotor equations, the torque equation, and the power equation, are also
common to both cryogenic and standard machines. However, in cryogenic machines,
modifications may be needed to account for the superconducting properties of the
materials used;

• Cooling equations: Cryogenic machines require cooling systems to maintain their low
operating temperatures, so equations that describe the behavior of heat transfer and
thermodynamics may be needed to model the cooling system. These equations may
be modified to account for the unique properties of cryogenic cooling, such as the use
of liquid nitrogen or helium or other as the coolant.

Overall, the main difference in the mathematical relationships between cryogenic
and standard machines is that cryogenic machines require modifications to account for
their superconducting properties and cooling systems. However, the basic principles of
electromagnetic induction, circuit theory, and motor theory still apply to both types of
machines. It must be considered that, to avoid saturation of the cores and further reduce
losses, very often superconducting machines have no teeth or cores, meaning that the flux
lines distribution is more complicated than in traditional machines. A rough comparison
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between the power densities of standard and superconducting machines can be made based
on the air gap power. The air gap power of an induction machine without stator teeth,
with less distortion of the induction distribution at the air gap and reduced synchronous
reactance (0.3–0.5 per unit) is:

Sd =
π2

60
√

2
· n · Bm · K · D2 · L (1)

where n is the number of conductors in the slot; Bm is the maximum value of the magnetic
induction at the air gap; K is the linear armature current density; D is the bore diameter; L
is the active length of machine.

In radial-flux machines, the electric loading is proportional to the slot height:

K = Ja · ha (2)

where Ja is the armature current density, and ha is the slot depth of armature.
On the other hand, in superconducting machines, the excitation flux density is propor-

tional to the height of the excitation coils:

Bm ∝ he (3)

where he is the height of the excitation coil.
Substituting, we have:

P ∝ D2 · L · ha · he · Ja (4)

In standard machines, the electric loading reaches around 60,000 A/m and Bm is
limited by the saturation of the magnetic circuit. In superconducting machines, the Bm
increases with the height of the rotor coil, namely with the machine diameter, thus Bm
reaches 0.8T for standard motors and 1.5 − 2T for larger cryogenic motors. Therefore, for
standard motors, the torque density varies linearly with the third power of the charac-
teristic length, while, for superconducting machines, it depends on the fourth power of
this dimension:

P ∝ D4 (5)

This means that superconducting machines are more advantageous at high powers.

2.9. Problems in the Uses in Industrial Applications

The use of cryogenic electric machines for practical industrial applications can offer
many advantages, such as high efficiency, high density of power, and small size and weight.
However, several restrictions and challenges must be considered. Some of these include:

• Material compatibility: Cryogenic temperatures can cause materials to become brittle,
which leads to corrosion or mechanical failure. It is important to select materials com-
patible with cryogenic temperatures and perform regular inspections and maintenance
to ensure materials do not deteriorate over time;

• Cryogenic fluid leaks: Cryogenic fluids such as liquid nitrogen and liquid helium are
potentially hazardous, and leaks can be dangerous to personnel and equipment;

• Temperature gradients: Cryogenic cooling systems can create significant temperature
gradients in the equipment being cooled. This can cause thermal stresses and mechan-
ical deformation, which can lead to equipment failure over time;

• Thermal expansion: Cryogenic temperatures can cause materials to contract, which
can lead to stress and deformation in the machine. This can cause parts to become
misaligned and lead to mechanical failure;

• Electrical insulation: Cryogenic temperatures can cause electrical insulation materials
to become brittle, which can lead to electrical breakdown and failure. It is important
to use materials that are designed for use in cryogenic environments and to perform
regular insulation testing;
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• AC loss: Traditionally, the major obstacle to the diffusion of superconducting machines
is considered the AC loss behavior of the superconducting windings [53]. Super-
conductive windings are commonly said to not tolerate high frequencies, as the AC
loss increase may lead to thermal instability and, finally to quenching. Quench is a
local phenomenon that may lead to winding disruption. This factor has limited the
application of superconducting windings to field windings. Today, the availability of
rare-earth barium copper oxide (REBCO) superconductors with high critical tempera-
tures, allows the superconductor tape to withstand higher frequencies, opening the
way to new machine configurations, with AC superconductive windings. The most
common HTS belongs to the REBCO family. In particular, the most used rare earth
in HTS is yttrium, which is used in the YBCO superconductor. Unfortunately, the
fabrication technology of HTS is complex and expensive, although new production
processes produce generations of HTS with increased reliability and cost-effectiveness.
Recently, a new technique for fabricating MgB2 based superconductors, called reac-
tive Mg-liquid infiltration [54], has been exploited to evaluate spirals and ring coil
windings [55]. An extensive characterization of HTS coils can be found in [31]. The
frequency dependence of the coil resistivity with the frequency, in the range 10–100 Hz
can be approximated as:

Rcoil = Ksc ∗ f (6)

where Rcoil = resistivity of coil, Ksc = constant typical of each superconductor type,
f = frequency;

• Complexity of the cooling system: Cryogenic cooling systems can be complex, requiring
specialized equipment and expertise to design, install, and maintain.

• Energy consumption: Cryogenic cooling systems can consume a significant amount of
energy, therefore before use, it is necessary to make an overall energy balance of the
equipment or system to determine if it is cost-effective for that application;

In addition, cryogenic electric machines also suffer from vibrations and stray magnetic
fields affecting the metal part. Vibration is a significant problem due to the high stiffness
and brittleness of materials at cryogenic temperatures. At these temperatures, the me-
chanical properties of materials change, making them more susceptible to cracking and
breaking under mechanical stress. This can lead to a decrease in machine performance and
reliability. Furthermore, the operating frequency of the machine can influence the behavior
of superconducting materials, making it important to design the machine to operate at
specific frequencies. To address these issues, the design of cryogenic electric machines
must take into account the effects of vibration and frequency on machine performance and
reliability. This can include the use of specialized materials and coatings to reduce vibration
and improve mechanical stability, as well as the use of specific operating frequencies to
optimize machine performance. Furthermore, particular care must be taken in the design
of the cryostat due to the stray magnetic fields affecting the metal parts. In the presence
of magnetic fields, the choice of materials for cryostat construction becomes more limited.
Magnetic fields can induce electrical currents in certain materials, which can generate heat
and cause the materials to lose their superconducting properties if they are being used for
that purpose. Therefore, in applications where magnetic fields are present, the cryostat
must be constructed using materials that are not magnetically conductive. Some materials
that are commonly used in cryostats in the presence of magnetic fields include:

• Non-magnetic stainless steel: Non-magnetic stainless steel, such as grade 304 L, is
commonly used in cryostat construction for applications where magnetic fields are
present. This material has low magnetic permeability, which means it is not easily
magnetized by an external magnetic field;

• Aluminum alloys: Certain aluminum alloys, such as 5083 and 6061, are non-magnetic
and are commonly used in cryostat construction for applications where magnetic fields
are present. These alloys have low magnetic permeability and are also lightweight
and relatively inexpensive;

280



Energies 2023, 16, 2994

• Titanium alloys: Certain titanium alloys, such as Ti-6Al-4V and Ti-3Al-2.5V, are non-
magnetic and are commonly used in cryostat construction for applications where
magnetic fields are present. These alloys have low magnetic permeability and are also
corrosion-resistant and strong;

• Copper alloys: Some copper alloys, such as Cu-Ni alloys (such as Monel) and brass,
have low magnetic permeability and are suitable for use in cryostats in the presence of
magnetic fields. However, copper alloys can be more expensive than other materials
and may corrode in the presence of certain cryogenic fluids.

Thus, the choice of materials for cryostat construction in the presence of magnetic fields
depends on a variety of factors, including the strength and orientation of the magnetic field,
the specific application, and the required performance characteristics of the materials. It is
important to select materials that are not magnetically conductive and that can withstand
the stresses and thermal cycling that occur during operation.

Sealing rings in a cryogenic motor can be affected by the presence of stray magnetic
fields. These fields can induce eddy currents in the sealing ring, which can lead to heating
and a reduction in the sealing efficiency. To prevent the effects of stray magnetic fields, non-
magnetic materials are typically used for the sealing rings in cryogenic motors. Materials
such as non-magnetic ferrofluid gaskets [56] are often used, which perform very well from
this point of view, even if very expensive. These materials have low magnetic permeability
and can withstand the cryogenic temperatures of the motor.

Overall, a cryogenic electric machine for use in industrial environments requires
careful planning, design and maintenance to ensure safe and reliable operation. The choice
of motor materials depends on various factors, including the required magnetic field
strength, temperature, and mechanical stress. The material properties also play a significant
role in determining the efficiency and performance of the motor. It is important to carefully
consider the selection of materials to optimize the performance of the superconducting
motor in the presence of magnetic fields to cryogenic temperatures.

3. Prospective Electric Machines with Cryogenic Cooling

The use of electric machines with cryogenic cooling is an active area of research and
development. The main perspective is to increase the efficiency and performance of electric
machines, which can lead to energy savings and reduced environmental impact. However,
some challenges need to be overcome before this technology can be widely adopted in the
industry. The challenge we should face in the next 10 years will be to transfer a part of the
research to the industries, providing a consolidated design technique for cryogenic engines.
Furthermore, the technical personnel currently working in the electric motor industries do
not have the training or specialization to operate in this sector. A lot of work will be asked
of universities, to integrate courses for cryogenic design, and highly specialized courses for
the issue of installation/safety licenses to work in this field.

In addition, there are other challenges to be faced in the field of industrial research:

1. High-temperature superconductors (HTS): The research in this field is producing new
superconductors with higher critical temperatures. The use of these HTS materials
in cryogenic motors could allow for operation at higher temperatures, which would
reduce the cost and complexity of the cooling systems;

2. Improved cooling systems: Research is ongoing to develop more efficient and cost-
effective cryogenic cooling systems for electric motors, such as two-phase flow cooling
systems and immersion cooling systems;

3. Improved insulation materials: Researchers are exploring new insulation materi-
als that can withstand the low temperatures and high thermal stresses associated
with cryogenic cooling, which could improve the performance and reliability of
cryogenic motors;

4. Intelligent control systems: The use of advanced control systems and artificial intelli-
gence algorithms to optimize the performance of cryogenic motors in real-time;
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5. Cryogenic energy storage (CES): Cryogenic energy storage is a promising technology
that uses cryogenic temperatures to store energy in the form of liquid hydrogen or
liquid helium. This technology could be used in conjunction with cryogenic motors to
improve the overall efficiency and performance of the system;

6. Superconducting magnetic energy storage (SMES): Superconducting magnetic energy
storage is a new technology that stores electricity from a source within the magnetic
field of a coil made of superconducting wire with almost zero energy loss. This
technology could bring many benefits to electric motors, for example during the
braking phase we could recover a part for the next restart;

7. Advanced materials and manufacturing techniques: The use of advanced materials,
such as carbon nanotubes, and manufacturing techniques, such as 3D printing, could
allow for the development of more efficient and reliable cryogenic motors;

8. Cryogenic motors with integrated power electronics: Combining cold power electron-
ics and superconducting machines can provide several advantages which lead to an
increase in system efficiency with a reduction in power losses. It can also increase
the power density of the system, allowing for smaller and more compact designs.
Additionally, by operating the power electronics and machines at low temperatures,
the system may produce less noise and vibration.

As listed, there are still many issues to be addressed before this technology can
reach a wider range of applications. On the other hand, cryogenic cooling systems are
complex and expensive to implement and require specialized insulating materials that
can withstand the extreme temperatures of cryogenic fluids. The cost of cryogenic fluids,
the complexity of the cooling system, and the need for specialized insulation materials
are factors slowing market uptake. Furthermore, until all the technological challenges
(especially those relating to safety systems in the event of accidental losses or losses caused
by third parties, reliability issues in static or dynamic conditions, durability, and predictive
maintenance) are addressed, cryogenic electric motors represent a technology that will only
operate in the high-level industrial or research field. Despite these challenges, the use of
cryogenic cooling in electric motors is an active area of research, and this technology is
expected to become increasingly cost-effective in a few years, encouraging its use.

Overall, while the technology is still evolving, cryogenic electric motors have the
potential to improve the efficiency and performance of electric motors and other electrical
systems in the future, but they still require further research and development to overcome
the challenges and make them more cost-effective and practical for wide-scale adoption.

Furthermore, it must be considered that cryogenic motors need special accessories,
such as cables fault current limiters (FCL) and fast-acting circuit breakers (FACBs). The
use of cryogenic cooling can be extended to these devices to improve motor performance,
reduces size, and improves efficiency. The use of cryogenic cables leads to lower energy
losses and therefore they achieve a higher power density, and as this technology does not
produce heat, it is considered environmentally friendly. The use of cryogenic FCLs and
FACBs can provide several advantages, achieving higher efficiency due to reduced power
losses, and higher reliability as they are less subject to wear with higher power density in a
compact size.

4. Conclusions

This article has summarized the most recent developments in technologies and find-
ings that can boost the application of superconducting motors and generators. Large
superconducting machines are currently used primarily in ship propulsion and wind
power generation. However, the new generations of HTS, efficient cooling systems and
means, and other devices such as superconducting protection systems should help to
spread this technology further, opening new technological scenarios with more efficient
and powerful machines in the near future. However, for cryogenic electric motors to
become a large-scale industrial product, there is still a lot of work to be carried out in
various areas, such as research, industry, and regulatory issues. However, the significant
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benefits of cryogenic electric motors are increased efficiency and power density, resulting
in a reduction in mass.
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Abbreviations

The following abbreviations are used in this manuscript:

AC alternating current
Al aluminum
Ar argon
ASCEND Advanced Superconducting and Cryogenic Experimental powertraiN Demonstrator
Cu copper
CES cryogenic energy storage
CH4 methane
COP coefficient of performance
CO2 carbon dioxide
CPE cryogenic power electronics
Cu copper
DC direct current
F fluorine
FACBs fast-acting circuit breakers
FCL fault current limiters
GA-EMS General Atomics Electromagnetic Systems
H hydrogen
H2 chemical formula for hydrogen (dihydrogen)
He chemical formula for helium
HTS high-temperature superconductors
LH2 liquid hydrogen
LN2 liquid nitrogen
LHe liquid helium
LNe liquid neon
LTS low-temperature superconducting
N nitrogen
N2 chemical formula for nitrogen (dinitrogen)
NbTi niobium-titanium
Nb3Sn niobium-tin
Ne chemical formula for neon
PA polyamide-imide
PI polyimide
P2P pumped two-phase cooling
REBCO rare-earth barium copper oxide
SCHMs superconducting homopolar machines
SCIMs superconducting induction machines
SCMs superconducting machines
SCP specific cooling power
SCSMs superconducting synchronous machines
SMB superconducting magnetic bearing
SMC soft magnetic composites
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SMES superconducting magnetic energy storage
YBCO yttrium barium copper oxide
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Abstract: The safety of direct torque control (DTC) is strongly reliant on the accuracy and consistency
of sensor measurement data. A fault-tolerant control paradigm based on a dual-torque model is
proposed in this study. By introducing the vector product and scalar product of the stator flux
and stator current vector, a new state variable is selected to derive a new dual-torque model of
induction motor; it is combined with a current observer to propose a dual-torque model fault-
tolerant control method. This technology calculates torque and reactive torque directly, reducing
the system’s reliance on sensors, avoiding sensor-noise interference, and improving torque response
speed while suppressing torque ripple. In addition, to improve system dependability and safety, a
fault-tolerant control method is devised by combining the model with an adaptive virtual current
observer. Ultimately, experiments validate the suggested method’s effectiveness and feasibility.

Keywords: induction motor; torque control; fault diagnosis; fault-tolerant control

1. Introduction

Induction motors are commonly used in industries such as electric vehicles and hybrid
electric vehicles, and reliability and efficiency are hard indicators for motor drive system
control in electrified transportation [1,2]. Secondly, in order to improve the energy efficiency
of the vehicle, the design of the motor drive system should take into account the reduction
in the harmonic content of the motor feed current; to avoid the risk of mechanical resonance
of the drive shaft system and to improve the reliability of the vehicle, the electromagnetic
torque ripple must be minimized [3,4]. Compared to fieldoriented control (FOC), direct
torque control (DTC) offers faster response times, higher accuracy, and better dynamic
characteristics. However, DTC is noisy and insensitive to changes in motor parameters,
and its main problems are that the switching frequency is high and not fixed and the torque
fluctuation is large [5]. In the literature [6], the dot and fork products of the stator and rotor
magnetic chain vectors and the squared signal of the magnetic chain amplitude are selected
as the state variables of the motor system, the linearized mathematical model of the motor
is reconstructed, and the feedback linearization-based direct torque control strategy of the
induction motor is proposed to improve the robustness and steady-state control accuracy
of the system; in the literature [7], the dot and fork products of the stator magnetic chain
vector and the stator current vector are selected as the system state variables to define
the state–space transformation equations that are not affected by any motor parameters,
giving a formal derivation of the induction motor DTC method to improve the control
accuracy. From the perspective of instantaneous power control at the machine end, an
indirect active/reactive power control method was explored in the literature [8]. The
induction motor drive system designed based on this control algorithm outperforms FOC
and DTC for some specific tasks in terms of torque, speed, current response, and the speed
regulation range.

In addition, the reliability of electric and hybrid electric vehicles is heavily dependent
on the reliability of electronic equipment [9,10]. In the case of electric vehicles, vehicle
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stability depends on the accuracy and reliability of sensor measurement data. These sensors
include current sensors, voltage sensors, and speed sensors. Current sensors are particularly
prone to failure, and causes of failure include noise, gain drift, saturation, and connection
problems [11]. Consequently, researchers have focused strongly on sensorless technology
and on fault-tolerant control in the event of sensor failure, with the aim of reducing the
number of current sensors used [12,13]. In this research, we offer a fault-tolerant control
model based on a dual-torque model, as well as fault diagnosis and fault-tolerant control
techniques for the model. This concept attempts to increase the dependability and stability
of electric and hybrid electric cars by reducing the dependency on current sensors.

Rapid diagnosis and localization of current sensor faults are crucial for implement-
ing fault-tolerant control in induction motors [14]. Existing diagnostic methods include
observer-based, data-driven, and coordinate transformation methods. For example, a
simple and effective current sensor fault diagnosis method is proposed in [15]. The fault
diagnosis is carried out according to the change of the corresponding characteristic quantity
before and after the current sensor fault. Only the phase current information that can be
directly collected is needed. This method also has a relatively simple calculation process,
so it is very suitable for real-time fault diagnosis. The authors of [16] used a Luenberger
observer and the state equation of a permanent magnet synchronous motor to diagnose
current sensor faults. A full-order adaptive state observer is proposed in [17], which can
identify the rotor resistance online and greatly improve the AC accuracy of the observer.
This method also uses the residual between the measured value and the estimated value as
the basis for fault diagnosis. The authors in [18] design an observer that does not need to
measure the load, so the fault diagnosis method is no longer affected by load mutation and
load increase and decrease, thus improving the reliability of the method.

After fault diagnosis of a current sensor, if a fault is found to exist, a fault-tolerant
control is required to maintain the normal operation of the system. Two categories of
fault-tolerant control of current sensors are currently available: switching the control
system from high-performance dual-loop control to single or open-loop control [19]; and
estimating the current by building an observer, replacing the faulty phase current with the
estimated current, and achieving closed-loop control after detecting the fault [20–22]. For
example, the author of article [23] switches the whole vector control to the variable voltage
and variable frequency (VVVF) system when the current sensor fails, realizing the open-
loop control without current information. Therefore, the motor can still run until it stops,
avoiding the loss caused by sudden shutdown. However, this open-loop control sacrifices
the control performance of the induction motor. The second method can guarantee control
performance and is more widely applied. For example, the authors in [20] estimate currents
using a flux observer and replace a faulty phase current to achieve closed-loop control, thus
achieving fault-tolerant control of an induction motor drive system. Article [21] proposes a
method for sensor fault diagnosis, isolation, and fault tolerance of an induction motor based
on the extended Kalman filter. This method has good robustness, but needs to build two
additional current observers for fault-tolerant control, resulting in heavy computational
burden. Article [22] has constructed three parallel full-order adaptive current observers
with three-phase current to realize fault diagnosis and fault-tolerant control of one or any
two induction motor current sensors; however, this scheme requires a high-performance
computing unit to meet its high computational burden need. The authors of [24] introduce
a dual-torque model of an induction motor based on rotor magnetic flux and stator currents,
combining a nonlinear control method. The electromagnetic torque depends not on the
absolute positions of the rotor magnetic flux and stator current vector in stationary and
rotating coordinate systems but on their relative positions. The authors of [25,26] have
applied the definition and model of the dual-torque induction motor, which is described
in [24] to estimate the motor speed while improving the stability of motor operation and
reducing torque ripples. Most of the research in fault-tolerant control focuses on the
speed-sensorless control methods; the current sensor fault diagnosis and fault-tolerant
control algorithms mostly use the current observer to replace the current sensor. Although
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sensorless control can avoid the system fault to a certain extent, it will cause complexity
and slow response speed in the system.

In order to enhance the reliability of induction motor drive systems, we present an
approach that combines a current sensor fault-tolerant control strategy with the dual-
torque model. By utilizing the dual-torque control model introduced in [24], we select state
variables with the vector product (torque) and scalar product (reactive torque) of the stator
magnetic flux and stator current vectors, and, consequently, derive a dual-torque induction
motor model. Based on this model, we design a fault diagnosis and fault-tolerant control
scheme for induction motors. The proposed method is designed to enable the motor to
maintain its rotation, in response to a command, in the event of a current sensor failure.
Moreover, it reduces the complexity of the algorithm effectively. To validate the proposed
approach, experiments are conducted on an induction motor driven by a dual-level inverter,
which is controlled by dSPACE (DS1104). Overall, this study offers a valuable contribution
to the field of fault-tolerant control of induction motor drive systems. The proposed method
provides a practical and reliable solution for diagnosing and controlling current sensor
faults, thereby ensuring stable system operation.

Traditional Direct Torque Control

For traditional DTC, the αβ component of the stator voltage in the two-phase station-
ary coordinate system can be obtained using the Clarke transformation as [27]:
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The stator flux and stator currents are used as state variables to create a mathematical
model of an induction motor in a stationary coordinate system. Such a model can result in
stator flux and current, and so:
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In the stationary coordinate system, based on the induction motor and flux equations,
the model for the rotor flux current can be derived as follows:

dψrα
dt = − 1

Tr
ψrα − ωψrβ + Lm

Tr
isα

dψrβ
dt = − 1

Tr
ψrβ + ωψrα + Lm

Tr
isβ

(4)

In the above equations, the equivalent resistance is Rγ = (RrLs)/Lr + Rs; the leakage

coefficient is σ = 1 − L2
m/(LsLr);

→
us is the stator voltage vector;

→
is and

→
ir are the stator

and rotor current vectors, respectively;
→
ψs and

→
ψr are the stator and rotor flux vectors,

respectively; Rs and Rr are the stator and rotor resistances, respectively; Ls and Lr are
the stator and rotor inductances, respectively; Lm is the mutual inductance; ω is the rotor
electrical angular velocity; and the rotor time constant is Tr = Lr/Rr [28]. A traditional
DTC structure block diagram is shown in Figure 1.
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Figure 1. Traditional direct torque control (DTC) structure block diagram.

2. Dual-Torque Model for an Induction Motor

According to the mirror power theory proposed in [29], the reactive power of the
original system is physically interpreted as the active power of its mirror system, which
proves that the original system is the same as the mirror system in terms of its passive
nature and explains the physical meaning of reactive power, giving a theoretical pavement
for further research on the physical abstraction of reactive power-based motor control
methods. The radial motion is slower compared to the tangential motion; that is, the
change in amplitude is slower compared to the change in phase, which is a slow time scale
variable. To fill the absence of this key variable, a variable, reactive torque TR, is introduced
in this paper, and since the phase change is faster compared to the amplitude change, the
two variables are of different time scales; their separation is designed to be more conducive
to improving the control performance of the system.

An independent flux closed-loop negative-feedback-control outer loop is added to im-
prove the robustness and control accuracy against parameter variations. Figure 2 presents
a structural diagram of the dual-torque DTC method, which mainly consists of a speed
and flux outer loop PI controller, stator flux estimation, and calculations of torque Te and
reactive torque TR. The reference values of Te and TR are obtained from the speed outer
loop PI controller and the flux outer loop PI controller, respectively.
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Figure 2. Structure block diagram of DTC dual-torque model current sensorless.
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2.1. Dual-Torque Model for an Induction Motor

Building on the approach for obtaining a model of an induction motor through rotor
flux linkage and stator current described in [24], this study introduces three state variables
based on stator flux linkage and stator current, as described by Equations (5)–(7). Conse-
quently, the dual-torque model of the induction motor is derived using stator flux linkage.

ψ2
s = ψ2

sα + ψ2
sβ (5)

τs = ψsαisβ − ψsβisα (6)

ηs = ψsαisα + ψsβisβ (7)

In the above, τs is the cross product of the stator flux and stator current vectors, known
as the normalized torque; and ηs is the dot product of the stator flux and stator current
vectors, representing the normalized reactive torque.

Typically, a 5th-order model is needed to fully characterize the dynamic and static
behaviors of an induction motor. Because the flux linkage angle is only used for observer
design, the method proposed in this paper requires only a 4th-order model, which can fully
capture the dynamic and static characteristics of the induction motor by utilizing the state
variables defined in Equations (5)–(7). By taking the derivatives of the variables defined in
Equations (5)–(7), we obtain:
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In the above:
uτs = ψsαusβ − ψsβusα
uηs = ψsαusα + ψsβusβ

(13)

In Equation (12), the leakage coefficient σ is much lower than 1. Therefore, when
considering the dynamic characteristics of the slow-timescale variation of the stator flux,
the derivative term of the fast variable ηs related to the leakage coefficient σ and several
terms inside the parentheses in Equations (3)–(15) can be ignored, so that:
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Substituting Equation (15) into Equation (9), we get:
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According to Equation (16), we calculate:

TR =
3
2

npηs =
3np

2Ls
ψ2

s +
3npLr

4LsRr
pψ2

s (17)

The equation indicates that p is a differential operator. According to Equation (17),
there is a linear dynamic relationship between the reactive torque TR and the square of
the stator flux, and TR can be used to adjust the stator flux, which is the dynamic control
variable of the stator flux.

2.2. Fault Diagnosis of Dual-Torque Vector Control of Induction Motors

To improve traditional model-based diagnosis methods, most researchers have re-
placed the observer to adjust the control performance of fault-tolerant control after a fault
occurs. Diagnosis results are mostly based on a determination of α phase or β phase current
error, based on the principle of coordinate transformation. However, the phase current
error cannot directly determine which phase of a three-phase current sensor has failed; so,
an additional judgment module needs to be added.

Traditional fault-tolerant control of current sensors uses the fault detection method
expressed in Equation (18), in which the estimated value of the current components on the
αβ axis is used to replace the measured value after a fault occurs [30].{ ∣∣isα − îsα

∣∣ > ε1∣∣isβ − îsβ
∣∣ > ε1

(18)

where isα is the stator current component on axis α; îsα is the estimated stator current com-
ponent on axis α, and isβ are the stator current component on axis β and the estimated stator
current component on axis β, respectively. The threshold value ε1 is determined manually.⎧⎨⎩

∣∣iA − îA
∣∣ > ε2∣∣iB − îB
∣∣ > ε2∣∣iC − îC
∣∣ > ε2

(19)

Three current sensors are utilized to capture the currents of phases A, B, and C,
respectively. The sum of the three phase currents is employed to detect potential faults in the
current sensors. iA and îA denote the measured and estimated stator current components
on axis A; iB and îB represent the measured and estimated stator current components on
axis B; iC and îC indicate the measured and estimated stator current components on axis
C; and ε2 is the threshold value. At present, there is no uniform standard for selecting
the threshold value. Most of them are based on experience. In this study, after many
simulations and experiments, we finally selected isq with a threshold value of 11%.

We then design a current observer to obtain estimated values of the currents in phases
A, B, and C. These values can be compared with the measured values to determine whether
there is a fault in any of the current sensors. If a fault is detected, the estimated value of the
current in the corresponding phase can be used to replace the measured value from the
faulty sensor. It is possible to diagnose the faulty phase currents of phase A and phase B
and, for the diagnosed phase current with a faulty sensor, replace the sensor measurement
value with the observer’s estimated value. Finally, calculate the phase C current using the
diagnosed and corrected phase A and phase B currents. The fault diagnosis flowchart is
shown in Figure 3.

An adaptive virtual current observer is meant to recreate the stator current using the
observer principle. This method replaces the measured current with an estimated current,
allowing operation without current sensors, making it a fault-tolerant control scheme in
the event of current sensor failure. Operating without current sensors can eliminate the
effects of sensor measurement noise and reduce current and torque ripples. The flow chart
of current estimation is shown in Figure 4.
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Figure 3. Flow chart of fault diagnosis.

C

H ω

A ω
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Figure 4. Current estimation structure diagram.

The Equations (1) and (2) can now be expressed, beginning thus:{ .
X = AX + BU
Y = CX

(20)

In the above formula: X =
[→

i s
→
ψs

]T
, A =

[
jω − Rγ

σLs
1

σLs

(
1
Tr
− jω

)
−Rs 0

]
, B =

[
1

σLs
1
]T

,

and U =
→
u s, Y =

→
i s, C =

[
1 0

]
.

The virtual current observer may be expressed using the Luenberger observer theory
as follows: { .

X̂ = AX̂ + BU + HY − HŶ
Ŷ = CX̂

(21)

In the above formula:

X =
[→̂

i s
→̂
ψs

]T
, Ŷ =

→̂
i s, H =

[
H1 + jH2 H3 + jH4

]T

Modify Equation (21) because there is no input for the current sensor measurement
signal, as follows: { .

X̂ = AX̂ + BU − HŶ
Ŷ = CX̂

(22)

The error system can be calculated by subtracting system (22) from system (20):

Δ
.

X = (A − HC)ΔX + HY (23)
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In the above formula:

ΔX = X − X̂

Under the stable pole position of the observation system matrix A− HC, the estimated
value can converge to the real stator current and flux, according to Lyapunov stability
theory. As a result, the observer’s characteristic equation is as follows [31]:

det[s − (A − HC)] = s2 +

(
Rγ

σLs
+ H1 + jH2 − jω

)
s +

(
1
Tr

− jω
)

Rs + H3 + jH4

σLs
(24)

The dynamic equation of the observer is defined as follows:

Δ(s) = s2 +

(
Rγ

σLs
− jω

)
hs +

(
1
Tr

− jω
)

Rsh2

σLs
(25)

In the above, h is a proportional constant. The following equation can be used to
compute the gain matrix H. By comparing the identical s-order terms in Equations (24)
and (25), we obtain: ⎧⎪⎪⎪⎨⎪⎪⎪⎩

H1 = h Rγ

σLs
− Rγ

σLs
H2 = ω − hω
H3 = h2Rs − Rs
H4 = 0

(26)

3. Dynamic Response Performance Test

An experimental platform for an induction motor fed by a dual-level inverter based on
the dSPACE controller DS1104 is introduced here. When building the experimental platform
for traditional induction motor control systems, most of them use a microcontroller or DSP
as the main controller, which requires a lot of time and effort to convert the model originally
built in MATLAB/Simulink simulation software to computer language programming.
However, manual programming is not always reliable and relatively easy to implement
for complex algorithms that are more difficult. dSPACE controllers are the perfect solution
to this problem. The semiphysical experimental platform built on the dSPACE DS1104
controller can be seamlessly linked to MATLAB/Simulink simulation software. Through
the real-time interface (RTI) module and real-time code generation (RTW) module, the
system simulation model built in Simulink can be quickly converted into executable C code,
compiled and linked, and then the executable file is downloaded to the internal supporting
system. After compiling and linking, the executable file is downloaded to the internal
DSP controller, and then the program is executed to achieve real-time verification of the
control algorithm. The dSPACE DS1104 is the core single-board hardware used to build the
dSPACE semiphysical real-time simulation test platform, with which a common PC can be
used to build a powerful development system. Batteries are used to power the converter,
both to obtain a stable and high-quality DC voltage and to protect the motor.

The experimental platform is shown in Figure 5, and the motor parameters are set out
in Table 1.

Table 1. Induction Motor Ratings and Parameters.

Symbol Quantity Value

PN Rated shaft power 2.2 kW
U Rated voltage 380 V
f Rated frequency 50 Hz
ω Rated speed 1422 r/min
np Pole pairs 2
Rs Stator resistance 3.4 W
Rr Rotor resistance 2.444 W
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Table 1. Cont.

Symbol Quantity Value

Ls Stator inductance 0.2724 H
Lr Rotor inductance 0.2715 H
Lm Mutual inductance 0.2631 H
J Machine inertia 0.005 kg m2

Figure 5. Experimental Platform.

3.1. Positive and Reverse Dynamic Response Performance Test

Firstly, under the rated excitation and load conditions, forward and reverse experi-
ments are conducted, and the motor is started at a speed of 200 r/min. When it is in normal
operation, a command is given to change the speed from 200 r/min to −200 r/min. The
experimental results are shown in Figure 6. The dynamic operating characteristics of the
dual-torque DTC are observed and compared with DTC. The experimental results showed
that, compared with the DTC, the dual-torque DTC could track the set value quickly and
accurately under rated load conditions. Nevertheless, when the speed is changed, the
magnetic flux of DTC is influenced and displays visible variations, with the highest ripple
of stator flux amplitude reaching 0.2 Wb, indicating that the torque of dual-torque DTC in
magnetic flux decoupling control performance is better than DTC.

3.2. Transient Torque Step Response Characteristics

Quantitative analysis and comparison of the steady-state performance of the system
are conducted using the root–mean–square error calculation formula. The calculation
formula for torque ripple can be expressed as follows:

Te_ripple =

√√√√ 1
N

N

∑
n=1

(
Te(n)− Te

)2 (27)

where Te_ripple represents the torque ripple; Te(n) represents the torque value of the nth
sampling point; Te represents the average value of torque during the set time period; and
N is the number of samples in the specified time.
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Figure 6. Speed acceleration from −200 r/min to 200 r/min under no-load state: (a) DTC; (b) The
proposed method.

The transient torque step response characteristics of the two methods are compared
and tested, as shown in Figure 7. The torque step reference value is 30 N·m. The time taken
for the torque to increase from a 0% to 100% steady-state value is used as the response time
of the torque. As shown in Figure 7, the torque increase rate of DTC is 1.87 (N·m)/100 μs,
and the torque increase rate of the dual-torque DTC is 2.08 (N·m)/100 μs, indicating that
the torque response speed of the dual-torque DTC method is higher. In addition, by using
Equation (27) to calculate the transient torque ripple during speed changes, it is found that
the ripple of the dual-torque DTC is slightly smaller. This is because the dual-torque DTC
directly calculates torque and reactive torque, avoiding noise interference from current
sensors and improving the torque response speed.

t

(
)

T
⋅

 
t

(
)

T
⋅

(a) (b) 

Figure 7. Torque acceleration from 0% to 100% steady-state value: (a) DTC; (b) The proposed method.

3.3. Operating Capacity at Low Speed with Load

In the preceding studies, the dynamic performance of the standard DTC technique
and the dual-torque DTC method for induction motors are compared. In the following
experiment, we sought to compare the steady-state performance of these two methods
when the motor is operated at low speed with a load. The induction motor is operated at a
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stable speed of 150 r/min with a load of 15 N·m. The waveforms of the stator current and
torque for both methods are observed and compared.

Figure 8 shows the experimental torque waveforms of the two methods under low-
speed conditions with a load. It can be seen from the figure that the torque ripple of
the conventional DTC is slightly higher than that of the dual-torque DTC. A quantitative
examination indicates that the torque ripple of the traditional DTC technique is 3.029 Nm,
whereas the torque ripple of the dual-torque DTC approach is 2.748 Nm, representing
a 9.3% decrease over the conventional DTC method. As a result, the dual-torque DTC
efficiently suppresses torque ripples.

t

(
)

T
⋅

T = ⋅

 
t

(
)

T
⋅

T = ⋅

(a) (b) 

Figure 8. Steady state torque waveform: (a) DTC; (b) The proposed method.

Figure 9 shows the stator current waveforms at a speed of 150 r/min with a load of
15 N·m. The fast Fourier transform algorithm is used to analyze the harmonic content
of the current waveform. The total harmonic distortion (THD) of the stator current for
the conventional DTC method is 24.52%; for the dual-torque DTC method it is 20.31%.
Compared with the conventional DTC method, the THD of the stator current is reduced by
17.2% using the dual-torque DTC method.

Figure 9. Harmonic analysis of stator current: (a) DTC; (b) The proposed method.

In order to improve the persuasiveness of the experimental results, the torque ripple
of the motor under no-load stable operation at different speeds is calculated using both
methods, and the respective results are compared, as shown in Figure 10. From the torque
ripple calculation results in the figure, it can be seen that the torque ripple of the dual-torque
DTC method is lower than that of the conventional DTC method at different speeds. The
results of the above series of steady-state experiments indicate that, compared with the
conventional DTC method, the steady-state performance of the induction motor control
system using the dual-torque DTC method is improved to a certain extent, and that the
proposed method is feasible.
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T

n  

Figure 10. Torque ripple at different speeds.

3.4. Parameter Adaptation Experiment

Variation in motor parameters can affect the control performance of the system, and
severe parameter mismatch may even cause the motor system to fail to operate properly.
To test the robustness of the dual-torque DTC method, the rotor resistance is increased
by 50% in rated excitation and no-load conditions, and the motor speed is varied from
−300 r/min to 300 r/min. The experimental results are shown in Figure 11. It can be
seen that the waveforms of speed, current, flux, and torque are all normal, without any
obvious distortion. The experimental results show that the dual-torque DTC can still
maintain normal and stable operation of the motor system when the rotor resistance of
the motor changes; its dynamic response speed and steady-state control performance are
comparable to those of the conventional DTC. That is, within a certain range of parameter
errors, both methods can maintain the normal and stable operation of the motor system,
and the robustness of the dual-torque DTC system is good.

ω
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t  

ω
ψ

T
⋅

t
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Figure 11. Rotor resistance increases by 50%: (a) DTC; (b) The proposed method.

Figure 12 shows the experimental results of stator resistance mismatch; it can be seen
that the dual torque model has better torque stability than DTC after the stator resistance
change, and that the proposed method is more robust.
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Figure 12. Experimental results of stator resistance mismatch: (a) DTC; (b) The proposed method.

3.5. Fault-Tolerant Control Experiment

The induction motor is operated at a stable speed of 200 r/min with a load of 20 N·m.
To validate the effectiveness of the proposed current sensor fault-tolerant control for the
dual-torque DTC model, the dSPACE system is utilized to simulate sensor faults by manip-
ulating the output values of the sensors. In order to simulate faults, the measurement value
of phase A current sensor input to the control system is changed to 0 at 0.7 s; the system is
able to use the estimated value of the current observer to replace the measured value of the
current sensor, ensuring the safe operation of the motor and maintaining the given speed.
After that, the current measurement values of both the A-phase and B-phase current sensors
are changed to 0 at 0.6 s, and the system still operates safely. The dynamic characteristics
of the induction motor under fault are then observed, and the results are presented in
Figure 13. As can be seen from the figure, the system could accurately detect the sensor
fault and utilize the estimated value of the observer to replace the sensor measurement
value, ensuring the smooth operation of the induction motor after the sensor fault. Hence,
the proposed method is practical and effective.
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Figure 13. Fault-tolerant control experiment: (a) Phase A fault; (b) Phase A and B fault.
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4. Conclusions

In this paper, a dual-torque DTC method is proposed to address the issues of fault
tolerant control of current sensors. This method introduces torque and reactive torque as
state variables and derives a dual-torque model of the induction motor using stator flux
and stator current. The proposed method offers the following advantages:

The dual-torque signal is directly calculated through current and direct current voltage
feedback signals, enabling direct dual-torque control of the induction motor and improving
speed stability, thereby reducing current and torque ripples. Moreover, the proposed
method combines the model with an adaptive virtual current observer to design a fault-
tolerant control scheme that decreases measurement noise of current sensors and ensures
safe rotation of the motor, thus enhancing system safety and reducing the torque ripple.

In conclusion, our experimental results demonstrate that the dual-torque DTC method
achieves levels of dynamic and steady-state control performance similar to the conventional
DTC method. The dual-torque DTC method achieves superior response speed, lower torque
ripples, and total harmonic distortion of the stator current. The proposed method shows
great potential for improving the control performance and reliability of induction motor
drive systems.
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Abstract: There is a trend to go towards low gear-ratio or even direct-drive actuators in novel robotic
applications in which high-torque density electric motors are required. The Yokeless and Segmented
Armature Axial Flux Permanent Magnet Synchronous Machine is therefore considered in this work.
In these applications, the motors should be capable to deliver high torque at standstill for long periods
of time. This can cause overheating of the motors due to a concentration of the losses in a single
phase; hence, it becomes necessary to derate the motor torque. In this work the influence of the
slot/pole combination, the addition of a thermal end-winding interconnection and the equivalent
thermal conductivity of the winding body on the torque performance at standstill will be studied
both experimentally via temperature measurements on a prototype stator, and via a calibrated 3D
thermal Finite Element model. It was found that both a good choice of the slot/pole combination
and the addition of a thermal end-winding interconnection have a significant influence on the torque
performance at standstill, and allow up to 8% increase in torque at standstill in comparison to a
reference design.

Keywords: axial flux; end winding; slot/pole combination; stall torque

1. Introduction

Owing to its high torque density and energy efficiency, Yokeless and Segmented
Armature (YASA) Axial Flux Permanent Magnet Synchronous Machines (AFPMSM) have
proven their benefits in several application areas such as transportation and wind energy
generation [1,2]. This axial flux motor topology consists of two rotors and a central stator,
as illustrated in Figure 1. Motivated by the merits in these applications, more recently,
this machine topology was also considered for use in quasi-direct-drive and direct-drive
actuators of novel robotic applications [3,4].

In some robotic applications however, the electric motor has to generate its maximum
torque at (quasi-)standstill during a significant fraction of the load cycle. This is, e.g., the
case in force-controlled robotic grippers [5] (See also Figure 1), or when a robot has to hold
a vertical load against gravity for a long time [6]. This leads to a concentration of the losses
in a single phase of the motor. For the worst-case commutation position: twice the rated
conduction losses are dissipated in a single phase when the motor produces its rated torque
at standstill. Although the sum of the conduction losses of all phases in this case does not
exceed the rated conduction losses, due to the uneven loss distribution, this can eventually
lead to overheating of the motor at standstill. This problem is well-known in academic and
industrial literature [6,7]. To avoid overheating, the stall torque, i.e. the maximum torque
that a motor can produce under certain cooling conditions in steady-state at standstill, is
typically lower than the rated torque.

Alternatively, brakes can be used to generate a stall torque and hold a load. There
exist various kind of brakes [8], and most of them use an electromagnetic actuator such as
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a solenoid to engage or disengage friction discs. These friction discs provide the required
holding torque without consuming energy. Hence, they can generate a higher stall torque.
However, in certain applications, e.g., force-controlled robotic grippers where soft objects
need to be grasped, the force of the gripper needs to be precisely controlled in order to
avoid damage to the soft object [5]. Traditional grippers that use brakes cannot be used
in this case since they rely on applying a sufficiently large torque to hold the object and
then engage their holding brake. This would harm the soft object. To conclude, brakes can
generate much higher stall torques; however, they are not usable in every application.

So far, no solutions have been presented yet to overcome the problem of overheating at
standstill. Researchers have predominantly focussed on strategies that improve the overall
thermal performance of YASA AFPMSMs through either an improved cooling (i.e., liquid
instead of air cooling [9,10]), through impregnating the windings [2] or through the intro-
duction of radially inward heat extraction fins [1]. Although these strategies are very effec-
tive in increasing the total dissipated power losses, they are less effective in mitigating local
overheating due to the uneven loss distribution caused by high torque at (quasi-)standstill.
The problem of uneven temperature distribution due to partial immersion of the stator
in an oil-cooled outer rotor radial flux machine was discussed in [11]. Oil storage slots
were presented as an effective solution to reduce the local overheating. Although the
presented solution appears to be very effective at rated speed, at (quasi-)standstill, the oil
flows under the action of gravity to the bottom half of the motor, which drastically reduces
its cooling effectiveness.

In this work, the problem of overheating during standstill due to the uneven loss
distribution will be analysed. Based on physical insights from previous studies on the
thermal behaviour of YASA AFPMSMs [1,2,9], three key design parameters have been
identified that potentially have a significant impact on the redistribution of the heat from the
phase with the highest losses to the phases with lower losses. The influence of these three
key design parameters on the stall torque performance is studied in this work (See Figure 1):

1. Slot/pole combination: This aspect influences both the fundamental winding factor and
back-emf constant, which directly impact the torque. It also influences the number of
adjacent slots belonging to the same phase. As heat has to flow from the phase with
the highest losses to phases with lower losses, it can be expected that the number of
adjacent slots influences the thermal performance under uneven loss distribution.

2. Thermal end-winding interconnection: From previous studies, it is known that the end-
winding at the inner diameter is often the hottest area of a YASA AFPMSM [2,10];
therefore, a good thermally conducting ring which interconnects all end-windings
can redistribute the heat from the phase with the highest losses to the other phases.

3. Equivalent winding body thermal conductivity: Since in a YASA AFPMSM there is no
iron stator yoke which has a good thermal connection with all slots, the equivalent
thermal conductivity of the winding body can have a significant influence on the heat
transfer between phases.

Note that also the axial flux machine topology can have an influence on the results,
especially in the double stator, single rotor or single stator, single rotor topologies where the
stator has an iron yoke providing a good thermal connection between the coils. However,
this analysis falls beyond the scope of this work. The focus in this work is on the single
stator, double rotor topology, which is known to have a higher torque density and energy
efficiency [1,2].

The analysis results in this work will lead to a better understanding of the stall
torque performance and can be used in the design of motors for applications where high
torque at (quasi)-standstill is important. Other applications might also benefit from the
results. For example, in [12,13], the problem of local overheating due to unbalanced supply
voltage or inter-turn short circuits in induction motors was analysed. The studied key
design parameters in this work can also improve the performance in these applications by
redistributing the heat from the location with a higher loss concentration. However, this is
beyond the scope of this article.
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Figure 1. (a) The motor in a force controlled gripper has to generate high torque at (quasi)-
standstill [14]. (b) Overview of the studied parameters in this work that potentially have a significant
impact on the stall torque performance.

To study the influence of the aforementioned design parameters on the stall torque
performance, a prototype YASA AFPMSM shown in Figure 2 is considered. Its main
specifications are given in Table 1. The influence of the key design parameters will first be
studied experimentally, the corresponding measurements will also be used to identify a 3D
thermal Finite Element (FE) model. This model will allow to further analyse and improve
the understanding of the experimental findings.

This paper is organised as follows: first, the three studied parameters are described
in detail and illustrated for the prototype YASA AFPMSM in Section 2. Subsequently, the
experimental setup is described in Section 3.1. The 3D thermal FE model is outlined in
Section 3.2. Finally, the results of the experimental and simulation parameter study are
presented in Section 4.

Figure 2. Prototype Yokeless and Segmented Armature Axial Flux Permanent Magnet Synchronous
Machine used throughout this work; it has two rotors and a single stator. For visualization purposes
only a single rotor is shown here. Its specifications are given in Table 1.
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Table 1. Specifications of the test case YASA AFPMSM.

Parameter Symbol Value Unit

Three-phase inverter DC bus voltage VDC 48 V
Maximum speed Ωmax 300 rpm

Number of pole pairs Np 13 /
Number of slots Qs 24 /

Number of phases nph 3 /
Number of turns per tooth coil nturns 35 /
Outer diameter stator iron core Do 138.5 mm
Inner diameter stator iron core Di 98.5 mm

Axial length stator iron core hstat 15 mm
Axial slot length hslot 10 mm

Total axial length (incl. housing) ltot 62.5 mm
Slot width bslot 6 mm

Airgap thickness hair 1.5 mm
Magnet height hmag 5 mm

Rotor yoke height hmag 6 mm

2. Design Parameters Affecting Tangential Heat Transfer

2.1. Loss Distribution

From previous work on thermal analysis of YASA AFPMSMs, it is known that there
is no heat transfer between adjacent tooth coils under a uniform loss distribution and
cooling [2]. However, when the motor produces torque at (quasi-)standstill, the phase
currents are (quasi-)DC currents whose magnitude depends on the rotor position. Since
the actual standstill rotor position is very application-specific and can vary with the op-
erating scenario, the design should account for the worst-case standstill rotor position.
This is the position where Iu = 2 · Iv = 2 · Iw =

√
2 · Inom,RMS [6]. With Iu, Iv, Iw the

(quasi-)DC phase currents and Inom,RMS the rated motor RMS current. Recall that for this
worst-case position, the conduction losses in phase U equal twice the rated conduction
losses and that the total conduction losses in the windings equal the rated conduction
losses. A heat transfer between phases can be expected in this case, i.e., a heat transfer in
the tangential direction. This worst-case scenario will be considered throughout this work.
Note that phase U was chosen arbitrarily as the phase with the highest losses in this work.

2.2. Slot/Pole Combination

The slot/pole combination influences the stall torque performance in different ways.
The (stall) torque is given by [15]:

T = 3 · ξ · k′φ · I, (1)

with ξ, the fundamental winding factor, k′φ, the back-emf constant and I the RMS phase
current. A first way is via the fundamental winding factor. It is given by the product of the
pitch factor ξp and distribution factor ξd. For a 3-phase, fractional slot concentrated two
layer winding, the fundamental winding factor is given by:

ξ = ξp · ξd = sin
(

Npπ

Qs

)
· sin

(
π
6
)

z · sin
(

π
6·z
) (2)

where z is the numerator of q reduced to the lowest terms:

q =
Qs

6 · Np
=

z
n

. (3)

Table 2 gives the number of poles that result in a fundamental winding factor higher
than 0.866 for a stator with 24 slots.
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Table 2. Number of poles with ξ > 0.866 for a stator with 24 slots.

Qs Number of Poles (p)
16 18 20 22 26 28 30 32

24 ξ 0.866 0.933 0.9495 0.9495 0.933 0.866
k′φ 0.324 0.353 0.358 0.354 0.346 0.329

kφ = k′φ · ξ 0.281 0.329 0.340 0.336 0.323 0.285

The second way is via the back-emf constant k′φ:

k′φ =
Ep

ξ · Ω
, (4)

with Ep the no-load back-emf (RMS value) of a phase at the mechanical speed Ω. The
back-emf constant for different slot/combinations is determined using the analytical model
for the flux density distribution in the iron core from [16,17], the results can be found in
Table 2. The prototype YASA AFPMSM has 24 slots, 26 poles and a fundamental winding
factor equal to 0.9495. Although 22 and 26 poles result in the highest fundamental winding
factor, other pole pair numbers will also be considered since these have a different winding
diagram. The winding diagram indicates which coils belong to each phase. A different
slot/pole combination results in a different winding diagram and thus a different number of
adjacent coils belonging to the same phase. It can be expected that the distance between the
centre of a phase with high losses and a phase with lower losses, respectively, will influence
the tangential heat transfer. This is the third way via which the slot/pole combination
influences the heat transfer in the tangential direction. Figure 3 gives the winding diagrams
and the number of adjacent coils belonging to the same phase n for the feasible slot/pole
combinations from Table 2.

Figure 3. Winding diagrams and the number of adjacent coils belonging to the same phase n for the
feasible slot/pole combinations from Table 2.

2.3. Thermal End-Winding Interconnection

In Figure 4 the thermal end-winding interconnection ring (1) is shown. The concept is
illustrated here for an epoxy potted YASA AFPMSM stator which is cooled via its housing
at the outer diameter (3). The end-winding interconnection ring is therefore located at
the inner diameter of the stator. In order to act as a highway for redistributing the heat
between phases, it consists of a good thermally conducting material, e.g., aluminium or
aluminium-oxide.

In [18], a copper foam end-winding interconnection ring filled with phase change
material was proposed for an outer-rotor radial flux machine to improve its peak load
capabilities. Different from the proposed end-winding ring in this work, the ring in [18]
interconnects the end-windings of the outer-rotor radial flux machine at the coldest axial
face of the motor, i.e., the face where most heat leaves the motor. Therefore, the ring only
acts as a thermal buffer during peak loads, but it is less effective in redistributing the heat
between phases since it is located at the colder axial side of the motor. Although the concept
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of a thermal end-winding interconnection ring for redistributing the heat is illustrated in
this work for a YASA AFPMSM, it is also applicable for radial flux machines.

Figure 4. Yokeless and Segmented Armature Axial Flux Permanent Magnet Synchronous Machine:
(1) Thermal end-winding interconnection ring (2) Concentrated winding tooth coil (3) Aluminium
housing (4) Epoxy impregnation (5) Permanent magnet rotor.

At standstill no eddy-currents are induced in the end-winding ring; however, if the
application both requires standstill and high speed operation, eddy current losses can occur
in the end-winding ring if the electrical frequency is sufficiently high. The eddy current
losses can be limited by choosing aluminium-oxide, or copper or aluminium foam instead
of a solid aluminium ring. Therefore, this aspect will not be studied in further detail in
this work.

2.4. Equivalent Winding Body Thermal Conductivity

A winding body consists of different materials with different thermal properties, this
is often represented by equivalent thermal conductivities that depend on the thermal con-
ductivities and volume fractions of the constituting materials [19]. Additionally, a winding
body has anisotropic thermal properties due to its stranded or layered nature. Therefore,
two different equivalent thermal conductivities are defined: one for the direction along the
conductor and one for the direction perpendicular to the conductor. Typically, the latter is
the lowest one. In previous works, it was shown that the equivalent thermal conductivity
perpendicular to the conductor can be much larger for a winding body consisting of an-
odised aluminium [4,19]. Since the thermal conductivity of a winding body can have large
influence on the thermal properties of the stator [2], it is expected that this can also have
an influence on the tangential heat transfer. Therefore, the effect of the equivalent thermal
conductivity of a winding body on the heat transfer in the tangential direction, and thus
the stall torque performance, will be studied in this work. To this end, a YASA AFPMSM
stator consisting of conventional concentrated winding tooth coils with round enamelled
copper wire will be compared to a geometrically identical stator with anodised aluminium
foil, which has superior equivalent thermal conductivities in both directions [4].

3. Materials and Methods

3.1. Experimental Setup

To study the influence of the slot/pole combination, the thermal end-winding inter-
connection and the winding body equivalent thermal conductivity on the heat transfer in
the tangential direction and eventually on the stall torque performance, the experimen-
tal setup shown in Figure 5 is used. It consists only of the stator of the prototype YASA
AFPMSM motor from Figure 2. The rotor is not considered in this work since at standstill
the rotor losses and convective heat transfer between stator and rotor is negligible [20].
Moreover, this allows to study different slot/pole combinations with a single stator. This
avoids the need to manufacture multiple rotors and/or stators and eliminates the vari-
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ability in the measurements caused by variability in the rotor/stator properties due to
manufacturing imperfections.

Since it was assumed that the convective heat transfer between rotor and stator is
negligible, both the top and bottom airgap surface of the stator are insulated with thermal
insulation wool and XPS insulation (see (4) and (5) on Figure 5). All heat leaves the stator at
the outer diameter via forced convection over the housing surface. The airflow is generated
by two cooling fans (see (3) on Figure 5) located above the stator.

Figure 5. Experimental test setup. (left) Detailed view of prototype stator (1) thermal end-winding
interconnection (2) PT100 temperature sensor on aluminium housing (right) Overview of setup:
(3) cooling fans (4) thermal insulation wool (5) Expanded Polystyrene Insulation (XPS) (6) prototype
stator between insulation (7) PT100 temperature sensor signal conditioning board (8) DC power sup-
ply (9) dSPACE MicroLabBox® real time control and data processing unit (10) Tektronix® TCPA 300
current amplifier.

As already mentioned in Section 2.1, only the worst-case uneven loss distribution
has to be considered. This is the position where Iu = 2 · Iv = 2 · Iw =

√
2 · Inom,RMS [6]. To

emulate this worst-case situation, phase U is connected in series with a parallel connection
of phases V and W, as shown in Figure 6. All coils belonging to the same phase are
connected in series. A programmable DC power supply is used to inject a constant current
in phase U. This way, the same loss distribution is obtained, as if the motor would produce
a certain torque at standstill.

To study the influence of the equivalent winding body thermal conductivity, two
geometrically identical stators were constructed: one with enamelled round copper wire as
conductor and one with anodised aluminium foil as conductor. Figure 7 shows a single
tooth coil for both conductor types and Table 3 provides the detailed specifications for each
tooth coil. Note that both tooth coils have the same number of turns and approximately
the same resistance. This means both coils produce approximately the same losses for
a given current (and thus torque). The main reason for this is the larger cross-section of the
aluminium foil conductor, which is possible due to a more space-efficient stacking of the
foil and a thinner electrical insulation layer. For mechanical stability reasons both stators
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were impregnated in an epoxy resin; therefore, they exhibit the same appearance after
impregnation and only one stator is shown in Figure 5.

Figure 6. Phase connection to emulate worst-case loss distribution.

Figure 7. Prototype tooth coils. Left: enamelled copper wire tooth coil, Right: anodised aluminium
foil tooth coil.

Since both terminals of each coil are accessible, all slot/pole combinations of Figure 3
can be realised experimentally. It also enables the measurement of the voltage over every
single tooth coil and thus the determination of the dissipated power in each tooth coil.
This enables the consideration of the difference in resistance between tooth coils due to a
different average coil temperature.

To study the influence of a thermal end-winding interconnection, a removable alu-
minium ring with a thickness of 3.5 mm is used at the inner diameter of the stator (see (1)
on Figure 5). Thermal paste is used to ensure a good thermal contact between the ring and
the end-winding region. Since the stator with round enamelled copper wire and the stator
with anodised aluminium foil are geometrically identical, the ring fits in both stators.

Every single tooth coil of both stator variants is instrumented with a PT100 temperature
sensor at the inner diameter of each iron core segment (see Figure 8). This is the hotspot
location in a stator in case of uniform losses [2]. Additionally, PT100 temperature sensors
have been placed at certain locations at the outer diameter of the aluminium housing as
well (e.g., see (2) in Figure 5). Due to spatial periodicity in the worst-case loss distribution,
it is not necessary to measure the temperature of every tooth coil. For the slot/pole
combinations that result in 4 and 2 adjacent tooth coils (n = 4 or 2), it is sufficient to
consider only one quarter of the stator. For n = 1, 1/8th of a stator is even sufficient.
To account for variations in the thermal properties between coils due to manufacturing
imperfections, the hotspot temperature (i.e., the temperature in the centre of phase U) in
two different spatial periods of the stator is measured. At the same angular location as the
hotspot, also the temperature at the outer diameter of the housing is measured.
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Table 3. Specifications of the prototype tooth coil.

Enamelled Copper Wire Symbol Value Unit
(Grade I, IEC 60317-13)

Number of turns nturns 35 /
Nominal outer diameter dCu,o 0.8425 mm

Conductor diameter dCu,i 0.8 mm
Winding length (incl. terminals) lCu 276 cm

measured DC resistance (@ 25 °C) RDC,Cu 94.54 ± 0.37 1 mΩ
Height laminated iron core hcore 20 mm

Weight of tooth coil mCu+SiFe 31.3 g
Resistivity copper ρCu 1.72 × 10−8 Ωm

Resistance temperature coeff. αCu 3.93 × 10−3 K−1

Fill factor fCu,coil 49 %
Dielectrical strength Emax 87 VRMS/μm

(IEC 60317-0-1)
Price/kg 16.64 EUR/kg

Anodised aluminium foil

Number of turns nturns 35 /
foil width hAl 10 mm

total foil thickness tAl,tot 86 m
thickness Al2O3 layer tAlOx 4.6 m

Foil length (excl. terminals) lCu 250 cm
Cu terminal length (dia. 0.9 mm) lterm 40 cm
measured DC resistance (@ 25 °C) RDC,Al 95.83 ± 0.6 1 mΩ

Height laminated iron core hcore 20 mm
Weight of tooth coil mAl+SiFe 25.8 g

Resistivity aluminium ρAl 2.74 × 10−8 Ωm
Resistance temperature coeff. αAl 4.03 × 10−3 K−1

Fill factor fAl,coil 75 %
Dielectrical strength Emax 26.5 VRMS/μm

(ISO 2376)
Price/kg 685 2 EUR/kg

1 mean and standard deviation over 24 tooth coils. 2 Note that this is the cost for a small order quantity of 2 kg;
for larger order quantities, the cost will be lower.

Figure 8. Indication of the PT100 temperature sensor location.

Besides temperature measurements, also the voltage over every single tooth coil in
the half stator of Figure 5 is measured. The currents in phase U and V are measured using
a Tektronix® TCPA 300 current amplifier. A dSPACE MicroLabBox® platform was used
for data-acquisition. All signals were sampled at 1 kHz.

3.2. 3D Thermal FE Model

To support the analysis of the experimental data, a 3D thermal FE model is developed
in this section. To support the experimental data analysis, the model will first be calibrated
using experimental data to find the model parameters that result in a good agreement
between model predictions and measurements.
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3.2.1. Geometry

As already mentioned in Section 3.1, it is sufficient to consider only one quarter of
a full stator due to the periodicity in the worst-case loss distribution. The full geometry of
the FE model thus consists of 6 adjacent tooth coils. Figure 9 depicts a single tooth coil of
the modelled geometry of the 3D thermal FE model. It consists of a winding body of either
round enamelled copper wire or anodised aluminium foil (5) wound on a laminated iron
core (2). A mica sheet (3) with a thickness of 0.2 mm is used as inter coil insulation and
a solid aluminium-oxide pad (6) is used as electrical insulation between coil and housing
(phase-to-ground insulation). Optionally, a thermal end-winding interconnection ring
(1) can be included in the model as well. The coil assembly was potted in a low viscosity
epoxy resin.

Figure 9. Concentrated winding tooth coil: (1) Aluminium thermal end-winding interconnection
ring; (2) Laminated iron core; (3) Mica inter coil insulation sheet; (4) Mica slot liner; (5) Winding body;
(6) Aluminium-oxide thermal pad; (7) Aluminium housing; (8) Epoxy potting.

3.2.2. Thermal Interfaces

The gap between the end-winding and the thermal end-winding ring is filled with
epoxy. This gap is modelled in full detail and can be varied from 0 to 3.7 mm.

Since the phase-to-ground insulation consists of a rigid, non-deformable material
(aluminium-oxide), the low viscosity potting resin also flows in the small gaps between the
winding body and the housing. Since it is not feasible to model these gaps in full detail,
a fill factor fpad is introduced:

fpad =
tAlOx-pad

tAlOx-pad + tgap,equi
, (5)

with tAlOx-pad as the thickness of the aluminium-oxide pad between winding and housing
and tgap,equi the equivalent thickness of the gaps filled with epoxy. The phase-to-ground
insulation will be modelled as an amalgam of aluminium-oxide and epoxy resin. The fill
factor will be used for the calculation of the equivalent thermal conductivity in Section 3.2.3.

3.2.3. Anisotropic Material Modelling

The winding body, the laminated iron core and the phase-to-ground insulation exhibit
anisotropic thermal properties since these bodies consist of strands or laminations of
different materials with different thermal properties. As already explained in Section 2.4,
this will be modelled via two equivalent thermal conductivities. One for the direction along
the strand or lamination k1 and one for the direction perpendicular to the strand or out of
the lamination plane k2.
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For the epoxy impregnated, enamelled copper wire winding body, the equivalent
thermal conductivities are calculated through the use of the Hashin and Shriktman approx-
imation [19]:

kCu
1,wi = f Cu

wi · kCu + (1 − f Cu
wi ) · kEp (6)

kCu
2,wi = kEp · (1 + f Cu

wi ) · kCu + (1 − f Cu
wi ) · kEp

(1 − f Cu
wi ) · kCu + (1 + f Cu

wi ) · kEp
(7)

For the anodised aluminium foil winding body, a two-step approach is followed:
first, the equivalent properties of the anodised foil are calculated and subsequently, these
properties are used to calculate the properties of an impregnated anodised aluminium foil
winding body.

Step 1:
k1,afol = fafol · kAl + (1 − fafol) · kAlOx,film (8)

k2,afol =
kAl · kAlOx,film

(1 − fafol) · kAl + fafol · kAlOx,film
, (9)

where kAl and kAlOx are the thermal conductivity of aluminium and aluminium-oxide film,
respectively. The fill factor for this combination is defined as:

fafol =
tAl,tot − 2 · tAlOx

tAl,tot
, (10)

where tAl,tot is the thickness of the anodised aluminium foil and tAlOx the thickness of the
aluminium-oxide insulation film on the foil.

Step 2:
kAl

1,wi = f Al
wi · k1,afol + (1 − f Al

wi ) · kEp, (11)

where f Al
wi is the fill factor of the impregnated winding body, k1,afol, the equivalent thermal

conductivity of the anodised foil in the plane of the foil and kEp, the thermal conductivity
of the epoxy resin. For the thermally poor conducting direction, the equivalent thermal
conductivity can be calculated using the series material model from [19]:

kAl
2,wi =

k2,afol · kEp

(1 − f Al
wi ) · k2,afol + f Al

wi · kEp
, (12)

where k2,afol is the equivalent thermal conductivity of the anodised foil perpendicular to
the plane of the foil.

The laminated iron core is an amalgam of electrical steel sheets and a thin adhesive
layer to bond the sheets together. The equivalent thermal conductivities are also calculated
using the series-parallel model from [19]:

k1,core = fcore · kFeSi + (1 − fcore) · kEp (13)

k2,core =
kFeSi · kEp

(1 − fcore) · kFeSi + fcore · kEp
, (14)

where fcore is the fill factor of the laminated iron core and kFeSi the thermal conductivity of
electrical steel.

As already mentioned in Section 3.2.2, the phase-to-ground insulation will be mod-
elled as an amalgam of aluminium-oxide and epoxy resin. The equivalent thermal conduc-
tivities are again calculated using the series-parallel model from [19]:

k1,pad = fpad · kAlOx + (1 − fpad) · kEp (15)
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k2,pad =
kEp · kAlOx

(1 − fpad) · kAlOx + fpad · kEp
. (16)

3.2.4. Boundary Conditions

As already explained in Section 3.1, convective heat transfer at the airgap surface is
neglected. It is assumed that all heat is dissipated via forced convection over the housing
at the outer diameter.

3.2.5. Transient Model Calibration

To calibrate the 3D thermal FE model, the coils of both the stator with round enamelled
copper wire and the stator with anodised aluminium are configured to emulate a 24 slot,
22 or 26 poles combination as depicted in Figure 10. Initially, the stator is in thermal
equilibrium with its environment. A constant current Iset = 4A is then injected in phase
U which corresponds to 21 W dissipated power in the motor. For 100 min, the hotspot
and corresponding housing temperatures of selected coils, all coil voltages, and the phase
currents are recorded. The voltage and current measurements are used to calculate the
power losses at every time step, these serve as inputs for the FE model transient simulation.
These transient experiments are performed once for a stator without thermal end-winding
interconnection ring and once for a stator with thermal end-winding interconnection ring.
The results from both the simulation with the 3D thermal FE model and the measurements
are given in Figures 11 and 12. The numbering of the temperature signals corresponds to
the numbering of the tooth coils in Figure 10. The parameters used for the simulations
are given in Table 4. Due to the temperature limit of the used epoxy resin, the maximum
hotspot temperature was kept below 80 ◦C. It can be concluded that the simulations are in
good agreement with the measurements for both the round enamelled copper wire stator
and the anodised aluminium foil winding stator, and for the case with and without thermal
end-winding interconnection ring. The 3D thermal FE model can thus reliably be used to
support the experimental data analysis in order to obtain a better understanding of the
measurement results.

Figure 10. Indication of the PT100 temperature sensor location.
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Table 4. Thermal Finite Element Model Parameters.

Parameter Value Unit

kCu 385 W/mK
kAl 237 W/mK
kEp 0.37 W/mK

kAlOx,film 1.6 W/mK
kAlOx 20 W/mK
kFeSi 28 W/mK
f Cu
wi 0.49 [/]

fafol 0.89 [/]
f Al
wi 0.75 [/]

fcore 0.98 [/]
fpad 0.88 [/]
kCu

1,wi 189 W/mK
kCu

2,wi 1.08 W/mK
k1,afol 212 W/mK
k2,afol 14.3 W/mK
kAl

1,wi 159 W/mK
kAl

2,wi 1.37 W/mK
k1,core 27.4 W/mK
k2,core 0.37 W/mK
k1,pad 17.6 W/mK
k2,pad 2.72 W/mK
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Figure 11. Transient temperature evolution at selected locations (see Figure 10) in a stator with
round enamelled copper wire for a 24 slot, 22 or 26 pole combination. (a) Simulated tempera-
tures|stator without end-winding ring. (b) Measured temperatures|stator without end-winding
ring. (c) Simulated temperature|stator with end-winding ring. (d) Measured temperatures|stator
with end-winding ring.
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Figure 12. Transient temperature evolution at selected locations (see Figure 10) in a stator with
anodised aluminium foil winding for a 24 slot, 22 or 26 pole combination. (a) Simulated tempera-
tures|stator without end-winding ring. (b) Measured temperatures|stator without end-winding
ring. (c) Simulated temperatures|stator with end-winding ring. (d) Measured temperatures|stator
with end-winding ring.

3.2.6. Steady-State Temperature Distribution

Using the calibrated model from Section 3.2.5, the steady-state temperature distribu-
tion can be calculated. This is illustrated for the scenario from Figure 11a, i.e., the stator
with round enamelled copper wire without thermal end-winding interconnection, with
a 24 slots, 22 or 26 poles combination in Figure 13.

Figure 13. Steady-state temperature distribution in the stator with round enamelled copper wire
without thermal end-winding interconnection, with a 24 slots, 22 or 26 poles combination.
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As expected, the highest temperatures are found in the coils belonging to phase U
since the losses in phase U are four times higher than in phase V. It can also be observed
that there is a temperature difference between the coils of phase U clearly proving the
presence of a heat flux in the tangential direction, i.e., heat is redistributed from coils with
higher losses to coils with lower losses.

4. Results

4.1. Experimental Results

To study the influence of the slot/pole combination, thermal end-winding interconnec-
tion and equivalent winding body thermal conductivity on the stall torque performance,
10 experiments are performed in which the slot/pole combination, the presence of a ther-
mal end-winding ring and the conductor material are varied. Table 5 specifies the test
conditions for each experiment.

Table 5. Measured thermal resistance between hotspot and housing surface.

n Thermal End-Winding Connection (Yes/No) Al/Cu Rhotspot (K/W) Qstall

2·Quniform,s24p22

4 No Cu 7.89 0.534
4 Yes Cu 7.29 0.578
2 No Cu 6.44 0.655
2 Yes Cu 6.34 0.665
1 No Cu 4.86 0.866
1 Yes Cu 4.90 0.860
4 No Al 7.33 0.536
4 Yes Al 6.43 0.611

uniform losses Cu 8.42
uniform losses Al 7.86

To emulate a stall torque loss distribution, the stator coils are connected as shown in
Figure 6. A constant current Iset = 4A is injected in phase U, which corresponds to 21 W
dissipated power in the motor. The stall torque temperature distribution will be compared
with the temperature distribution under uniform losses. To emulate this scenario, all coils
of the stator are connected in series and a constant current Iuniform

set = 2.8A = 4/
√

2A is
injected into this ring network, also resulting in 21 W dissipated power. After 100 minutes,
thermal steady-state is reached and the hotspot and corresponding housing temperatures,
coil voltages and phase currents are recorded. The recorded values are used to calculate
the thermal resistance between the hotspot and the housing at the same angular position
(θ∗) as:

Rhotspot =
Thotspot(θ

∗)− Thousing(θ
∗)

Qcoil,U

Qcoil,U = Vcoil,U · IU,
(17)

where Thotspot(θ
∗) is the temperature in the hotspot of a coil (see Figure 8) in the centre

of phase U, Thousing(θ
∗) is the temperature of the housing (see (2) in Figure 5) at the same

angular location θ∗, Qcoil,U is the dissipated power in this coil, which is the product of the
voltage Vcoil,U over and the current IU through the coil. The thermal resistance is preferred
as a metric to compare the experimental results over the absolute or relative temperature
since this metric is less sensitive to variations in ambient conditions (e.g. ambient tempera-
ture and housing convective heat transfer coefficient). As already mentioned in Section 3.1,
two hotspot and housing temperatures are measured in different spatial periods of the
stator, the average of thermal resistance of both is given in Table 5. Note that the thermal
resistance in all cases is lower compared to the thermal resistance in case of uniform losses.
This could be expected since a part of the losses of phase U are dissipated via the other
phases, hence the decrease in the effective thermal resistance of phase U. Although the
thermal resistance is lower in case of uneven loss distribution, the temperature is still higher
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in comparison to a uniform loss distribution because two times more losses are dissipated
in phase U in case of uneven loss distribution. Therefore, the maximum stall torque is
lower than the maximum torque at low speed. Low speed means sufficiently high such that
a uniform loss distribution can be assumed, but low enough such that iron and mechanical
losses can be neglected. The ratio of the maximum stall torque over the torque at low speed
will be used as a performance metric to quantify the stall torque performance of a motor.
This ratio can also be interpreted as a ’torque derating factor at standstill’:

Tstall
Tuniform,ref

, (18)

where Tuniform,ref is the maximum torque under uniform losses at low speed for a reference
scenario. The calculation of the torque derating factor as well as the definition of the
reference scenario will be discussed in detail in the following paragraphs.

4.1.1. Influence of Slot/Pole Combination

To study the influence of the slot/pole combination, Tuniform,ref = Tuniform,s24p22 with
Tuniform,s24p22 the maximum torque under uniform losses at low speed for a stator without
end-winding ring and for the slot/pole combination with the highest ξ · k′φ, i.e. 24 slots and
22 poles. This factor is now calculated using the measured thermal resistance from Table 5
and the fundamental winding factor and back-emf constant from Table 2:

Tstall
Tuniform,s24p22

=
ξ · k′φ · Istall

ξs24p22 · k′φ,s24p22 · Iuniform,s24p22
. (19)

The currents can be expressed in terms of the dissipated power losses in phase U:

QU,stall = RU · (1 + αΔTstall) · I2
U,stall (20)

and
QU,uniform,s24p22 = RU · (1 + αΔTuniform,s24p22) · I2

U,uniform,s24p26 (21)

and since for the worst-case standstill position IU,stall =
√

2 · Istall, Equation (20) becomes:

QU,stall = RU · (1 + αΔTstall) · (
√

2Istall)
2, (22)

with α, the resistance temperature coefficient, ΔTstall and ΔTuniform,s24p22, the difference
between the winding temperature and the reference temperature at which the winding
resistance RU was determined. To obtain a fair comparison between the cases in Table 5,
it is assumed that ΔTstall = ΔTuniform,s24p22 and RU is assumed the same for all slot/pole
combinations of the stator with round copper wire in Table 5, Equation (19) now becomes
the following:

Tstall
Tuniform,s24p22

=
ξ · k′φ

ξs24p22 · k′φ,s24p22
·
√

Qstall
2 · Quniform,s24p22

(23)

Qstall
Quniform,s24p22

=

ΔTstall
Rhotspot,stall

ΔTuniform,s24p22
Rhotspot,uniform,s24p22

=
Rhotspot,uniform,s24p22

Rhotspot,stall
. (24)

The ratio Qstall
Quniform,s24p22

can now be found using the thermal resistance measurements
from Table 5. The assumption of equal temperature difference between hotspot and housing
in the ’stall torque case’ and the ’uniform losses reference case’ ΔTstall = ΔTuniform,s24p22
entails that the hotspot temperature in both cases is the same if the housing temperature is
the same. The same hotspot temperature means that in both cases the motors operate at
their thermal limit.
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To study the influence of the slot/pole combination on the stall torque performance,
the coils of the stator of the prototype YASA AFPMSM (Figure 5) are allocated to a phase as
shown in Figure 3 and their terminals are connected according to Figure 6. Experiments are
performed as described in Section 4.1. First, the ratio Qstall/Quniform,s24p22/2 is considered.
This ratio is also given in Table 5 and can be interpreted as the ratio of the total losses
that can be dissipated in a motor producing torque at standstill over the losses that can be
dissipated in a motor with uniform loss. To have a fair comparison, in both cases, the losses
result in the same temperature difference between hotspot and housing. The results from
Table 5 are visualised in a bar plot in Figure 14. It is clear that the number of adjacent coils
belonging to the same phase has a large influence on the ratio Qstall/Quniform,s24p22/2. For
the case n = 4, which corresponds to 24 slots and either 22 or 26 poles, even 47% less power
can be dissipated to obtain the same difference between hotspot and housing as compared
to the case of a uniform loss distribution. The slot/pole combinations with n = 1 exhibit the
best thermal performance because losses from phase U can be very effectively dissipated
via the tooth coils from phases V and W due to the large surface area between the phases
since every tooth coil from phase U has two neighbouring tooth coils from other phases.
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Figure 14. Measured ratio of the losses that can be dissipated in under stall torque conditions over the
losses that can be dissipated in case of uniform loss distribution for various slot/pole combinations
(see Figure 3) and for the cases with and without thermal end-winding interconnection.

The superior thermal performance of the slot/pole combinations with n = 1 does
not necessarily imply superior stall torque performance. The torque derating factor
Tstall/Tuniform,s24p22 for various slot/pole combinations is shown in Figure 15. It can be seen
that the combination of 24 slots and 20 poles exhibits the highest stall torque performance
because this combination combines good thermal performance (see Figure 14) with a good
winding factor and back-emf constant. The stall torque of this slot/pole combination is
8.5%, which is higher than the slot/pole combination in the prototype YASA AFPMSM
(24 slot, 26 poles). However, the differences between slot/pole combinations in terms of
the stall torque performance are less pronounced than in terms of the thermal performance
(see Figure 14).

4.1.2. Influence of Thermal End-Winding Interconnection

To study the influence of a thermal end-winding interconnection on the stall torque
performance, a solid aluminium ring is inserted at the inner diameter of the stator proto-
types and the same experiments as described in Sections 4.1 and 4.1.1 are repeated. The
results in terms of the thermal performance were already given in Table 5 and are shown in
Figure 14. The addition of a thermal end-winding ring results in 0.6% up to 4% increase
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in thermal performance for n = 1 and n = 4, respectively, compared to the case without
end-winding ring. This confirms that a thermal end-winding interconnection contributes in
redistributing the heat from phase U to the other phases. The influence is more pronounced
for n = 4 because in this case the surface area for heat transfer between phases is limited
and thus, adding a thermal end-winding interconnection has more impact on the thermal
performance. However, compared to the influence of the slot/pole combination on the
thermal performance or stall torque performance, the influence of an end-winding ring
is lower. A possible explanation for this is the presence of a large gap (2 mm) filled with
epoxy between the end-winding and the end-winding interconnection ring. The influence
of this gap will be studied in more detail in Section 4.2.1.

0.768 0.784 0.731 0.723 0.768 0.78
0.766 0.79 0.76 0.752 0.774 0.777

16 20 22 26 28 32

p = number of poles

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

T
st

al
l/T

un
ifo

rm
,s

24
p2

2

without ring
with ring

Figure 15. Measured torque derating factor Tstall/Tuniform,s24p22 for various slot/pole combinations
and for the case with and without thermal end-winding interconnection.

4.1.3. Influence of Equivalent Winding Body Thermal Conductivity

The influence of the equivalent thermal conductivity of the winding body is studied
by comparing a stator with round enamelled copper wire as conductor and a stator with
anodised aluminium foil as conductor. The experiments as described in Section 4.1 are
performed on both stators for n = 4 (see Figure 3), once without the end-winding intercon-
nection and once with the end-winding interconnection. The outcome of the experiments
was already given in Table 5. Tuniform,ref in the torque derating factor Tstall/Tuniform,ref is
now defined as Tx

uniform,s24p22 with x ∈ {Al,Cu} i.e., the maximum torque under uniform
losses at low speed for either the stator with anodised aluminium foil winding or with
round enamelled copper wire, without end-winding ring and the slot/pole combination
with the highest ξ · k′φ, i.e., 24 slots and 22 poles. The results are visualised in Figure 16.

No significant difference can be observed between the two conductor types. Although,
it was expected that the stator with anodised aluminium foil winding would have a better
stall torque performance due to its higher equivalent thermal conductivity in the direction
out of the plane of the foil, i.e., kAl

2,wi. However, since no explanation can be given at this
point, this aspect will be further investigated with the aid of the 3D thermal FE model in
Section 4.2.2.
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Figure 16. Measured torque derating factor Tstall/Tx
uniform,s24p22 with x ∈ {Al,Cu}for different

conductor types, for n = 4, and for the case with and without thermal end-winding ring.

4.2. Experimental Data Analysis through Simulation
4.2.1. Influence of Gap between End-Winding and End-Winding Interconnection Ring

It was mentioned in Section 4.1.2 that the addition of a thermal end-winding intercon-
nection ring had less influence on the stall torque performance in comparison to the choice
of the slot/pole combination. The presence of a gap filled with epoxy in between the end-
winding and the ring was mentioned as a possible explanation. To study whether a higher
stall torque performance can be obtained through the addition of a thermal end-winding
ring if this gap is thinner, the calibrated 3D thermal FE model from Section 3.2.5 will be
used here. The gap between the end-winding and the end-winding ring is decreased to
its minimal value, the power losses in each tooth coil recorded during the experiments
described in Section 4.1 are used as inputs for the simulation. The torque derating factor
Tstall/Tuniform,s24p22 is again calculated using the simulated steady-state temperature dis-
tribution for various slot/pole combinations for the stator with copper wire winding for
both the case without end-winding ring and the case with a minimal gap between the
end-winding and end-winding ring. The results are given in Figure 17a.
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Figure 17. Cont.

320



Machines 2023, 11, 487

3.96 4.43 4.33 4.28 4.34 4.023.96 4.46 4.44 4.39 4.37 4.02

16 20 22 26 28 32

p = number of poles

0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

5

T
st

al
l,m

ax

without ring
with ring (minimum gap)

(b)

Figure 17. Simulated (a) torque derating factor Tstall/Tuniform,s24p22 and (b) maximum stall torque
for various slot/pole combinations and for the case without thermal end-winding interconnection
and with a thermal end-winding interconnection with a minimum gap between the end-winding
and the ring. (a) Simulated torque derating factor Tstall/Tuniform,s24p22. (b) Simulated maximum stall
torque (@ Thotspot = 150 ◦C).

The addition of a thermal end-winding interconnection ring with minimum gap
between end-winding and ring allows to increase the stall torque performance by up to
8.2%, whereas this was only 4% with a gap of two millimetres as mentioned in Section 4.1.2.

To compare the actual stall torque values for the different cases, the maximum stall
torque for the various cases is shown in Figure 17b. The maximum stall torque is defined as
the torque that results in a hotspot temperature of 150 ◦C. This torque was calculated using
the current that results in a hotspot temperature of 150 ◦C, Equation (1) and the values
from Table 2. The current was found iteratively using the thermal FE model. It can be
seen that there is a difference of 0.5 Nm in maximum stall torque between the slot/pole
combinations 24/16 and 24/22.

4.2.2. Analysis of Equivalent Thermal Conductivity of Winding Body

The study of the influence of the equivalent winding body thermal conductivity is one
of the main goals of this work; however, the experimental results from Section 4.1.3 did
not allow us to draw strong conclusions. No clear difference in stall torque performance
between the stator with copper wire winding and the stator with anodised aluminium
foil could be found. It was expected that the higher equivalent thermal conductivity of
the anodised foil in the direction out of the plane of the foil [4,19] would lead to a better
tangential heat transfer. This could not be proven experimentally.

By varying the winding fill factor in the 3D thermal FE model, the equivalent wind-
ing body thermal conductivity can be varied. The fill factor will be varied by ±20%
with respect to its nominal value in the 3D thermal FE model and the torque derating
factor Tstall/Tx

uniform,s24p22 with x ∈ {Al,Cu} is again calculated based on the simulated
steady-state temperature distribution. The recorded power losses from the experiments
in Section 4.1.3 were used as inputs for the simulations. The results are visualised in the
barplot in Figure 18.

It can be concluded that for both the aluminium winding and copper winding stators,
the fill factor and the the equivalent winding body thermal conductivity has no significant
influence on the stall torque performance.

It is important to note, however, that increasing the fill factor increases both the
maximum stall torque Tstall and the maximum torque under uniform losses at low speed
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Tx
uniform,s24p22 in the ratio Tstall/Tx

uniform,s24p22 with x ∈ {Al,Cu}, but it will not allow a
higher maximum stall torque as compared to its maximum torque under uniform losses at
low speed.

Similarly to in Section 4.2.1, the actual stall torque values for the different cases are
compared in Figure 18. It can be seen that, also at elevated temperatures, the winding body
thermal conductivity does not have a significant influence on the stall torque values. This
is because the winding body thermal resistance is not dominant in the thermal path from
heat source to heat sink. Therefore, changes in the thermal conductivity do not have a
significant impact on the thermal performance and thus, has no impact on the stall torque
performance either. It could already be seen in Figures 11 and 12 that the temperature
difference between hotspot and housing was much smaller than the difference between
hotspot and ambient, confirming that the thermal resistance between housing and ambient
is dominant in this case.
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Figure 18. Simulated (a) torque derating factor Tstall/Tx
uniform,s24p22 with x ∈ {Al,Cu} and

(b) maximum stall torque, for different values of f Al
wi , for different conductor types, for a 24 slots

and 22 or 26 poles combination, and for the case with and without thermal end-winding ring.
(a) Simulated torque derating factor Tstall/Tuniform,s24p22. (b) Simulated maximum stall torque (@
Thotspot = 150 ◦C).

322



Machines 2023, 11, 487

4.2.3. Influence of Cyclic Loading

There are no applications in which a motor operates sufficiently long at standstill and
maximum stall torque to reach thermal steady state. More frequently, as in the case of a
force-controlled robotic gripper, the load cycle of the motor consists of a long period of
high torque at standstill, e.g. when the gripper is holding a soft object and short periods
of low torque and high speed when the gripper is opening and closing. Since the term
stall torque is frequently used in motor datasheets, it is also used as a metric here, as
it is a well known and easy-to-understand term. However, it would be interesting to
study the impact of a load cycle on the stall torque performance. To this end, the thermal
FE model is used to simulate the following load cycle which corresponds to a realistic
gripper scenario: (1) gripper grasps object at start location: high speed, gradually increasing
current (duration: 4 s); (2) gripper holds object while it is moved to end position: standstill,
maximum current (duration: 26 s); (3) gripper releases object at end position: high speed,
gradually decreasing current (duration: 4 s); (4) gripper without object returns to start
position: standstill, no current (duration: 26 s). Hence, the duty cycle for this load cycle is
50%. A scenario with uniform loss distribution as would be the case if the motor rotates
when generating torque and a scenario with non-uniform loss distribution as is the case for
a motor generating torque at standstill are compared. For both scenarios, the torque that
results in a peak hotspot temperature of 150 ◦C is determined. The hotspot temperature
variations for both scenarios are given in Figure 19. Larger temperature variations can be
found for the case with non-uniform loss distribution since the variation of the losses is
larger in case of a non-uniform loss distribution. The torque derating factor for this load
cycle is then calculated as the ratio of the maximum stall torque over the maximum torque
in case of uniform losses, i.e. when the losses are uniform during phase (2). The derating
factor for a load cycle is compared to the derating factor for a continuous load scenario,
but no difference could be observed, this allows to conclude that the stall torque derating
factor for continuous load can reliably be used also in cyclic load applications.
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Figure 19. Simulated hotspot temperature variations for a load cycle with a duty cycle of 50% for
a case with uniform losses (e.g., when the motor is rotating when producing torque) and for a case
with non-uniform losses (e.g., when the motor is at standstill when producing torque).

5. Conclusions

In this work, the stall torque performance of a YASA AFPMSM motor was analysed.
More specifically, the influence of the slot/pole combination, the addition of a thermal
end-winding interconnection ring and the equivalent thermal conductivity of the winding
body were studied. To this end, prototype YASA AFPMSM stators were manufactured and
instrumented with temperature sensors. A uniform and an uneven loss distribution were
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imposed on the stators by injecting DC currents to emulate a low-speed and a standstill
situation, respectively. The steady-state hotspot temperatures and losses were recorded
and used to calculate the thermal resistance between hotspot and housing. These thermal
resistances, the fundamental winding factor and the back-emf constants were then used
to calculate the stall torque performance metric introduced in this work. This metric
was determined for various slot/pole combinations, a stator with/without thermal end-
winding interconnection and for a stator with anodised aluminium foil winding and a
stator with copper wire winding to study the impact of the equivalent thermal conductivity
of the winding body.

It was concluded that only the slot/pole combination and the addition of a thermal
end-winding interconnection can have a significant impact on the stall torque performance
(with up to 8% increase in the stall torque performance metric). The equivalent thermal
conductivity of the winding body has no impact on the stall torque performance, specifi-
cally; however, a higher fill factor leads to superior thermal properties and thus, to both a
higher maximum stall torque and a higher maximum torque at low speed.
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Abstract: The analyses of the influence of spatial harmonics on the electromagnetic torque of the
multi-phase induction machine and reducing this influence are important tasks to ensure the high
efficiency of the induction machine. Designing the machine to consider the influence of spatial
harmonics is essential to ensure the desired mechanical and energy characteristics. In the case of
the sinusoidal winding supply of the induction machine, the magnetomotive force has high spatial
harmonics, which are caused by the machine-winding design. The interaction between the 5th, 7th,
11th and 13th spatial harmonics of the winding function and the first time-harmonic of the winding
supply causes the appearance of the 6th and 12th harmonics in the electromagnetic torque of the
machine. A prototype of the symmetrical six-phase induction machine and the experimental study
for the influence of spatial harmonics on the harmonic content of the stator currents in different
machine modes are given in this paper. The mathematical model of the six-phase induction machine
has been developed using the average voltages in integration step method. The introduction of the
harmonic components into the magnetization inductance in the mathematical model of the six-phase
induction machine for taking into account the spatial harmonics of the machine-winding function is
proposed in this paper. The adequacy of the mathematical model was confirmed by comparing the
simulation and experimental results. The harmonic content of the electromagnetic torque, which is
caused by spatial harmonic influence, is analyzed.

Keywords: multiphase induction machine; space harmonics; high harmonic content; method of
average voltages in integration step

1. Introduction

Multiphase machines play an important role in modern e-mobility due to different
advantages: increasing the efficiency and reducing the losses of induction machines [1,2]
and permanent magnet synchronous machines [3], decreasing the electromagnetic torque
pulsation [4,5], reducing the harmonic content DC link current when the machine is supply-
ing from the multi-leg inverter [6,7] and improving the system reliability [8]. Multiphase
machines are significantly more fault-tolerant than three-phase machines. There are differ-
ent fault-tolerance strategies for the operation of the five-phase machine [9] and six-phase
machine [10]. This active fault-tolerance control is very important for the development of
high-performance electric drives in electrical vehicles [11]. Reference [12] notes the fault tol-
erance of the multi-winding switched reluctance motor. The main idea of all fault-tolerance
strategies is that the multiphase machine can continue to work with a rotating field as long
as three phases are operated.

References [8,13] discuss the spatial harmonics of the IM magnetomotive force (MMF).
The design of IM stator windings does not provide perfectly sinusoidal MMF distribution
due to the presence of spatial harmonics. The shape of the magnetizing force in the air
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gap is close to rectangular and its composition includes harmonics from the series 6k ± 1
(k = 0, 1, 2, 3 . . . ). At the same time, according to the results of the analysis carried out
in [13] for IM and in [14] for synchronous machines, the 5th, 7th, 11th and 13th harmonics
are the most influential (the amplitude of the 17th harmonic is 7 times smaller than the 13th
and 64 times smaller than the first).

The shorter end-winding length in IM design can reduce the influence of spatial
harmonics. However, the spatial harmonics are not completely eliminated [15–17].

As shown in [18], reducing the influence of time and spatial harmonics on the electro-
magnetic torque (torque ripple minimization) is important for increasing the IM efficiency.
The spatial harmonic content caused by the IM winding design is analyzed in [19]. This
type of harmonic causes magnetic noise and vibration [20].

On the other hand, publications [21–23] note that higher spatial harmonics in machines
have a positive effect. In particular, rotor speed, mechanical defects such as rotor eccentricity,
damaged rotor rings and short circuits in windings can be determined based on the
information about the spatial harmonics of the machine.

There are two types of stator winding structure used for six-phase induction machines
(6PIMs): an asymmetrical stator winding structure with two three-phase windings spatially
shifted by 30 electrical degrees, and a symmetrical stator winding structure with two
three-phase windings spatially shifted by 60 electrical degrees. The advantage of the
asymmetrical 6PIM is the elimination of the 6th harmonic of electromagnetic torque, which
is caused by the interaction between the 5th and 7th spatial harmonics of the winding
function and the 1st harmonic of the stator current in the case of the sinusoidal supply
voltage [24]. The symmetrical 6PIM provides better opportunities from the perspective of
control influence forming [25–27].

The block diagram of the symmetrical 6PIM is shown in Figure 1. Two three-phase
windings with a spatial displacement of 60 electrical degrees (β = 60◦) are supplied from
power transformers PT1 and PT2. Three-phase voltages for the secondary windings of
power transformers PT1 and PT2 are shifted by 60 electrical degrees. This is achieved by
appropriately connecting the secondary windings of the power transformers.

Figure 1. Symmetrical six-phase induction machine.

The harmonic composition of the magnetomotive force caused by the influence of the
spatial harmonics of machine windings is known. However, there is no sufficiently simple
analytical description for the higher harmonics of the 6PIM electromagnetic torque caused
by the interaction between the spatial harmonics of the machine windings and the time
harmonics of the supply current. An analytical description is very important to identify
ways to improve the electromechanical compatibility of the 6PIM with the load, particularly
in eliminating the corresponding harmonics of the electromagnetic torque. Therefore, one
of this paper’s tasks is to develop an analytical description of the appearance of the higher
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harmonics in the 6PIM electromagnetic torque caused by the interaction between the spatial
harmonics of the machine windings and the time harmonics of the stator current.

Mathematical models based on the finite element method (FEM) are usually used for the
analysis of the IM electromagnetic processes, taking into account spatial harmonics [28–30].
These models enable the analysis of the electromagnetic processes in steady-state modes of
the IM and have a low-speed response. There are FEM models of the IM that cooperate with
other simulation tools to take into account the space harmonics in the transient analysis [31].
The complexity of the mathematical description in field-oriented mathematical models
and low calculation performance prevent the use of such models for the study of transient
processes in multi-engine systems with semiconductor converters. In this regard, it is
necessary to create fast-action mathematical models that would take into consideration the
influence of spatial harmonics and enable the study of electromagnetic and electromechan-
ical transient and steady-state processes in multi-engine complexes with semiconductor
converters. This is the second task of the paper.

This paper presents an experimental study of the influence of the spatial harmonics of
the winding function on the harmonic content of symmetrical 6PIM currents, the devel-
opment of a 6PIM fast-action mathematical model that takes into account the influence of
spatial harmonics, and an analysis of the influence of spatial harmonics on the harmonic
content of the 6PIM electromagnetic torque.

The structure of this paper is as follows. An analytical description of the MMF and
electromagnetic torque of the symmetrical 6PIM, taking into account space harmonics, is
included in Section 2. Section 3 presents the mathematical model of the symmetrical 6PIM,
taking into account space harmonics. The experimental test bench with the prototype of the
symmetrical 6PIM is given in Section 4. Section 5 presents the experimental and simulation
results of the symmetrical 6PIM. The conclusions are finally summarized in Section 6.

2. An Analytical Description of the 6PIM MMF and Electromagnetic Torque Taking
into Account Spatial Harmonics

For an analytical description of the symmetrical 6PIM MMF, this section considers the
sinusoidal supply of the 6PIM.

It is known that MMF in the air gap of a three-phase winding ABC contains, in addition
to the first harmonic, higher harmonics, with the 5th, 7th, 11th and 13th harmonics having
the most influence [13,14]. Taking this into account, the expressions for the MMF of phases
A, B and C are written as follows:

FA = wAiA = [w1 cosη+ w5 cos 5η+ w7 cos 7η+ w11 cos 11η+ w13 cos 13η] Im1 cos(ωt),

FB = wBiB = [w1 cos(η− ρ) + w5 cos(5η− 5ρ) + w7 cos(7η− 7ρ) + w11 cos(11η− 11ρ) + w13 cos(13η− 13ρ)] Im1 cos(ωt − ρ),

FC = wCiC = [w1 cos(η+ ρ) + w5 cos(5η+ 5ρ) + w7 cos(7η+ 7ρ) + w11 cos(11η+ 11ρ) + w13 cos(13η+ 13ρ)] Im1 cos(ωt + ρ).

(1)

where wA, wB, and wC—distribution function of winding coils w(η); wi—magnitude of
the winding function’s harmonics (i = 1, 5, 7, 11, 13); η—spatial angle in electric degrees;
Im1—magnitude of the phase current; ω = 2πf—angular frequency of the current; and
ρ = 2π/3.

The MMF for the first three-phase winding ABC of the symmetrical 6PIM is determined:

FABC = FA + FB + FC,
FABC = 3

2 [w1Im1 cos(η−ωt) + w5Im1 cos(5η+ωt) + w7Im1 cos(7η−ωt) + w11Im1 cos(11η+ωt) + w13Im1 cos(13η−ωt)] .
(2)

Expression (2) is obtained taking into account the trigonometric transformations
described in [24].

The MMF for the second three-phase winding XYZ of the symmetrical 6PIM is deter-
mined according to the following expression:

FXYZ = 3
2 [w1Im1 cos(η−ωt + β− α) + w5Im1 cos(5η+ωt + 5β+ α) + w7Im1 cos(7η−ωt + 7β− α)+

w11Im1 cos(11η+ωt + 11β+ α) + w13Im1 cos(13η−ωt + 13β− α)].
(3)
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where β—the spatial displacement between the first three-phase winding ABC and the
second three-phase winding XYZ of the 6PIM in electrical degrees, and α—the phase shift
between the supply voltages of the 6PIM three-phase windings.

The resulting MMF in the air gap of the 6PIM is determined according to the following
expression:

F = FABC + FXYZ = 3
2 Im1w1 [cos(η−ωt) + cos(η−ωt +β−α)] + 3

2 Im1w5 [cos(5η+ωt) + cos(5η+ωt + 5β+α)]+

3
2 Im1w7 [cos(7η−ωt) + cos(7η−ωt + 7β−α)] + 3

2 Im1w11 [cos(11η+ωt) + cos(11η+ωt + 11β+α)]+ 3
2 Im1w13 [cos(13η−ωt) + cos(13η−ωt + 13β−α)].

(4)

Taking into account that spatial displacement between the winding ABC and the
winding XYZ of the symmetrical 6PIM is 60 electrical degrees (β = π

3 ) and the phase shift
between the supply voltages of the symmetrical 6PIM is 60 electrical degrees (α = π

3 ),
Expression (4) is written as:

F = 3 Im1w1 cos(η−ωt) + 3Im1w5 cos(5η+ωt) + 3Im1w7 cos(7η−ωt) + 3Im1w11 cos(11η+ωt) + 3Im1w13 cos(13η−ωt). (5)

The magnitude of the MMF of the symmetrical 6PIM is determined by substitution
η = ωt according to the following expression:

Fm = 3Im1w1 cos(0) + 3Im1(w5 + w7) cos(6ωt) + 3Im1(w11 + w13) cos(12ωt). (6)

The 5th and 7th spatial harmonics of the winding function lead to the appearance of the
6th time harmonic in the magnitude of the MMF and, accordingly, in the electromagnetic
torque of the symmetrical 6PIM according to Expression (6). Similarly, the 11th and 13th
spatial harmonics lead to the appearance of the 12th time harmonic in the magnitude of the
MMF and in the electromagnetic torque of the symmetrical 6PIM.

Note that the obtained expressions correspond to the sinusoidal supply of 6PIM
windings. In the case of the non-sinusoidal supply of 6PIM windings (using Voltage Source
Inverters), the expression for the MMF will contain additional components caused by the
influence of time harmonics on the winding supply. The interaction between the time
harmonics of the winding supply and the spatial harmonics of the winding function is
analytically analyzed in [24].

3. Mathematical Model Description of Symmetrical 6PIM Taking into Account
Spatial Harmonics

The mathematical model of the symmetrical 6PIM was developed using the average
voltages in integration step (AVIS) method. The main principles of the AVIS method
are given in [32,33]. A feature of this method is its high calculation performance and
numerical stability. It enables the creation of fast-response mathematical models, which
can work in real-time mode with the interaction of physical objects (hardware-in-the-loop
technology). Examples of such models for electrical drives with a three-phase IM are
presented in [34,35], and power systems with wind turbines are discussed in [36]. Ref-
erence [37] presents mathematical models of electrotechnical systems with synchronous
machines and technology for use in testing synchronous generator excitation systems.
The AVIS method is used for creating models of power systems with nonlinear ele-
ments [38]. The specified examples testify to the adequacy of the chosen method and
its efficiency for the modeling of electromagnetic and electromechanical processes in
electrotechnical systems.

The universal equation for an electrical branch, which contains active resistance R and
inductance L, is written according to the AVIS method [32]:

U − uR0 − uC0 −
m−1

∑
k=1

(
RΔtk

(k + 1)!
· m − k

m + 1

)
dki0
dtk +

(
R

m + 1

)
(i0 − i1) +

1
Δt

(ψ0 −ψ1) = 0 (7)

where i0—the branch current at the beginning of the integration step; m—the order of the
polynomial that describes the current curve in the integration step (order of the method);
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U = 1
Δt

t0+Δt∫
t0

udt—the average values in the integration step of the branch voltage; uR0—the

voltage on the active resistance at the beginning of the integration step; ψ0, ψ1—the flux linkages
at the beginning and at the end of the integration step; and Δt—the integration step.

Applying Equation (7) of the 2nd order AVIS for the stator and rotor windings of the
IM, and taking into account that an increase in the flux linkages in the integration step is

determined as Δ
→
ψam = Lam1

→
i 1 − Lam0

→
i 0, the vector equation is written as:

→
U − R

→
i 0 +

(
R

3
+

Lam0

Δt

)→
i 0 − RΔt

6
d
→
i 0

dt
−
(

R

3
+

Lam1

Δt

)→
i 1 = 0. (8)

where U = 1
Δt

t0+Δt∫
t0

uam(t)dt—the vector of the average voltages in the integration step;

uam = (uA, uB, uC, uX, uY, uZ, ua, ub, uc)
T = (uA, uB, uC, uX, uY, uZ, 0, 0, 0)T—the instanta-

neous voltages;
→
i 0 = (iA0, iB0, iC0, iX0, iY0, iZ0, ia0, ib0, ic0)

T,
→
i 1 = (iA1, iB1, iC1, iX1, iY1, iZ1, ia1, ib1, ic1)

T—the vector of currents at the beginning and
the end of the integration step; R = diag(RA, RB, RC, RX, RY, RZ, Ra, Rb, Rc)—the matrix of
active resistances; Lam0 = Lam(γR0), Lam0 = Lam(γR1)—the matrix of inductances at the
beginning and the end of the integration step; and γR0, γR1—rotation angle at the beginning
and the end of the step.

In order to determine the IM currents using the AVIS method of the 2nd order,
time derivatives of the currents are used. The following equation can be written to find
these derivatives:

→
U = R

→
i +

d
→
ψam

(→
i ,γR

)
dt

. (9)

Taking into account that the flux linkages in Expression (9) are functions of the currents
and rotation angle, the time derivatives of flux linkages are determined as:

d
→
ψam

(→
i ,γR

)
dt

=

∂
→
ψam

(→
i ,γR

)
∂
→
i

d
→
i

dt
+

∂
→
ψam

(→
i ,γR

)
∂γR

dγR
dt

= Lam
d
→
i

dt
+

∂Lam

∂γR

→
i apΩ =

→
ETR +

→
EROT. (10)

where p—the number of pole pairs; Ω—the rotation speed; and
→
ETR,

→
EROT—the electro-

motive force of transformation and electromotive force of the rotation (components of the
stator electromotive force).

According to Formulas (9) and (10), the expression for the derivatives of currents is:

d
→
i

dt
=

(→
U − R

→
i − ∂Lam

∂γR

→
i apΩ

)
L−1

am.

The expression for the rotation angle and rotation speed is written as:

dγR
dt = pΩ,

dΩ
dt = Te−TL

J .
(11)

where TL—the load torque; Te—the electromagnetic torque of 6PIM; and J—the inertia.
The equation for electromagnetic torque is written as:

Te =
3
2

pLm(irβisα − irαisβ). (12)
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where isα, isβ, irα, irβ—the stator and rotor winding currents in the αβ reference frame
determined by the following expressions:

isα = 2
3
[
iA cos(0) + iB cos(ρ) + iC cos(2ρ) + iX cos

(−π
3
)
+ iY cos

(−π
3 + ρ

)
+ iZ cos

(−π
3 + 2ρ

)]
,

isβ = 2
3
[
iA sin(0) + iB sin(ρ) + iC sin(2ρ) + iX sin

(−π
3
)
+ iY sin

(−π
3 + ρ

)
+ iZ sin

(−π
3 + 2ρ

)]
,

irα = 2
3 [ia cos(γR) + ib cos(γR − ρ) + ic cos(γR − 2ρ)],

irβ = 2
3 [ia sin(γR) + ib sin(γR − ρ) + ic sin(γR − 2ρ)].

(13)

The matrix of inductances for the 6PIM is written as:

Lam(γR) =

⎡⎣Ls1s1 Ls1s2 Ls1r
LT

s1s2 Ls2s2 Ls2r
LT

s1r LT
s2r

Lrr

⎤⎦, (14)

where the matrix of the self and mutual inductances for the stator (s1 and s2) and rotor
windings (r) are:

Ls1s1 = Ls2s2 =

⎡⎢⎢⎣
2Lm/3 + Lσ1 −Lm/3 −Lm/3

−Lm/3 2Lm/3 + Lσ1 −Lm/3

−Lm/3 −Lm/3 2Lm/3 + Lσ1

⎤⎥⎥⎦, Lrr =

⎡⎢⎢⎣
2Lm/3 + Lσ2 −Lm/3 −Lm/3

−Lm/3 2Lm/3 + Lσ2 −Lm/3

−Lm/3 −Lm/3 2Lm/3 + Lσ2

⎤⎥⎥⎦, (15)

the matrix of mutual inductances between the stator windings are:

Ls1s2 =
2
3

⎡⎣ Lm cos
(
π
3
)

Lm cos
(
π
3 + ρ

)
Lm cos

(
π
3 − ρ

)
Lm cos

(
π
3 − ρ

)
Lm cos

(
π
3
)

Lm cos
(
π
3 + ρ

)
Lm cos

(
π
3 + ρ

)
Lm cos

(
π
3 − ρ

)
Lm cos

(
π
3
)

⎤⎦, (16)

and the matrix of mutual inductances between the stator and rotor windings are:

Ls1r =
2
3

⎡⎢⎢⎣
Lm cos(γR) Lm cos(γR + ρ) Lm cos(γR − ρ)

Lm cos(γR − ρ) Lm cos(γR) Lm cos(γR + ρ)

Lm cos(γR + ρ) Lm cos(γR − ρ) Lm cos(γR)

⎤⎥⎥⎦,

Ls2r =
2
3

⎡⎢⎢⎣
Lm cos

(
γR − π

3

)
Lm cos

(
γR − π

3 + ρ
)

Lm cos
(
γR − π

3 − ρ
)

Lm cos
(
γR − π

3 − ρ
)

Lm cos
(
γR − π

3

)
Lm cos

(
γR − π

3 + ρ
)

Lm cos
(
γR − π

3 + ρ
)

Lm cos
(
γR − π

3 − ρ
)

Lm cos
(
γR − π

3

)
⎤⎥⎥⎦.

(17)

As was shown in Section 2, the presence of spatial harmonics leads to the appearance
of time-harmonic components in the magnitude of the MMF in the air gap according
to Expression (6). To take these harmonics to account, this paper proposes to define
the magnetizing inductance of the 6PIM by introducing the time-harmonic components
according to the following equation:

Lm = L0 + L6 cos(6ωt) + L12 cos(12ωt). (18)

where L0—the magnitude of the zero harmonic; L6—the magnitude of the 6th harmonic;
and L12—the magnitude of the 12th harmonic.

4. Experimental Test Bench

The prototype of the symmetrical 6PIM was created by the authors and has been
used to analyze the spatial harmonic influence and verify the adequacy of the developed
mathematical model. The scheme of the machine-winding distribution in the stator slots
is shown in Figure 2. The parameters of 6PIM are: nominal power—1.5 kW, synchronous
speed—3000 rpm.
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τ/3

2τ/3

Figure 2. Winding scheme of the symmetrical 6PIM.

The experimental test bench is developed for the experimental study of the sym-
metrical 6PIM. The test bench consists of the prototype of the symmetrical 6PIM, power
transformers PT1 and PT2, which supply the stator windings of the machine, a permanent
magnet synchronous generator and an electrical DC load (Figure 3). The three-phase
voltages of the PT1 and PT2 secondary windings are shifted by 60 electrical degrees.

 

Figure 3. Block diagram of the experimental test bench with symmetrical 6PIM.

A prototype of the symmetrical 6PIM is shown in Figure 4.
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Figure 4. Prototype of the symmetrical 6PIM.

5. Experimental and Simulation Results

For checking the adequacy of the developed mathematical model of the symmetri-
cal 6PIM, a comparison of the experimental results and the results of the mathematical
modeling of the stator currents for normal and fault modes is conducted. The normal
modes of the 6PIM are the 10% load (Figure 5) and the nominal load (Figure 6). The fault
mode of the 6PIM is the three-phase ABC open fault (Figure 7). In this case, the winding
supply voltage is purely sinusoidal. The 6PIM parameters used for the simulation are:
PN = 1.5 kW, UN = 400 V, IN = 1.43 A, n = 2812 rpm, TN = 5.04 Nm, Lσ1 = 0.06 H, L′

σ2 = 0.01 H,
Lm = 1.3 H, R1 = 8.0 Ohm, R′

2 = 4.0 Ohm, and J = 0.015 kg·m2.

  
(a) (b) 

Figure 5. Stator current of the 6PIM for the 10% load: (a) the experiment, (b) the simulation (the
phase currents of the windings are marked with different colors here and further).
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(a) (b) 

Figure 6. Stator currents of the 6PIM in the steady-state mode for the nominal load: (a) the experiment,
(b) the simulation.

  
(a) (b) 

Figure 7. Stator currents of the 6PIM in the steady-state mode for the 50% load and three-phase ABC
open fault: (a) the experiment, (b) the simulation.

The non-sinusoidal shape of the stator current of the 6PIM in all specified modes in
the case of the sinusoidal winding supply voltage is explained by presence of the spatial
harmonics winding distribution (magnetic flux in the air gap) and, accordingly, the non-
sinusoidal stator electromotive force. In this case, the experimental and simulation results
show that the high harmonic content of the stator current depends on the machine load
(the load increase improves the current curve). The current curve is improved in the case of
illumination of the influence for the one three-phase winding.

A detailed comparison of the experimental results and the results of the calculation
using the developed mathematical model (Figure 8) shows the high coincidence of the
instantaneous values of the currents, which confirms the adequacy of the model and the
method used in terms of identifying the spatial harmonic influence on the electromagnetic
processes. The maximum deviation of the calculated values from the experimental values
occurs for the 10% machine load when the current distortions are at their maximum
(Figure 8a). However, this deviation is not greater than 10%, which is an acceptable result.
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(a) (b) 

Figure 8. Stator currents of 6PIM in the steady-state mode: (a)—for the 20% load, (b)—for the nominal
load, 1—the experimental result (red solid line), 2—the simulation result (black dashed line).

The deviation of the simulation and experimental results for the nominal load is
smaller, at 3% (Figure 8b). The maximum deviation of the simulation and experimental
results for the single winding mode (three-phase ABC open fault) is 8%.

The harmonical analysis for the stator current of the symmetrical 6PIM shows the
presence of the 5th, 7th and 11th, and 13th harmonics (higher harmonics can be neglected)
in the stator current in all modes (Figures 9 and 10), which are caused by the presence of
spatial harmonics in the winding function. The high harmonic magnitude depends on the
load. The magnitude of the 5th harmonic is 4.18 from the first (fundamental) harmonic for
the 10% machine load and 0.86% from the first harmonic for the nominal load (Figure 9).
The magnitude of the 5th harmonic is 1.18% from the first harmonic for the three-phase
ABC open fault (Figure 10).

  
(a) (b) 

Figure 9. High harmonic spectrum of the 6PIM stator current (a)—for the 10% load, (b)—for the
nominal load.
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(a) (b) 

Figure 10. (a) Stator current of the 6PIM for the 50% load and the three-phase ABC open fault and
(b) the high harmonic spectrum.

The non-sinusoidal stator current causes the ripples of the 6PIM electromagnetic
torque. The curve and harmonic analyses of the 6PIM electromagnetic torque for the
described modes are shown in Figures 11–13.

  
(a) (b) 

Figure 11. (a) Electromagnetic torque of the 6PIM for the 10% load and (b) the high harmonic
spectrum of the electromagnetic torque.

The harmonical analyses for the electromagnetic torque of the symmetrical 6PIM
shows the presence of the 6th and 12th harmonics in the electromagnetic torque that
agrees with the analytical description in Section 2. It is of note that the magnitude of the
6th harmonic is 19.16% from the zero harmonic for the 10% load mode (Figure 11) and
2.25% from the zero harmonic for the nominal load (Figure 12). The magnitude of the 6th
harmonic is 2.51% from the zero harmonic for the three-phase ABC open fault and 50%
load (Figure 13).
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(a) (b) 

Figure 12. (a) Electromagnetic torque of the 6PIM in the steady-state mode for the nominal load and
(b) the high harmonic spectrum of the electromagnetic torque.

  
(a) (b) 

Figure 13. (a) Electromagnetic torque of the 6PIM in the steady-state mode for the 50% load and the
three-phase ABC open fault and (b) the high harmonic spectrum of the electromagnetic torque.

The harmonic spectrum of the stator current and the electromagnetic torque for the
10% load mode of the symmetrical 6PIM is shown in Table 1.

The comparison results of the total harmonic distortion (THD) in the stator current
and the electromagnetic torque of the symmetrical 6PIM are shown in Table 2.

The simulation results for the start-up of the symmetrical 6PIM with nominal load
are shown in Figures 14 and 15. As in the case of the three-phase IM, there are significant
pulsations of the electromagnetic torque; their magnitude is four times greater than the
nominal value of the torque (Figure 14).
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Table 1. Harmonic spectrum of the stator current and the electromagnetic torque for 10% load mode
of the 6PIM (missing harmonics are not shown in the table).

Harmonic Order
Stator Current

Harmonic Magnitude, %
Electromagnetic Torque
Harmonic Magnitude, %

0 0 100
1 100 0
5 4.17 0
6 0 19.18
7 2.98 0
11 0.96 0
12 0 4.92
13 0.81 0
17 0.02 0
18 0 0.12

Table 2. THD of the 6PIM stator current and electromagnetic torque.

Mode of 6PIM
THD,%

Stator Current Electromagnetic Toque

10% load mode 5.27 19.79
nominal load 1.08 2.47
50% load and

three open-phase ABC fault 1.13 2.77

  
(a) (b) 

Figure 14. (a) Electromagnetic torque and (b) rotation speed of the 6PIM in the transient mode for
the nominal load.

The stator and rotor currents of the 6PIM are shown in Figure 11.

338



Energies 2023, 16, 3813

  
(a) (b) 

Figure 15. (a) Stator currents and (b) rotor currents of the 6PIM in the transient mode for the nominal load.

6. Conclusions

The design of the IM does not allow the sinusoidal spatial distribution of the winding
coil to be provided. This distribution is described as the winding function, which contains
the first (fundamental) harmonic and the 5th, 7th, 11th and 13th harmonics. It is analytically
shown that the interaction between the 5th and 7th spatial harmonics of the winding
function of the symmetrical 6PIM and the 1st time harmonic of the winding supply leads
to the appearance of the 6th time harmonic in the magnitude of the MMF and in the
electromagnetic moment. Similarly, the interaction between the 11th and 13th spatial
harmonics of the winding function and the 1st time harmonic of the winding supply leads
to the appearance of the 12th time harmonic in the magnitude of the MMF and in the
electromagnetic moment.

The experimental study of the prototype of the symmetrical 6PIM shows the distortion
of the 6PIM currents in the case of the sinusoidal winding supply. This distortion is caused
by the influence of spatial harmonics. The analysis of the harmonic content has proven
the presence of the 5th, 7th, 11th and 13th harmonics in the stator current. The THD of the
stator current is increased in the case of a reduction in the IM load. The THD of the stator
current is reduced in the case of a three-phase ABC open fault.

The developed mathematical model for the electrical circuits of the symmetrical 6PIM
using the AVIS method is characterized by a high calculation speed and takes into account
the influence of the spatial harmonics by introducing the harmonic components into the
model parameters. The adequacy of the mathematical model was proven by the comparison
of the experimental and simulation results for the stator currents. The maximum deviation
of the instantaneous values for the experimental and simulation results is 10%.

The greatest influence of the spatial harmonics on the IM electromagnetic torque is
noticeable for small loads (for the investigated machine, THD = 19.79 by 10% load). This
requires the use of methods for compensate for the influence of spatial harmonics in 6PIM
due to the winding design and the winding supply scheme, which may be the subject of
further research.
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Abstract: This research introduces a cost-effective converter for single-phase machines, aiming to
enhance efficiency and reduce energy consumption in retrofit applications. Single-phase motors
commonly found in household appliances often suffer from low efficiency, resulting in wasted energy.
To tackle this problem, a dedicated converter was proposed to replace the existing capacitors and
improve the motor performance. This study presents a proof of concept for retrofit applications,
discussing the converter design methodology and prototype evaluation. Additionally, a cost analysis
comparing single-phase and three-phase motors is included. It aims to demonstrate the long-term
cost savings and improved energy efficiency of the proposed converter. The findings highlight the
converter’s potential as a promising solution for enhancing energy efficiency and decreasing costs in
single-phase motor applications.

Keywords: efficiency; household appliances; low-cost converter; market survey; single-phase
induction motor; power electronics; micro-power module

1. Introduction

Fossil fuels represent the primary source of energy worldwide, accounting for ap-
proximately two-thirds of global energy production [1]. The consumption rates of these
fuels have been steadily increasing, particularly in countries experiencing industrial and
demographic expansion, with annual growth rates ranging from 1% to 2% [2]. Nevertheless,
this surge in demand has resulted in a corresponding escalation in CO2 emissions [3], inten-
sifying global apprehensions regarding climate change and prompting renewed endeavors
to enhance energy efficiency, including that of electric motors.

Electric motors play a crucial role in global energy demand, accounting for approx-
imately 40% of energy consumption [4]. Among various types of motors, single-phase
motors represent approximately 9% of industrial demand [5] and nearly half of residen-
tial electric consumption [6,7]. They are commonly used in appliances such as washing
machines, refrigerators, and air conditioners, as well as in air compressors, pumping sys-
tems, and other types of machinery [5,8]. However, their efficiency and torque ripple are
compromised at a low load due to load variation [9].

Single-phase motors suffer from a low starting torque and low efficiency, resulting in
significant energy waste. Even motors with 1 horsepower or more exhibit an efficiency of
only 78% [10]. As a result, in many instances, single-phase motors are oversized in order to
meet the high starting torque requirements, leading to low-load operation and a reduced
efficiency. Therefore, enhancing the efficiency of these applications is critical in order to
reduce energy consumption.
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The utilization of frequency inverters and innovative control methods has the potential
to significantly enhance performance and reduce losses [11]. By adopting this technology,
energy consumption can be reduced by up to 30%. Studies have demonstrated that air
conditioners can achieve efficiencies of up to 51.7% depending on the duty cycle and
climatic conditions [12,13]. However, it is important to note that this solution is more
suitable for new equipment that employs three-phase permanent magnet motors and may
not be financially feasible for retrofit applications utilizing single-phase motors.

According to the literature, employing a frequency inverter with rotation measurement
can lead to a significant reduction in energy consumption, such as up to 43% with a single-
phase motor [14]. However, the incorporation of a rotation sensor may increase costs,
and the availability of symmetrical coils can be limited. To address these challenges,
a more versatile control approach has been proposed, capable of handling asymmetrical
coils [15–17] and enabling sensorless control by estimating the motor’s variables [18].

Replacing a single-phase motor with a three-phase motor may not be an attractive
option for several reasons. Firstly, many existing single-phase motors are still in good
operating condition [19]. Secondly, residential power supply is typically provided in a
single phase, not in three phases. Therefore, utilizing a dedicated frequency inverter for
driving a single-phase motor can be a viable alternative, provided that the cost of the
converter is low, compatible with the power level, and offers a good performance.

With the continuous decline in the cost of semiconductors [20], the development of
inexpensive and specialized converters to enhance the energy efficiency and performance of
single-phase motors is becoming increasingly feasible. These converters have the potential
to replace the capacitors commonly used with single-phase motors as they contribute to
the overall cost without providing substantial improvements. By adopting these new
converters, significant advancements can be made in terms of cost-effectiveness and energy
savings, leading to even greater benefits.

This paper presents a design methodology for a low-cost and low-power converter
dedicated to driving single-phase motors, with the aim of improving the efficiency of
household appliances. The research includes a simulation and experimental validation
of the prototype on a test bench, as well as a market survey to evaluate the feasibility of
the proposed converter in comparison to the price difference between single-phase and
three-phase motors. The primary focus of the work is to provide a technological proof
of concept with a specific emphasis on retrofit applications, while also presenting the
methodology for converter development.

2. Problem Statement and Relevance

Single-phase induction motors are extensively utilized in low-power applications,
representing nearly 90% of all electric motors in the global stock, with an estimated 2 billion
motors rated up to 750 W [21]. These motors are commonly found in various household ap-
pliances, including refrigerators, air conditioners, washing machines, dryers, microwaves,
heat pump systems, and hydraulic pumping equipment. In rural areas, where consumers
bear the cost of electrification, the supply of electricity is typically limited to single-phase
power, making these motors indispensable for irrigation and artesian well systems.

Single-phase motors are favored not only for their compatibility with household
appliances [6,7] but also due to their cost-effectiveness compared to three-phase motors.
However, single-phase motors have inherent limitations in terms of efficiency and are
susceptible to high torque ripple as a result of their operating principle [9].

2.1. Motors Benchmarking

To evaluate the economic feasibility, a simplified price analysis of single-phase and
three-phase motors based on the Brazilian market is presented. The objective was to
assess the power range suitable for a single-phase converter. For this market survey,
Figure 1 shows the prices of 161 motors with 4 poles and power ranging from 1/4 to
10 hp, among 4 different brands. It is important to note that there is a significant price
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variation due to various motor classifications based on the degree of internal protection (IP).
To obtain a median value from a homogeneous set, the IP classification was not considered
in this analysis.
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Figure 1. Comparative study of prices of single- and three-phase four-pole motors for different
powers, computed on 12 October 2022.

Figure 2a shows the median prices for each shaft power and for each motor type,
whereas Figure 2b shows the price difference between both motors type for some shaft
power. It is noteworthy that, for low power ratings up to 2 hp, the single-phase motor is
more affordable than the three-phase motor, thus reinforcing the notion that single-phase
motors remain economically advantageous for such applications.
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Figure 2. Price comparison between the power of four-pole single- and three-phase motors. (a) Median
price. (b) Price difference.

It is worth noting that, even in households with access to a three-phase power supply,
which represent a minority, the addition of a cheap converter is justified by the price differ-
ence between low-power single-phase and three-phase motors. It is more advantageous to
drive a single-phase motor using the converter compared to directly starting a three-phase
motor. For instance, in the case of a 1 hp motor, converters priced up to USD 37.00 become
financially appealing.

It is important to emphasize that the market survey presented solely considers the
equipment acquisition cost and does not account for the operating cost, which is ultimately
borne by the consumer. However, when considering the efficiency gains and potential
energy savings, the overall return on investment is expected to be even more favorable.

2.2. Motor and Converter Technologies

To operate a single-phase motor using the voltage grid, a capacitor is required to
induce a phase-shift in the current, enabling the generation of a rotating magnetic field [22].
However, variations in the capacitor’s aged value can cause cogging torque, thereby
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reducing the motor’s efficiency even under rated load conditions. Furthermore, the motor
may experience efficiency losses if the load falls below its rated value.

In typical scenarios, single-phase motors are directly powered by the mains voltage.
However, achieving speed control necessitates voltage variation through the use of a
rheostat, which is inefficient and reduces the available torque. To enhance efficiency and
drive flexibility, static converters can be employed. These converters allow for speed and
torque variation in the motor through control strategies aimed at optimizing efficiency or
maximizing torque [14,23,24].

The three most commonly used converter topologies for driving single-phase mo-
tors are the dual half-bridge, three half-bridge, and dual full-bridge configurations [25].
By employing a space vector pulse width modulation (SVPWM) technique, the converter
can generate voltage space vectors within the regions depicted in Figure 3. These regions
encompass the range of desired voltage V∗ that can be synthesized by the converter, which
differs from the three-phase case.

Figure 3. Illustrative drawing of three different domains applied to the single-phase converter.

In the case of the three half-bridge topology, there are eight possible switching combi-
nations that result in voltages V0 to V7. By appropriately sequencing these voltages during
the switching period, the desired voltage can be achieved. To maintain a constant motor
torque, the voltage V∗ should remain within the domain circle. For instance, with the three
half-bridge converter, it is capable of synthesizing any voltage within the shaded region.
However, to ensure constant torque, the voltage should not exceed the limit defined by the
green circle.

The dual half-bridge topology is a cost-effective option as it utilizes only four switches.
It employs a DC voltage bus with two capacitors that create a central neutral point, which
is connected to the winding’s neutral point. However, this topology has the drawback
of providing a low output voltage magnitude of Vbus/2 (represented by the red circle
in Figure 3) and is unable to generate a zero-voltage vector. Additionally, to achieve
symmetrical voltages, the capacitors must be identical, which can be challenging due to the
different physical characteristics of the auxiliary and main motor windings. This results in
asymmetric currents flowing through the capacitors and leads to different voltages across
each capacitor. Therefore, compensation techniques are necessary in the switching control
to address this issue [18].

Another topology option is to use a full-bridge configuration for each winding, which
requires eight switches. Although this topology is more expensive compared to others, it
effectively utilizes the DC bus voltage and generates a first-order output voltage magnitude
of Vbus (represented by the yellow circle in Figure 3). Furthermore, each coil is fed indepen-
dently, resulting in an uncoupled system. This topology has been studied in various works,
such as [26,27]. Additionally, an elliptical SVPWM technique has been proposed to generate
any unbalanced two-phase output voltage for feeding an asymmetrical bi-phase induction
motor. This technique helps to reduce pulsations in electromagnetic torque, leading to an
improved speed control [28].

In this paper, the most commonly used topology, shown in Figure 4, was employed.
This topology utilizes three half-bridges with six switches to achieve an output voltage

345



Machines 2023, 11, 673

magnitude of Vbus/
√

2 (represented by the green circle in Figure 3) [29]. This topology
has been widely studied and applied in various academic papers, including those focused
on field-oriented control strategies [14], direct torque control in symmetrical two-phase
motors [30], rotor-flux-oriented control considering asymmetric coils and torque cogging
elimination [18] (without cost and efficiency analysis), and slip frequency control with
constant V/f using a feedback encoder [31].
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Figure 4. Illustrative schematic of the power converter components that are integrated to drive a
single-phase motor.

It is worth noting that, in the presented topology, the common leg functions as a virtual
neutral point and carries a higher current compared to the other legs due to the summation
of the two currents [28]. This characteristic should be taken into consideration when sizing
the electronic switches to ensure that they can handle the required current. Furthermore,
power modules integrated with the six switches are widely available, enabling the design
of a compact and simplified converter, which adds to the attractiveness of this topology for
converter design.

3. Methodology

When designing a converter, it is necessary to determine the voltage and current
requirements in order to calculate the rated output and input power, as well as the switching
frequency and operation mode. The specification of components is based on factors such as
voltage drop, thermal behavior, and impedance. The design methodology is an interactive
process, as illustrated in Figure 5, that involves iterative checks on operating parameters,
transients, and thermal behavior to meet the cost target and ensure proper functionality.

The steps discussed earlier were evaluated in the specification of the converter topol-
ogy. The schematic diagram shown in Figure 4 is divided into two sections: the power
circuit and the signal circuit. The rectified voltage from the DC bus is supplied to the
input of the three-phase IGBT integrated module, along with the six PWM signals that
control the activation of the switches. Two output currents from the converter are measured
using Hall effect sensors, and the corresponding voltage signals are conditioned and made
available to the signal circuit. These voltage signals are then processed and prepared for
use at the inputs of a microcontroller, along with the measurement of the DC bus voltage.
The microcontroller performs signal processing and generates the PWM signals to control
the electronic switches.
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Figure 5. The main steps of the converter design methodology for achieving a satisfactory design
result for manufacturing.

4. Converter Design

In this work, the objective was to design a cost-effective converter that fulfills the
specific requirements outlined in Table 1. The converter is intended to be used for powering
low-power household appliances. To achieve this objective, the converter design was
optimized to minimize costs while ensuring that all the necessary requirements were met.

Table 1. Requirements for the converter design.

Group Requirement

Cost Meets the Low-Cost Features

Specifications Works on a mains voltage up to 220 Vac/60 Hz
Feeds a load of up to 1 hp

Switches Integrated three-phase IGBT module with heat sink

Sensors Measures two output currents with Hall sensors
Measures the voltage bus with a resistive divider

Control Conditions the output signals to microcontrollers
Maximum switching of 5 kHz

4.1. Specification of the DC Bus Components and IGBT Module

Indeed, the DC bus plays a crucial role in power electronics systems, and its design
should not be overlooked. To address issues such as total harmonic distortion (THD)
and power factor improvement, more advanced filtering techniques can be employed.
These filters help to reduce harmonics and improve the overall quality of the input power
waveform [32]. Additionally, at higher power levels, the presence of leakage inductance be-
tween the grid and the rectifier input can result in significant voltage drops. It is important
to consider these factors during the design process to ensure the proper functioning and
efficiency of the converter.

The choice of an integrated diode rectifier bridge for converting the 127–220 AC
voltage into DC voltage is a common and practical solution. The specified current rating of
25 A at 60 Hz indicates the capability of the rectifier bridge to handle the expected current
requirements of the load, which, in this case, corresponds to a load of 1 hp.

When designing the filter, the cost of the capacitor is an important consideration.
Research has shown that the cost of a capacitor is directly proportional to its volume [33].
Additionally, the rated voltage of the capacitor also affects its volume. Consequently,
a converter designed to operate at a lower DC bus voltage will require a smaller and
more affordable capacitor compared to a higher voltage level. In this case, an electrolytic
capacitor with a voltage rating of 450 V was selected, taking into account its availability
and affordability.
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An integrated module with IGBTs was chosen for the converter design due to its suit-
ability for household appliances, cost-effectiveness, and compact size. The selected module
features three half-bridge IGBTs with reverse conduction capability provided by a mono-
lithic diode. It is rated for a maximum current of 20 A, which meets the requirements for
driving low-power household appliances. By utilizing this integrated module, the design
achieves the desired functionality while optimizing space utilization and cost efficiency.

4.2. Specification of the Heat Sink

Proper thermal calculation is crucial for designing the heat sink of static switches
and evaluating the thermal conditions during operation to prevent semiconductor failure
and damage. It is important to note that the maximum output power in a steady state is
determined by the switching frequency and output current of the converter.

Estimating the junction temperature of the devices can be accomplished by modeling
the current and voltage transients in the switches and analyzing the thermal effects during
overload pulses. However, the calculation can be simplified by focusing on steady-state
conditions, which provide a good approximation of the device’s thermal behavior [34].

The designed converter model underwent simulation to obtain the current and voltage
values in each IGBT for the steady-state condition, as well as the switching times. The total
losses were calculated using the IGBT parameters provided in the datasheet. To model
the thermal conditions in the steady state, a thermal circuit, as shown in Figure 6, was
employed [35,36]. Subsequent simulations were conducted to determine the required
thermal resistance of the heat sink in order to maintain the junction temperature within a
safe limit of 140 °C, as depicted in Figure 7.
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Figure 6. Simplified thermal equivalent circuit applied to the thermal analysis.
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Figure 7. Maximum thermal resistance depending on switching frequency and output current.

Based on the results presented in Figure 7, a heat sink with dimensions of 56 × 30 × 20 mm
and a thermal resistance of 5.33 °C/W was selected. Subsequent simulations were con-
ducted to observe the junction temperature in the steady state as a function of output
current and switching frequency, considering the chosen heat sink. The results are illus-
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trated in Figure 8. It should be noted that using a fan in conjunction with the heat sink can
reduce the equivalent thermal resistance and enhance thermal exchange with the environ-
ment, thereby allowing for a higher output current. However, increasing the switching
frequency reduces the maximum current that the converter can sustain.
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Figure 8. Maximum junction temperature depending on switching frequency and output current.

4.3. Specification of the DC Bus and Output Current Signals Conditioning Circuit

The circuit schematics are depicted in Figure 9. To condition the voltage, a resistive
voltage divider was employed, followed by a low-pass filter to filter out any high-frequency
components. The resulting signal was then buffered and fine-tuned by the excursion adjust-
ment circuit. Subsequently, the processed output voltage was fed into the microcontroller
for further processing. The circuit diagram specifically designed for voltage measurement
is shown in Figure 9a.
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(b)
Figure 9. Schematic of a voltage and current signal conditioner circuit to measure the DC bus voltage
and the main and auxiliary winding currents. (a) Voltage conditioner. (b) Current conditioner.

To ensure the reliability and prevent excessive voltage-related failures of the surface
mount device (SMD)-type resistors, the resistive divider R1 was constructed using resistors
connected in series. This arrangement effectively reduces the voltage across the terminals
of each resistor. Furthermore, a capacitor was incorporated into the resistive divider to
filter out high-frequency components and minimize noise above the cut-off frequency.
To provide additional protection against voltage surges, a Zener diode was included in
the circuit. This diode acts as a voltage clamp, limiting the maximum voltage that can be
applied to the circuit and offering an extra layer of safeguarding.

The system utilizes Hall effect transducers to measure two of the output currents,
whereas the third current is estimated by summing the other two measurements. One
notable advantage of these transducers is their ability to provide electrical isolation between
the measured circuit and their output. This feature eliminates concerns related to common-
mode voltage and enhances the accuracy and reliability of the current measurements.

As depicted in Figure 9b, the transducer voltage Vhall first undergoes low-pass filtering
before being buffered. Subsequently, the buffered voltage is adjusted by the voltage
excursion adjustment circuit to ensure accurate measurement within the desired range.
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The resulting output voltage is then accessible to the microcontroller for further processing,
similar to the bus voltage measurement described earlier.

4.4. Specification of the Protection Circuit and Auxiliary Voltage Sources

To safeguard the microcontroller pins and prevent damage, a protection circuit with
a diode clamper was incorporated. This circuit limits the voltage levels applied to the
microcontroller, preventing potential overvoltage situations. Furthermore, a sample-and-
hold capacitor was integrated into the circuit design to minimize any signal interference
and provide stable voltage levels during sampling.

In order to provide the necessary auxiliary voltage to power both modules and mi-
crocontrollers, an AC/DC converter module was employed. By utilizing pre-designed
modules, the design time and costs associated with developing a custom power supply
circuit were significantly reduced. This makes the use of modules an attractive option,
allowing for a streamlined and cost-effective implementation in this application.

4.5. Design of the Control Loop

To minimize torque pulsation in single-phase motors, it is crucial to implement a
control strategy that specifically addresses motor asymmetry. One effective approach is
rotor flux-oriented control, which involves a mathematically derived treatment of motor
currents. The references [18,37] provide detailed insights and results regarding the imple-
mentation of this control strategy, enabling other researchers to further investigate and
clarify the expected performance under various operating conditions. These references
serve as valuable resources for understanding and optimizing the control loop for reducing
torque pulsation in single-phase motors.

The torque produced by the motor depends on various factors, including the number
of pole pairs (P), the rotor inductance (lr), the mutual inductance (M), the stator current
(is), and the rotor flux (φr). The torque can be defined as follows:

Te =
P
lr
(Mqisqφrd −Mdisdφrq). (1)

It is worth noting that the oscillatory term can be effectively compensated for by
setting the ratio of the rotor flux components |φrd|/|φrq| = 1 and the ratio of the stator
current components |isd|/|isq| = Md/Mq. This compensation approach is based on the
turns ratio (k) between the auxiliary and main windings and allows for the adjustment of
current amplitudes.

For the purpose of this study, the introduction of auxiliary currents isd1 and isq1,
as well as the correction factor k = Md/Mq, allows for addressing the asymmetry in
the motor system. By assuming that the imposed motor currents are given by isd = isd1
and isq = k · isq1, we can substitute them into Equation (1) to obtain an equivalent torque
equation that resembles a symmetrical motor system. The resulting equation

Te =
P
lr
Md(isq1φrd − isd1φrq) (2)

eliminates torque pulsation and yields a rotor behavior that is similar to that of a three-phase
machine referenced on the dq axis.

This control strategy for a motor system utilizing field orientation of the rotor flux
was simulated. In this method, the control input references are the motor torque and flux.
The direct and quadrature motor currents were subsequently calculated and imposed by
the converter, as illustrated in Figure 10.
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Figure 10. Block diagram of the field-oriented controller used in closed-loop torque control in an
asymmetric single-phase motor.

This strategy was simulated to evaluate the efficiency map by considering a symmetri-
cal and an asymmetrical motor (Figure 11a), as well as a capacitor-start motor (Figure 11b),
including converter losses. The results are presented in Figure 11c. It is observed that
there is an efficiency gain of up to 10%, depending on the load driven, when comparing
a capacitor-driven motor and a control-loop-driven motor, considering both symmetric
and asymmetric motor configurations. Additionally, it is noted that the symmetric motor
outperforms the asymmetric motor in terms of efficiency across the entire power range.
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Figure 11. Comparison of the performance between an auxiliary capacitor drive and an inverter in
function of the shaft load. (a) Symmetric and asymmetric motor. (b) Capacitor-start motor. (c) Motors
efficiency map.

5. Experimental Results

The implemented converter, with a volume-to-power ratio of 660 mm3/W, was used
for the experimental tests shown in Figure 12. The test setup includes a 1 hp, 127 Vac,
2-pole single-phase induction machine manufactured by Eletroplas, a hydraulic pump,
a LaunchPad from Texas Instruments with a TMS320F28379D processor, a multimeter
for current and voltage measurement, a personal computer with Code Composer Studio,
and an oscilloscope Hantek, model 6022bl.

351



Machines 2023, 11, 673

Voltmeter
Amperemeter

Converter

LaunchPAD

Oscilloscope

Circuit
Breaker

1 hp single-
phase motor

Figure 12. Complete setup used to collect the experimental results.

Initially, the motor was directly connected to the grid using its auxiliary capacitor,
which drove the hydraulic pump coupled to its shaft. The steady-state grid voltage and
current, as well as the auxiliary and main winding currents, are plotted in Figure 13. It was
observed that the current distortion, caused by magnetic saturation, resulted in a significant
THD in both the motor and grid currents. Table 2 presents the third, fifth, and seventh
harmonic orders relative to the fundamental, as well as the calculated total THD.
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Figure 13. Grid voltage and current and auxiliary and main winding currents in a direct start using
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Table 2. Current magnitude of third, fifth, and seventh harmonic orders relative to the fundamental
and total THD from main and auxiliary windings with rated load.

With Inverter Direct Start

Order Main Aux Main Aux Grid

3 14.73% 15.52% 4.95% 16.40% 15.27%
5 4.26% 4.06% 4.94% 7.79% 10.10%
7 1.22% 2.18% 0.94% 1.97% 0.65%

THD 16.06% 20.82% 7.30% 18.39 18.48%

Magnetic core saturation is often attributed to various factors, including the use of low-
quality magnetic materials, inadequate design or operational conditions, and the presence
of non-linear loads. These factors contribute to the saturation of the magnetic flux, resulting
in increased core losses and a diminished magnetic performance. Consequently, the motor
tends to draw a higher current than required.

Subsequently, the converter was connected to the 127 V/60 Hz grid source to operate
the motor coupled with a hydraulic pump. In this experiment, an open-loop control strategy
was employed with a 5 kHz PWM frequency for IGBT switching. The reference vector
voltage was selected to follow a circular trajectory within the maximum allowable range,
as depicted in Figure 3. The experimental outcomes, presented in Figure 14, display the
main and auxiliary currents and voltages signals.
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Figure 14. Current and voltage signals from converter driving the single-phase motor with a 5 kHz
switching frequency. (a) Main and auxilary currents, no load. (b) Grid voltage and current, full pump
load. (c) Main voltage and current, full pump load. (d) Aux. voltage and current, full pump load.

Initially, the motor was started with no load, using an open-loop V/f constant ramp
until it reached a steady state, as presented in Figure 14a. Subsequently, a load was added
to the rotor shaft by fully opening the discharge valve of the pump, allowing for water
circulation. The signals corresponding to the full pump load are depicted in Figure 14b–d.
The line current waveform shown in Figure 14b is typical of a full bridge rectifier but
suffers from high peaks of 20 A and high THD due to the proposed low-cost solution [38].
The current waveforms in Figure 14c,d exhibit distortion due to the poor quality of the
motor’s magnetic material, as evidenced by the presence of third and fifth harmonics in
Table 2.

The voltage fluctuations on the DC bus impose limitations on the achievable voltage
vector domain and contribute to the harmonic content, creating a trade-off between THD
and the utilization of the DC bus in the designed converter. To mitigate this distortion and
improve the input current waveform toward a sine waveform, a DC voltage bus control
method can be employed.

The current measurements also indicate the presence of high-frequency components,
which are attributed to capacitive coupling between the measurement circuits and the
PWM signals with high rates of the change in voltage (dV/dt) in the power circuits. These
findings contribute valuable insights into the motor’s behavior and the effectiveness of the
control strategy within the specific experimental conditions of this study.

The grid supplied an approximate power of 519 W, whereas the converter delivered
478 W to the motor, with 7.4 A to the main winding and 1.3 A to the auxiliary winding.
The converter itself consumed around 40 W, resulting in an efficiency of approximately
92%. It is important to note that the power did not reach the rated level, potentially due to
limitations imposed by the characteristic curve of the pump.
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6. Converter Cost

The estimated total cost of the designed converter is USD 27.81, as calculated from the
itemized costs listed in Table 3. This cost does not include the microcontroller and its power
supply. The most expensive components in the converter include the IGBT module, the PCB
with SMD components, the current sensors, the DC capacitors, the AC-DC 15 V module,
and the 3 V regulator. It is important to focus on reducing the cost of these components to
enhance the overall cost-effectiveness of the converter.

Table 3. Components cost of the implemented converter.

Description Part Number Quantity
Price (USD)

Unity Total

IGBT Power Module IGCM20F60GA 1 6.80 6.80
PCB with SMD components - 1 5.87 5.87
Hall Effect Current Sensor ACS712ELCTR-20A-T 2 1.44 2.88

Aluminum Electrolytic Capacitors 450 V 220 μF 2 1.18 3.36
Power Modules AC-DC 15 V TAS5-15-WEDT 1 2.80 2.80
Linear Voltage Regulators 3 V TPS79730DCKT 1 2.19 2.19

Bridge Rectifiers KBU2510 1 0.79 0.79
Aluminum Electrolytic Capacitors 35PX100MEFC6.3X11 10 0.06 0.63

Through-Hole Fuse Holders FH1-200CK-B 2 0.29 0.57
Screw Terminal JL500-50008GT1 1 0.51 0.51

Heat Sink HS 5620 1 0.50 0.50
Diodes of General Purpose BAS321,115 10 0.05 0.49
Unidirectional DO-201 TVS 1.5KE20A/B 2 0.19 0.38
Shunt Resistor 0.01 Ω (5 W) - 2 0.18 0.37

Radial Leaded Varistors STE14D431K1EN0FQB0R0 2 0.18 0.36
Operational Amplifier LM358D 3 0.04 0.13

Unidirectional SOD-123F TVS SMF5.0A 2 0.03 0.07
Aluminum Electrolytic Capacitors KS226M035D07RR0VH2FP0 5 0.01 0.06

27.81

In an open-loop control application, it is indeed possible to eliminate the current sen-
sors and the 3 V regulator, leading to cost savings of approximately USD 5.00 per converter.
This demonstrates the significance of thoroughly evaluating the design requirements and
selecting components that fulfill those requirements at the lowest feasible cost. By further
optimizing the converter’s design and selecting components judiciously, it is possible to
achieve additional cost savings without compromising performance and reliability.

The estimated cost provided was based on the prototype design, and it is reasonable to
expect a significant reduction in cost when scaling up to mass production. Mass production
typically benefits from economies of scale, streamlined manufacturing processes, and the
bulk purchasing of components, resulting in lower per-unit costs. Therefore, the proposed
solution becomes even more attractive in terms of cost-effectiveness when produced in
large quantities.

7. Conclusions

This paper presents the design process of an affordable converter specifically tailored
for driving low-power single-phase motors commonly found in household appliances.
Recognizing the limited availability of converters for such motors, the design stages were
meticulously examined and refined to ensure cost reduction. Through simulation and
experimental validation, a prototype was successfully developed, achieving an efficiency
of 92%. This low-cost converter holds great potential as a viable solution for retrofit
applications seeking efficiency enhancements.

In contrast to the conventional approach of utilizing a direct motor drive in appliances
to avoid additional costs associated with power converters, this study showcases the fea-
sibility of constructing a cost-effective converter for single-phase motors. Furthermore,
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employing such a converter can result in operational efficiency improvements and poten-
tially enable the downsizing of the motor thanks to better power utilization within the
system. Consequently, the investment in the converter can be justified over time through
energy savings or the use of a smaller and more economical motor.

The thermal analysis conducted during the design process played a vital role in
determining the operational limitations of the converter. Despite the IGBT module having a
rated current capacity of 20 A, the actual maximum current was constrained by the cooling
effectiveness of the module. The design did not incorporate a fan, relying solely on a heat
sink for thermal dissipation. However, by incorporating a fan along with the heat sink,
the thermal design can be enhanced, enabling the converter to drive more powerful motors
with increased efficiency and reliability.

The suboptimal quality of single-phase motors often leads to the occurrence of mag-
netic core saturation during their operation. This saturation phenomenon gives rise to
the generation of significant harmonic components in both the grid current and motor
current, consequently leading to a reduction in overall efficiency and the presence of torque
pulsations. By employing higher-quality magnetic materials in the construction of single-
phase motors, it is possible to enhance their efficiency. Furthermore, the implementation
of advanced control techniques, such as field-oriented control, can effectively mitigate the
adverse effects of harmonic distortion and torque pulsations, thereby improving the overall
performance of the motor.

Future work will encompass several aspects to further enhance the understanding and
performance of the single-phase motor drive. This includes developing a comprehensive
model of the single-phase machine to accurately represent its torque and rotation control
characteristics. Additionally, the implementation of a back-to-back assembly will be pur-
sued to validate the control algorithms and investigate the energy efficiency of the drive
utilizing the designed converter.

The planned research will involve studying the motor’s performance under various
operating conditions, including normal operation as well as critical scenarios such as
sudden load changes, power supply variations, and speed fluctuations. Detailed analysis
will be conducted to examine efficiency, torque output, and speed waveforms in each
scenario, providing valuable insights into the drive’s performance.

In addition, there are plans to develop and implement a control strategy for the
DC bus voltage to regulate and stabilize its level. Furthermore, the closed-loop control
approach mentioned in this paper for mitigating torque pulsation will be implemented
on the microcontroller. The objective is to assess the effects of this control approach on
even harmonics and their correlation with motor asymmetry. Through the study and
optimization of the control strategy, it is anticipated that the overall performance and
efficiency of the single-phase motor drive system can be further improved.
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Featured Application: The findings of this study can be applied in the design and experimental

investigation of line-start permanent magnet motors.

Abstract: Line-start permanent magnet synchronous motors (LSPMSMs) are of great interest to
researchers because of their high energy efficiency, due to the growing interest of manufacturers in
energy-efficient units. However, LSPMSMs face some difficulties in starting and synchronization
processes. The LSPMSM lumped parameter model is applicable to estimating the successfulness
of starting and further synchronization. The parameters of such a model can be determined using
computer-aided identification algorithms applied to real motor transient processes’ curves. This
problem demands significant computational time. A comparison between two algorithms, differential
evolution and Nelder–Mead, is presented in this article. The algorithms were used for 0.55 kW,
1500 rpm LSPMSM parameter identification. Moreover, to increase computational speed, it is
proposed to stop and restart the algorithms’ procedures, changing their parameters after a certain
number of iterations. A significant advantage of the Nelder–Mead algorithm is shown for the solving
of the considered problem.

Keywords: line-start permanent magnet synchronous motor; Nelder–Mead algorithm; differential
evolution algorithm; electric motors; energy efficiency class; energy saving; motor starting

1. Introduction

A significant share of industrial mechanisms, including pumps, fans, air blowers, and
compressors, are driven by electric motors, which are connected directly to a power grid
without intermediate power converters and are launched using a direct start [1–3]. The
vast majority of these motors are induction motors (IMs) [1–3]. Despite all the well-known
induction motors’ advantages, they expose significant losses during the rotor winding,
which diminishes their energy efficiency class [4].

Line-start permanent magnet synchronous motors (LSPMSMs) do not have noticeable
rotor winding losses at steady state, which increases their energy efficiency class in compar-
ison to induction motors. LSPMSMs are available on the market and mostly are employed
in pump and fan units [5–7]. Figure 1 shows a comparison of IM and LSPMSM designs.

LSPMSMs are of great interest to researchers because of their high energy efficiency
due to the growing interest of manufacturers in energy-efficient units [8–11]. The LSPMSM
model’s performance can be improved by using computer-aided design optimization
procedures [12–14].
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Figure 1. Sketches of electric motors. (a) Induction motor (IM); (b) synchronous motor with the direct
start from the network and permanent magnets (LSPMSM).

There are studies investigating LSPMSM performance at unbalanced voltage [15].
In [16], the LSPMSM steady-state torque was evaluated by transient analysis using a neural
network. Article [17] is devoted to LSPMSM modelling, using a bond graph model [18].
Article [19] discusses the latest LSPMSM design techniques. Article [20] presents an
experimental comparison of a 4-pole 5.5 kW LSPMSM with axial and radial fluxes. There
are also studies on the effect of LSPMSM rotor design on additional losses [21].

LSPMSMs face some difficulties in starting and synchronization processes, espe-
cially with loads with a high moment of inertia [22–24]. An LSPMSM lumped param-
eter model [25] was applied to estimate the successfulness of starting and further syn-
chronization, which has been extremely beneficial for the experimental verification of
LSPMSM characteristics. However, experimental parameter identification is related to
significant obstacles.

Evaluation of electrical parameters can be done using a finite element model (FEM)
based on known motor constructive parameters [26]. However, this approach requires
knowledge of the geometrical details of the motor core, winding data, and the materials
it is composed of. This requires access to motor design documentation or irreversible
disassembly of motor parts for study purposes, which is not always possible.

In the case that the motor constructive parameters are unknown, there are several
approaches for determining equivalent circuits parameters applicable for IMs [27–33] and
LSPMSMs [25,26,34,35]: (1) steady-state experiments, such as no-load tests, locked rotor
tests, etc., allow individual motor parameters to be determined [25]; (2) computer-aided
identification algorithms make it possible to use the transient response to estimate multiple
motor parameters, as explained in [34].

Measurement techniques of individual LSPMSM parameters using steady-state ex-
periments include: the stator winding DC resistance estimation; the leakage inductance
estimation on sinusoidal voltage operation with rotor extraction; the locked rotor test for ro-
tor resistance and inductance estimation; the DC step-voltage test to estimate the LSPMSM
total inductances; and the open-circuit test used for the permanent magnet flux linkage
estimation [25]. However, such an approach demands a very high measurement accuracy
and relies on many assumptions. The presence of the mutual inductance of the stator
winding and the rotor squirrel cage makes it impossible to measure the total inductances at
a locked rotor. Further, the total inductances measurement using the DC step-voltage test
has low accuracy because of the nonlinear nature of the motor total inductances, which
is the result of the presence of main-path saturation and cross saturation in the motor
magnetic circuit.

According to Newton’s second law, the rotor moment of inertia can be measured as
a coefficient between dynamic torque and angular acceleration. However, it demands a
laboratory test bench with a prime mover and a torque sensor or a frequency converter
with a specific testing algorithm, which are not always available [36].

These difficulties can be overcome by computer-aided identification methods that
require only phase currents and speed measurement during the motor start-up process.

There are many computer-aided identification algorithms; for example, the Kalman
filter, the model reference adaptive system, the least squares method, artificial neural
networks, the genetic algorithm, the differential evolution algorithm, particle swarm
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optimization, etc. [27,34,35]. For example, in [34], the identification of LSPMSM parameters
based on the time plots of current and speed during start-up using the differential evolution
algorithm is discussed.

It can be concluded that, due to the disadvantages of other methods, such as the need
to know the motor design parameters in the case of using FEA or a large number of as-
sumptions in the case of parameter estimation through steady-state experiments, computer
identification is a promising method for estimating the parameters of the LSPMSM model.
However, a detailed comparison of the effectiveness of various computer identification
algorithms for determining the parameters of LSPMSM has not yet been carried out.

This article presents a comparison between the differential evolution (DE) [37,38] and
Nelder–Mead (NM) algorithms [39,40] for lumped parameter LSPMSM model identifica-
tion. The novelty of this article lies in the results of comparing the DE and NM algorithms
for the considered specific problem. Moreover, it shows the advantages of the NM algo-
rithm over the DE algorithm. Its practical impact lies in revealing a more accurate and
computationally efficient algorithm for the identification of LSPMSM parameters.

The comparison was carried out on the example of transients calculated for the
LSPMSM model with given parameters. The results of the study show that the differ-
ential evolution algorithm demonstrates relatively low parameter identification accuracy
and longer computational time. However, it can be used to determine the initial approxima-
tion for the algorithms with better convergence. The Nelder–Mead algorithm is confirmed
as more computationally efficient for the considered problem.

Moreover, it is proposed to stop and restart identification procedures for both algo-
rithms, changing their tuning parameters, when the rate of convergence shows a signifi-
cant decrease.

The purpose for identifying the parameters of the LSPMSM in our study is to obtain a
tool that correctly predicts the success/failure of starting and synchronizing the LSPMSM
for various moments of inertia and for the various dependencies of the load torque on the
speed. We have added this explanation to the article.

2. Mathematical Model of the Motor

The transient processes for the LSPMSM start-up are calculated using the LSPMSM
mathematical model.

When modelling the LSPMSM, it is assumed that:

• The magnetic fields generated by the stator and rotor windings have a sinusoidal
spatial distribution;

• The magnetic permeability of the steel is constant;
• The stator and rotor windings are symmetrical;
• Each winding is powered by a separate source;
• The mains voltage phasor is constant throughout the entire starting process, and an

increase in the motor current does not cause a decrease in its amplitude;
• The magnetic core losses are not taken into account.

The system of ordinary differential LSPMSM equations to be solved is represented as:

dλsd/dt − p·λsq·dϕ/dt + Rs·Isd = Usd;
dλsq/dt + p·λsd·dϕ/dt + Rs·Isq = Usq;

dλ′rd/dt + r′d·I′rd = 0;
dλ′rq/dt + r′q·I′rq = 0;
I′rd = (λ′rd − λsd)/Lσd;

I′rq = (λ′rq − [λsq − λ′0])/Lσq;
Isd = λsd/Lsd − I′rd;

Isq = (λsq − λ′0)/Lsq − I′rq;
T = 3/2·Zp(λsd·Isq − λsq·Isd);

J·d2ϕ/dt2 = T − Tload,

(1)
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where Usd and Usq are the stator voltages along the d and q axes; Isd, Isq, I′rd, and I′rq are the
stator and rotor currents; Lsd, Lsq, Lrd, and Lrq are the stator and rotor total inductances; Lσd
and Lσq are the rotor leakage inductances; λsd, λsq, λ′rd, and λ′rq are the stator and rotor
flux linkages; λ′0 is the permanent magnet flux linkage; Rs is the stator resistance; Zp is
the number of motor pole pairs; r′rd and r′rq are the rotor resistances; ϕ is the mechanical
rotational angle equal to the integral of the motor speed ω; T is the motor torque; Tload is
the loading torque; J is the total moment of inertia. All initial conditions are equal to zero,
except for the stator flux along the q-axis λsq 0 = λ′0.

Figure 2 shows the implementation of equation system (1) in Simulink. According
to Figure 2a, the LSPMSM fed directly from the mains (“Discrete 3-phase Source”), was
mechanically coupled to the load. The load was simulated as a summation of a constant
torque Tc and component ω·F that represented a bearings frictional torque, which depended
on speed linearly, as is shown in Figure 3b.

  
(a) (b) 

  

(c) (d) 

Figure 2. Simulink model of the LSPMSM motor in the d-q axes. (a) General view of the model;
(b) calculation of stator currents; (c) calculation of rotor currents; (d) torque calculation.
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(a) (b) 

Figure 3. Simulink model of the LSPMSM motor fed from 3-phase 380 V, 50 Hz grid. (a) General
view; (b) load torque model.

The LSPMSM parameters (rated power 550 W, rated speed 1500 rpm) given in Table 1
were taken as the motor parameters.

Table 1. The LSPMSM parameters (rated power 550 W, rated speed 1500 rpm).

Parameter Value

Motor rated power, kW 0.55
Motor rated line-to-line voltage, V 380

Root-mean-square (RMS) rated stator current, A 1.11
Rated power factor 0.85

Rated frequency f, Hz 50
Pole pair number Zp 2

Stator phase resistance Rs, Ohm 15.3
Total direct inductance Ld, H 0.26

Total quadrature inductance Lq, H 0.15
Leakage direct inductance Lσd, H 0.038

Leakage quadrature inductance Lσq, H 0.051
Rotor direct resistance r′d, Ohm 9.24

Rotor quadrature resistance r′q, Ohm 10.1
Permanent magnet flux linkage λ′0, Wb 0.76

Motor inertia moment J, kg·m2 0.003
Bearing friction and windage coefficient F, N·m/(rad/s) 10−4

It is known that the operating temperature significantly affects the resistance and
rotational speed of induction motors [41]. At the same time, the heating of the LSPMSM is
much less due to lower losses, and it does not have any slip. This makes it possible to not
consider the influence of temperature when identifying its parameters [34].

Figure 4 represents the LSPMSM phase currents and angular frequency transient
processes at Tc = 0 N·m and F = 10−4 N·m/(rad/s). Figure 4a shows the time plots of the
components of the stator current along the direct (d) and quadrature axis (q) in a coordinate
system fixed relative to the rotor. Figure 4b shows the time plot of the mechanical angular
frequency of the rotor. Figure 5 shows the directions of the d and q axes relative to the
magnetization direction of the permanent magnets. The transient waveforms were selected
for the study because these values (phase currents and angular frequency) can be easily
measured in experiments with the real LSPMSMs. Figure 4 shows that the LSPMSM starting
time was 0.7 s. The steady-state phase current amplitude was 1.58 A. The starting inrush
current was 15.8 A. During the starting process, the motor reached the synchronous speed
of 157.09 rad/s (1500 rpm) at 0.06 s for the first time; however, further, it accelerated to a
higher speed because of inertia. Later, the motor decelerated as a result of synchronous
torque action. These oscillations were repeated several times with the decreasing amplitude
caused by dumping factors such as asynchronous torque and load frictional torque.
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(a) (b) 

Figure 4. LSPMSM starting simulation results: (a) d and q-axis stator currents; (b) motor speed ω.

 
Figure 5. Axes d and q of the rotor relative to the permanent magnet magnetization direction
(indicated by blue arrows).

3. General Algorithm of the Motor Parameters Identification

The flow chart of the motor parameters identification algorithm is shown in Figure 6. It
is valid for both DE and NM. During the initialization stage, a set of identifiable parameters,
their constraints and initial conditions, parameters of the objective function that do not
change during optimization (amplitude and frequency of the supply voltage, number
of poles, stator resistance, etc.), as well as a settings identification algorithm (number of
iterations, maximum optimization function execution time, coefficients that impact the
optimization process, number of individuals in a population for DE, etc.) were defined.
Since the Nelder–Mead method is an unconstrained method, the constraints were applied
only if DE was used. DE is a bound-constrained global search algorithm that requires setting
up quantities and names of the variables, their constraints, and an initial approximation, as
well as accuracy if the solving problem demands it.

In the basic identification loop, using the identification algorithm (DE or NM), the next
estimate of the identified parameters was calculated, which was the input of the objective
function. In the objective function, the simulation of the Simulink model was called using
the function “sim” [42], whose inputs were the name of the model, its initial state, etc., and
the output was the vector of simulation results of the Simulink model.

An objective function, Fvalue, that should be minimized during the basic identification
cycle was calculated as an integral of the squared deviations of the angular frequency ωm

and the currents id and iq for separated time samples, calculated at the current values of the
identifying parameters of reference transient processes functions shown in Figure 4:

Fvalue = kid · qid + kiq · qiq + kω · qω, (2)
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where kid = 20, kiq = 20 and kω = 1 are the weight coefficients according to [34]; qid, qiq and
qω are the error functions. These error functions are defined as follows:

qid =
1

t2 – t1

t2∫
t1

[im
d (t) – id(t)]

2dt; (3)

qiq =
1

t2 – t1

t2∫
t1

[
im
q (t) – iq(t)

]2
dt; (4)

qω =
1

t2 – t1

t2∫
t1

[ωm(t) – ω(t)]2dt, (5)

where idm
, iqm and ωm are simulation results of the d- and q-axis stator currents and angular

frequency, respectively, obtained using motor parameters given in Table 1.

Figure 6. One-stage identification algorithm flow chart.

The basic identification loop ended after the specified number of iterations had been
completed. The parameter estimate obtained after this was the result of identification.

4. Identification Algorithms

As was stated earlier, the implementation results of the two algorithms (DE and NM)
were compared for the LSPMSM parameter identification problem. DE is a multidimen-
sional optimization algorithm which belongs to the stochastic optimization algorithms
group. DE is the result of further development of the genetic algorithm [38]. According
to the original definition, DE can be described as follows. Initially, a set of vectors called
generation is created. N-dimensional points where a minimized objective function f (x) is
determined are considered as vectors. The algorithm creates a new generation of randomly
combined vectors from the previous generation. The number of vectors is the same for
each generation, and this is one of the algorithm parameters.

A new generation of vectors Is generated as follows. For each previous generation
vector xi, three different random vectors, v1, v2, and v3, are selected among the previous
generation except vector xi itself. As a result, a mutated vector (6) is generated:

v = v1 + Fv (v2 − v3), (6)

364



Appl. Sci. 2023, 13, 7586

where Fv is one of the method parameters, which is a positive real number in the range
(0, 2). It is recommended to vary this value when an objective function approaches a
minimum [31].

Then, the crossover procedure is implemented on mutated vector v. The procedure
consists of the replacement of some of the vector’s coordinates by initial vector xi coordi-
nates. Each replacement is performed with some probability, which is another parameter of
the algorithm. The result after the crossover procedure vector is called a trial vector. If this
vector is «better» than the initial vector xi, which means that an objective function value
was reduced, then xi is replaced by the trial vector in a new generation. Otherwise, the
previous xi vector remains as an initial vector.

The NM is an unconstrained optimization algorithm applicable to the function of
several variables [40]. The algorithm searches for a local optimum and can «stick» in one
of the local optima. Different initial simplex shapes can be changed to find the better
minimum if necessary.

The NM is used to find the unconstrained minimum of a function of n variables
defined elsewhere in R

n.
The algorithm parameters are listed below:

- Reflection coefficient α > 0.
- Contraction coefficient 0 < β < 1.
- Expansion coefficient γ > 1.

Usually, units α = 1, β = 0.5, and γ = 2 are selected.
The algorithm contains the following steps enumerated to highlight function calls:

1. Preparation. Initially, n + 1 points are selected: xi = (xi
1, xi

2, . . . , xi
n), i = 1 . . . (n + 1),

where x1 = (x1
1, x1

2, . . . , x1
n) is an initial parameter vector, x2 = (x1

1·(1 + δ), x1
2,

. . . , x1
n), x3 = (x1

1, x1
2·(1 + δ), . . . , x1

n) . . . , xn+1 = (x1
1, x1

2, . . . , x1
n·(1 + δ)), δ

is the initial simplex coefficient. These vectors constitute the n-dimensional space
simplex. Objective function values are calculated at the points f 1 = (x1), f 2 = f (x2), . . . ,
fn+1 = f (xn+1).

2. Sorting. Three points are selected among simplex vertices: xh where function value
fh is the greatest, xg where fg is the next to the greatest, and xl where fl is the least
function value. The further steps’ aim is at least the diminishing of fh.

3. A centroid of the aforementioned points of the simplex excluding xh is determined as
xc = 1/n ∑(i �= h)(xi). Calculation of fc = f (xc) is not mandatory.

4. Reflection. The reflection xr = (1 + α)xc − αxh of xh with respect to xc with coefficient
α and the value of the function fr = f (xr) at xr is to be calculated.

5. Expansion. Then fr is compared with the values fh, fg, and fl:

If fr < fl, the selected search direction is successful, and the search step can be increased
using the expansion operation. A new point xe = (1 + γ) xc − γxr and the function
value fe = f(xe) are to be calculated.
If fe < fr, the simplex expands up to this point: set xh equal to xe and fh equal to fe, and
then finish the current iteration (go to Step 6).
However, if fr < fe, an expansion is too wide: set xh equal to xr and fh equal to fr, and
then finish the current iteration (go to Step 6).
If fl < fr < fg, the point selection is acceptable; the new one is better than the two
previous points. Set xh equal to xr and fh equal to fr, and then finish the current
iteration (go to Step 6).
If fg < fr < fh then set xh equal to xr and fh equal to fr.

6. Contraction. Determine the point xs = βxh + (1 − β) xc and the function value at this
point fs = f(xs). If fs < fh set xh equal to xs and fh equal to fs, then go to Step 6.

7. Shrinking. If fs > fh, that means that the initial points were more successful. Per-
form simplex global contraction (homothety) to the point with the least value of
xi = xl + (xi − xl)/2, I �= l. The function values at these points are to be calculated.
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8. The last step is the convergency check-up. It can be done by simplex vertices disper-
sion evaluation. The mutual proximity of the simplex vertices assumes their proximity
to the searching objective function minimum. If the desired accuracy is not reached,
the algorithm can be continued from Step 2.

5. Comparison of the LSPMSM Parameters Identification Results Obtained by DE
and NM

The results of the DE and NM implementation are described in this section. The
implementation was performed for the considered LSPMSM lumped-parameters identifica-
tion problem.

It is known that it is recommended to change optimization algorithm coefficients when
approaching the minimum. This was coefficient Fv for the DE and coefficient δ for the NM.
This made it possible to speed up the identification process, and also to get out of local
minima. Considering that the NM algorithm tends to a local optimum, it is advisable to
restart the algorithm after it gets stuck. Due to this reason, when the algorithms reached
a certain number of iterations, the algorithms were stopped and restarted with the new
initial approximation. Further in the article, we describe how the optimization stage means
a stage during which the algorithm works from start to intermediate or end stops.

Figure 7 shows the three-stage optimization flow chart. The internal structure of the
“Initialization” and “Basic identification cycle” blocks is shown in Figure 6. NM-3 stands for
the Nelder–Mead optimization in three stages. The DE-3 stands for differential evolution
in three stages. One stage for the NM consisted of 400 iterations, and the coefficient δ
was equal to 0.3, 0.01, and 0.005 for the first, second, and third stages, accordingly. One
stage for the DE consisted of 18 iterations with 120 individuals in each generation, and the
coefficient Fv was equal to 0.8, 0.4, and 0.04 for the first, second, and third stages, accordingly.
The δ and Fv values were determined experimentally. The boundary conditions, initial
approximation and required accuracy for the DE are presented in Table 2.

 

Figure 7. Three-stage identification algorithm flow chart.

Table 2. The boundaries, accuracy, and initial approximation of the identified parameters.

Parameter
Lower

Boundary
Upper

Boundary
Accuracy for DE-Based

Algorithms
Initial

Approximation

Ld, H 0.1 1 0.001 0.513
Lq, H 0.1 1 0.001 0.301
Lσd, H 0.01 0.1 0.001 0.0762
Lσq, H 0.01 0.1 0.001 0.0814

r′d, Ohm 5 12 0.01 8
r′q, Ohm 5 12 0.01 9
λ′0, Wb 0.5 1 0.01 0.5
J, kg·m2 0.001 0.01 0.001 0.006
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It should be noted that the DE created an initial population according to the normal
distribution in the range represented in Table 2 where the number of individuals was
equal to the number of initial parameters. The initial population was the same for both DE
and DE-3.

The DE algorithm supposes the generation of random numbers. Therefore, to estimate
the results’ repeatability, the identification was performed six times. Table 3 shows the
results for six consecutive runs of the DE and DE-3. At the same time, the NM and
NM-3 were started only once, because random number generation is not supposed in
these algorithms.

Table 3. Final values of the objective function/number of iterations for different algorithms.

Number of a DE Run DE DE-3 NM NM-3

1 3.473/5383 0.423/3323

0.0095/2661 0.0016/1200

2 11.973/5399 0.627/3314
3 10.974/5398 0.388/3457
4 7.525/5399 0.462/3475
5 16.68/3996 0.177/3547
6 3.288/5135 0.196/3942

Mean deviation 8.986 0.379 - -
RMS deviation 5.236 0.17 - -

Based on Table 3, it can be concluded that the NM algorithm provides the final value
of the objective function 3.28/0.0095 = 345 times fewer than DE. In addition, NM demands
the number of iterations 5383/2661 ≈ 2 times fewer than the DE. The NM-3 algorithm
provides the final value of the objective function 0.379/0.0016 = 237 times fewer than DE-3.
In addition, NM-3 demands the number of iterations 3332/1200 ≈ 3 times fewer than the
DE-3. Table 4 represents the LSPMSM parameters’ values determined by the considered
algorithms and real parameters. The best result out of six performed repetitions for the DE
and DE-3 is shown in Table 4.

Table 4. Identification results obtained by the considered algorithms and real motor parameters.

Parameter Real Value DE DE-3 NM NM-3

Ld, H 0.26 0.244 0.253 0.256 0.257
Lq, H 0.15 0.162 0.155 0.150 0.15
Lσd, H 0.038 0.039 0.038 0.038 0.038
Lσq, H 0.041 0.042 0.044 0.041 0.041

r′d, Ohm 9.24 10.23 8.90 9.24 9.26
r′q, Ohm 10.1 9.70 9.69 10.09 10.1
λ′0, Wb 0.76 0.76 0.75 0.76 0.76
J, kg·m2 0.003 0.003 0.003 0.003 0.003

Objective function value - 3.288 0.177 0.0095 0.0016
Number of iterations - 5135 3547 2661 1200

Figure 8 shows the objective function values for the considered optimization algo-
rithms with the number of objective function calls, starting from the 120th NM call (1st
generation for DE). Table 5 shows the mean values and RMS deviation of identified param-
eters obtained using the DE and DE-3 algorithms.
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Figure 8. The objective function values vs. the number of iterations for DE, DE-3, NM, and NM-
3 algorithms.

Table 5. Identification results obtained by the considered algorithms in comparison with real motor
parameters.

Parameter Real Value
DE Identified

Value
DE RMS

Deviation
DE-3 Identified

Value
DE-3 RMS
Deviation

Ld, H 0.26 0.301 0.111 0.264 0.012
Lq, H 0.15 0.142 0.017 0.156 0.0022
Lσd, H 0.038 0.04 0.0047 0.04 0.0015
Lσq, H 0.041 0.039 0.0104 0.045 0.0015

r′d, Ohm 9.24 10.12 0.99 8.79 0.138
r′q, Ohm 10.1 10.52 0.78 9.86 0.286
λ′0, Wb 0.76 0.748 0.017 0.7433 0.0052
J, kg·m2 0.003 0.003 0.00 0.003 0.00

The faster convergence of DE-3 compared to DE and NM-3 compared to NM confirms
the effectiveness of the “stop and restart” technique used.

6. Identification with a Random Initial Approximation

The results of the considered identification algorithms were estimated at a random
selection of the initial approximation. To perform that, the identification with six different
random initial approximations was conducted. The random values were selected from the
parameter ranges shown in Table 2.

Table 6 presents the results, such as the final values of the objective function and the
number of iterations for the considered identification algorithms at six different initial
approximations. Furthermore, Table 6 shows the mean and RMS deviations of the objective
function values, calculated for six different initial approximations. Tables 7 and 8 show
the mean and RMS deviations of the parameters calculated by the considered algorithms.
Figure 9 represents the dependencies of the objective function values on the number of
objective function calls (iterations) for the best initial approximation.

With a fortunate choice of the initial approximation, when using the NM and NM-3
algorithms, the final value of the objective function deviated from the minimum value by a
negligibly small amount (as a result of the identification, the objective function was reduced
by four or more orders of magnitude). Using NM-3 required 2–3 times fewer function calls
than NM (see Figure 7, Table 6).
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Table 6. The results of 6 executions for the considered identification algorithms with a random initial
approximation: the objective function final values and the number of iterations.

Execution No. DE DE-3 NM NM-3

1 3.3/5399 0.4/3891 7.8 × 10−10/3002 6.5/1203
2 6.4/5396 0.61/3511 7.7 × 10−13/2674 6.5 × 10−4/1203
3 4.1/5396 0.4/3891 8.3 × 10−13/2195 2.1 × 10−4/1203
4 10.6/5398 0.34/3951 4.7 × 10−12/2809 1.8 × 10−10/1203
5 5.4/5395 0.61/3511 8 × 10−13/2770 5.5 × 10−3/1203
6 4.8/5400 24/2878 8 × 10−13/2650 1.7 × 10−9/1203

Mean deviation 5.8 4.4 1.3 × 10−10 1.1
RMS deviation 2.6 9.6 3.2 × 10−10 2.7

Table 7. Deviations of the LSPMSM parameters obtained using the NM identification algorithm with
a random initial approximation.

Parameter Real Value
NM Identified

Value
NM RMS
Deviation

NM-3 Identified
Value

NM-3 RMS
Deviation

Ld, H 0.26 0.256 0.06 0.253 0.0093
Lq, H 0.15 0.15 0.01 0.159 0.02
Lσd, H 0.038 0.038 0.07 0.039 0.0023
Lσq, H 0.041 0.041 0.03 0.043 0.0067

r′d, Ohm 9.24 9.24 4.9 8.99 0.59
r′q, Ohm 10.1 10.09 6 9.6 1.2
λ′0, Wb 0.76 0.76 0.21 0.75 0.023
J, kg·m2 0.003 0.003 0.00 0.003 0.0001

Table 8. Deviations of the LSPMSM parameters obtained using the DE identification algorithm with
a random initial approximation.

Parameter Real Value
DE Identified

Value
DE RMS

Deviation
DE-3 Identified

Value
DE-3 RMS
Deviation

Ld, H 0.26 0.272 0.056 0.29 0.12
Lq, H 0.15 0.143 0.017 0.147 0.012
Lσd, H 0.038 0.042 0.0064 0.035 0.0011
Lσq, H 0.041 0.035 0.0104 0.042 0.0005

r′d, Ohm 9.24 10.03 0.98 9.1 0.055
r′q, Ohm 10.1 11.1 1.2 10.03 0.97
λ′0, Wb 0.76 0.76 0.014 0.77 0.012
J, kg·m2 0.003 0.003 0.00 0.003 0.00

With successful parametric identification, the objective function was reduced by about
an order of magnitude when using DE and by two orders of magnitude when using DE-3.
In addition, DE-3 required about two times fewer function calls than DE.

Although NM is a local search algorithm, and DE is a global one, in both cases, being
stuck in a local minimum was possible (for example, see NM-3, start 1 and DE-3 start 6 in
Table 6). Further, DE and DE-3 required more objective function calls compared to NM
and NM-3.

From the above, we can conclude that in the considered application the Nelder–
Mead method provides significant advantages over differential evolution. Therefore, it is
preferable to run NM multiple times to find the best initial approximation rather than using
DE. This does not preclude the use of DE to automatically find an initial approximation
for NM.

The faster convergence of DE-3 compared to DE and NM-3 compared to NM confirms
the effectiveness of the “stop and restart” technique used in the case of a random initial
approximation, as well. Furthermore, even though NM is an unrestricted method, the
results of identification using NM and NM-3 satisfy the conditions that all identified
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parameters (Ld, Lq, Ldσ; Lqσ; r′d; r′q, λ’0; J) are greater than zero; Ld > Lq; Ld >> Ldσ; Lq >> Lqσ,
which confirms the ability of NM to successfully solve the problem under consideration.

Figure 9. The best objective function values vs. iterations for the random initial approximations.

7. Conclusions

The study is devoted to the comparative analysis of various computer-aided iterative
identification methods based on optimization algorithms such as the differential evolution
(DE) and the Nelder–Mead (NM) in LSPMSM lumped-parameter model identification. The
comparison was carried out on the example of transients calculated for the LSPMSM model
with given parameters.

Comparing the DE and NM algorithms at the same initial approximation, it can be
concluded that the NM algorithm provided the final value of the objective function, propor-
tional to the deviation of the identified parameters, 345 times fewer than DE. In addition,
NM demanded the number of iterations to be two times fewer than DE. Comparing the DE
and NM algorithms with a random initial approximation, it can be concluded that the NM
provided the final value of the objective function 4.5·1010 times fewer than DE.

It can be concluded that, even though NM is an unrestricted local search method, it is
able to successfully solve the problem under consideration, being more computationally
efficient and accurate than DE. In this case, the DE method can be used at the initial stage
of identification to find a suitable initial approximation for the NM. For a more accurate
identification of the parameters, when a suitable initial approximation has already been
found, the NM should be used.

In addition, in this study, it is proposed to stop and restart the considered identification
procedures with a change in the algorithm parameters after a certain number of iterations
and use the previously obtained results as a new initial approximation. Such multistage
optimization (three stages have been found to be enough) leads to an increase in the
computational speed and accuracy for both DE and NM. In this case, the NM algorithm
provided the final value of the objective function 237 times fewer and required the number
of iterations to be three times fewer than the DE with the same initial approximation. With a
random initial approximation, in this case, the NM provided the final value of the objective
function four times fewer than DE.

Although the article demonstrates the validity of the presented results only in the
case of identifying the parameters of the LSPMSM model based on the results of simulated
transients, in the future, the results will be used, and the conclusions will be verified when
solving the problem of parametric identification of a real LSPMSM based on real transients.
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Glossary

List of Abbreviations

DE Differential evolution
DE-3 Differential evolution (three stages)
IM Induction motor
LSPMSM Line-start permanent magnet synchronous motor
NM Nelder–Mead method
NM Nelder–Mead method (three stages)
List of Mathematical Symbols

f Mains voltage frequency, Hz
F Bearing friction and windage coefficient, N·m/(rad/s)
Fv Parameter of differential evolution
Fvalue Objective function value
iabc Mains phase currents, A
Isd, Isq Stator currents, A
I′rd, I′rq Rotor currents, A
J Moment of inertia of the motor, kg·m2

kid, kiq, kω Weight coefficients of the objective function
Lsd, Lsq Stator total inductances, H
Lσd, Lσq Rotor leakage inductances, H
qid,qiq, qω Error terms in the objective function
r′d, r′q Rotor resistances, Ohm
Rs Stator resistance, Ohm
t Time variable
T Motor shaft torque, N·m
Tc Constant component of the loading torque, N·m
Tload Loading torque, N·m
Uabc Mains phase voltage, V
Usd, Usq Stator voltages along d and q axes, V
v Mutated vector of differential evolution
v1, v2, v3 Random vectors of differential evolution
x Previous generation vector
Zp Number of motor poles
α, β, γ, δ Parameters of Nelder–Mead method
λ′rd, λ′rq Rotor flux linkages, Wb
λsd, λsq Stator flux linkages, Wb
λ′0 Permanent magnet flux linkage, Wb
ϕ Mechanical rotational angle, rad
ω Angular frequency of the rotation of the motor shaft, rad/s
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Abstract: The aim of this paper is to present our research into the reduction of vibrations in induction
motors. The use of power inverters results in the generation of electrical harmonics, which increase
the level of the mechanical vibrations of electrical machines. To reduce these harmonics, we present a
discontinuous pulse-width modulation (PWM) control strategy based on carrier-wave modulation
applied to multilevel inverters. Using the proposed modulation technique, the amplitude of the
electrical harmonics is reduced, as compared to other conventional techniques. These current
harmonics produce the MMF (magnetomotive force) harmonics in the air gap, which are one of the
main sources of vibrations. The control strategy makes it possible to vary the electrical spectrum at
the output of a multilevel inverter by modifying a control parameter of the carrier wave in the PWM,
thus avoiding the natural frequencies of mechanical resonance. The proposed technique also has the
feature of attenuating the total harmonics distortion of the voltage of the multilevel inverters, as well
as the achievement of a higher RMS value of the output voltage for the same DC level. Laboratory
results for an induction motor with different modulation strategies, applied in a multilevel inverter
and compared to the strategy presented, are attached.

Keywords: induction motors; multilevel inverters; vibrations; PWM techniques

1. Introduction

The induction motor is the most widely used type of mechanical drive equipment
in industrial environments, and it has positioned itself as an important component in
fields such as smart transport and machine manufacturing [1]. These devices need to be
controlled using power converters that regulate their torque and speed. These converters
generate a pure non-sinusoidal power supply that produces electrical harmonics. These
harmonics produce vibrations and noises in the motors, and they can deteriorate them and
reduce their life cycles [1,2]. Vibration is a key component in the operation of the motor. If
vibration sources are not detected early on, this will lead to the gradual deterioration of the
machine, reaching a point where irreparable damage occurs, resulting in motor shutdown,
potentially causing accidents.

The steady-state vibration of the engine can be influenced by several sources in addi-
tion to those originating from the electromagnetic field. Thus, vibrations originating from
the mechanical base of the system, the type of anchoring to the ground, or other devices
that are mechanically connected to the motor can be the sources of such vibrations [3].
Additionally, high-voltage switching through pulse-width modulation (PWM) of the motor
controllers produces harmonics which generate MMF that, in turn, cause undesired torques
during operation.

Considerable focus has been placed on vibrations caused by electromagnetic phe-
nomena, particularly those resulting from harmonics. The slotting effect and the magnetic
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interaction between the stator and rotor have received significant attention in this regard.
In [4], a model is introduced to precisely calculate the electromagnetic parameters associ-
ated with vibroacoustic phenomena. This model treats each spatial harmonic generated by
the stator winding MMF individually, employing the current-sheet approach to determine
the radial and tangential forces present in squirrel-cage induction motors.

The proposal of the present work is to offer a possible solution for avoiding these
harmonics, and therefore vibrations, in a motor, for which the use of multilevel power
converters (MLI), together with an optimized control technique, is proposed.

The multilevel inverter is a power converter that provides a suitable solution for
synthesizing an output voltage to reduce the harmonic content of voltage and current in
medium- and high-power systems [5]. The most common topologies of these converters
consist of connecting individual inverters, “called stages”, to provide an output voltage
that is the result of associating the voltages of the different stages. The advantages of
multilevel converters over two-level converters include a lower dv/dt, lower switching
losses, a higher fault-tolerance capability, and better output waveform quality [6]. Due to
this last advantage, the output filter will also have a smaller volume.

There is a wide range of multilevel inverter topologies [7,8], with the most prevalent
voltage source topology being the neutral-point diode converter (NPC) [9], some of them
having parallel structures for high-power motors [10]. Other relevant types of topologies
would be the flying capacitor converter (FCC) [11] and the modular multilevel converter
(MMC) [12,13]. Finally, the cascaded H-bridge converter (CHB) [14], with different control
techniques [15] and with symmetrical and asymmetrical power supplies [16], is more
applicable as the number of levels increases.

In this research paper, we have opted to use a cascaded H-bridge multilevel inverter
for our comparative analysis (see Figure 1), which boasts several advantages over alter-
native topologies (NPC and FCC). The CHB inverter possesses modularity and enhanced
controllability due to the identical structure of each stage. Furthermore, it enables the attain-
ment of multiple levels using minimal components. These alleviate switching losses in the
utilized devices, thereby augmenting circuit reliability and efficiency [17]. Consequently,
this topology finds extensive utilization in industrial applications [8].

One of the applications of the CHB inverter is the provision of power to high-power
motors, which is supplied at elevated voltages to minimize current in the windings. This
necessitates multiple stages for each phase. It is widely recognized that using such devices
for the speed or torque control of AC electrical machines can lead to increased vibrations.

Regarding modulation techniques, the literature offers numerous options for MLI con-
trol. The most commonly employed techniques include carrier-based PWM [18], space vec-
tor modulation [19,20], and selective harmonic elimination [21,22]. Carrier-based modula-
tion has given rise to highly popular techniques for MLIs, such as phase-shifted pulse-width
modulation (PS–PWM) and carrier-level shift pulse-width modulation (LS–PWM) [23,24].
Other techniques involve modifying the carrier-signal frequency and modulating the signal
harmonics’ amplitudes to reduce losses and enhance the electrical parameters of the modu-
lated waveform [25]. In [26], an LS–PWM technique is utilized, where the reference signal is
vertically shifted to derive the switching signal for the MLI. As a level shift exists between
the carrier signals, higher voltage distortion occurs, which is not the case with PS–PWM.

In summary, all electric drives contribute to increased vibrations in electromagnetic
circuits [27]. However, the level of these vibrations can be mitigated depending on the
control technique and topology employed [28,29]. Here, the proposed strategy focuses on
cascaded or H-bridge inverters and utilizes an efficient PS–PWM technique. This technique
not only ensures a balanced power distribution among the cells but also results in reduced
voltage distortion and the effective suppression of harmonic current distortion. These
characteristics play a crucial role in attenuating the vibrations generated by the motor. The
vibration results and quality parameters of the inverter output waveform obtained through
the proposed modulation technique have been compared with results from other techniques
documented in the scientific literature, which have shown promising outcomes. Specifi-

375



Machines 2023, 11, 705

cally, the compared techniques include amplitude-shifted modulation in the carrier waves
(Figure 2a), phase-shifted modulation in the carrier waves (Figure 2b), and phase-shifted
modulation with harmonic injection into the modulating wave (Figure 2c). To the best of
our knowledge, there is currently no recent research in the technical literature on reducing
vibrations in induction motors using multilevel converters and PS–PWM techniques.

The remainder of the present paper is structured as follows: Section 2 provides an
introduction to the vibration frequencies anticipated when feeding an induction motor
with either a sinusoidal source or an inverter generating specific sets of harmonics.

In Section 3, the proposed technique for controlling multilevel inverters is presented,
outlining its fundamental principles. The generation of the signals applied to the IGBT gate
terminals and the waveform at the inverter’s output, based on the control parameter, is
described. Additionally, the section illustrates the relationship between the instantaneous
frequency of the carrier wave and the modulating signal in relation to the control parameter.

Subsequently, Section 4 presents and analyzes the laboratory results. It showcases
the equipment required to generate the control waves for the tested strategies, including
the vibration meter setup and the signal analyzer used to record voltage and current
waveforms, along with their corresponding electrical spectra. Lastly, Section 5 summarizes
the conclusions drawn from the research.

Figure 1. CHB multilevel power inverter.
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Figure 2. Multilevel inverter modulation: (a) with amplitude shift; (b) with phase shift; (c) with
phase shift and injection of harmonics.

2. Natural Frequencies and Axial Stress Generating MMFs on the Stator

There are two sources of vibrations that occur in an electrical machine, depending
on their origin. The first type is composed of axial forces of aerodynamic and mechanical
origin and by the eccentricities of its axis (mainly, the fan, bearing, activation of mechanical
resonances, and the phenomenon of magnetostriction). They are low-frequency, depend
on the degree of saturation in the magnetic circuit of the machine, and the load level has
a limited effect on them. Electrical harmonics of the spatial type, due to the restriction of
the maximum number of slots and coils (size functions), are another source of vibrations
and noise. On the other hand, when an inverter is used to power the motor, the produced
electrical harmonics are a new source of vibrations. This last source of vibrations will be a
function of the modulation technique used with the power switches of these inverters, the
carrier frequency, and the speed set for the motor shaft. These vibrations depend on the
current and, therefore, on the load level. When any of these electrical harmonics activate
a natural resonance frequency of the engine, the level of vibration can be critical to the
lifetime of the machine.

The calculation of the natural resonance frequencies of an induction motor structure
can be carried out with the equations found in the technical literature [30]. If the stator
length is greater than its mean diameter, Dc, good results are obtained for these frequencies
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by considering the electrical machine as a cylinder of infinite length. For circumferential
modes of vibration where m ≥ 0, the frequency can be expressed as follows:

fm =
Pm

πDc

√
Ec

ρc(1 − ν2
c )

(1)

where νc is Poisson’s ratio, Ec is the modulus of elasticity, and Pm is the root of the equation
of movement. Circumferential mode forces m to zero, and therefore, Pm = 1. For m ≥ 1,

Pm =
1
2

√
(1 + m2 + k2m4)±

√
(1+m2+k2m4)

2−4k2m6
(2)

and the dimensionless thickness parameter is

κ2 =
h2

c
3D2

c
(3)

where hc is the stator thickness. On the other hand, a housing with a bell-shaped end
behaves like a cylinder with both ends mechanically constrained. There will be two axes of
displacement: a radial one with circumferential vibrational modes, m, “breathing” m = 0,
elliptical m = 1, etc., and another axial one with modes n being equal to 1 onwards. The
characteristic equation of the movement of a cylinder of finite length, L f , supported on legs
according to the Donnell–Mushtari theory [30], will be of the following type:

P6
mn − C2·P4

mn + C1·P2
mn − C0 = 0 (4)

where Pmn are the roots of the equation of motion. The housing resonance frequencies
have the same structure as those in Equation (1). Three groups of roots correspond to the
displacement in the three orthogonal directions in Equation (4), for which the smallest real
root determines the natural deflection frequency of the frame, with that being:

C2 = 1 ++
1
2
(3 − ν)(m2 + λ2) + κ2(m2 + λ2)2 (5)

C1 =
1
2
(1 − ν)[(3 + 2ν)λ2 + m2 + (m2 + λ2)2] +

3 − ν

1 − ν
κ2(m2 + λ2)2 (6)

C0 =
1
2
(1 − ν)[(1 − ν2)λ4 + κ2(m2 + λ2)4] (7)

λ = 0.5nπ
(Df − h f )

L f − L0
(8)

κ =
h2

f

12R2
f

(9)

L0 = L f
0.3

n + 0.3
(10)

where C2, C1, and C0 are the coefficients of the polynomial described in (4), R f is the
average radius of the casing, Df is the average diameter of the casing, h f is the thickness of
the casing, L f is its length, ν is its Poisson’s ratio, and ρ is the density. The circumferential
vibrational modes, m equal to 0 onwards (natural numbers), should be calculated for each
axial vibrational mode, n.

If the motor is fed from a balanced three-phase power supply, the only harmonics that
appear are spatial harmonics. The most significant of these spatial harmonics are the tooth

378



Machines 2023, 11, 705

harmonics. They are present when the machine is fed with a three-phase network, and they
depend on the number of phases and poles and the winding factor of each harmonic:

ν = k
(

s1

p

)
± 1 (11)

with p being the number of pairs of poles, s1 being the number of stator slots, and k
equaling the natural numbers from 1 onwards. The amplitude of the vibrations, A, shall be
proportional to the products of the terms of the flux densities:

A = f
(

B2(α, t)
)

(12)

where B is the magnetic flux density in the magnetic circuit of the machine, α is the angular
position with respect to a reference, and t stands for time, such that the amplitude and
frequency of these vibrations must consider the product of all the harmonic terms of the
induction in the machine. Other harmonics are due to the phenomenon of magnetostriction
and bearing rollers.

When the machine is powered by a power inverter, the radial forces resulting from the
electrical harmonics are caused by the interaction between the stator harmonics and their
corresponding time harmonics, resulting in a specific frequency:

fr = 2f·(2km1 ± 1) (13)

where f is the frequency of the fundamental component of the modulated waveform,
k is the series of natural numbers, and m1 is the number of phases of the stator. Simi-
larly, the harmonic decomposition of the rotor currents will result in vibrations at specific
frequency values:

fr = 2f·(2km1 ± 1)·
(

s2

p
± 1

)
(14)

with s2 being the number of rotor slots. In addition, frequency vibrations are generated as a
result of the mutual influence between the frequency of the carrier signal, fc, with the time
harmonic frequency of the modulating wave. Its vibrational mode is zero, and therefore,
the possibility of producing high vibrations is greater since these are reduced with the
order of the vibrational mode. Their frequencies can be obtained as follows:

fr =
∣∣±(

n·fc ± n′·f)− f
∣∣ (15)

where fr is the frequency of the force density. If n is even, n′ is odd, and if n is odd, n′ will be
even. Therefore, electrical harmonics can be expected at the following frequencies: fc ± 2f,
fc ± 4f, 2fc ± f, 2fc ± 3f, and so on. In other words, it can be anticipated that the vibrational
harmonics generated by the inverter will manifest themselves at frequencies that are either
slightly above or below the frequency of the electrical spectrum of the modulated wave
applied to the electric motor. When an electrical harmonic is present at a frequency of f, the
corresponding vibrational harmonic will manifest itself at a frequency of either (f + 1) or
(f − 1). This is due to the axial force densities being derived from the multiplication of all
the flux densities within the air gap.

Power inverters manipulate the voltage level and frequency in the stator of the ma-
chine, resulting in an electrical spectrum characterized by amplitudes and frequencies that
are contingent upon the modulation technique employed. The existence of these harmonics
will produce energy losses, reduced efficiency, and pulsating torques that translate into
vibrations in the machine. One common approach to mitigating the adverse effects of
these electrical harmonics is to raise the frequency of the carrier signal. However, this
frequency is constrained by the maximum switching frequency of the circuit breakers and,
in turn, increases the losses incurred by the inverter. Another approach, enabled by the
decreased cost of power switches, is to interconnect multiple elementary stages in a series,
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each utilizing one or more separate sources. This arrangement reduces the number of
switching for each IGBT and enables a higher carrier frequency in the PWM technique,
thereby amplifying the voltage and power capacities of the electrical machine.

In the case of high power and voltage requirements, minimizing switching losses
becomes crucial. This is achieved by minimizing the frequency of the carrier wave in
the inverter modulation. However, this strategy amplifies the likelihood of mechanical
resonances in the system caused by the time harmonics generated by the inverter. Hence,
for such applications, the control strategy assumes special significance.

3. New HIPWM–FMTC Strategy Applied to Multilevel Inverters

The HIPWM–FMTC (harmonic injection PWM–frequency-modulated triangular car-
rier) technique generates the output voltage of an inverter by comparing a modulating
wave that injects harmonics with a triangular carrier wave that is frequency-modulated.
The frequency of the carrier waveform is not constant but varies based on a periodic func-
tion, specifically a squared cosine, which is synchronized with the phase of the modulating
waveform. The employed strategy involves increasing the number of switching pulses
when the slope of the modulating waveform is at its maximum or minimum and then grad-
ually reducing it to zero when the slope is at its lowest (near the maximum and minimum
phases). However, the total number of pulses in a complete period is maintained in relation
to any conventional PWM technique. This strategy is commonly referred to in the technical
literature (within the context of three-level inverters) as the HIPWM–FMTC (harmonic
injection PWM–frequency-modulated triangular carrier) technique [31].

A modified version of the HIPWM–FMTC technique has been proposed, which in-
troduces a parameter that interrupts the triangular carrier wave during certain time slots
of the modulating wave. This modification allows for an increase in the instantaneous
switching frequency in some time slots while eliminating switching in others [32]. When
applied to multilevel inverters, this technique is referred to as HIPWM–FMTC truncated or
HIPWM–FMTCt [33]. The effect of overmodulation to improve the HIPWM–FMTC tech-
nique in three-level inverters has also been investigated [34]. The instantaneous pulsation
of the carrier wave, denoted as ωi, becomes a discontinuous function that is synchronized
with the modulating wave ωm. It can be defined as follows:

ωi =
dθ

dt
= AM·ωm

[
cos2ωmt − K

]
(16)

The modulating wave and the instantaneous pulse of the carrier wave, ωi, need to
be synchronized functions, as depicted in Figure 3. The parameter K, which represents
the truncation level, is a real number ranging from 0 to 1, and it is independent of M,
which represents the number of pulses per period. On the other hand, AM is a parameter
that determines the middle of the maximum frequency of the carrier wave. By selecting
appropriate values for AM, K, and the frequency modulation order, M, the instantaneous
maximum frequency can be adjusted. The combination of these parameters (AM and K)
enables the modification of the electrical spectrum without altering the value of M. Thus,
after setting a value for M, each value of K will correspond to a specific value of AM. It
is important to note that when Equation (12) yields negative values, ωi will be nullified
during those intervals.

Note that the frequency modulation order, M, is the mean value of a periodic function
M(t), thus, the instantaneous frequency modulation order, which will be null between
t1 and t2 and between t3 and t4 for each period of the modulating wave to avoid such
switching. During a period of the modulating wave, both M and M will be the same value:

M =
1

Tm

∫ Tm

0
AM

[
cos2(ωmt)− K

]
dt (17)
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where Tm is 2π/ωm. The frequency modulation order, M, must be set to a natural number,
and if the motor is three-phase, it must be set to an odd value that is a multiple of 3.

The primary objective is to ensure that the maximum instantaneous frequency of the
triangular carrier wave aligns with the points where the modulating sine wave exhibits
the steepest slope (0 and π radians). The frequency of the carrier wave gradually de-
creases following a quadratic cosine function around these phases and eventually reaches
zero within a specific time interval determined by the truncation factor, as described by
Equations (12) and (13). In the case of K = 0, the carrier wave frequency theoretically be-
comes zero only at the phase values of the modulating wave: π/2 and 3π/2. In other words,
the instantaneous pulsation of the carrier wave is never eliminated. As K increases from 0
to 1 (excluding 1, which would imply an infinite instantaneous carrier wave frequency),
the proposed technique ensures that the carrier frequency becomes zero for progressively
longer time intervals centered around the T/4 and 3T/4 of the period of the modulating
wave. The frequency of the carrier waveform increases precisely around the 0 and T/2 of the
period of the modulating wave, which correspond to the points of its steepest slopes. This
approach is adopted because the modulating wave undergoes faster slope changes at these
phase values, thereby providing a more accurate representation of the carrier wave’s shape
in the modulated waveform. As shown in Figure 3, K = 0.55 and M = 15 (AM = 111.15125);
for slightly less than half of the period, there will be a modulated triangular carrier, and
during the other, slightly more than half, of the period, switching will be canceled. The max-
imum excursion of the carrier frequency will be AM·ωm·(1 − K) = 50.01806·ωm. Therefore,
t1 is 2.3426 ms, and t2, t3, and t4 will be 7.6574, 12.3426, and 17.6574 ms, respectively. For
other values of K, regardless of the value of M, the times t1 to t4 will change. For example,
for K = 0.5, they will be 2.5, 7.5, 12.5, and 17.5 ms.

 

Figure 3. Simulation of the proposed PWM generation: (a) modulating waveform for f = 50 Hz;
(b) HIPWM–FMTCt carrier (K = 0.55 and AM = 111.15125); (c) phase voltage for an H-bridge;
(d) instantaneous modulation order.

By employing this technique, the maximum frequencies of the carrier will be up to
π times M depending on K, instead of M, as would be the case in a sinusoidal PWM
technique. In Figure 3, the area beneath the curve of the instantaneous modulation order
corresponds to M = 15 and K = 0.55. It is possible to identify the modulating, carrier, and
modulated functions, as well as the function of the instantaneous modulation order. In
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Figure 4a, the combined modulating and carrier functions can be observed as a function of
time. Figure 4a,b illustrate the signals driving the gates of the 2-stage H-bridge transistors
corresponding to one phase of the multilevel inverter shown in Figure 1. The pulse train
that triggers the S1_1 base is generated by comparing the modulating signal with the phase
0◦ harmonic injection with the phase 0◦ carrier. Similarly, the pulse train that triggers the
base of S1_3 is obtained by comparing the modulating signal with the 180◦ phase harmonic
injection with the 0◦ phase carrier. The pulses resulting from the comparison between
the modulator and the 0◦ and 90◦ phase carrier stimulate S1_5. Finally, the 180◦ phase
modulator, as compared to the 90◦ phase carrier, generates the pulses that drive the gate of
S1_7. The timing of these signals is shown in Figure 4c.

Figure 4. (a) Single-phase pulse generation; (b) gate signals for IGBTs; (c) modulator and carrier
waveforms for f = 50 Hz, M = 15 for the proposed technique (K = 0.55 and AM = 111.1513π).
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Table 1 shows how some variables evolve against K when ωm are set to 100π rad/s
while M is fixed at 11 and 15, respectively. The variables presented are t1 (a quarter
of the time that makes possible the per-period switching of the output waveform), AM,
and AM·(1 − K), with the latter being the instantaneous modulation order of maximum
frequency. The maximum carrier frequency is fm multiplied by AM·(1 − K). Figure 5a shows
the simulation of two periods of the three-line voltage of the modulated waves, where
it can be seen how the switching frequency is higher for values close to zero. Moreover,
it decreases until the commutations in the maximum and minimum values disappear.
Figure 5b illustrates how the amplitude of the 17th harmonic, as a percentage of the
fundamental, changes with respect to the K-value. This is true for the fundamental term as
well as for the rest of the harmonics.
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Figure 5. (a) Modulated line voltage waveforms with HIPWM–FMTCt strategy (K = 0.55, f = 50 Hz,
and M = 15); (b) amplitude for the 17th harmonic with respect to the K-value.
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Table 1. AM, t1, and AM·(1 − K) for different values of K with M = 11 and M = 15.

K AM (M = 11) AM (M = 15) t1 (ms) AM·(1 − K)M = 15

0.2 32.4700 44.27732 3.5242 35.4218

0.3 40.4314 55.13370 3.1550 38.5935

0.4 51.8016 70.63850 2.8207 42.3831

0.45 59.4751 81.10240 2.6599 44.6063

0.5 22π 30π 2.5000 47.1239

0.55 81.5109 111.1513 2.3426 50.0181

0.6 97.9098 133.5134 2.1835 53.4054

0.7 152.6484 208.1569 1.8480 62.4471

0.8 283.9854 387.2528 1.5153 77.4506

4. Results

An AEGTM 380/220 V, 1000 W, and 4-pole asynchronous motor with s1 = 36 slots in
the stator and s2 = 26 slots in the rotor was used to measure vibrations in the laboratory.
The multilevel inverter was built on the basis of GUASCH S.A.TM modules, which have
GPT-IGBT transistors. The GUASCH S.A.TM GPT-IGBT module was used to implement
the multilevel inverter. It offers a power stack of insulated gate bipolar transistors (IGBTs)
for motor control. The power system consists of three-phase bridge rectifiers, capacitor
banks, IGBTs with forced-air-cooled heat sinks, opto-coupled drivers, output phase current
sensors, DC-link current, and a voltage sensor. The maximum voltage that the DC-link can
withstand must not exceed 750 V, and the maximum RMS current in each phase is 32 A.

The hardware system for generating control signals for each of the H inverters that make
up the multilevel inverter is based on the NI9154 card from National InstrumentsTM, on which
a LabviewTM platform has been developed for generating the PWM techniques that control the
different H-bridges of the multilevel inverter. A Chauvin ArnouxTM C.A. 8336 was used to
measure the output current harmonics of the multilevel inverter. To measure the vibrations
of the machine, a sensor PCBTM Piezotronics Accelerometer model number 333B50 was
connected to a METRAVIT Symphonie model 01 dB sound-level meter. Figure 6a illustrates
the multilevel power inverter and the NI9155 control equipment, and Figure 6b illustrates
the sensor on the AEGTM asynchronous motor.

  
(a) (b) 

Figure 6. Implementation: (a) multilevel inverter, NI9154 network analyzer, National InstrumentsTM

NI9154 board with LabviewTM system for control of the multilevel inverter bridges; (b) motor with
PCBTM Piezoelectric Accelerometer model 333B550 and vibration analyzer.
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Figures 7–10 illustrate the waveforms and amplitudes of the current spectra (%) of the
different PWM techniques, SPWM-I, SPWM-II, and SPWM-III, and the HIPWM–FMTCt
technique with K = 0.55 presented in this paper.

The SPWM-I technique corresponds to PWM with an amplitude-shifted triangular
carrier wave. This is, perhaps, the most common technique in the technical literature on
multilevel inverters. Figure 7a shows the output waveform of the multilevel inverter, and
Figure 7b shows the harmonics electrical spectrum of the output current of this waveform.
The fundamental harmonic, in terms of the percentage of output voltage, is maintained at
220 V RMS.

(a) 

(b) 

Amplitude of current harmonics (%)

Figure 7. (a) Line voltage output (220 V RMS) with SPWM-I strategy; (b) amplitude of current
harmonics (%): V = 220 V RMS of the fundamental term.
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The following SPWM-II technique corresponds to a phased-shift for the triangular
wave carriers and a sine modulator wave. As in the previous technique, Figure 6a,b
correspond to the inverter output voltage waveform and the harmonics electrical spectrum
in percentage terms of the current, respectively. The output voltage is maintained at
220 V RMS.

 
(a) 

(b) 

Amplitude of current harmonics (%)

Figure 8. (a) Line voltage (220 V RMS) of the multilevel inverter with SPWM-II strategy; (b) amplitude
of current harmonics (%): V = 220 V RMS of the fundamental term.

The SPWM-III technique uses a triangular carrier, and harmonics are injected into
the modulating waveform. Figure 9a shows the modulated waveforms for the line signal
of the multilevel inverter with SPWM-III, and Figure 9b shows the electrical spectrum
of the output current (%) of the SPWM-III multilevel inverter (V = 220 V RMS of the
fundamental term).
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(a) 

(b) 

Amplitude of current harmonics  (%)

Figure 9. (a) Line voltage output of the multilevel inverter with SPWM-III technique; (b) percentage
amplitude of current harmonics (V = 220 V RMS of the fundamental term).

The proposed technique is HIPWM–FMTCt, which has the characteristic of modulating
and truncating the frequency of the carrier wave. Figure 10a,b show the output of the
inverter voltage and the percentage electrical spectrum of the output current, as in the
previous techniques. The same value of the base term is maintained, as in the previous
techniques, at 220 V RMS. For these graphs, a value for K = 0, 55 has been chosen as this is
the best value of K for reducing vibrations within the field of the measurements made.
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(a) 

(b) 

Amplitude of current harmonics K = 0.55 (%)

Figure 10. (a) Line voltage output of the multilevel inverter with technique HIPWM–FMTCt,
with K = 0.55 and M = 15; (b) percentage amplitude of current harmonics (V = 220 V RMS of
the fundamental term).

By means of the hammer test, it was possible to identify the most significant res-
onance frequencies of the machine. The vibration graph shows that, after the test, the
resonance frequencies coincided with the calculations made using Equations (1)–(10) with
the construction parameters of the machine, which are as follow: modulus of elasticity,
Ec: 200 × 109 Pa; density, ρ : 7700·9.8 N/kg; Dc: 0.176 m; stator slots, s1: 36; tooth height,
ht: 0.008 m; stator thickness, hc: 0.01 m; tooth width, ct: 0.0087 m; stator length, Li: 0.25;
and stator diameter, Dc: 0.186 m.

As can be clearly seen in Table 2 (calculated values) and Figure 11 (hammer test results),
there are resonance frequencies measured at 1600 Hz, which correspond to the calculated
1571 Hz, as well as to the calculated frequency of 2921 Hz (see Table 2), which practically
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coincide with the experimental result. The calculated housing resonance frequencies
exceeded 10 kHz, outside the measurement range, and have therefore not been provided.

Table 2. Radial frequencies calculated for the induction motor.

m Frequency (Hz) Frequency (Hz) Frequency (Hz)

1
0.45 × 102 0.229 × 103 0.547 × 103

0.995 × 103 0.1571 × 104 0.2921 × 104

0.6533 × 104 0.8519 × 104 0.4619 × 104

0 2.9206 × 103

 

Figure 11. Natural frequency testing with an impact hammer acceleration (m/s2) versus frequency
with two natural frequencies detected.

The vibration results as a function of the frequency of the mains-fed motor and the
multilevel inverter are shown below for the SPWM-I, SPWM-II, SPWM-III, and HIPWM–
FMTCt techniques. This last technique will only be presented for K = 0.55, for which
the vibration level RMS is lowest. The RMS power supply value for all techniques was
220 V RMS. The average frequency of the carrier signals was 750 Hz.

Figure 12 shows the vibrations due to spatial harmonics (tooth harmonics), which
are the most significant, as mentioned in Section 2, and which are clearly distinguishable
with the sinusoidal power supply. The frequency of the spatial harmonic will be ν ± 1,
as Equation (11) shows. With the motor used, the harmonic frequencies of the vibrations
produced by these tooth harmonics appear above the values of 18 ± 1 (17,19) and 36 ± 1
(35,37), with p = 2 and s1 = 36. These vibrations will appear in all of the graphs since they
are a consequence of the constructive characteristics of the machine. For the 50 Hz power
supply, vibrations are identified for 900 Hz and 1800 Hz.
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Figure 12. Tooth harmonics on a spectral vibration diagram—dB/Hz—when the motor is supplied
by the three-phase network. (Lin*: measured on a linear scale without weighting adjustment A).

Figure 13 shows the results of the SPWM-I strategy, with M = 15. In addition to the
vibrations caused by using a sinusoidal power supply, time harmonics also can be identi-
fied. One can observe electrical harmonics 19 (1·750 + 2·50 Hz), 37(2·750 + 7·50 Hz), and
31 (1550 Hz), which activate the natural resonance of 1500 Hz. These electrical harmonics
generate vibrational frequencies of 1000 Hz, 1500 Hz, and 1800 Hz, respectively, if the most
significant ones are indicated.

 

Figure 13. Mechanical resonances (1500 and 3000 Hz), tooth (900 and 1800 Hz) and electrical harmon-
ics on a spectral vibration diagram—dB/Hz—when the motor is supplied from the multilevel inverter
with the SPWM-I technique. (Lin*: measured on a linear scale without weighting adjustment A).

Figure 14 shows the results of the SPWM-II strategy, with M = 15. In addition to the
vibrations caused by space harmonics, time harmonics also appeared. It can be observed
that electrical harmonics 11, 17, 23, and 29 activate the natural resonance of 1500 Hz.
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These electrical harmonics generate vibrational frequencies of 600 Hz, 900 (this harmonic
coincides with one of harmonic of tooth), 1500 Hz, and 1900 (second-order tooth harmonic).

 

Figure 14. Mechanical resonances (1500 and 3000 Hz), tooth (900 and 1800 Hz) and electrical harmonics
(900 Hz) on a spectral vibration diagram—dB/Hz—when the motor is supplied from a multilevel inverter
with the SPWM-II technique. (Lin*: measured on a linear scale without weighting adjustment A).

In Figure 15, we find a vibration spectrum as a function of frequency in the results
for the SPWM-III technique that is very similar to the previous one. In addition to the
vibrations caused by space harmonics, time harmonics also appeared. It can be observed
that electrical harmonics 11, 17, 23, and 29 activate the natural resonance of 1500 Hz.
These electrical harmonics generate vibrational frequencies of 600 Hz, 900 (this harmonic
coincides with one of harmonic of tooth), 1500 Hz and 1900 (second tooth harmonic).

 

Figure 15. Mechanical resonances (1500 and 3000 Hz), tooth (900 and 1800 Hz) and electrical
harmonics (600 and 900 Hz, mainly) on a spectral vibration diagram—dB/Hz—when the motor is
supplied from a multilevel inverter with the SPWM-III technique. (Lin*: measured on a linear scale
without weighting adjustment A).
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Finally, Figure 16 depicts the results of the proposed HIPWM–FMTCt technique, with
K = 0.55 and M = 15. It can be seen that vibrations similar to the three previous ones appear,
but the vibration is lower, and the natural resonance frequencies of 1500 Hz and 3000 Hz
have not been activated due to the adjustment made to parameter K.

 

Figure 16. Tooth harmonics (900 and 1800 Hz) and electrical harmonics (600 and 900 Hz, mainly)
on a spectral vibration diagram—dB/Hz—when the motor is supplied from a multilevel inverter
with the SPWM-III technique with K = 0.55. (Lin*: measured on a linear scale without weighting
adjustment A).

Table 3 shows a summary of the most important results obtained in the laboratory
setup. The third column shows the linear value of the accelerometer measurement in dB
using 1 × 10−6 m/s2 as a reference. With the proposed technique and a truncation factor
of 0.55, 1 dB less is measured than with the lowest value of the SPWM techniques used
for comparison. The RMS line voltage setting at its fundamental term for all of them was
220 V. For that line voltage, the fourth column shows the measured percentage level for the
voltage THD. It can be seen that the best value has been obtained by setting the truncation
level K to a value of 0.45. Finally, the last column shows how the RMS voltage level at the
inverter output can be adjusted by taking the DC-Link voltage at 75 V as a reference.

Table 3. Experimental Results for M = 15 and M = 15.

Type of PWM/Power Supply Level of Truncation
Level of Vibrations dB

220 V RMS Fund.
Term

THD Voltage (%)
220 V RMS Fund.

Term

VRMS(V)
DC-Link

75 V

Power supply 60.5

SPWM-I 69.0 15.0 187

SPWM-II 62.2 4.52 190

SPWM-III 62.8 5.73 226
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Table 3. Cont.

Type of PWM/Power Supply Level of Truncation
Level of Vibrations dB

220 V RMS Fund.
Term

THD Voltage (%)
220 V RMS Fund.

Term

VRMS(V)
DC-Link

75 V

HIPWM–FMTCt

K = 0.30 63.1 8.58 220

K = 0.40 62.9 7.05 223

K = 0.45 62.8 4.01 226

K = 0.50 62.6 4.25 231

K = 0.55 61.2 4.51 229

K = 0.60 62.3 5.03 228

K = 0.65 62.7 5.24 230

K = 0.70 63.0 5.52 230

K = 0.75 63.2 6.87 231

K = 0.80 63.8 7.39 231

5. Conclusions

The vibrations produced by an induction machine depend on, among other parameters,
the constructive alignments, the electrical harmonics of the power supply, and the degree of
saturation of the hysteresis cycle of its magnetic circuit. The use of power inverters to drive
them increases the level of vibrations due to the electrical harmonics produced. Among the
various sources of vibration production, particularly important are those produced at the
natural resonance frequencies of the mechanical structure, which can shorten its useful life.
In the present work, a theoretical–practical study of the resonance frequencies of an engine
has been described. It has been demonstrated that, by adjusting the control variable of a
discontinuous modulation technique, it is possible to avoid the activation of these resonance
frequencies, as well as to reduce the vibration level measured with respect to other known
techniques (maintaining the frequency modulation order for all the techniques tested). The
maximum switching frequencies of the carrier wave for the described technique have also
been calculated for two different frequency modulation orders—M = 15 and M = 11—and
the results obtained with M = 15 are presented. Measurements were carried out to evaluate
both the electrical and vibration results. The main objective of this study was to select
values of K that minimize the magnetic harmonic field (MMF) in the air gap, thus reducing
the vibrations caused by the motor. If the objective is to reduce the total harmonic distortion
(THD) or to increase the root-mean-square (RMS) value of the output voltage, which for
the same transferred power will result in a lower current, the most appropriate K value
can also be determined. With a K value of 0.55, vibrations are minimized. When K is set
to 0.5, there is an improvement in THD, while higher K values cause an increase in RMS
values at the inverter output. Within a K range of 0.5 to 0.6, lower vibrations were observed
than were with other modulation techniques described in the technical literature. The
proposed technique effectively reduces vibrations by not activating mechanical resonances
and spatial harmonics with a high winding factor.
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Abstract: An intelligent servo drive system for a permanent magnet-assisted synchronous reluctance
motor (PMASynRM) that can adapt to the control requirements considering the motor’s nonlinear and
time-varying natures is developed in this study. A recurrent wavelet fuzzy neural network (RWFNN)
with intelligent backstepping control is proposed to achieve this. In this study, first, a maximum
torque per ampere (MTPA) controlled PMASynRM servo drive is introduced. A lookup table (LUT)
is created, which is based on finite element analysis (FEA) results by using ANSYS Maxwell-2D
dynamic model to determine the current angle command of the MTPA. Next, a backstepping control
(BSC) system is created to accurately follow the desired position in the PMASynRM servo drive
system while maintaining robust control characteristics. However, designing an efficient BSC for
practical applications becomes challenging due to the lack of prior uncertainty information. To
overcome this challenge, this study introduces an RWFNN as an approximation for the BSC, aiming
to alleviate the limitations of the traditional BSC approach. An enhanced adaptive compensator is
also incorporated into the RWFNN to handle potential approximation errors effectively. In addition,
to ensure the stability of the RWFNN, the Lyapunov stability method is employed to develop online
learning algorithms for the RWFNN and to guarantee its asymptotic stability. The proposed intelligent
backstepping control with recurrent wavelet fuzzy neural network (IBSCRWFNN) demonstrates
remarkable effectiveness and robustness in controlling the PMASynRM servo drive, as evidenced by
the experimental results.

Keywords: permanent magnet-assisted synchronous reluctance motor (PMASynRM); maximum
torque per ampere (MTPA); finite element analysis (FEA); backstepping control (BSC); recurrent
wavelet fuzzy neural network (RWFNN); intelligent backstepping control recurrent wavelet fuzzy
neural network (IBSCRWFNN)

1. Introduction

The permanent magnet synchronous motor (PMSM) is an electric motor type that
has found extensive applications in diverse fields, including electric vehicles, industrial
automation, robotics, and aerospace plane [1,2]. Compared to conventional induction
motors, PMSM exhibits high efficiency exceeding 90%, resulting in substantial energy
savings. It also possesses a high magnetic field strength and low internal resistance,
enabling PMSM to achieve a higher power density and greater output power within a
relatively smaller volume. Moreover, PMSM offers excellent torque-speed performance
and sensitive current control ability, making it ideal for precision applications such as
automatic control systems [3–5]. Despite its advantages, rare-earth elements such as NdFeB
can be costly and raise concerns regarding the supply chain monopoly and trade wars.
Additionally, high-performance applications using PMSM face challenges such as operating
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at the region of flux-weakening control with large direct-axis current and the potential for
uncontrolled generator mode due to the flux linkages generated by permanent magnets
(PM). These drawbacks limit the potential benefits of PMSM and should be taken into
account when considering their use in specific applications. Hence, there is a need to
decrease the utilization of rare-earth PMs.

Due to their rapid dynamic response, wide speed range, affordability, and high effi-
ciency, the synchronous reluctance motor (SynRM) has gained significant popularity and is
now utilized in numerous applications. Unlike induction motors and PMSM, SynRM offers
inherent advantages by eliminating the need for permanent magnetic materials, cages, and
excitation windings. This not only enhances its robustness but also reduces its overall cost,
making it an attractive alternative [6–9]. However, SynRM has limited overload capability
compared to other types of motors, meaning that it may not be suitable for applications
that require high levels of torque for short periods of time. Based on the aforementioned
reasons, a relatively new machine, known as the permanent magnet-assisted synchronous
reluctance motor (PMASynRM), has been developed to address the challenges associated
with the scarcity of rare-earth PMs. One approach to mitigating these difficulties involves
reducing the amount of rare-earth PMs used in the rotor or replacing them with ferrite
magnets [10–13]. Maximum torque per ampere (MTPA) has been widely utilized as a con-
trol strategy in PMSMs and SynRMs control to maximize output torque [14–19]. In [17,18],
the MTPA control strategy has been implemented in the control of IPMSMs and SynRMs
to determine the ideal current angle for maximizing the output torque based on a given
stator current. Moreover, in [19], an MTPA control with nonlinear simultaneous equations
was derived from the Lagrange multiplier method, which could be solved by numerical
algorithms. The MTPA control technology enables the production of equivalent torque
with minimal current. It achieves this by identifying the ideal current angle that maximizes
output torque at a given stator current while also minimizing copper loss during the pro-
cess. However, PMASynRM has inherent drawbacks, such as nonlinear and time-varying
control characteristics, which make achieving high-performance servo applications and the
traditional MTPA quite challenging [20].

The backstepping control (BSC), despite its advantages in providing a recursive and
systematic design methodology for nonlinear feedback control, may encounter undesired
chattering phenomena due to the presence of a sign function. Several approaches, such
as adaptive control [21] and intelligent control [22], have been proposed for integration
with BSC to overcome this issue and enhance control performance. In [21], a PMSM drive
system was targeted, and an adaptive backstepping (ABS) control approach was introduced
as a solution. The purpose of this method is to achieve precise tracking responses by
utilizing the robustness properties of the ABS control. In [22], to overcome the limitations
posed by the nonlinear and time-varying control natures of a SynRM, a robust position
controller was devised for a SynRM servo drive system. This was achieved through the
introduction of an intelligent BSC approach, employing a recurrent feature selection fuzzy
neural network. In addition, to improve control performance and facilitate model-free
controller design, intelligent control methods, including fuzzy mechanisms, NNs, and
FNNs, have been widely used as universal approximators in various studies. Among
these, the FNN has been particularly popular due to its combined advantages of neural
networks and fuzzy logic and has been applied in various fields, such as photovoltaic
systems, robotics, and motor control [23–25]. In fact, the FNN’s robustness and convenience
have garnered attention for controlling permanent magnet linear synchronous motors [25].
Moreover, the recurrent neural network (RNN) is capable of mapping and storing temporal
information dynamically [26,27], utilizing time delays from earlier states, and approximate
information can be obtained from internal feedback states. This makes RFNN a better
option for dynamic performance than the pure feedforward FNN. Furthermore, the wavelet
transform is an influential and effective technique used for the analysis of intricate time-
varying signals. It offers numerous advantages and capabilities, making it a valuable tool
in signal processing [28], and has been extensively studied for its applications that combine
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the learning capabilities of artificial neural network (ANN) and wavelet decomposition.
Recently, researchers have proposed integrating wavelet functions into FNNs to create the
wavelet fuzzy neural network (WFNN) with the goal of improving adaptive and learning
capabilities for complex engineering problems [29]. By analyzing non-stationary signals to
identify local details, reducing data complexity and handling uncertainty through fuzzy
logic, and leveraging NNs’ self-learning characteristics to improve model accuracy, the
WFNN is capable of describing nonlinear systems with uncertainties and possesses a fast
learning capability. Additionally, this study proposes an intelligent control system using
the capabilities of FNN, RNN, and WNN, where an online trained recurrent wavelet fuzzy
neural network (RWFNN) [30] is utilized to enhance control performance.

High-performance applications of PMASynRM are limited due to nonlinear and
time-varying control features. Therefore, the purpose of this article is to develop a high-
performance PMASynRM servo drive that simultaneously achieves robust position control
and high energy efficiency by using intelligent backstepping control recurrent wavelet
fuzzy neural network (IBSCRWFNN) control with MTPA. To address the issue of MTPA,
a Maxwell 2D simulation tool is employed in the design process of the PMASynRM.
Then, the optimal current angle command for MTPA control is subsequently analyzed
using finite element analysis (FEA), and apply the result by a lookup table (LUT) method
to ensure proper functionality. Moreover, the PMASynRM servo drive is controlled by
using the BSC to solve the presence of unavoidable uncertain system dynamics in the
PMASynRM servo drive system. However, the bound of lumped uncertainty in the BSC
is difficult to determine in real-life situations. To overcome this issue, the suggested
method involves approximating the BSC using the RWFNN. Furthermore, this research
incorporates an adaptive compensator to account for potential deviations resulting from the
approximation of the RWFNN. In addition, the utilization of the Lyapunov stability method
to generate online learning algorithms [22] for the IBSCRWFNN is proposed, ensuring
robust performance in position control. The rest of this study is organized as follows: in
Section 2, the focus will be on describing the modeling of the position servo drive system for
PMASynRM with MTPA control based on the results of FEA. In Section 3, the PMASynRM
servo drive is controlled by using the BSC to solve the presence of unavoidable uncertainties.
To overcome the difficulty of the BSC, the RWFNN is discussed in Section 4. In Section 5,
the Lyapunov stability method is proposed to generate online learning algorithms for the
IBSCRWFNN. Section 6 will present the experimental results of the PI control, BSC, and
the proposed IBSCRWFNN control. Finally, the research findings are thoroughly discussed
in Section 7, presenting the conclusive remarks.

2. Modeling of PMASynRM Position Servo Drive System

2.1. Modeling of PMASynRM Servo Drive System

The stator voltage equations of PMASynRM in the d-q reference frame can be formu-
lated as follows:

vd = Rsid +
d
dt

λd − ωeλq (1)

vq = Rsiq +
d
dt

λq + ωeλd (2)

where Rs is the stator resistance; vd and vq are the d-axis and q-axis voltage; id and iq are
the d-axis and q-axis stator currents; λd and λq are the d-axis and q-axis flux linkages; ωe
is the rotor electrical angular velocity. Furthermore, the flux linkage equations in the d-q
reference frame are represented in the following:

λq = Lqiq (3)

λd = Ldid + λm (4)
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The equations above denote the d-axis and q-axis inductances as Ld and Lq, respec-
tively, and λm as rotor PM flux. Neglecting magnetic saturation, the resulting electro-
magnetic torque in the d-q reference frame of PMASynRM can be represented by the
following equation:

Te =
3
2

P
2
[λmiq + (Ld − Lq)iqid] (5)

where P is the pole number. Both PMASynRM and PMSM have electromagnetic torque
consisting of reluctance torque and PM torque. However, in the case of PMASynRM, the
reluctance torque plays the main driving role owing to the substantial disparity between the
inductance values of the d-axis and q-axis inductances. The expression for the mechanical
dynamic equation of the PMASynRM is as follows:

Te = J
dωr

dt
+ Bωr + TL (6)

J represents the inertia coefficient; B represents the damping coefficient; ωr is the speed
response; TL represents the external load and friction torque.

2.2. PMASynRM Position Servo Drive System

The PMASynRM utilized in this study is a 4-pole, 36-slot motor with a power rating
of 4.5 kW, voltage rating of 214 V, current rating of 9.4 A, a rated speed of 1500 rpm, and a
maximum torque of 25 Nm. The mechanical designed parameters for the PMASynRM and
the specifications of the servo drive system are outlined in detail in Tables 1 and 2.

Table 1. Mechanical designed parameters of PMASynRM.

Parameters Values

Pole number 4 pole
Slot number 36 slot

Air gap length 0.3 mm
Rotor inner diameter 31 mm
Rotor outer diameter 94.4 mm
Stator inner diameter 95 mm
Stator outer diameter 160 mm

Stack length 150 mm

Table 2. Specifications of PMASynRM servo drive.

Parameters Values

Power rating 4.5 kW
Phase voltage rating 214 V
Phase current rating 9.4 Arms (delta)

Speed rating 1500 rpm
Torque rating 25 Nm

d-axis inductance 19.6 mH
q-axis inductance 84.3 mH
Stator resistance 1.01 Ω
Inertia coefficient 0.0069 Nm/(rad/s2)

Damping coefficient 0.0013 Nm/(rad/s)
Magnetic flux 0.0854 Wb

DC-link 540 V
Sampling time of current/speed and position loop 0.1 ms/1 ms

Switching frequency 20 kHz
Encoder 2500 counts/turn
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A typical PMASynRM position servo drive with coordinate transformation includes
proportional position control, PI speed control, LUT for current angle, and PI current
controllers, as illustrated in Figure 1. θ∗r is the position command; θr is the position
response; θe is the rotor electrical position; ω∗

r is the speed command. The d-q axis current
commands are represented by i∗d and i∗q respectively. The three-phase currents are denoted
by ia, ib, and ic. Similarly, the d-q axis voltage commands are represented by v∗d and v∗q
respectively. By utilizing Hall current sensors with a transformation ratio of 1 V/6.67 A
with an analog-to-digital converter (ADC), it is very effective to measure the three-phase
currents. By implementing the space vector pulse width modulation (SVPWM) technique,
control of the voltage source inverter (VSI) can be achieved. The VSI operates at a switching
frequency of 20 kHz. Moreover, the VSI employs a silicon carbide (SiC) power MOSFET,
which has a voltage rating of 900 V and a current rating of 36 A. Furthermore, using a
load driver in torque control mode to control an industrial PMSM as the load for the
PMASynRM, the performance of the position servo drive system for the PMASynRM is
evaluated. In addition, a torque meter is connected to measure the torque output. The QEP
interface is used to connect the encoder to the DSP, as illustrated in Figure 1.

Figure 1. PI Controlled PMASynRM position servo drive.

2.3. Speed and Position Controllers Design

The speed and position controllers discussed in this article utilize PI controllers. These
controllers are designed based on the controlled plants’ small signal models. The speed
controller depicted in Figure 2, where s is the Laplace operator, assumes ideal conditions
where TL = 0 and sets i∗d = −5A. By referring to Equations (7) and (8), as well as Table 2,
the torque constant can be deduced as Kt = 1.2267.

Te = Kti∗q (7)

Kt =
3
2

P
2
[λm + (Ld − Lq)i∗d ] (8)

Moreover, the bode diagrams of the speed-controlled plant and the loop gain are
shown in Figure 3. The design requirements for the speed controller include a desired
bandwidth (BW) f = 20 Hz and phase margin (PM) φm = 70◦. The graphical representation
in Figure 3 reveals that the controlled plant necessitates compensation of −3.01 dB and
−20.1◦. The obtained result of the PI speed controller is

KP +
KI
s

= 0.664 +
30.5385

s
(9)
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where KP is a proportional gain; KI is an integral gain; s is the Laplace operator. Further-
more, the position controller depicted in Figure 4 utilizes a proportional controller KPP. In
addition, the bode diagrams of the position-controlled plant and the loop gain are shown
in Figure 5. The design requirements for the speed controller include a desired bandwidth
(BW) f = 2 Hz and phase margin (PM) φm = 70◦. The graphical representation in Figure 5
reveals that the controlled plant necessitates compensation of 21.8 dB and −19.5◦. Since the
position controller consists of a single constant term, it can only compensate for the gain
through a proportional gain KPP as follows:

KPP= 12.3 (10)

Figure 2. PI speed controller.

Figure 3. Bode diagrams of speed controller. (a) Magnitude; (b) Phase.

Figure 4. Proportional position controller.
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Figure 5. Bode diagrams of position controller. (a) Magnitude; (b) Phase.

3. BSC System

To rewrite the ideal dynamic equation using Equations (5) and (6), it can be expressed
as follows:

.
ωr = −B

J
ωr +

3P
[
λm +

(
Ld − Lq

)
i∗d
]

4J
i∗q −

TL

J
= Amωr + Bmi∗q + CmTL (11)

where Am = − B
J
; Bm =

3P[λm+(Ld−Lq)i∗d ]
4J

; Cm = − 1
J
; The symbol “¯” represents the

nominal value. Considering the presence of uncertainties necessitates a rewrite of the
dynamic Equation (11) as follows:

.
ωr = (Am + ΔAm)ωr + (Bm + ΔBm)U + (Cm + ΔCm)TL = Amωr + BmU + F (12)

where U = i∗q is the torque current command, the time-varying parameter variations are
indicated by ΔAm, ΔBm, and ΔCm. Moreover, F represents the lumped uncertainty, which
is defined as follows:

F = ΔAmωr + ΔBmU + (Cm + ΔCm)TL, |F| ≤ Fb (13)

and Fb is defined as lumped uncertainty bound. Furthermore, the following definitions are
used for the error in position tracking and its derivative:

e1 = θ∗r (t)− θr(t) (14)

.
e1 =

.
θ
∗
r (t)−

.
θr(t) (15)

The term
.
θ
∗
r (t) = ω∗

r (t) can be regarded as a virtual control input, and the following
stabilizing function λ1 is defined:

λ1 = −c1e1 − ω∗
r (t) (16)

The constant c1 is a positive value, and the first Lyapunov function is selected as

V1 =
1
2

e2
1 > 0 (17)

The function V1 is positive definite. In addition, the definition of the virtual control
error is as follows:

e2 = ωr(t) + λ1 = ωr(t)− c1e1 − ω∗
r (t) (18)

Obtaining the derivative of V1 can be performed as follows:

.
V1 = e1

.
e1 = e1(−e2 − c1e1) = −e1e2 − c1e2

1 (19)
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Assuming that e2 = 0 is satisfied, then the derivative of V1 will be negative. Addition-
ally, the derivative of e2 can be obtained as

.
e2 =

.
ωr(t) +

.
λ1 =

.
ωr(t)− c1

.
e1 − .

ω
∗
r (t) (20)

The replacement of Equation (12) with Equation (20) yields the following equation:

.
e2 = Amωr(t) + BmU + F − c1

.
e1 − .

ω
∗
r (t) (21)

Then, the selection of the second Lyapunov function is performed as follows:

V2 =
1
2

e2
1 +

1
2

e2
2 = V1 +

1
2

e2
2 > 0 (22)

where V2 is a positive-definite function. The derivative of V2 can be obtained by

.
V2 =

.
V1 + e2

.
e2 = −e1e2 − c1e1

2 + e2
.
e2 = −c1e1

2 + e2
(−e1 +

.
e2
)

= −c1e1
2 + e2

(
Am

.
θr(t) + BmU + F − c1

.
e1 − .

ω
∗
r (t)− e1

) (23)

To ensure system stability based on Lyapunov’s condition,
.

V2 must be negative
semidefinite. Consequently, utilizing Equation (23), a BSC control law is proposed as
follows [22]:

UBSC = Bm
−1[−Am

.
θr(t) + c1

.
e1 +

.
ω
∗
r (t) + e1 − c2e2 − Fbsgn(e2)] (24)

where c2 is a positive constant; sgn(·) is a sign function. The dynamic Equation (12) of the
PMASynRM position servo drive system indicates that the implementation of the BSC law,
as outlined in Equation (24), ensures system stability. By substituting Equation (24) into
Equation (23), we can derive the resulting equation as follows:

.
V2 = −c1e2

1 + e2[−c2e2 − Fbsgn(e2) + F]
= −c1e2

1 − c2e2
2 − |e2|Fb + e2F

≤ −c1e2
1 − c2e2

2 − |e2|Fb + |e2||F|
≤ −c1e2

1 − c2e2
2 − |e2|(Fb − |F|)

≤ −c1e2
1 − c2e2

2 ≤ 0.

(25)

Thus, parametric uncertainty and external torque disturbance do not affect the stability
of the BSC system. Figure 6 illustrates the control system’s capability to maintain stability
even in the presence of disturbances. However, it is worth noting that the use of a sign
function can lead to chattering phenomena. A boundary layer approach can be employed
to mitigate this issue by substituting the sign function with a saturation function. This
substitution helps reduce the occurrence of chattering phenomena.

sat(e2) =

⎧⎨⎩
1 e2 > φ
e2
φ , −φ ≤ e2 ≤ φ

−1 e2 < −φ

(26)

The saturation function is denoted as sat; the boundary layer is set as φ > 0. Thus, the
BSC control law (24) is modified as follows:

UBSC = Bm
−1[−Am

.
θr(t) + c1

.
e1 +

.
ω
∗
r (t) + e1 − c2e2 − Fbsat(e2)] (27)
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Figure 6. Control block diagram of BSC controlled PMASynRM position servo drive.

4. IBSCRWFNN System

The BSC system can ensure system stability when |F| ≤ Fb. However, the lumped
uncertainty is unknown in the real world, making it challenging to determine the upper
bound Fb. Moreover, asymptotic stability is a crucial requirement for position servo drives.
In order to overcome the limitations associated with the BSC law described in Equation (27),
an RWFNN controller [30] is proposed. The primary objective of designing the RWFNN
controller is to achieve improved performance by providing an effective approximation of
the BSC law. The control block diagram of the IBSCRWFNN system is shown in Figure 7.
The control law for the IBSCRWFNN system is designed as follows to achieve asymptotic
stability in position servo drives.

U = ÛRWFNN + Ûc (28)

Figure 7. IBSCRWFNN controlled PMASynRM position servo drive.

The RWFNN controller, represented by ÛRWFNN , plays a crucial role in learning
the BSC law to handle unknown system dynamics. Simultaneously, the compensator,
denoted as Ûc, is specifically designed to minimize the approximated error introduced
by the RWFNN controller. This combination of ÛRWFNN and Ûc effectively addresses the
unknown system dynamics and improves the overall performance of the control system.

Furthermore, the network structure is represented in Figure 8.
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Figure 8. Network structure of RWFNN.

Figure 9 illustrates the flowchart outlining the proposed RWFNN controller. The
detailed description of the operational mechanisms in the proposed RWFNN is as follows:

1. Measuring:

Utilizing the eQEP module in the DSP, the position response is measured with the
assistance of an incremental encoder that has a resolution of 2500 counts/rev. Then,
the RWFNN controller receives and utilizes e1 = θ∗r (t) − θr(t) and e2 = ωr(t) + λ1 for
generating control signals.

2. RWFNN Input Layer:

Two input signals are fed into this layer of the proposed RWFNN controller: the
tracking error of the rotor position x1

1 = e1 and the virtual control error x1
2 = e2. To describe

the input and output of each node i in this layer, the following expression is used:

net1
i (N) = x1

i (N) (29)

y1
i (N) = f 1

i

(
net1

i

(
N)) = net1

i (N), i= 1, 2 (30)

The network inputs are represented by net1
i (N), where the superscript and subscript

correspond to the layer and node numbers, respectively. N denotes the sampling iteration
number, while y1

i (N) is the output of node ith. The unity function is denoted as f 1
i (·).

3. RWFNN Membership Layer:

Layer 2 takes the outputs of layer 1 as its inputs. Additionally, the membership func-
tion utilized in this layer is the Gaussian function. The following elucidate the correlation
between the input and output of each node in a comprehensive manner:

net2
j (N) = −

(
x2

i (N)− m2
j

)2

(
σ2

j

)2 (31)
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y2
j (N) = f 2

j

(
net2

j (N)
)
= exp(net2

j (N)
)

, j = 1, 2, . . . , 6 (32)

The input is denoted by x2
i (N) = y1

i (N); the mean and standard deviation of the
Gaussian function for node jth are represented by m2

j and σ2
j respectively; the output of

node jth is denoted by y2
j (N); f 2

j (·) is an exponential function.

4. RWFNN Wavelet Layer:

The propagation of signals in the wavelet layer is illustrated below:

φ3
ik(x) =

1√∣∣σ3
ik

∣∣
[

1 − (x1
i (N)− m3

ik)
2

(σ3
ik)

2

]
× exp

[
(x1

i (N)− m3
ik)

2

(σ3
ik)

2

]
, k = 1, 2, . . . , 9 (33)

ψ3
k(N) = ∑ w3

ikφ3
ik(x) (34)

The input to node ith from layer 1, directed towards the wavelet function of node kth,
is represented as φ3

ik, and the connective weight as w3
ik. In the wavelet layer, the output

of node kth is represented by ψ3
k . The dilation and translation variables of the wavelet

function are expressed as m3
ik and σ3

ik, respectively.

5. RWFNN Rule and Recurrent Layer:

The layer comprises a rule layer and a recurrent layer. Each node l, denoted as
∏, performs a multiplication operation on the input signals and outputs their product.
Additionally, the nodes in the rule and recurrent layer employ a multiplication operation on
the output signals derived from the membership layer, wavelet layer, and recurrent layer.
This dynamic mapping process enhances the overall mapping capability of the system. The
nodes are summarized as follows:

y4
jl(N) = ∏ w4

jly
2
j , l = 1, 2, . . . , 9 (35)

net4
l (N) = y4

jlψ
3
k w4

r y4
l (N − 1) (36)

y4
l (N) = f 4

l

(
net4

l

(
N)) = net4

l (N) (37)

The output of the lth node in this layer is represented by y4
l (N). The calculation

involves the utilization of the connecting weight, denoted as w4
jl , between layer 2 and layer

4, and the recurrent weight is denoted by w4
r . y4

l (N − 1) denotes the previous output of
node lth in this layer, and the unity function is denoted as f 4

l (·). Each node in the network
incorporates a feedback loop using the recurrent technique to achieve dynamic mapping
and higher sensitivity to previously obtained data.

6. RWFNN Output Layer:

The inputs to layer 5 are obtained from the outputs of layer 4 and compute the final
output by summing them up. In this layer, the output y5

o(N) is mathematically expressed
as follows:

net5
o(N) =

9

∑
l

w5
lox5

l (N), o = 1 (38)

y5
o(N) = f 5

o

(
net5

o

(
N)) = net5

o(N) (39)

The output of the rule layer is represented as x5
l
(

N) =y4
l (N) . The connective weight

is represented by w5
lo. The final output of the RWFNN is depicted as y5

o(N). The unity
function is denoted as f 5

o (·).
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7. Online Network Parameters Learning:

All the adaptation laws of online network parameters learning will be given in Theo-
rem 1 in the following section.

Figure 9. RWFNN flowchart for position control.

5. Stability Analysis of IBSCRWFNN System

The structure of the five-layer RWFNN, as illustrated in Figure 8, can be expressed as

URWFNN (e1, e2, W, mj, σj, mik, σik, R) ≡ WΓ

W =
[
w5

1 w5
2 w5

3 w5
4 w5

5 w5
6 w5

7 w5
8 w5

9
] ∈ R1×9 Γ =

[
x5

1 x5
2 x5

3 x5
4 x5

5 x5
6 x5

7 x5
8 x5

9
]T ∈ R9×1

mj =
[
m2

1 m2
2 m2

3 m2
4 m2

5 m2
6
]T ∈ R6×1 σj =

[
σ2

1 σ2
2 σ2

3 σ2
4 σ2

5 σ2
6
]T ∈ R6×1

mik = [m3
1 m3

2 · · · m3
18]

T ∈ R18×1 σik = [σ3
1 σ3

2 · · · σ3
18]

T ∈ R18×1

R =
[
w4

r1 w4
r2 w4

r3 w4
r4 w4

r5 w4
r6 w4

r7 w4
r8 w4

r9
] ∈ R1×9

(40)
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The universal approximation property guarantees the existence of an optimal U∗
RWFNN

for any nonlinear function. Consequently, a designed optimal U∗
RWFNN is employed to

learn the BSC law UBSC in order to achieve the following:

UBSC = U∗
RWFNN(e1, e2, W∗, m∗

j , σ∗
j , m∗

ik, σ∗
ik, R∗) + ε = W∗Γ∗ + ε (41)

The reconstructed error is represented by ε, which is the minimum value; W∗, m∗
j ,

σ∗
j , m∗

ik, σ∗
ik, and R∗ are the optimal values of W, mj, σj, mik, σik, and R respectively.

Additionally, the control law illustrated in Equation (28) can be expressed as

U = ÛRWFNN
(
e1, e2, Ŵ, m̂j, σ̂j, m̂ik, σ̂ik, R̂

)
+ Ûc = ŴΓ̂ + Ûc (42)

where Ŵ, m̂j, σ̂j, m̂ik, σ̂ik, and R̂ represent the estimated values of W, mj, σj, mik, σik, and R
correspondingly. The equation below is obtained by subtracting (41) from (42):

Ũ = UBSC − U
= UBSC − ÛRWFNN

(
e1, e2, Ŵ, m̂j, σ̂j, m̂ik, σ̂ik, R̂

)− Ûc

= U∗
RWFNN

(
e1, e2, W∗, m∗

j , σ∗
j , m∗

ik, σ∗
ik, R∗

)
+ ε

−ÛRWFNN
(
e1, e2, Ŵ, m̂j, σ̂j, m̂ik, σ̂ik, R̂

)− Ûc

= W∗Γ∗ + ε − ŴΓ̂ − Ûc

= W̃Γ∗ + ŴΓ̃ + ε − Ûc

(43)

where W̃ = W∗ − Ŵ and Γ̃ = Γ∗ − Γ̂. A linearization technique is employed to convert
the RWFNN into a partially linear form. This technique involves obtaining the Taylor series
expansion of Γ̃, which can be expressed as

Γ̃ = Γmj
Tm̃j + Γσj

Tσ̃j + Γmik
Tm̃ik + Γσik

Tσ̃ik + ΓR
TR̃ + Nh (44)

where m̃j = m∗
j − m̂j, σ̃j = σ∗

j − σ̂ j, m̃ik = m∗
ik − m̂ik, σ̃ik = σ∗

ik − σ̂ik, R̃ = R∗ − R̂; the
high-order term is represented by Nh. In addition,

Γmj
T =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

∂x5
1

∂m1

∂x5
1

∂m2
· · · ∂x5

1
∂m6

∂x5
2

∂m1

∂x5
2

∂m2
· · · ∂x5

2
∂m6

...
...

. . .
...

∂x5
9

∂m1

∂x5
9

∂m2
· · · ∂x5

9
∂m6

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦

∣∣∣∣∣∣∣∣∣∣∣∣∣∣
∈ R9×6 Γσj

T =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

∂x5
1

∂σ1

∂x5
1

∂σ2
· · · ∂x5

1
∂σ6

∂x5
2

∂σ1

∂x5
2

∂σ2
· · · ∂x5

2
∂σ6

...
...

. . .
...

∂x5
9

∂σ1

∂x5
9

∂σ2
· · · ∂x5

9
∂σ6

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦

∣∣∣∣∣∣∣∣∣∣∣∣∣∣
∈ R9×6

Γmik
T =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

∂x5
1

∂m1

∂x5
1
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1
∂m18
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1

∂σ1

∂x5
1
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1
∂σ18

∂x5
2

∂σ1

∂x5
2

∂σ2
· · · ∂x5

2
∂σ18

...
...

. . .
...

∂x5
9

∂σ1

∂x5
9

∂σ2
· · · ∂x5

9
∂σ18

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦

∣∣∣∣∣∣∣∣∣∣∣∣∣∣
∈ R9×18

ΓR
T =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

∂x5
1

∂wr1

∂x5
1

∂wr2
· · · ∂x5

1
∂wr9

∂x5
2

∂wr1

∂x5
2

∂wr2
· · · ∂x5

2
∂wr9

...
...

. . .
...

∂x5
9

∂wr1

∂x5
9

∂wr2
· · · ∂x5

9
∂wr9

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦

∣∣∣∣∣∣∣∣∣∣∣∣∣∣
∈ R9×9
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Rewriting (44), Γ∗ can be calculated as follows:

Γ∗ = Γ̂ + Γ̃ = Γ̂ + Γmj
Tm̃j + Γσj

Tσ̃j + Γmik
Tm̃ik + Γσik

Tσ̃ik + ΓR
TR̃ + Nh (45)

Substituting (44) and (45) into (43), expressing the estimated error in Equation (46) can
be performed in the following manner:

Ũ= W̃Γ∗ + Ŵ Γ̃ + ε − Ûc

= W̃
(

Γ̂ + Γmj
Tm̃j + Γσj

Tσ̃j + Γmik
Tm̃ik + Γσik

Tσ̃ik + ΓR
TR̃ + Nh

)
+Ŵ

(
Γmj

Tm̃j + Γσj
Tσ̃j + Γmik

Tm̃ik + Γσik
Tσ̃ik + ΓR

TR̃ + Nh

)
+ ε − Ûc

= W̃Γ̂ + W̃Γmj
Tm̃j + W̃Γσj

Tσ̃j + W̃Γmik
Tm̃ik + W̃Γσik

Tσ̃ik + W̃ΓR
TR̃ + W̃Nh

+ŴΓmj
Tm̃j + ŴΓσj

Tσ̃j + ŴΓmik
Tm̃ik + ŴΓσik

Tσ̃ik + ŴΓR
TR̃ + Ŵ Nh + ε − Ûc

= W̃Γ̂ + ŴΓmj
Tm̃j + ŴΓσj

Tσ̃j + ŴΓmik
Tm̃ik + ŴΓσik

Tσ̃ik + ŴΓR
TR̃ + W̃Γmj

Tm̃j

+W̃Γσj
Tσ̃j + W̃Γmik

Tm̃ik + W̃Γσik
Tσ̃ik + W̃ΓR

TR̃ + W∗Nh + ε − Ûc

= W̃Γ̂ + ŴΓmj
Tm̃j + ŴΓσj

Tσ̃j + ŴΓmik
Tm̃ik + ŴΓσik

Tσ̃ik + ŴΓR
TR̃ − Ûc + H

(46)

The H, which is named as the uncertain term, can be expressed as follows:

H = W̃Γmj
Tm̃j + W̃Γσj

Tσ̃j + W̃Γmik
Tm̃ik + W̃Γσik

Tσ̃ik + W̃ΓR
TR̃ + W∗Nh + ε (47)

Theorem 1. Given the PMASynRM servo drive system described in (12), the proposed IBSCR-
WFNN achieves absolute asymptotic stability under the following condition.

1. Implementation of the IBSCRWFNN control as illustrated in (28);
2. Adoption of the RWFNN adaptation law as described in (48)–(53);
3. The compensators, illustrated in Equations (54) and (55), are developed with an adaptive law.

.
Ŵ

T
= −ηwe2 Γ̂ (48)

.
m̂

T
j = −ηmj e2ŴΓmj

T (49)

.
σ̂

T
j = −ησj e2ŴΓσj

T (50)

.
m̂

T
ik = −ηmik e2ŴΓmik

T (51)

.
σ̂

T
ik = −ησik e2ŴΓσik

T (52)

.
R̂

T
= −ηre2ŴΓR

T (53)

Ûc = ψ̂ (54)
.
ψ̂ = −γe2 (55)

where ηw, ηmj , ησj , ηmik , ησik , ηr are positive constant learning rate parameters; ψ̂ represents
the value of the estimated online approximated error; and γ is a positive constant.
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Proof. The proposed IBSCRWFNN is designed with a Lyapunov function given by

V3

(
e1

(
t), e2

(
t), ψ̃

(
t), W̃, m̃j, σ̃j, m̃ik, σ̃ik, R̃

)
= 1

2 e1
2 + 1

2 e2
2 + Bm

2ηw
W̃W̃

T
+ Bm

2ηmj
m̃j

Tm̃j +
Bm

2ησj
σ̃T

j σ̃j

+ Bm
2ηmik

m̃T
ikm̃ik +

Bm
2ησik

σ̃T
ikσ̃ik +

Bm
2ηr

R̃
T

R̃ + Bm
2γ

∥∥ψ̃
∥∥2

> 0

(56)

The function V3 is chosen to be positive-definite, and ψ̃ = ψ − ψ̂. ψ is the symbol used
to denote the approximated error, and it is defined by ψ = H − F/Bm. Furthermore, the
approximated error ψ is assumed to be bounded by |ψ| ≤ Fb. Given that the sampling
interval in the experiment is considerably shorter than the fluctuations observed in H and F,
the approximated error ψ is treated as a constant during the estimation process. However,
it is difficult to know the upper bound Fb. Hence, a proposed adaptation law is put forth to
modify the value of the online estimated approximated error ψ̂ within the compensator.

Differentiating ψ̃ with respect to time yields
.
ψ̃ = −

.
ψ̂. By utilizing Equation (12) and taking

the derivative of V3 with respect to time, the following expression can be derived:

.
V3 = e1

.
e1 + e2

.
e2 − Bm

ηw
W̃

.
Ŵ

T
− Bm

ηmj

.
m̂

T
j m̃j − Bm

ησj

.
σ̂

T
j σ̃j − Bm

ηmik

.
m̂

T
ikm̃ik − Bm

ησik

.
σ̂

T
ikσ̃ik − Bm

ηr

.
R̂

T
R̃ − Bm

γ ψ̃
.
ψ̂

= e1[−e2 − c1e1]− e2{Bm[UBSC − U]− e1 + c2e2 − F} − Bm
ηw

W̃
.

Ŵ
T

− Bm
ηmj

.
m̂

T
j m̃j − Bm

ησj

.
σ̂

T
j σ̃j − Bm

ηmik

.
m̂

T
ikm̃ik − Bm

ησik

.
σ̂

T
ikσ̃ik − Bm

ηr

.
R̂

T
R̃ − Bm

γ ψ̃
.
ψ̂

= −c1e1
2 − c2e2

2 − Bm
ηw

W̃
.

Ŵ
T
− e2BmW̃Γ̂ − Bm

ηmj

.
m̂

T
j m̃j − e2BmŴΓmj

Tm̃j − Bm
ησj

.
σ̂

T
j σ̃j

−e2BmŴΓσj
Tσ̃j − Bm

ηmik

.
m̂

T
ikm̃ik − e2BmŴΓmik

Tm̃ik − Bm
ησik

.
σ̂

T
ikσ̃ik − e2BmŴΓσik

Tσ̃ik

− Bm
ηr

.
R̂

T
R̃ − e2BmŴΓR

TR̃ + e2BmÛc − e2Bmψ − Bm
γ ψ̃

.
ψ̂

= −c1e1
2 − c2e2

2 −
[

Bm
ηw

W̃
.

Ŵ
T
+ e2BmW̃Γ̂

]
−
[

Bm
ηmj

.
m̂

T
j m̃j + e2BmŴΓmj

Tm̃j

]
−
[

Bm
ησj

.
σ̂

T
j σ̃j + e2BmŴΓσj

Tσ̃j

]
−
[

Bm
ηmik

.
m̂

T
ikm̃ik + e2BmŴΓmik

Tm̃ik

]
−
[

Bm
ησik

.
σ̂

T
ikσ̃ik + e2BmŴΓσik

Tσ̃ik

]
−
[

Bm
ηr

.
R̂

T
R̃ + e2BmŴΓR

TR̃
]

+
[
e2BmÛc − e2Bmψ̂

]− Bm
γ ψ̃

[ .
ψ̂ + γe2

]

(57)

Moreover, by substituting (48)–(55) into (57), it can be concluded that

.
V3

(
e1(t), e2(t), ψ̃(t), W̃, m̃j, σ̃j, m̃ik, σ̃ik, R̃

)
= −c1e1

2 − c2e2
2 ≤ 0 (58)

Since
.

V3

(
e1(t), e2(t), ψ̃(t), W̃, m̃j, σ̃j, m̃ik, σ̃ik, R̃

)
≤ 0 is negative semidefinite,

.
V3

(
e1(t), e2(t), ψ̃(t), W̃, m̃j, σ̃j, m̃ik, σ̃ik, R̃) <

.
V3

(
e1(0), e2(0), ψ̃(0), W̃, m̃j, σ̃j, m̃ik, σ̃ik, R̃

)
which implies that e1(t), e2(t), ψ̃(t), W̃, m̃j, σ̃j, m̃ik, σ̃ik, and R̃ are all bounded. By

defining Ω(t) = c1e2
1 + c2e2

2 = − .
V3(t) and integrating with respect to time, one can obtain

the following equation:
t∫

0

Ω(τ)dτ = V3(0)− V3(t) (59)
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Since
.

V3

(
e1(0), e2(0), ψ̃(0), W̃, m̃j, σ̃j, m̃ik, σ̃ik, R̃

)
is bounded and

.
V3

(
e1(t), e2(t), ψ̃(t), W̃, m̃j, σ̃j, m̃ik, σ̃ik, R̃

)
is also bounded and nonincreasing, thus

lim
t→∞

t∫
0

Ω(τ)dτ < ∞ (60)

Furthermore, the boundedness of
.

Ω(t) implies that Ω(t) is uniformly continuous.
Applying Barbalat’s Lemma, it can be demonstrated that lim

t→∞
Ω(t) → 0 . As a result, both

e1 and e2 will approach zero as t → ∞ . Consequently, the proposed IBSCRWFNN system
exhibits asymptotic stability [22]. �

6. Experimentation

The experimental setup, depicted in Figure 10, comprises various components such as
the PMASynRM servo drive, DSP TMS320F28075 board, and a SiC-based VSI with 4.5 kW.
An industrial 7.5-kW PMSM drive is operated in torque control mode as the load. Moreover,
two load torques 10 Nm (case 1) and 20 Nm (case 2), are set in the experimentation. The
control of position and speed of the PMASynRM is determined using an incremental
encoder, which interfaces with a quadrature encoder pulse (QEP) interface and has a
sampling interval of 1 ms. The control of current operates with a sampling interval of
0.1 ms. The PMASynRM servo drive is then controlled by delivering switching commands
for space vector pulse width modulation (SVPWM) to the voltage source inverter (VSI).

Figure 10. Experimental setup.

The suggested position control system is evaluated based on three performance met-
rics: TM, Taver, and Tsd. These metrics represent the maximum tracking error, average
tracking error, and standard deviation of the tracking error, respectively. They are utilized
to assess and validate the control performance.

TM = max
N

(|Terror(N)|) (61)

Taver =

h
∑

N=1
|Terror(N)|

h
(62)
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Tsd =

√√√√√ h
∑

N=1
(Terror(N)− Taver(N))2

h
(63)

Given that Terror(N) = θ∗r (N)− θr(N) and h represents the total number of iterations,
the control performance of the system is demonstrated by measuring the responses of
periodical step and sinusoid commands. To model the periodical step reference input, a
second-order transfer function with a rise time of 0.6 s is utilized as the reference model in
the following:

ω2
n

s2 + 2ξωns + ω2
n
=

30
s2 + 11s + 30

(64)

In Equation (64), ξ and ωn represent the damping ratio and undamped natural fre-
quency, correspondingly. Moreover, the control performance of the proposed IBSCRWFNN
position controller is compared with that of the BSC position controller through experimen-
tal results analysis. Furthermore, to compare the control performance, experimental results
of the PI control, BSC, and the proposed IBSCRWFNN control are presented and analyzed.
The parameters of PI control have been designed in Section 2.3, and the parameters of BSC
and the proposed IBSCRWFNN control are provided as follows:

c1 = 1.2, c2 = 0.45, Fb = 10, ηw= 0.05, ηmj= 0.15, ησj = 0.3, ηmik = 0.01, ησik = 0.01, ηr = 0.02 (65)

The parameters are iteratively adjusted to achieve optimal transient control perfor-
mance while ensuring stability using a trial-and-error process. In addition, in order to
strike a balance between computational resources and control performance, the network
structure of the RWFNN has been designed with specific numbers of neurons in each layer:
2 in the input layer, 6 in the membership layer, 27 in the wavelet layer, 18 in the rule layer,
and 1 in the output layer. Additionally, for the 32-bit floating-point DSP with 120 MHz
using the “C” program, the total operation cycles and execution time for the PI controller
are 60 and 0.0005 ms; the proposed BSC controller are 393 and 0.003275 ms; the proposed
IBSCRWFNN controller are 9437 and 0.0786 ms. Consequently, the total execution time of
the proposed IBSCRWFNN controller remains below 1 ms, which aligns with the sampling
interval of the speed control loop.

In the experimentation, the objective is the control of the rotor position of PMASynRM
to periodically track step and sinusoid position commands with minimum tracking errors.
The test scenarios are outlined in Table 3 for the assessment of the robustness of various
controllers under different operating conditions.

Table 3. Test scenarios and quantified results of experiment.

Case Controller
Position Command

(Degree)

Maximum
Tracking Error

(Degree)

Transient
Response Time

(s)

Load Torque
(Nm)

Figure

Case 1 PI periodical step 44.5 1.25 10 Figure 11a
Case 2 PI periodical step 50.5 1.31 20 Figure 11c
Case 1 BSC periodical step 28.3 1.15 10 Figure 12a
Case 2 BSC periodical step 34 1.19 20 Figure 12c
Case 1 BSC periodical sinusoid 13.2 0.82 10 Figure 13a
Case 2 BSC periodical sinusoid 15 0.85 20 Figure 13c
Case 1 IBSCRWFNN periodical step 14.5 0.62 10 Figure 14a
Case 2 IBSCRWFNN periodical step 15.3 0.59 20 Figure 14c
Case 1 IBSCRWFNN periodical sinusoid 4.9 0.32 10 Figure 15a
Case 2 IBSCRWFNN periodical sinusoid 5.5 0.37 20 Figure 15c
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Figure 11. Experimental results of PI control with periodical step command. (a) Position command,
response, and error at case 1; (b) d-q axis current commands at case 1; (c) Speed command and
response at case 1; (d) Position command, response, and error at case 2; (e) d-q axis current commands
at case 2; (f) Speed command and response at case 2.

Figure 12. Experimental results of BSC control with periodical step command. (a) Position command,
response, and error at case 1; (b) d-q axis current commands at case 1; (c) Speed command and
response at case 1; (d) Position command, response, and error at case 2; (e) d-q axis current commands
at case 2; (f) Speed command and response at case 2.
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Figure 13. Experimental results of BSC control with periodical sinusoid command. (a) Position
command, response, and error at case 1; (b) d-q axis current commands at case 1; (c) Speed command
and response at case 1; (d) Position command, response, and error at case 2; (e) d-q axis current
commands at case 2; (f) Speed command and response at case 2.

Figure 14. Experimental results of IBSCRWFNN control with periodical step command. (a) Position
command, response, and error at case 1; (b) d-q axis current commands at case 1; (c) Speed command
and response at case 1; (d) Position command, response, and error at case 2; (e) d-q axis current
commands at case 2; (f) Speed command and response at case 2.
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Figure 15. Experimental results of IBSCRWFNN control with periodical sinusoid command. (a)
Position command, response, and error at case 1; (b) d-q axis current commands at case 1; (c) Speed
command and response at case 1; (d) Position command, response, and error at case 2; (e) d-q axis
current commands at case 2; (f) Speed command and response at case 2.

Figure 11 illustrates the experimental results of command tracking using periodi-
cal step commands for both case 1 and case 2 of the PI control system. The position
command, response, and error are shown in Figure 11a,d; the current commands are
shown in Figure 11b,e; the speed command and response are shown in Figure 11c,f.
Figures 12 and 13 illustrate the experimental results of command tracking using periodical
step and sinusoid commands for both case 1 and case 2 of the BSC control system. The posi-
tion command, response, and error are shown in Figures 12a,d and 13a,d; the current com-
mands are shown in Figures 12b,e and 13b,e; the speed command and response are shown
in Figures 12c,f and 13c,f. In addition, Figures 14 and 15 illustrate the experimental results of
command tracking using periodical step and sinusoid commands for both case 1 and case 2
of the IBSCRWFNN control system. The position command, response, and error are shown
in Figures 14a,d and 15a,d; the current commands are shown in Figures 14b,e and 15b,e;
the speed command and response are shown in Figures 14c,f and 15c,f.

From the experimental results, it can be observed that the d-axis current command is
effectively generated using the FEA-based look-up table (LUT) for MTPA control. Moreover,
the BSC position controller performs better than the PI controller, and the proposed IBSCR-
WFNN controller outperforms the BSC controller. The rotor response of the PMASynRM is
significantly enhanced by the proposed IBSCRWFNN position controller, resulting in re-
duced tracking errors under different reference inputs. This improvement can be attributed
to the parallel processing and online learning capabilities of the RWFNN used in the control
network. In other words, the robustness of the position control is improved by employing
the suggested IBSCRWFNN position controller. Furthermore, the quantified results of
maximum tracking error and transient response time of all experiments are also presented
in Table 3. In addition, the performance measurements of PI, BSC, and the proposed
IBSCRWFNN position controllers are compared in Figure 16, considering two operating
cases with periodical steps and sinusoid reference commands. The proposed IBSCRWFNN
position controller exhibits lower maximum, average, and standard deviation tracking
errors thanks to its faster convergence rate and improved generalization performance.
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Figure 16. Maximum, average, and standard deviation of tracking errors used for the PI, BSC,
and IBSCRWFNN. (a) Periodical step command at case 1; (b) Periodical step command at case 2;
(c) Periodical sinusoid command at case 1; (d) Periodical sinusoid command at case 2.

7. Conclusions

In this study, an IBSCRWFNN control was proposed for a high-performance PMASynRM
servo drive system. First, the dynamic model of the PMASynRM servo drive was analyzed
using ANSYS Maxwell-2D capabilities. The FEA results were utilized to generate a LUT
for the MTPA current angle command. Subsequently, a BSC position tracking system
was developed to confront the existing lumped uncertainty of the motor drive. Moreover,
the proposed RWFNN was employed as an alternative to the BSC law to address the
challenges associated with the dynamic model of the motor required by the BSC in the
PMASynRM servo drive. Furthermore, the Lyapunov stability method was employed to
derive online learning algorithms for the RWFNN, ensuring asymptotical stability. Finally,
the experimental results demonstrate that the proposed IBSCRWFNN exhibits excellent
control performance in terms of position tracking control for the PMASynRM servo drive.
This study presents several significant contributions, which include: (1) the successful
creation of the IBSCRWFNN specifically designed for a high-performance PMASynRM
position servo drive system; (2) the successful development of an online learning algorithm
that allows for the real-time training of the RWFNN using the Lyapunov stability theorem;
(3) the effective implementation of the IBSCRWFNN in a floating point DSP, ensuring
robust position control performance for the high-performance PMASynRM.

The future works of this study are as follows: (1) in the experiment, an optical encoder
was used to obtain the position of the motor rotor. Subsequently, a sensorless control
method, which eliminates the need for sensors, can be further incorporated to reduce
system costs. (2) In this study, the online learning rates of the intelligent control algorithm
are adjusted through trial and error. In the future, it is possible to explore a self-adjusting
network learning rate to optimize the intelligent control algorithm. (3) In addition to
reducing motor copper losses by maximizing torque per ampere, the development of
optimal efficiency control is also possible.
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Abstract: An SMR (small modular reactor) is expected to be able to operate flexibly in conjunction
with a high renewable energy penetration grid as a result of improved safety and easy power control
compared to large nuclear power plants. SMRs, such as South Korea’s System-integrated Modular
Advanced ReacTor (SMART), are designed to use canned motors (CMs) for their reactor coolant
pumps (RCPs) to enhance their safety. CMs passively enhance the reactor’s safety by preventing
the leakage of radioactive reactor coolant. However, with motor sizes designed to be as small as
possible, and the increased air gap of CMs between the stator and rotor, the starting torque may be
insufficiently low compared to that of similar-sized induction motors (IMs). Thus, CMs may require
variable frequency drives (VFDs) to start. This paper compares the torque characteristics of CMs with
those of IMs for SMART’s RCPs. ETAP is then used to perform a motor-starting analysis for CMs
activated with and without VFDs. The results are presented and analyzed to find out if VFDs can
deal with the CM starting torque issue.

Keywords: motor acceleration study; reactor coolant pump (RCP); canned motors; small modular
reactor (SMR); variable frequency drive (VFD)

1. Introduction

There is a recent increased interest in small modular reactors (SMRs) as a result of their
lower initial capital investment compared to larger nuclear power plants (NPPs) and the
increase in high renewable energy penetrated grids. SMRs offer small capacity, modularity,
and load capabilities [1]. Similar to most modern industrial systems, motors, particularly
IMs, dominate an NPP’s load capacity [2]. Generally, for pressurized water reactors, reactor
coolant pump (RCP) motors have the largest capacities. For enhanced safety, a good
number of new SMR designs, such as KAERI’s System-integrated Modular Advanced
ReacTor (SMART), use passive safety systems [3], including CMs in their RCPs [4,5].

In the design of small modular reactors (SMRs), the key objective is to achieve inherent
advantages, including enhanced safety, modularity, and reduced construction costs. As
part of this design goal, the reactor coolant pump (RCP) and motor size must be as small as
possible while still meeting the required operational and safety standards. However, one of
the challenges of using canned motor technology for RCPs in SMRs is the larger air gap
between the motor stator and rotor compared to similar-sized general motors. While this
larger air gap allows for more cooling due to increased coolant flow, it can also result in
reduced electromagnetic interlinkage between the stator and rotor fields, leading to less
torque [6]. Consequently, CMs might require a larger size to produce the same starting
torque as a general induction motor due to their construction.

Nonetheless, the use of variable frequency drives (VFDs) can provide a solution to this
issue. VFDs allow for a smoother motor start and precise control over the torque output,
which can help optimize the motor’s size while still providing the necessary starting
torque [7].
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To further investigate the torque characteristics and to find ways to satisfy the two
conflicting conditions described above, this paper conducts torque comparisons between
general IMs and CMs. Additionally, motor-starting studies are performed to compare IM
RCPs with CM RCPs and also to compare VFD-driven CM RCPs with CM RCPs started
across the line.

To achieve the abovementioned aims, an SMR auxiliary power system (APS) is mod-
eled in an electrical transient analyzer program (ETAP) pegged on the SMART SMR with
RCP CMs.

2. Literature Review

2.1. Induction and Canned Motors

IMs work by electromagnetic induction. The interaction between the three-phase
AC-supply connected stator windings’ and rotor windings’ electromagnetic fields produces
slip according to Faraday’s Law and the Lorentz force on a conductor. The most common
type, the squirrel cage induction motor (SCIM), has a rotor made of conducting bars
short-circuited at the ends.

The canned motor (CM) was invented in 1913 and became popular in the 1950s [8]
when circumstances in the chemical and nuclear industry favored the seal-less, leak-free
operations of centrifugal pumps. A CM combines and hermetically seals a centrifugal
pump with an SCIM using two cans placed inside an air gap: on the stator and rotor sides,
respectively, as shown in Figure 1 [9]. This leakage prevention property is immensely useful
in SMRs since the CM drives RCPs that circulate radioactive reactor coolant. However,
due to manufacturing limitations, the cans are made of a bulk metal material instead of
laminations and this introduces eddy current losses that, in turn, interact with the air gap’s
magnetic field, an effect called magnetic shielding [10].

Figure 1. Outline of a canned motor.

2.2. Motor Torque Characteristics

Connecting a three-phase supply to the SCIM stator produces a rotating magnetic field
(RMF) that cuts across the short-circuited rotor cage bars inducing a voltage that causes a
high current flow. The current interacts with the stator’s field to produce a torque that drags
the rotor along the path of the RMF. Figure 2 shows a typical IM torque speed curve [7].
Notably, the torque developed at zero speed is the starting or locked rotor torque (LRT),
while the one required to run a full load at a rated speed is the full load torque (FLT). In
between, the maximum and minimum torques are pull-up (PUT) and breakdown torques
(BDT), respectively.

The RCP motor’s load torque is typical for a centrifugal pump, i.e., it follows the
square law. The accelerating torque, i.e., difference between the motor torque and load
torque curves, accelerates the motor to its operating speed and within its thermal limits [7].
Insufficient acceleration torque may lead to the motor overheating causing motor stator
winding damage. The motor may also stall and draw high currents that may damage other
motors or loads connected to the same or nearby buses.
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Figure 2. Typical induction motor torque–speed curve.

The CM’s electromagnetic design affects eddy current losses and highly depends on
air gap and can thickness. There are three factors considered in the size determination of
the air gap between the cans [11]. Firstly, the clearance needs to be as small as possible
such that the starting torque and the efficiency of electromagnetic conversion satisfy the
pump requirements. The other two factors involve having the clearance as wide as possible
to guarantee the motor cooling performance and also large enough to maintain rotor
system stability.

According to studies [12], and as shown in Figure 3, the addition of cans to an IM
decreases the magnetizing current (Ioc < Io) resulting from increased magnetizing induc-
tance (Lmc > Lm) and decreased magnetizing resistance (rmc < rm). Conversely, an increased
slot leakage flux causes a corresponding increased stator (l1c > l1) and rotor (l2c > l2) leak-
age inductance. Overall, the effect is a lower power factor (PF), efficiency, and starting
torque [6,10]. Stator (r1) and rotor (r2) resistances are mainly unchanged.

Figure 3. Equivalent circuit variation: IM vs. CM.

The usual efficiency of a CM is 50% to 70%, PF is 80%, and BDT higher than 200% of
FLT. Studies [13] showed that these parameters were higher for larger-capacity CMs. A
1.9 kW CM was, for instance, shown to have a locked rotor torque that was 92.2%, that of
a same-sized IM [14]. Figure 4 shows typical NEMA design letter A or B torque–speed
curves for an IM and the relative curve for a similar-sized CM, i.e., CM with lower LRT
and BDT values.

421



Energies 2023, 16, 5733

Figure 4. Relative torque–speed curve: IM vs. CM.

3. Methodology

3.1. Selection of Motor-Starting Method for Canned Motor RCP

In general, three-phase IMs of power plants are self-starting. However, a starter may
be required in order to reduce the inrush current to the machine that can be as high as five to
seven times the full load current (FLC) and provide overload protection. The starter method
depends on various factors, such as allowable voltage drops, inrush current limitations,
torque, acceleration time, cost, and compliance with standards, such as IEEE 3002.7. The
major commercially used starting methods are full voltage-fixed frequency (direct online
or across the line), reduced voltage-fixed frequency (wye-delta, autotransformer, and soft
starter), and variable frequency drive (VFD) starts.

Across-the-line starting (direct online) is used by default. If there is a need to limit the
inrush current or starting torque, reduced voltage-starting is then used.

On the other hand, variable frequency drives (VFDs) convert a fixed voltage and
frequency input into a variable voltage and frequency output using power electronics.
The most common VFD, the PWM-type, improves stable voltage and frequency outputs
and eliminates cogging in motors [15]. A constant voltage-to-frequency (volts-per-hertz)
ratio leads to a fixed flux. If the volts-per-hertz ratio is based on the rated voltage and
rated frequency, and kept constant by the use of a VFD, then it follows that the rated flux
and rated motor torque are maintained without the risk of magnetic core saturation. The
motor thus achieves a rated torque at a rated speed with a constant rated motor flux [16].
This speed and torque control is a great advantage over the other reduced voltage-fixed
frequency methods.

The main issue with the canned motor RCP is its low-torque development as a result
of the smaller size of the motor (relative to larger NPPs) and the motor characteristics
of a canned motor. This is particularly important when starting the motor because the
voltage drop across the nearest buses (as a result of the inrush currents) is the highest. If
the motor takes too long to start due to a low developed motor torque, the motor insulation
may be damaged for exceeding its thermal limits and the suppressed and sustained low
voltage may stall other running motors in the same system. Even though full torque can be
provided by both across-the-line and VFD starts, the VFD start has the added benefit of
limiting the starting current, which is the most crucial given that the RCP motor has the
largest load in the SMR and thus causes the greatest voltage drops. The other benefit of
using a VFD with the RCP is that it also eliminates the need for an anti-reverse rotation
system [17]. The other methods (reduced voltage-fixed frequency starts) are also able to
limit inrush currents but at the expense of the important torque development in the motor.
This paper thus proposed the use of a VFD to start CMs, and therefore focused on direct
online (DOL) and VFD starts.
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However, introducing a VFD start as a motor driving method also introduced
challenges [15,18,19]. Electromagnetic emissions can be produced from the VFD’s out-
put terminal and cause an interference. This can be mitigated by proper specifications,
using shielded power cables to connect the VFD or using mitigation devices, such as
electromagnetic interference (EMI) filters and common-mode chokes. Another issue is
that of the harmonics produced by the power electronics that comprise the VFD and that
have a negative impact on PF and other electronic equipment. Using adequate filtering
to smoothen the input current can mitigate this and reduce the overall current harmonic
distortion. Additionally, PWM pulse build-up can break down motor insulation and stress
the windings, and, to mitigate the insulation damage, the motor terminal voltage can be
lowered by using line reactors, resistor–capacitor snubbers, and resistor–inductor–capacitor
(RLC) low-pass filters. The other challenges associated with the use of VFDs are acoustic
noises produced by VFDs resonating with the system at certain speeds that shortens the
life of the VFD and connected motor, high initial investment costs due to VFD complexity,
and the need for reliability studies as a result of the increased failure chance of solid-state
components of the VFD.

3.2. Motor-Starting Simulation Using ETAP

In order to perform this study, the SMR’s auxiliary power system (APS) was designed
considering physical separation, redundancy, independence, and diversity criteria. The
chosen configuration is shown in the conceptual diagram in Figure 5. Additionally, and in
order to compare the motor-starting performances of general induction motor RCPs with
canned motor RCPs, the SMR’s APS design was then summarized and modelled on ETAP
as per Figure 6. This was performed because the focus of the study involved studying
motor-starting and determining of motor-starting times and motor-starting torques.

Figure 5. Concept diagram for auxiliary power system of SMR.
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Figure 6. Partial single-line diagram for SMR auxiliary power system.

One 4.16 kV bus was conceived as enough to show voltage drops across the system,
while non-RCP loads were lumped. A “Single-Cage Motor IM with deep bars” circuit
model in the ETAP library (Table 1) was used to model the IM and CM RCPs by modifying
equivalent circuit parameters (stator, rotor, and core inductances). From the literature
reviews, the ratio between the CM LRT and that of similar-sized IMs was used as a
guide [12].

Table 1. ETAP input data for RCP motors (Settings).

Setting Induction Motor Canned Motor

HP (kW) 500 500
Voltage rating (kV) 4 4

Torque max, BDT (%) 220.1 171.87
Locked rotor current (%) 449.92 353.14
Locked rotor torque (%) 90.05 56.48

Locked rotor PF (%) 19.52 15.21
Efficiency (%) 97.87 97.61

Full load PF (%) 92.80 91.08
Circuit design class HV-HS-HT HV-HS-HT

Circuit model Estimated Estimated

4. Results and Discussion

The study captured the comparison of direct online (DOL) starting one IM (IM), DOL
starting one CM (CM1), and a variable frequency drive (VFD) starting a second CM (CM2).
The total simulation time was twenty-one seconds. The results of the motor-starting study
are shown in Figure 7a–e, discussed thereafter, and summarized in Table 2.

Table 2. ETAP input data for the RCP motors (settings).

Setting DOL IM DOL CM1 VFD CM2

Start-up time (s) 8.7 19.7 10
Locked rotor torque developed (% FLT) 88.9 56.3 110.8

Locked rotor acceleration torque (% FLT) 78.9 46.3 100.8
Maximum current (% FLC) 446.9 352.7 79.4

Bus voltage before motor start (% nominal kv) 98.1 98.1 97.9
Maximum voltage dip (% bus nominal kv) 2.6 2.1 0.2

Minimum bus voltage (% nominal kv) 95.5 96.0 97.7
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(a)

(b)

(c)

(d)

(e)

Figure 7. RCP motor-starting results for IM, CM1, and CM2. (a) Motor and load torques (IM/CM1)
vs. starting time. (b) Motor and load torques (CM1/CM2) vs. starting time. (c) Motor-starting current
(IM/CM) vs. starting time. (d) Motor acceleration torque (IM/CM) vs. starting time. (e) Bus voltage
(IM/CM) vs. starting time.
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The DOL-started IM (IM) achieved a full load torque and rated speed of 8.7 s after
starting compared to the DOL-started CM (CM1) that took 19.7 s. The VFD-started CM
(CM2), however, achieved a full load torque and rated speed at 10 s, compared to 19.7 s for
the direct online-started CM1 (CM1).

Rated torque was achieved rapidly by the direct online-started IM (IM) compared
to the direct online-started CM (CM1). This was because, even though the load torques
were similar, the IM had a higher starting torque resulting in a higher accelerating torque
and shorter accelerating time. The reduced starting torque of CM1 was mainly caused by
eddy current losses in the canned motors. Additionally, even though both direct online-
started CM (CM1) and VFD-started CM (CM2) should have had the same starting torques,
employing the VFD starter resulted in a higher developed torque (almost full load torque)
at the start for CM2. This was because the VFD could utilize a V/Hz control scheme to
achieve a constant flux at reduced motor voltages. Consequently, for the same load torque,
CM2 had a higher resultant acceleration torque compared to CM1, thus achieving a faster
rated torque. All the results are illustrated in Figure 7a–c.

The bus percentage voltage drops were similar for the direct online-started IM (IM)
and CM (CM1); however, the IM had a slightly greater drop (i.e., the bus voltage decreased
from a 98.1% bus nominal kV to 95.5%, a difference of 2.6%) compared to CM1’s (decrease
from a 98.1% bus nominal kV to 96.0% bus nominal kV, a difference of 2.1%). Additionally,
as shown in Figure 7d, there is a significant difference in the voltage drops for the direct
online-started CM (CM1) and VFD-started CM (CM2). CM2 had no discernible voltage
drop compared to CM1, i.e., CM2 bus voltage drops from a 97.9% bus nominal kV to 97.7%
bus nominal kV, a difference of only 0.2%. The difference in voltage drops was attributed
to IM’s higher line current (inrush current of up to 446% of full load amps) compared
to CM1 (352.7% of full load current) and CM2 (a maximum of 79.4% full load current),
while the VFD significantly reduced the voltage drop with barely any inrush current to the
motor. The VFD achieved this due to the reduced voltage applied to the motor at the start.
However, even though CM1 has a lower maximum current compared to IM, the duration
of its inrush current is longer and care may need to be taken to ensure the motor does not
exceed its thermal limits. The inrush currents are shown in Figure 7c.

Most of the SMRs in the recent development rush around the world are adopting CMs
for RCP pumps [5]. The reason for the canned motor is to increase safety by preventing
coolant leakage from the motor shaft. On the other hand, due to its structural characteristics,
the starting torque of a canned motor is lower than that of an IM of the same size, which
means that the size of the motor must be increased to obtain the desired torque. However,
since the size of the entire module must be minimized for the SMR to be manufactured as a
modular type, the size of the RCP motor must also be minimized. It is necessary to take
measures to handle both of these conflicting conditions.

If this problem is overlooked during the SMR development stage, the production
and construction of SMRs will be greatly disrupted. The results of the study show that
installing a VFD for canned motor-starting is a valid countermeasure, i.e., the operation
characteristics of the same size canned motor exceed the operation characteristics of the
IM motor.

5. Conclusions

In recent years, SMRs have emerged as a way to address carbon net zero. As such,
more than 70 SMR models are reportedly under development worldwide [5]. In order
to secure greater nuclear safety of SMR, canned motors are being adopted to drive RCP
pumps. However, few auxiliary power system designs have been confirmed or proposed
to include canned motor driving.

In this paper, a power system design of a two-module SMR was presented to help
design the electric power system of an SMR, and based on this, an optimum motor drive
system was selected and its technical feasibility was demonstrated through simulations.
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The major motor in the SMR system is an RCP. However, a challenge was introduced:
the smaller size of the motors due to the lower loads of the SMR meant that the motors
produced lower torques. Additionally, in a bid to enhance the safety of the SMR, SMR RCPs
use CMs to prevent the leakage of radioactive coolant. The low torque, as a result of these
challenges, increased the risk of the RCP motor not starting or even stalling. Furthermore,
SMRs are expected to perform load following to cope with variable energy sources, which
means that RCPs may be required to start and stop more frequently compared to base-load
nuclear power plants. Therefore, the selection of the motor-starting method was important.
This study proposed using VFD-starting as a suitable motor-driving method to overcome
low-torque issue. The solution also solved other challenges, such as starting the motors
easily to reduce mechanical shock and increase their lifetime. However, surge protection
measures must be taken as the VFD may cause voltage surges and damage to the motor.

CMs, compared to similar-sized IMs, were shown through ETAP simulations to have
a reduced inrush current compared to similar-sized IMs. Further simulations showed that
VFD-starts overcame the reduced starting torque issue of the CMs, thereby improving
the starting torque from around 46.3% of the full load torque to 100.8% of the full load
torque. In addition to this, the starting times were reduced due to the higher motor torque
developed that was sufficient to guarantee starting. The paper therefore concluded that the
VFD-starting of SMART SMR’s RCP CMs was a viable solution to the low-starting-torque
problem associated with CMs.

Further study is required to determine if additional VFD-associated costs can be
justified in the long run and if the introduced electromagnetic emissions and harmonics
would be within the allowable limits.
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Abstract: In previous research, a bionic hydraulic pipeline (BHP) with a three-layer structure for
absorbing pulsation was invented. This paper proposes to disperse single-walled carbon nanotubes
(SWCNTs) in the elastic layer material, namely silicone rubber (RTV), to enhance its ability to absorb
pulsation. Firstly, the RTV-SWCNTs composite specimens with different SWCNT proportions are
prepared and tested. It was found that the mechanical property is optimal when the volume content
of the SWCNTs is 0.5 vol%. On this basis, BHPs with RTV-SWCNTs composite material as the elastic
layer are fabricated to study the influence of the thickness and length of the elastic layer on the
absorption flow pulsation. The results show that the addition of SWCNTs significantly improves
the mechanical properties of silicone rubber and reduces the friction between the elastic material
and oil, so that the BHP can absorb the pressure pulsation better. With the appropriate thickness
and length of the elastic layer, the addition of SWCNTs can increase the pulsation suppression effect
by 20%. Moreover, to analyze the influence of nanomaterials on pipeline friction, a comprehensive
fourteen-equation model for describing the fluid–structure interaction (FSI) of the pipe conveying
fluid considering friction coupling is established. And through numerical analysis and modal tests,
the evaluation error for the modified dynamic model of the BHP is less than 5%, verifying the
correctness of the proposed model and solution method.

Keywords: carbon nanotubes; pulsation absorption; bidirectional fluid–structure interaction; friction
coupling; bionic pipeline

1. Introduction

The hydraulic pipeline is considered the “blood vessel” of mechanical equipment used
for hydraulic transmission. Its function is to transmit power and energy. Meanwhile, the
pipeline system with excellent mechanical properties and a reasonable structure can also
absorb the pressure pulsation in the hydraulic system [1]. These functions are particularly
important in aviation equipment. “High speed, high pressure and high power to weight
ratio” is one of the main development directions in the aviation hydraulic system and
mobile machines [2]. Meanwhile, it also entails greater requirements for the stability and
reliability of the hydraulic pipeline system. Due to the high speed and high pressure,
as well as the complex spatial structure of the pipeline, the vibration mechanism for the
aviation hydraulic system is complex, making vibration control more difficult [3].

Many scholars have conducted a lot of research on the vibration control of hydraulic
systems. According to the mechanism, vibration control in the hydraulic pipeline includes
passive control and active control. Passive control is realized by installing dampers, vi-
bration absorbers, attenuators, and sticking damping materials. Zang [4] studied the
vibration absorption of a functionally graded materials fluid-conveying pipe coupled with
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NiTiNOL–steel, and the effects of structure parameters on the absorption performance.
The results show that NiTi–steel is an effective means of vibration absorption. Jiao [5]
designed a magnetic interaction-based vibration absorber for continuous beams, which has
a significant role in the vibration suppression of continuous structures. Chirathalattu [6]
investigated the effectiveness of passive vibration suppression for an FSI system using a
nonlinear energy sink. Shu [7] proposed a vibration control method for the typical pipelines
used in armored vehicles by changing the pipe diameter, bending the radius, and increasing
the pipeline branches, etc. Karimi [8] used a beam-based dynamic vibration absorber (beam
DVA) to analyze pipes with different sizes of harmonic excitation at different frequencies,
which showed that the mass ratio and stiffness ratio, respectively, have the highest and
lowest impact on pipe vibration absorption. Based on the sensitivity analysis method and
the Pareto optimal multi-objective genetic algorithm, Quan [9] optimized the parameters
for the pipeline support and proposed an optimization method for the passive vibration
control parameters in the aviation hydraulic pipeline. Although passive control has a clear
damping mechanism, a simple structure, and easy implementation, its control frequency
range is narrow, the effect of damping low-frequency vibration is limited, and the control
parameters are not variable. Active control acquires vibration signals through sensing
elements, obtains control signals through control algorithms, and applies them to actuators
to achieve vibration control in the pipeline system. Guan [10] designed a piezoelectric
direct drive spool valve that could adjust the parameters with the adaptive optimal control
method to reduce the pressure pulsation amplitude to a low level. Cheer [11] studied a
noninvasive structure controller composed of piezoelectric laminated actuators. And the
experiment proved that the controller could achieve around 20 dB of attenuation in the
dominantly radiating modes. Zhang [12,13] proposed an active constrained layer damping
(ACLD) system with piezoelectric materials, with the aim of investigating the vibration
and damping effect of an ACLD pipeline under fixed support. Active control technology
has good characteristics for pipeline vibration and a good vibration suppression effect for
low-frequency vibration, but its control algorithm is relatively complex, and the parallel
structure makes the fluid flow state more complicated.

Given the existing problems with pipeline vibration control technology, researchers
have begun to pay attention to the application of nanomaterials for vibration control
in hydraulic pipelines. Arenas [14] studied a nanocomposite made of thermoplastic
polyurethane (TPU) with laponite clay filler, which can improve the impact of sound
insulation performance at a resonance frequency compared with TPU. Lubecki [15] studied
the application of composite materials in hydraulic hoses and conducted experimental
studies on dynamic changes in the length of a microhydraulic hose under the influence of
step pressure and flow load. Rafie [16] studied the vibration and damping properties of
epoxy composites modified with pristine and amino-functionalized graphene nanoplatelets
(GNPs) at four different nanofiller loadings. Swain [17,18] conducted viscoelastic modeling
and vibration analysis on nanocomposite shell panels with different CNTs and presented a
detailed mathematical formulation for the determination of viscoelastic properties. Pan [19]
prepared single-walled carbon nanotubes (SWCNTs)/7075 aluminum matrix composites to
investigate the effects of different SWNTs contents on the microstructure and mechanical
properties. The results show that with the increase in SWCNTs, the strength and hardness
of the composites increase first and then decrease. Considering the excellent properties of
nanomaterials in tribology and vibration reduction applications, in this paper, SWCNTs
are uniformly dispersed in the matrix material (silicone rubber) by noncovalent modifi-
cation. Thus, based on the previous research on double-layer bionic hydraulic pipelines
(BHPs) [20], three-layer BHPs are made and the FSI analysis and experimental verification
are conducted to study the influence of nanomaterials on the damping effect of BHPs, to
further promote the research on BHPs in vibration reduction.

In this paper, RTV-SWCNTs composites with different SWCNT content are prepared,
and the optimal mass ratio for their performance is obtained through experiments. Based on
the constitutive equation for elastic material and the effect of friction coupling, the dynamic
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model of BHP is established, and the model is validated through hammering modal
experiments. Through the bidirectional FSI analysis in ANSYS and experimental research,
the influence of the length and thickness of the elastic layer on the pulsation suppression
effect is discussed and compared with the double-layer BHP. Finally, several key issues to
be further studied in the future concerning bionic hydraulic pipelines are discussed.

2. Materials and Methods

2.1. The Structure of Three-Layer BHP

The structure of the three-layer BHP has been described in detail in [20], this is just
a brief introduction here. The structure of the BHP is shown in Figure 1. The outer layer
is made of stainless steel for support. The middle layer is the elastic layer, which plays a
role in absorbing and weakening the flow pulsation. And the inner layer is composed of
nanomaterials and an elastic matrix. SWCNTs are added to the matrix to form a smooth
film on the surface of the elastic layer, which can reduce the flow resistance and stabilize
the flow.

1 2 3
1.The inner layer

2.The middle layer 

3.The outer layer

Figure 1. Structure schematic of the three-layer BHP structure.

2.2. The Preparation of RTV-SWCNTs Composite

To improve the mechanical properties of the polymer matrix, the surface modification
of the SWCNTs is needed to improve its dispersion. The existing modification technologies
can be roughly divided into two categories: covalent functionalization and noncovalent
functionalization [21]. In this paper, noncovalent functionalization is used to modify the sur-
face of the SWCNTs. Two-component room temperature vulcanized silicone rubber (RTV)
is used as the matrix material, which consists of rubber (component A) and a cross-linking
agent (component B). SWCNTs are used as the reinforced phase, and tetrahydrofuran
(THF), which is a volatile solvent, is used as the dispersant. RTV-SWCNTs composites with
SWCNT volume contents of 0.25 vol%, 0.5 vol%, 1 vol%, 2 vol%, and 4 vol% are prepared,
respectively. Each SWCNTs-A solution is treated in a static state to observe whether there
is precipitation in the solution and to preliminarily judge the dispersion of the SWCNTs in
the RTV. The SWCNTs-A solution samples standing for 48 h are shown in Figure 2.

 
Figure 2. SWCNTs-A solution samples after 48 h of precipitation.

It could be seen that there was no precipitation of the SWCNTs in the SWCNTs-A
solution, indicating that the solvent THF can disperse the SWCNTs in component A of
the RTV.
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2.3. Performance Test for RTV-SWCNTs Composite

Firstly, pour the prepared RTV-SWCNTs composite material solution into a dumbbell-
shaped tensile mold, and cure at room temperature to prepare the tensile specimens.
Then, the mechanical properties are tested using a tensile testing machine to obtain the
performance parameters for the composite. Finally, the dispersion of the CNTs in the matrix
material is observed through scanning electron microscope (SEM) experiments to find the
RTV-SWCNTs composite material with the best performance.

2.3.1. RTV-SWCNTs Composite Tensile Test

The RTV-SWCNTs composites are subjected to tensile experiments to measure their
elastic modulus, shear modulus, and Poisson’s ratio. The tensile test machine used in
this experiment is the Inspekt Table 100 tensile testing machine produced by Hegewald
& Peschke, Germany, as shown in Figure 3. The tensile properties of the RTV-SWCNTs
composites are tested at room temperature.

 

Figure 3. The tensile test bench and data acquisition program.

The mechanical properties of the RTV-SWCNTs composites with CNT contents of
0 vol%, 0.25 vol%, 0.5 vol%, 1 vol%, 2 vol%, and 4 vol% are tested. Three tensile speci-
mens are prepared for each component group to reduce errors caused by measurement or
other factors.

The stress–strain relationship of the RTV-SWCNTs composite material is non-linear.
Because the elastic layer of the BHP has small deformation, the Mooney–Rivlin (M-R) consti-
tutive model is used to describe the constitutive model of RTV-SWCNTs composites [20–25].

σθ = 2C01

(
3εθ − 6ε2

θ

)
+ 2C10

(
3εθ − 3ε2

θ

)
(1)

where C10 and C01 are temperature-dependent material parameters. Then Equation (1) is
simplified as:

σθ

6
(
εθ − ε2

θ

) = C01

(
1 − ε2

θ

εθ − ε2
θ

)
+ C10 (2)

Among them, σθ is the stress of composite, and εθ is the strain of the composite. If,
x = 1 − ε2

θ

(
εθ − ε2

θ

)
, y = σθ/6

(
εθ − ε2

θ

)
Equation (2) can be abbreviated to,

y = C01x + C10 (3)
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The tensile test data is substituted into Equation (2), and after linear fitting, the
composite parameters C10 and C01 are obtained.

When the elastic material RTV is subject to small and medium deformation, the
relationship between the elastic modulus E and the shear model G is as follows [26],

G = E/2(1 + μ) (4)

Due to the incompressibility of RTV, Poisson’s ratio μ = 0.5 can be substituted into
Equation (4) to obtain E = 3G. Among them, the relationship between the shear modulus G
and the parameters C10 and C01 is,

G = 2(C10 + C01) (5)

So, E = 6(C10 + C01)

2.3.2. Fracture Morphology Observation of Composite Materials

To better observe the fracture mechanism of the composites and the dispersion degree
of the SWCNTs in the matrix material, SEM experiments are conducted on the specimens
after tensile test fracture. The scanning electron microscope used in this experiment is the
S-4800II cold field emission SEM by Hitachi, Japan. Table 1 shows the specific technical
parameters for the SEM.

Table 1. Technical parameters of the scanning electron microscopy.

Name
Electron Beam Acceleration

Voltage (kV)
Amplification (Times) Resolution (nm) Maximum Sample Size (mm)

value 0.5~30 30~800,000 1 (15 kV) Φ100

3. Theoretical Modeling

3.1. Dynamic Model Considering Friction Coupling of the BHP
3.1.1. The FSI Dynamic Model

The force schematic diagram of the BHP is established according to the right-hand
rule shown in Figure 4. To establish the dynamic model, we assume that the pipeline is
installed parallel to the horizontal plane.

Figure 4. Force schematic diagram of the BHP.

Considering the influence of elastic material deformation, fluid viscous friction,
pipeline, and fluid inertia [27], this paper establishes the FSI 14-equation for a single
straight pipe as follows [20]:

Axial dynamic model:
1
ρ1

∂P
∂z

+
∂V
∂t

+
ff

A1ρ1
= 0 (6)
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∂
.

wz

∂t
+

1
ρt At + ρr Ar

∂ fz

∂z
+

ff
ρt At + ρr Ar

= 0 (7)

[
1
K
+

1
3(C01 + C10)

rr

et + er

]
∂P
∂t

+
∂V
∂z

= 0 (8)

∂
.

wz

∂z
+

1 + vr

6C10 + 6C01

1
At + Ar

∂ fz

∂t
+

vr

6C10 + 6C01

rr

et + er

∂P
∂t

= 0 (9)

X-z plane vibration equation for the BHP:

∂ f x
∂z

+ (ρt At + ρr Ar + ρ1 A1)
∂

.
wx

∂t
+ (ρt At + ρr Ar + ρ1 A1)g = 0 (10)

∂ fx

∂t
+ k(AtGt + ArGr)

(
∂

.
wz

∂z
−

.
θy

)
= 0 (11)

∂my

∂z
+ fx + (ρt It + ρr Ir + ρ1 I1)

∂
.
θy

∂t
= 0 (12)

∂my

∂t
+ (Et It + Er Ir)

∂
.
θy

∂z
= 0 (13)

Y-z plane vibration equation for the BHP:

∂ f y

∂z
+ (ρt At + ρr Ar + ρ1 A1)

∂
.

wy

∂t
= 0 (14)

∂ fy

∂t
+ k(AtGt + ArGr)

(
∂

.
wy

∂z
+

.
θx

)
= 0 (15)

∂mx

∂z
+ fy + (ρt It + ρr Ir + ρ1 I1)

∂
.
θx

∂t
= 0 (16)

∂mx

∂t
+ (Et It + Er Ir)

∂
.
θx

∂z
= 0 (17)

Torsional vibration equation for the BHP:

(ρt Jt + ρr Jr)
∂

.
θz

∂t
+

∂mz

∂z
= 0 (18)

(Gt Jt + Gr Jr)
∂

.
θz

∂z
+

∂mz

∂t
= 0 (19)

where V is the liquid flow rate (m/s), K is the liquid elastic modulus (MPa), P is the liquid
pressure (MPa), ρ is the density (kg/m3), g is the acceleration of gravity (m/s2), E is the
elastic modulus (MPa), υ is the material Poisson’s ratio, G is the shear modulus (MPa), k
is the shear distribution coefficient, w is the straight-line displacement (m) of the BHP, A
is the cross-sectional area of each layer (m2), θ is the angle of rotation (rad) of the BHP, f
is the cross-section force of the BHP (N), m is the bending moment of the BHP (N·m), J is
the polar moment of inertia (kg/m2), r is the pipeline radius (m), e is the wall thickness for
each layer (m), and I is the moment of inertia (kg/m2). The subscripts x, y, and z are the
coordinate axis direction, t is the quantity related to the stainless steel material on the outer
layer of the pipeline, r is the quantity related to the elastic material in the pipeline, l is the
quantity related to the fluid, and C10 and C01 are temperature-related parameters for the
elastic materials, which can be obtained through experimental tests.
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3.1.2. Establishment and Analysis of Friction Term of BHP

In the FSI 14-equation for the BHP, Equations (6) and (7) are the incompressible viscous
fluid flow continuity equation (N-S equation) [28], which includes the friction term for the
BHP. The specific form is:

ff(t) = 2πrrτ0(t) (20)

τ0 is the shear friction force of the fluid on the inner wall of the pipeline. The Laplace
transform of Equation (20) is:

Ff(s) = 2πrr
∼
τ0(s) (21)

According to the Newton friction formula, Zielke [29] established the wall shear force
τ0 in Equation (20) and obtained the relationship between the instantaneous laminar flow
wall shear force τ0 and the instantaneous average velocity and the weighted historical
velocity. The specific expression is as follows:

τz(t) =
4ρ1v1

rr
V(t) +

4ρ1v1

rr

∫ t

0

∂V
∂t

(u)W(t − u)du (22)

where W is the weighting function of dimensionless time τ, τ = v1t/rr. The expression of
W(τ) is:

W(τ) =

⎧⎪⎪⎨⎪⎪⎩
5
∑

i=1
e−miτ , τ ≥ 0.02

6
∑

i=1
nie(i−2)/2, τ < 0.02

(23)

where the values for the weighted coefficients mi and ni are shown in Tables 2 and 3.

Table 2. Weighting coefficient mi.

m1 m2 m3 m4 m5

−26.3744 −70.80493 −135 −218.9216 −322.5544

Table 3. Weighting coefficient ni.

n1 n2 n3 n4 n5 n6

0.2821 −1.25 1.0579 0.9375 0.3967 0.3516

Based on the theory proposed by Zielke, Brunone proposed a friction model for the
turbulent flow. He believes that the wall shear force is related to the average flow velocity
V, instantaneous acceleration ∂V/∂t, and convection acceleration ∂V/∂z [30]. This model
is widely used in the calculation of wall shear force in a turbulent flow. The expression of
wall shear force in the Brunone model is:

τB =
ρ1 f V|V|

8
+

ρ1D
4

·k3

(
∂V
∂t

− α
∂V
∂z

)
(24)

Among them, f is the friction coefficient under turbulent flow; α is the wave velocity
of the water hammer; K3 is the Brunson friction coefficient; this numerical value generally
is an empirical value, which is determined by test or trial calculation.

Based on the Brunone friction model, Vardy established a semi-empirical and semi-
theoretical formula for K3 by introducing the assumption of global acceleration [31]:

k3 =

√
7.41/Rek4/2 (25)

k4 = log
(

14.3/Re0.05
)

(26)
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The weighted function model by Zielke does not depend on empirical parameters,
thus, it is more consistent with experimental test results on laminar flow and low Reynolds
number turbulence calculations. In this paper, the fluid state in the BHP is the laminar flow,
so the Zielke friction model is used as the friction term in the FSI 14-equation.

3.2. Boundary Matrix Model

The two ends of the BHP are blocked with mass blocks of m0 and mL, and the
excitation force F is applied along the z-direction of the pipeline at the initial end. The
overall boundary constraint equation for the BHP is consistent with [20]. It will not be
repeated here, only the concrete form for the boundary matrix at both ends of the BHP
is given.

D0 =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 0 −1 0
0 A1 Kz0 1

Zx0 1 0 0
0 0 −Yy0 1

Zy0 1 0 0
0 0 −Yx0 1

−Tz0 1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
(27)

D0 =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 0 −1 0
0 A1 −KzL 1

−ZxL 1 0 0
0 0 YyL 1

ZyL 1 0 0
0 0 YxL 1

TzL 1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
(28)

3.3. Excitation of the BHP

In the hydraulic pipeline system, the pipeline excitation form can be divided into two
categories: fluid excitation and solid excitation. In this paper, the modal analysis for the
BHP is carried out by solid excitation. The function form is,

F(t) = Fr[1(t)− 1(t − T)] (29)

The initial end excitation vector for the BHP can be obtained by the Laplace transform
of Equation (29),

Q0 =
[
0 −(Fr/s)

(
1 − e−sT) 0 0 0 0 0

]T (30)

No excitation is applied at the end of the BHP, so its excitation vector is:

QL =
[
0 0 0 0 0 0 0

]T (31)

4. Analysis Example and Methods

4.1. Frequency-Domain Characteristic Analysis and Experimental Verification of the FSI
Dynamic Model
4.1.1. Analysis of Frequency-Domain Characteristics of FSI Dynamic Model

The specific parameters for the BHP are shown in Table A1 (Appendix A). A mechan-
ical impact excitation is applied to the initial end of the BHP, where the mean value of
the impact force Fr is 15,000 N and the knocking time T is 2 ms. The boundary matrix,
excitation vector, and pipeline structure parameters are substituted into the FSI 14-equation
for the BHP for the modal solution. The result is shown in Figure 5.
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Figure 5. The curve on the effect of the friction term on the axial velocity of the BHP.

It can be observed that the frequency corresponding to each peak in the curve is the
natural frequency of the BHP. By comparing the axial velocity response curve for the BHP
with/without friction terms, it can be seen that friction coupling does not affect the resonant
frequency, but affects its resonant peak.

4.1.2. Modal Verification Test

The modal experiment generally uses a hammer or the exciter as the excitation device.
The experimental object in this paper is the BHP, which belongs to light and small equip-
ment. The hammer is used as the excitation equipment and its specific technical parameters
are shown in Figure 6a. Considering the effect of the oil on the pipeline, the oil is sealed
in the pipeline. And the BHP filled with oil is suspended by a string with small rigidity.
The acceleration sensor is stuck to the middle of the pipeline, as shown in Figure 6b. Then,
the left end (inlet end) of the pipeline is knocked by the calibrated hammer to produce the
frequency response curve.

Name Parameter
Range 2000 N
Operating current 250 mA
Sensitivity 250 mA/N
Buffer head material nylon
Hammer body mass 0.18 kg
Hammer head mass 0.006 kg  

 

(a) (b) 

Figure 6. Modal test. (a) Hammer used in the modal test. (b) The tested pipeline.

The modal experiment needs to collect the input signal and the output signal (accelera-
tion signal). The collected input/output signals are transformed into the frequency domain
using Fourier transform. Then, according to Equations (32)–(34), the auto-power spectrum
of the input signal, the auto-power spectrum of the output signal, and the cross-power
spectrum of the input–output signal are obtained, respectively. Finally, the frequency
response curve for the axial velocity of the BHP is obtained by Equation (35), as shown
in Figure 7.

Gxx =
1
N

N

∑
i=1

Fx
i Fx∗

i (32)
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Gyy =
1
N

N

∑
i=1

Fy
i Fy∗

i (33)

Gxy =
1
N

N

∑
i=1

Fy
i Fx*

i (34)

H =
Gxy

Gxx
(35)

where F is the data in the frequency domain after the Fourier transform, N is the number of
sampling points, superscript ∗ represents the complex conjugate, subscript x is the input
signal, and subscript y is the output signal.
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Figure 7. The frequency response curve for the BHP.

The comparison results for the experiment and simulation are shown in Table 4. The
error between them is less than 5%. The validity of the FSI 14-equation dynamic model
considering friction coupling is verified.

Table 4. Comparison of the modal analysis simulation and experimental data.

Simulation (Hz) Experimental (Hz) Error (%)

First-order mode 78 81.26 4.01

Second-order mode 331 333.68 0.8

4.2. Bidirectional FSI Simulation and Experimental Methods for Bionic Pipelines
4.2.1. Simulation Analysis of Bidirectional FSI for the BHP

To study the influence of different types of BHP on the vibration of the pipe wall when
the flow pulsation is the same, the bidirectional FSI analysis for the BHP is carried out in
the ANSYS Workbench software. The grid division of the solid and fluid regions is shown
in Figure 8. The structural parameters and fluid parameters are shown in Table A1; where,
the parameters for the RTV are C01 = 1.213 MPa, C10 = −0.01679 MPa. The standard k-ξ
turbulence model is adopted for the fluid, the wall shear force in the BHP with RTV as the
elastic layer is the wall shear force in the Brunone model, and the inner wall of the BHP
with RTV-SWCNTs composite materials as the elastic layer is set as the smooth wall. The
boundary condition for the pipeline inlet is set as the flow pulsation at the outlet of the
axial piston pump, as shown in Figure 9. The pipeline outlet is set as the pressure outlet
and the pressure is set as 2 MPa.
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(a) (b) 

Figure 8. Meshing in the BHP model. (a) Solid region sweep meshing method; (b) fluid region
meshing method.
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Figure 9. Flow pulsation curve for the bionic hydraulic pipeline inlet.

1. Influence of the thickness of the elastic layers on the vibration of the BHP

To study the effect of different thicknesses of the elastic layer and materials on the
vibration of the pipeline wall in the BHP, the thickness of the stainless steel on the outer
layer of the BHP is set at 2 mm, the length of the pipe is set at 100 mm, and the thickness of
the elastic layer is, respectively, set at 5 mm, 10 mm, 20 mm, and 25 mm.

2. Influence of the length of the BHP on the vibration of the pipe wall

To study the effect of the different lengths and materials in the elastic layer on the
vibration of the pipeline wall in the BHP, the thickness of the stainless steel on the outer
layer of the BHP is set at 2 mm, the thickness of the elastic layer is set at 5 mm, and the
length of the pipeline is, respectively, set at 100 mm, 150 mm, 250 mm, and 300 mm.

4.2.2. BHP Fabrication and Experimental System

The outer layer of the BHP is made of stainless steel and the middle layer is the elastic
layer, which is composed of RTV-SWCNTs composite materials. The content of the SWCNTs
in the RTV-SWCNTs composite materials is 0.5 vol%. Some of the SWCNTs adhered to
the inner wall of the pipeline form a smooth film, forming the inner layer of the BHP. The
double-layer BHP is used for a comparative experiment, whose outer layer is made of
stainless steel and the inner layer is made of RTV. The BHP is shown in Figure 10. The
structural parameters for the BHP specimens are shown in Table 5.
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Figure 10. Bionic hydraulic pipeline physical diagram. (a) BHP with RTV as the elastic layer; (b) BHP
with RTV-SWCNTs composite materials as the elastic layer.

Table 5. The structural parameters for the BHP specimens.

No. Length (mm) Thickness of Elastic Layer (mm) Thickness of Outer Layer (mm) Inside Diameter (mm)

1 130 5 3 10
2 130 10 3 10
3 130 15 3 10
4 130 20 3 10
5 130 25 3 10
6 180 5 3 10
7 230 5 3 10
8 280 5 3 10
9 330 5 3 10

The experiment on the flow pulsation absorption of the BHP is to study the absorption
effect of the length, the material in the elastic layer, and the thickness of the elastic layer
in the BHP on the flow pulsation at the outlet of the axial piston pump, by comparing the
outlet flow pulsation of the different types of BHP. The vibration experimental apparatus is
shown in Figure A1 (Appendix B).

4.2.3. Experiment on the Vibration Absorption of the BHP

1. Influence of the thickness of the elastic layers on the flow pulsation

The No. 1–5 pipelines in Table 5 are installed at the outlet of the hydraulic pump,
according to Figure A1. The pressure of the pipelines is set at 2 MPa.

2. Influence of the length of the BHP on the flow pulsation

The No.1, 6–9 pipelines in Table 5 are installed at the outlet of the pump, according to
Figure A1. The flow pulsation curves for the different BHPs are shown in Figure 9.

3. Influence of the thickness of the elastic layers on the vibration of the BHP

The No. 1–5 pipes in Table 5 are installed at the outlet of the hydraulic pump, as shown
in Figure A1. The load pressure of the pipeline is set to 2 MPa and the radial acceleration
amplitude of the pipe wall at the middle node (point P) for each BHP is measured.

4. Influence of the length of the pipeline on the vibration of the BHP

The No. 1, 6–9 pipes in Table 5 are installed at the outlet of the hydraulic pump,
as shown in Figure A1. The load pressure of the pipeline is set to 2 MPa and the radial
acceleration amplitude of the pipe wall at point P for each BHP is measured.

5. Results and Discussion

5.1. Experimental Results on the Properties of the RTV-SWCNTs Composites
5.1.1. Tensile Test Results for the RTV-SWCNTs Composites

The tensile test results are shown in Figure 11.
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Figure 11. Stress–strain curve for the RTV-SWCNTs composites with different SWCNTs content. The
content of the SWCNTs is: (a) 0 vol%; (b) 0.25 vol%; (c) 0.5 vol%; (d) 1 vol%; (e) 2 vol%; (f) 4 vol%.

Figure 12 shows the fitting curves for the composite materials under different SWC
NT contents.
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Figure 12. The fitting curve for the tensile experimental data on the composites with different
SWCNTs content. The content of the SWCNTs is: (a) 0 vol%; (b) 0.25 vol%; (c) 0.5 vol%; (d) 1 vol%;
(e) 2 vol%; (f) 4 vol%.
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It can be seen that with the increase in the content of the SWCNTs, the elastic modulus
first increases and then decreases. When the content of the SWCNTs is 0.5 vol%, the elastic
modulus of the composite material reaches the maximum, which is 10.24242 MPa. And
C10 = 1.733 MPa, C01 = −0.02593 MPa.

5.1.2. The Results of SEM Experiment on the Composite Materials

Under different SWCNT contents, the fracture morphology for each specimen is shown
in Figure 13.

   

(a) (b) (c) 

   

(d) (e) (f) 

Figure 13. The fracture morphology for the specimens with different SWCNTs content under SEM.
The content of the SWCNTs is: (a) 0 vol%; (b) 0.25 vol%; (c) 0.5 vol%; (d) 1 vol%; (e) 2 vol%; (f) 4 vol%.

In Figure 13a–c, when no SWCNTs are added to the matrix material, the fracture
morphology is relatively smooth and has distinct folds, which is an obvious feature of a
brittle fracture in the elastic material. As the content of the SWCNTs increases, the fracture
morphology of the material gradually becomes rough and wrinkled, so the energy required
in the stretching process increases, indicating that the tensile strength and elastic modulus
of the material increase accordingly [32,33]. The surface roughness of the material in
Figure 13d is similar to that in Figure 13c, but there are obvious pits on the surface. The pits
are caused by the agglomeration of the SWCNTs, which indicates that the filling capacity
of the SWCNTs has reached the supersaturated state. In Figure 13e,f, the pit phenomenon
is more obvious, and the agglomeration is intensified, which indicates that the probability
of CNTs agglomeration intensifies with the increase in the content.

Combined with the existing tensile experimental and SEM test data (the additional
amount of the SWCNT is 0–4 vol%), when the content of the SWCNTs is 0.5 vol%, the
mechanical properties of the RTV-SWCNTs composites are the best. Therefore, the RTV-
SWCNTs composite material with the SWCNTs content of 0.5 vol% is used as the elastic
layer material in the BHP.
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5.2. Results from the BHP Bidirectional FSI Simulation
5.2.1. Simulation Results for the BHP Vibration with Different Elastic Layer Thicknesses

The curve for the radial acceleration at the middle node (point P) in the BHP with
different thicknesses of the elastic layer is shown in Figure 14.
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Figure 14. Radial acceleration at point P with different thicknesses of the elastic layer. (a) BHP with
RTV as the elastic layer; (b) BHP with RTV-SWCNTs composite materials as the elastic layer.

As can be seen in Figure 14 that the amplitude of the radial acceleration in the BHP
decreases with the increase in the thickness of the elastic layer.

Figure 15 shows the comparison curves for the radial acceleration at point P in the
BHPs with RTV or SWCNTs added when the thickness of the elastic layer is the same.
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Figure 15. Radial acceleration at point P with different materials. The thickness of the elastic layer is
(a) 5 mm; (b) 10 mm; (c) 20 mm; (d) 25 mm.
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Figure 15 shows that when the thickness of the elastic layer is the same, the vibration
acceleration in the three-layer BHP with SWCNTs added is lower than that of the double-
layer BHP and the vibration absorption effect is better. Adding the SWCNTs to the elastic
layer increases its tensile strength and the smooth inner wall of the pipeline can not only
reduce the fluid resistance but also stabilize the flow.

The vibration reduction is ‘the standard deviation of the radial acceleration of the BHP
with RTV as the elastic layer minus the standard deviation of the radial acceleration of the
BHP with RTV-SWCNTs composite material as the elastic layer’. The vibration reduction
reflects the degree of vibration suppression in the BHP with the same elastic layer thickness
and different materials, as shown in Table 6.

Table 6. The suppressive effect of the different thicknesses of the elastic layer on pipeline vibration.

Thickness (mm)
RTV RTV-SWCNTs Composite Materials

Vibration Reduction (%)
The Standard Deviation for the Vibration Acceleration

5 7.58 × 10–10 5.89 × 10–10 22.3
10 6.73 × 10–10 5.23 × 10–10 22.3
20 5.775 × 10–10 4.297 × 10–10 25.6
25 4.82 × 10–10 3.375 × 10–10 29.98

It can be seen from Table 6 that the standard deviation for the radial acceleration in the
three-layer BHP with SWCNTs added is significantly lower than that of the double-layer
BHP with RTV as the elastic layer. And with the increase in the pipeline thickness, the
suppressive effect of the vibration increases.

5.2.2. Simulation Results for BHP Vibration with Different Lengths of Pipeline

The curves for the radial acceleration at point P in the BHP with different lengths of
the elastic layer are shown in Figure 16.
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Figure 16. Radial acceleration at point P with different lengths of the elastic layer. (a) BHP with RTV
as the elastic layer; (b) BHP with RTV-SWCNTs composite materials as the elastic layer.

In Figure 16, the amplitude of the radial acceleration in the BHP decreases with the
increase in the pipeline length. In reference to Section 5.2.1, Figure A2 (in Appendix C)
shows the radial acceleration curves for the BHPs with different elastic layer materials at P
point when the pipe length is the same.

As shown in Figure A2, when the pipeline length is the same, the vibration acceleration
in the three-layer BHP with SWCNTs added is lower than that of the double-layer BHP with
RTV as the elastic layer, and the effect of the vibration absorption is better. The suppressive
effect of the different lengths in the BHP on the vibration of the pipeline wall is shown
in Table 7.
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Table 7. The suppressive effect of the different lengths in the BHP on the vibration of the pipeline wall.

Length (mm)
RTV RTV-SWCNTs Composite Materials

Vibration Reduction (%)
The Standard Deviation for the Vibration Acceleration

100 1.956 × 10−6 1.675 × 10−6 14.4
150 1.736 × 10−6 1.435 × 10−6 17.3
250 1.542 × 10−6 1.237 × 10−6 19.8
300 1.373 × 10−6 1.176 × 10−6 14.3

It can be seen that the standard deviation for the radial acceleration in the BHP with
RTV-SWCNTs composite materials as the elastic layer is significantly lower than that of the
BHP with RTV. And with the increase in the pipeline length, the suppressive effect of the
vibration increases. Besides, when the length of the pipeline is 250 mm, the percentage of
pulsation reduction in the pipeline is the largest and the effect of the vibration reduction is
the best, which lays the foundation for further optimization in the design of the BHP.

5.3. Results from the BHP Vibration Experiment
5.3.1. Pulsation Absorption Experiment Results for the BHP with Different Thicknesses of
Elastic Layer

The outlet flow pulsation curves for the different BHPs are shown in Figure 17.
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Figure 17. Effect of thickness of the elastic layer on flow pulsation. (a) BHP with RTV as the elastic
layer; (b) BHP with RTV-SWCNTs composite materials as the elastic layer.

The amplitude of the flow pulsation at the outlet of the double-layer BHP with RTV as
the elastic layer and the three-layer BHP with RTV-SWCNTs composite materials as the
elastic layer decreases with the increase in the thickness of the elastic layer. This shows
that the elastic materials (RTV and RTV-SWCNTs composite materials) have an absorption
effect on the flow pulsation at the outlet of the hydraulic pump. And with the increase in
the thickness of the pipeline, the absorption effect of the flow pulsation increases.

The comparison curves for the flow pulsation at the outlet of the double-layer BHP
with RTV as the elastic layer and the three-layer BHP with RTV-SWCNTs composite
materials as the elastic layer under the same thickness of the elastic layer are shown
in Figure 18.

Figure 18 shows that the amplitude of the flow pulsation in the three-layer BHP with
RTV-SWCNTs composite materials as the elastic layer is significantly lower than that of the
double-layer BHP with RTV as the elastic layer.
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Figure 18. Effect of different elastic layer materials with the same thickness on flow pulsation. The
thickness of the elastic layer is: (a) 5 mm; (b) 10 mm; (c) 15 mm; (d) 20 mm; (e) 25 mm.

The absorption effect of the flow pulsation in the BHPs with different thicknesses of
the elastic layer is shown in Table 8. The pulsation reduction is ‘the standard deviation of
flow pulsation at the outlet of BHP with RTV as the elastic layer subtracts the standard
deviation of flow pulsation at the outlet of BHP with RTV-SWCNTs as the composite elastic
layer’. The pulsation reduction reflects the flow pulsation absorption effect for the BHP
with the same pipeline thickness and different elastic layer materials.

Table 8. The absorption effect of the flow pulsation for the BHP with different thicknesses of the
elastic layer.

No. Thickness (mm)
RTV RTV-SWCNTs Composite Materials

Pulsation Reduction (%)
The Standard Deviation for the Flow Pulsation

1 5 0.319 0.248 22.3
2 10 0.291 0.215 26.1
3 15 0.253 0.177 30.04
4 20 0.1802 0.128 28.97
5 25 0.1197 0.0872 27.15

The standard deviation for the flow pulsation in the three-layer BHP with SWCNTs
added is significantly lower than that of the double-layer BHP with RTV as the elastic
layer. With the increase in the thickness of the pipeline, the standard deviation for the flow
pulsation at the outlet of the pipeline decreases, and the effect of the pulsation absorption
increases. When the thickness of the elastic layer is 15 mm, the percentage of pulsation
reduction is the largest and the absorption effect of the flow pulsation is the best, which
lays the experimental foundation for further optimization of BHPs.
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5.3.2. Pulsation Absorption Experiment Results for the BHP with Different Lengths of Pipeline

The flow pulsation curves for the different BHPs are shown in Figure 19. The amplitude
of the flow pulsation at the outlet of both the double-layer BHP with RTV as the elastic
layer and the three-layer BHP with RTV-SWCNTs composite materials as the elastic layer
decreases with the increase in the length of the pipeline. In the limited length range of the
experiment, the capacity of the BHP to absorb flow pulsation increases with the increase in
its length.
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Figure 19. Flow pulsation curve for the BHP outlet. (a) RTV as the elastic layer; (b) RTV-SWCNTs
composite as the elastic layer.

In reference to Section 5.3.1, the comparison curves for the flow pulsation at the outlet
of the double-layer BHP with RTV or RTV-SWCNTs composite materials as the elastic layer
under the same length of pipeline are shown in Figure A3 (Appendix C).

It can be seen from Figure A3 that the amplitude of the flow pulsation in the three-layer
BHP with RTV-SWCNTs composite materials as the elastic layer is significantly lower than
that of the double-layer BHP with RTV as the elastic layer. The absorption effect of the flow
pulsation in the BHPs with different lengths is shown in Table 9.

Table 9. The absorption effect of flow pulsation in the BHPs with different lengths of pipeline.

No. Length (mm)
RTV RTV-SWCNTs Composite Materials

Pulsation Reduction (%)
The Standard Deviation for Flow Pulsation

1 130 0.319 0.248 22.3
6 180 0.301 0.216 28.2
7 230 0.2702 0.1779 34.16
8 280 0.1824 0.1296 28.9
9 330 0.128 0.0913 28.7

The standard deviation for the flow pulsation in the three-layer BHP with SWCNTs
added is significantly lower than that of the double-layer BHP with RTV as the elastic
layer. With the increase in the length of the pipeline, the standard deviation for the flow
pulsation at the outlet of the pipeline decreases, and the effect of the pulsation absorption
increases. When the length of the pipeline is 230 mm, the percentage of pulsation reduction
is the largest and the absorption effect of the flow pulsation is the best, which lays the
experimental foundation for further optimization of BHPs.

5.3.3. Vibration Experiment Results for the BHP with Different Elastic Layer Thicknesses

The radial acceleration amplitude for the pipe wall at the middle node (point P) in
each BHP is shown in Figure 20.
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Figure 20. Effect of elastic layer thickness on the radial acceleration at point P.(a) BHP with RTV as
the elastic layer; (b) BHP with RTV-SWCNTs composite materials as the elastic layer.

The radial acceleration amplitude at point P in the two-layer BHP with RTV as the
elastic layer and the three-layer BHP with RTV-SWCNTs composite as the elastic layer
decreases as the thickness of the elastic layer increases. This indicates that elastic materials
(RTV or RTV-SWCNTs composites) can suppress pipeline vibration by absorbing the
flow pulsation. With the increase in the elastic layer thickness, the effect of the vibration
suppression is more obvious.

In reference to Section 5.2.1, Figure A4 (Appendix C) compares the amplitude of the
radial acceleration at point P in the BHPs with RTV or RTV-SWCNTs composite as the
elastic layer when the thickness of the elastic layer is the same.

In Figure A4, it can be seen that the radial acceleration at point P in the three-layer BHP
with RTV-SWCNTs composite material as the elastic layer is significantly lower than that
of double-layer BHP with RTV as the elastic layer. The data on the vibration suppression
effect in the BHP with different thicknesses of the elastic layer is shown in Table 10.

Table 10. Suppression effect in BHPs with different thicknesses of the elastic layer on pipe vibration.

No. Thickness (mm)
RTV RTV-SWCNTs Composite Materials

Vibration Reduction(%)
The Standard Deviation for Radial Acceleration

1 5 0.179 0.162 9.5
2 10 0.143 0.106 25.9
3 15 0.1202 0.0758 36.9
4 20 0.098 0.0689 29.7
5 25 0.0892 0.0689 22.8

It can be seen that the standard deviation for the radial acceleration in the three-layer
BHP with SWCNTs is significantly lower than that of double-layer BHP with RTV as the
elastic layer. As the thickness increases, the standard deviation for the radial acceleration
decreases, and the effect of the pulsation absorption increases. When the thickness of the
elastic layer is 15 mm, the percentage of the pulsation reduction is the largest, and the
vibration suppression effect in the BHP is the best. This conclusion lays the experimental
foundation for the further optimization of BHPs.

5.3.4. Vibration Experiment Results for the BHP with Different Lengths of Pipeline

The radial acceleration amplitude for the pipe wall at point P for each BHP is shown
in Figure 21.
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Figure 21. Effect of the length of the elastic layer on the radial acceleration at point P. (a) RTV as the
elastic layer; (b) RTV-SWCNTs composite materials as the elastic layer.

The radial acceleration amplitude in the double-layer BHP with RTV as the elastic
layer and the three-layer BHP with RTV-SWCNTs composite material as the elastic layer
both decreased with the increase in the pipeline length. Moreover, as the length increases,
the vibration suppression effect in the BHP on the pipeline system increases.

In reference to Section 5.2.1, Figure A5 (in Appendix C) compares the radial accelera-
tion amplitude in the BHP with the same pipeline length and different elastic layers.

As shown in Figure A5, the acceleration amplitude in the three-layer BHP with RTV-
SWCNTs composite as the elastic layer is significantly lower than that of the double-layer
BHP with RTV as the elastic layer.

The vibration suppression effect of the BHPs with different lengths of pipeline is
shown in Table 11.

Table 11. Suppression effect in the BHPs with different lengths of pipeline on pipe vibration.

No. Length (mm)
RTV RTV-SWCNTs Composite Materials

Vibration Reduction (%)
The Standard Deviation for Radial Acceleration

1 130 0.179 0.174 2.8
6 180 0.138 0.132 4.3
7 230 0.1202 0.102 15.14
8 280 0.108 0.0615 43.1
9 330 0.0712 0.03697 48.1

The standard deviation for the radial acceleration in the three-layer BHP with SWCNTs
added is significantly lower than that of the double-layer BHP with RTV as the elastic layer.
As the length increases, the standard deviation for the radial acceleration decreases, and
the effect of the pulsation absorption increases. Moreover, when the length is 330 mm, the
percentage of the pulsation reduction is the largest, and the vibration suppression effect in
the BHP is the best. This lays a certain experimental foundation for further optimization
of BHPs.

6. Conclusions

In this paper, based on the vibration control in the double-layer BHP to the hydraulic
pump port, the BHP with a three-layer structure is made by adding the SWCNTs. The
simulation analysis and experiments are carried out, and the results are compared with
those for the double-layer BHPs with RTV as the elastic layer, thus the following conclusions
are obtained:
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1. The RTV-SWCNTs composite is prepared by surface modification of the SWCNTs
with noncovalent functionalization. And through the tensile test and SEM experiment,
it is found that the CNTs are saturated in the composites when the content of the
CNTs is 0.5 vol%~1 vol%, and the mechanical properties of the composites are better.
When the content of the CNTs exceeds 1 vol%, the CNTs will agglomerate, which will
reduce the mechanical properties of the composite. By comparing the experimental
data, the mechanical properties of the RTV-SWCNTs composites are the best when
the content of the CNTs is 0.5 vol%.

2. Based on the previously established BHP dynamic model, considering the influence
of friction coupling, the dynamic model of BHP is modified. The response curve for
the BHP in the frequency domain is obtained by solving the dynamic model with
MATLAB software, and the modal test verified the correctness of the modified model.

3. The BHP with nanomaterials added is prepared, and the effect of the BHP on absorbing
the flow pulsation and inhibiting pipeline vibration is verified through simulation
analysis and experiments. Compared with the previous test data, the effect of the BHP
with nanomaterials added on inhibiting pipeline system vibration is more obvious
than that of the double-layer BHP with RTV as the elastic layer material. The effect
increases with the increasing thickness of the elastic layer and increases with the
growing length of the BHP.

4. This paper provides new theoretical and technical support for further design opti-
mization of BHPs and the engineering application of vibration suppression.

In the following research work, we will conduct further research on the BHP. In this
paper, only THF is used as a dispersant to disperse SWCNTs in RTV. We will explore better
dispersion methods and matrix materials to improve the material properties in the BHP’s
elastic layer. The thickness and length of the BHP’s elastic layer will be further optimized to
find the optimum thickness and length for absorbing pipeline vibration and flow pulsation
in the pump outlet pipeline.
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Appendix A. Nomenclature and Numerical Values for the Parameters in the

Theoretical and Simulation Models

Table A1. Structural parameters for the BHP.

Parameter Name Value Parameter Name Value

Length of the pipeline (L) 0.33 m The bulk modulus of stainless steel (K) 1.95 GPa
Inside diameter of the pipeline (r) 0.005 m Young’s modulus of stainless steel (E) 213 GPa
The thickness of the elastic layer (er) 0.005 m Shear modulus of stainless steel (G) 81.9 GPa

The thickness of the stainless steel layer (et) 0.002 m The density of elastic material (ρr) 1150 kg/m3

Poisson’s ratio for elastic material (υr) 0.5 Stainless steel density (ρt) 7800 kg/m3

Poisson’s ratio for stainless steel (υt) 0.3 Fluid viscosity (v) 10−5 m2/s
Elastic material parameters C10 −0.02593 MPa Plug quality (mt) 0.6 kg
Elastic material parameters C01 1.733 MPa

Appendix B. The Specification for the Experimental Apparatus and Measurement System
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Figure A1. Installation of the vibration measurement pipeline system. (a) Hydraulic pump station;
(b) installation of the BHP vibration measurement system; (c) measurement and control system.

Appendix C. Part of the Simulation Analysis and Experimental Data Results
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Figure A2. Radial acceleration at point P with different materials in the elastic layer. The length of
the pipeline is: (a) 100 mm; (b) 150 mm; (c) 250 mm; (d) 300 mm.
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Figure A3. Effect of different materials on flow pulsation with the same length of the elastic layer.
The length of pipeline is: (a) 130 mm; (b) 180 mm; (c) 230 mm; (d) 280 mm; (e) 330 mm.
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Figure A4. Influence of different materials on radial acceleration with the same thickness of the elastic
layer. The thickness of the elastic layer is: (a) 5 mm; (b) 10 mm; (c) 15 mm; (d) 20 mm; (e) 25 mm.
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Figure A5. Effect of the elastic layer material on radial acceleration at the middle point in the pipe
wall. The length of pipeline is: (a) 130 mm; (b) 180 mm; (c) 230 mm; (d) 280 mm; (e) 330 mm.
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Abstract: Due to the high cost and the predicted shortage of rare earth elements in the near future,
the task of developing energy-efficient electric machines without rare earth magnets is of great
importance. This article presents a comparative analysis of optimized designs of a ferrite-assisted
synchronous reluctance machine (FaSynRM) and a ferrite-assisted synchronous homopolar machine
(FaSHM) in a 370-kW subway train drive. The objectives of optimizing these traction machines are
to reduce their losses, maximum armature current, and torque ripple. The optimization considers
the characteristics of the machines in the subway train moving cycle. The problem of the risk of
irreversible demagnetization of ferrites in the FaSynRM and FaSHM is also considered. To reduce
the computational burden, the Nelder-Mead method is used for the optimization. It is shown that
the FaSHM demonstrates better field weakening capability, which can reduce the maximum current,
power, and cost of the inverter power modules. At the same time, the FaSynRM requires less perma-
nent magnet mass for the same torque density and is more resistant to irreversible demagnetization,
which can reduce costs and improve the reliability of the electric machine.

Keywords: electric machine parameter optimization; energy-efficient subway trains; extended con-
stant power speed range; ferrite magnet electric machines; finite element analysis of electric machines;
multi-objective optimization of electric machines; Nelder-Mead method; synchronous homopolar
machine; synchronous motor field excitation; synchronous reluctance machine; traction motor; urban
rail transportation

1. Introduction

1.1. Disadvantages of Induction Motors and Motors with Rare Earth Magnets

At present, most traction drives, including those of trains, trams, subways, and mining
dump trucks, use induction motors (IM). However, traction drives with IMs have the
following disadvantages:

(1) Large loss and heating in the rotor [1,2], which can lead to unacceptably high tem-
peratures of the rotor, shaft, and bearings, even despite the liquid cooling of the
rotor [3];

(2) Continuous torque capability is significantly worse than permanent magnet syn-
chronous motors (PMSM) [4];

(3) Higher inverter power rating with a required constant power speed range (CPSR)
over 3:1 [5,6]. For example, a study [5] presents a traction drive based on an IM
with a mechanical power of 50 kW and a CPSR of 3.5:1, and the power rating of the
traction inverter is 125 kVA. Study [6] presents a traction drive based on an IM with a
mechanical power of 50 kW and a CPSR of 4:1, and the power rating of the traction
inverter is 125 kVA.

To overcome these disadvantages, rare earth permanent magnet synchronous motors
(PMSM) are used, which have a larger specific torque, lower loss, and a higher power
factor [7]. However, PMSMs have the following disadvantages:
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(1) The production of PMSMs necessitates costly rare-earth magnets, which experience
significant price fluctuations within a short span of a year or two. This variability
arises due to a limited pool of magnet suppliers in the global market [8–10];

(2) In the near future, a shortage of materials for the production of rare earth magnets
is predicted due to the rapid growth in the production of electric vehicles and wind
turbines, which very often use rare earth permanent magnets [11];

(3) Rare-earth element extraction has an adverse environmental impact [12];
(4) The demagnetization of rare-earth magnets can occur in high-power density PMSMs

due to the presence of strong magnetic fields and high temperatures;
(5) The task of maintaining high efficiency at speeds near the maximum becomes challeng-

ing when aiming for a wide constant power speed range, primarily due to increased
copper loss that occurs in the field weakening mode [13];

(6) Furthermore, in electrical power applications such as subway and railway trains, the
rotational motion of PMSM induces a significant uncontrolled electromotive force
(EMF) in the winding. This situation presents a significant risk of fire in the event of
an emergency short circuit. Given the high inertia of the trains, which makes them
unable to stop in time in such critical situations, it is recommended to refrain from
using the PMSM in this application.

Due to the disadvantages of IM and PMSM, the development of synchronous motors
for the subway without rare earth magnets becomes relevant.

The utilization of ferrite magnets proves advantageous due to their significantly lower
cost compared to rare-earth magnets and their widespread production across numerous
countries worldwide [14,15].

In addition, ferrite magnets have no losses due to eddy currents and high-temperature
strength [14,16]. A challenge of using ferrites in motor design is their low coercive force [14,17].
For this reason, when optimizing motors with ferrite magnets, special attention must be
paid to limiting irreversible demagnetization.

1.2. Literature Overview on the Use of Ferrite-Assisted Synchronous Reluctance Motors in
Traction Drives

Magnet-free synchronous reluctance motors (SynRMs) have lower losses than in-
duction motors. However, in electric vehicles that require a wide CPSR, SynRMs have
a reduced inverter utilization factor, which significantly increases the power rating and
cost of the inverter power modules [6]. This drawback can be overcome, as well as the
dimensions of the motor can be reduced by adding inexpensive ferrite magnets to the
rotor [14]. Ferrite-assisted SynRMs (FaSynRMs) with high rotor magnetic anisotropy have
proven themselves in pumping applications in which a wide CPSR is not required [18–20].
Moreover, FaSynRM is also an alternative to IPMSM in electric vehicle applications, with
comparable torque capability, lower permanent magnet cost, and better field-weakening
capability [21,22].

For example, in [21], the characteristics of PMSM and FaSynRM are theoretically
compared in a Toyota Prius 2010 drive with a rated power of 60 kW and CPSR of 3.5:1. It is
concluded that the FaSynRM has characteristics similar to the original V-shaped interior
PMSM with the same overall dimensions, while the cost of its active materials is much
lower, and the maximum operating temperature of the rotor is much higher. In [22], a
theoretical comparison is made between V-shape rare-earth assisted SynRM and FaSynRM
for a BMW i3 2016 drive with a rated power of 60 kW and CPSR of 3:1. It is shown that
the use of ferrite magnets makes it possible to obtain lower peak mechanical stress, better
field-weakening capability, higher peak efficiency, and comparable efficiency over the
operating range.

It can be concluded that quite a lot of articles are devoted to the analysis of FaSynRM
characteristics in light passenger vehicles. However, studies on optimizing FaSynRM
design for a subway train drive have not been presented.
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1.3. Literature Overview on the Use of Synchronous Homopolar Motors in Traction Drives and on
the Use of Ferrite-Assisted Synchronous Homopolar Motors

Another alternative to PMSMs in electric vehicles is electrically excited wound rotor
synchronous motors (WRSM), which solve many of the problems associated with rare earth
magnets but require a solution to the problem of unreliable sliding contact [23].

By merging the advantages of permanent magnet synchronous machines (PMSMs)
and wound rotor synchronous machines (WRSMs), synchronous homopolar machines
(SHMs) eliminate the need for slip rings like in PMSMs and, similar to WRSMs, operate
without magnets. They achieve a wide constant power speed range (CPSR) due to their
adjustable excitation current. One advantage SHMs have over WRSMs is that the number
of excitation coils is independent of the number of poles, whereas, in WRSMs, it increases
with the number of poles, resulting in reduced excitation magnetomotive force (MMF) [14].
As a result, SHMs have lower mass and reduced losses in the excitation winding compared
to WRSMs. Additionally, since SHMs have no losses in the rotor, there is no need for rotor
cooling. SHMs find applications as highly reliable generators in various fields, including
laser technology, pulse heating, welding units [24], automotive generators [25], railway
passenger cars, ships, and aircraft [26].

In addition, the application of SHM in traction drives is being studied.
In [23,27], the utilization of SHMs as traction motors in mining trucks is discussed.

Paper [27] presents and validates the computation method for the traction SHM, which
relies on a set of 2D magnetostatic boundary problems. Furthermore, SHM optimization
techniques for traction applications were developed [23] using the Nelder-Mead algorithm
and the model proposed in [27]. Also, the performance of SHMs was compared with
other types of motors. For example, in contrast to WRSMs, traction SHMs exhibit certain
drawbacks, as highlighted in reference [27]. Firstly, the mass and dimensions of SHMs
exceed those of WRSMs due to each rotor tooth covering roughly one pole pitch, leaving
approximately half of the pole pitches unused for torque production. Secondly, SHMs
necessitate a higher inverter power rating compared to WRSMs.

Several studies [28–31] have explored multi-pole SHMs that feature an excitation
winding on the stator and rare-earth magnets housed in the rotor slots. These SHMs,
equipped with rare-earth magnets, offer advantages over those without permanent magnets.
The use of rare-earth magnets enhances the utilization of the rotor surface, while keeping the
weight and dimensions comparable to conventional PMSMs. In traction drives with a wide
constant power speed range (CPSR), SHMs with rare-earth magnets excel by exhibiting
higher inverter utilization and lower costs for the inverter. The excitation winding enables
the adjustment of the excitation flux across a wide range of speeds, utilizing the excitation
winding current as an additional control signal to enhance SHM performance optimization.
However, a notable drawback of SHMs with rare-earth magnets lies in their dependency on
a limited number of rare-earth element suppliers, leading to high material costs. Moreover,
the depth of the rotor slots in these SHMs is significantly smaller compared to those
without magnets, compromising the saliency of the rotor. Consequently, although rare-
earth magnets provide substantial additional torque, the primary torque generated by the
interaction between the field of the excitation winding, modulated by rotor stacks, and the
field of the stator winding is diminished.

To enhance the characteristics of SHMs with magnets, an alternative approach involves
utilizing cost-effective ferrite magnets in their construction. Ferrite magnets are consid-
erably less expensive than rare-earth magnets and are produced in numerous countries
worldwide [10]. The application of ferrite magnets in SHMs is exemplified in [26], where
they are employed as under-car generators for railway passenger cars. The use of SHM
with ferrite magnets, compared with those without magnets, offers such advantages as
reducing the weight and dimensions of the machine, as well as minimizing power losses.

Research on synchronous homopolar motors featuring ferrite magnets (for brevity
in this paper, we call them ferrite-assisted synchronous homopolar motors, FaSHMs) is
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relatively infrequent. For example, in [14], the characteristics of a FaSHM are compared
with the characteristics of an SMH without magnets in the drive of a subway train bogie.

1.4. The Problem and Aim of the Study

An overview of the literature shows that although there are studies of the characteristics
of FaSynRM and FaSHM in traction drives, a comparative analysis of the characteristics of
these types of motors in the drive of a subway train bogie is not presented. In this paper,
the characteristics of the FaSynRM and the FaSHM for a 370 kW subway train bogie drive
are optimized, and their comparative analysis is provided. The optimization of the motor
designs is carried out using the computationally efficient Nelder-Mead method, which makes
it possible to consider the driving cycle of the train and not just the rated operating point.
Optimization considers several criteria, such as cycle losses, maximum inverter current, torque
ripple, and the degree of irreversible demagnetization of the permanent magnets.

We would like to highlight that although the optimization of the FaSHM for the
subway drive was already considered by the authors in [14]. However, the losses in the
section of the train running due to inertia (see Figure 1, “Coasting” section) that occur
in the magnetic core, which are significant due to the long duration of this section of the
cycle, were not taken into account. Therefore, when compared to the FaSynRM, this study
re-optimized the FaSHM design to take this factor into account.

 

Figure 1. Dynamic speed (green line) and torque (blue line) profiles of the subway train’s traction
motor.

2. Representation of the Train Flow Pattern in the Motor Optimization Routine

The movement of the subway train, as depicted in Figure 1, encompasses several
stages: acceleration with a constant torque, acceleration with a constant power, coasting at
a steady speed (with any minimal deceleration disregarded), deceleration with a constant
power, and deceleration with a constant torque. The maximum torque remains constant at
T0 = 1240 N·m for both motor and generator modes. The speed of transitioning between
constant power and constant speed modes is nm = 1427 rpm during acceleration and
ng = 2854 rpm during braking. The maximum attainable speed is nmax = 4280 rpm.

Figure 2 illustrates the torque dependency on rotational speed, with two separate
abscissa axes representing the motor and generator modes. The optimization routine of the
FaSHM for specific operating points 1, 2, 3, 4, and 5 depicted in Figure 2 is detailed in [14].
This optimization process encompasses all stages of the operating cycle, excluding coasting.
The optimization function incorporates objectives such as weighted average electric losses
evaluated over the cycle, with the weight coefficients wi determined using the trapezoid
quadrature formula. Building upon this research, the present study further refines the
optimization procedure for traction motors with magnets in subway trains, considering
the core losses during coasting mode. Despite the motor being switched off, magnetic
fluxes induced by the magnets still result in coasting-related losses. Therefore, this study
also considers the coasting mode (operating point 0). If coasting occupies 50% of the time
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required for travel between stations, integration of the speed reveals that coasting accounts
for 63.3% of the total distance. In this case, the weighting coefficients are calculated as:

wex
0 = 1/2; wex

i = wi/2, i = 1, 2, 3, 4, 5. (1)

 

Figure 2. Demanded speed-torque characteristic of the subway train drive. The numbers 0–5 indicate
the numbers of operating points of the electric machine, taken into account in the optimization
process.

The average loss is calculated as:

<Ploss> = ∑(wex
i·Ploss i), (2)

where Ploss i is the total loss at the i-th operating point.
In each operating point, denoted as Vi, the maximum allowable line-to-line voltage is

approximately equal to the DC voltage, although not precisely. In the operating points of
generator mode, the voltage Vi slightly surpasses the DC voltage due to the switch voltage
drop, while in the operating points of the motor mode, it slightly dips below the DC voltage.
To quantify this relationship, we introduce the catenary ratio ki, defined as ki = Vi/VDC rated
(VDC rated = 750 V). It is assumed that in modes 1, 2, 4, and 5, the DC voltage is equivalent
to that in the catenary, resulting in ki being close to 1. The following margin values are
selected: k2 = 1.01, k1 = k4 = k5 = 0.97. In operating point 3 (generator mode), k3 can be
chosen greater than in motor modes 1, 4, and 5, owing to the battery charge recuperation.
For added safety, all the details pertaining to the specific modes are consolidated in Table 1.

Table 1. Points of the operating cycle of the subway train drive considered during the optimization.

Operating
Point, i Operating Point Name

Speed
ni, rpm

Torque,
Ti, N·m wi ki wex

i

0 Coasting mode; maximum speed 4280 0 - - 0.5
1 Driving mode; maximum speed 4280 413.4 0.363 0.97 0.181
2 Braking mode; maximum speed 4280 826.9 0.091 1.01 0.046

3
Braking mode; changing from

constant power to constant
torque operation

2854 1240 0.182 1.1 0.091

4 Zero speed 0 1240 0.182 0.97 0.091

5
Driving mode; changing from
maximum torque to constant

power operation modes
1427 1240 0.182 0.97 0.091

3. Designs Features of the FaSHM and FaSynRM

The structure of the FaSynRM magnetic core is uniform along the axis of rotation;
therefore, to describe it, it is sufficient to consider only its two-dimensional geometry
(Figure 3a). The FaSHM consists of two pairs of stator and rotor stacks connected by axial
elements that conduct the excitation magnetic flux. Therefore, to model the FaSHM, it
is necessary both to consider the two-dimensional geometry of a pair of stator and rotor
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packages (Figure 3b) and to consider the design of the axial elements: the stator housing
and the rotor sleeve (Figure 3c).

 
(a) 

  
(b) (c) 

Figure 3. Motor design representation. Red arrows mark the directions of magnetization of the
permanent magnets. (a) Ferrite-assisted synchronous reluctance motor (FaSynRM), 2-Pole area, red,
blue and green colors indicate the different phases of the armature winding; (b) Ferrite-assisted
synchronous homopolar motor (FaSHM), 1/4 cross-section and stator armature winding layout;
(c) 3D cutout view of FaSHM with 1/2 stator cutout and unobstructed rotor.

Table 2 shows the main design parameters of the motors. Figure 3 illustrates the
motor phases using capital letters A to C to indicate their order. The presence of a minus
sign in Figure 3 signifies the reverse direction of the current within a winding layer. Both
considered motors have a 3-phase 8-pole winding. The FaSHM stator has 60 slots, and
the number of slots per pole and per phase q = 60/(8·3) = 2.5. The FaSynRM stator has
48 slots, and the number of slots per pole and per phase q = 48/(8·3) = 2. Unlike the FaSHM,
the FaSynRM has only one set of stator and rotor stacks and does not have an excitation
winding and its fastening elements, which makes it easier to assemble.

Table 2. Design features of the FaSHM and the FaSynRM.

Parameter FaSHM FaSynRM

Phase number 3
Pole number 8

Ferrite magnet grade Y30H-2
Excitation winding Yes No

Number of sets of stator and rotor stacks 2 1
Stator slot number 60 48

Number of the armature winding layers 2 1
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Table 2. Cont.

Parameter FaSHM FaSynRM

Number of the stator slots per pole and phase q 2.5 2
Rotor slot number 4 -

Rotor flux barrier number per pole - 4

Figure 4 illustrates the power supply circuit for the FaSHM, comprising a standard
three-phase inverter for the multiphase armature winding and a chopper for the excitation
winding. On the other hand, the FaSynRM solely necessitates a three-phase inverter
without the need for a chopper.

 

Figure 4. Layout of the three-phase inverter with a DC breaker designed to supply the excitation
winding; letters A, B, and C represent the armature winding phases.

4. Objectives and Parameters of the Optimization

Since the external dimensions of the motor are essentially determined by the corre-
sponding dimensions of the car bogie and correspond to the commercial induction motors
already used in the drive under consideration, the main emphasis in optimizing the perfor-
mance is on reducing losses in the duty cycle (see Figure 1) and on reducing the current
rating power modules of the traction inverter. When optimizing, it is also necessary to limit
torque ripple and prevent irreversible demagnetization of weakly coercive ferrite magnets.
Since the applied Nelder-Mead method is an unrestricted method, the constraints are also
set by additional terms of the optimization function.

Therefore, the objective function is formulated based on four objectives:

(1) Minimizing the average electrical losses, denoted as <Ploss el>, which is calculated as a
weighted average of losses at different operating points;

(2) Minimizing the maximum armature winding current, indicated by max(Iarm i), across
operating points 1–5;

(3) Minimizing the maximum torque ripple, indicated by max (TRi), across operating
points 1–5;

(4) Reducing to zero δdemag, which represents the cross-section area of magnets exposed
to a demagnetization magnetic field stronger than the marginal demagnetization field
H0, relative to the overall cross-section area of the magnets.

When developing an electric motor, it is important to consider the discrete nature of
certain parameters, such as the number of turns (Nsec) in the armature winding section and
the standardized values of rectangular wire width and height outlined in [32]. However,
this study disregards the discreteness of these values and allows them to have any positive
real value, aiming to provide a more objective assessment. Random factors arising from
different technical specifications in motor development can lead to optimal values of these
parameters varying between designs. Specifically, the number of turns in the armature
winding (Nsec) is chosen so that VDC rated = max(Vi/ki) [23].
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An additional target for FaSHM is the maximum nonsymmetrized torque ripple
max(TRnonsymi). This type of torque ripple is generated by a single pair of stator and rotor
stacks, whereas a symmetrized torque ripple is produced by the entire FaSHM, involving
all pairs of stator and rotor stacks. The details of the terms TR and TRsym are elaborated
in [27].

In the FaSynRM, a significant contribution to the torque is generated by the reluctance
torque, and the ferrite magnets play an assisting role. Therefore, when properly designed,
the FaSynRM is comparatively strong to irreversible demagnetization. To ensure the
strength of FaSynRM to such factors as temperature decrease, transients, or failures of
the control system with an overcurrent, the maximum value of the demagnetizing field is
constrained to H0 = 2 kOe.

In [14], for the FaSHM, the demagnetizing field was not constrained in the objective
function, but it was shown that the demagnetizing field does not exceed 3.2 kOe, while
the coercive force of ferrite magnets can be 4 kOe. In contrast to [14], in this paper, H0
is constrained for the FaSHM as well since it is under comparison with the FaSynRM,
in which irreversible demagnetization is also possible. Moreover, in the FaSHM, the
magnets make up for the disadvantage of a magnet-free SHM using only half the poles for
torque production [14]. Therefore, in the FaSHM, the magnets are subjected to a greater
demagnetizing effect compared to the FaSynRM. Trial runs of the optimization routine
with a constraint of H0 = 2 kOe showed an unacceptable reduction in efficiency and an
increase in the maximum current of the armature winding. For this reason, a constraint of
H0 = 2.5 kOe was adopted for the FaSHM, which is somewhat larger than for the FaSynRM.

Also, in contrast to [14], when optimizing both machines, losses in the coasting mode
(see Figure 1) with the motor turned off are considered. Even when the motor is turned off,
the losses induced by permanent magnets in the magnetic core are not equal to zero, which
is significant due to the long duration of this section of the working cycle.

Hence, the objective function of the FaSHM takes the following form:

F = ln(< Ploss >) + 0.7 ln(max(Iarm i)) + 0.025 ln(max(TRsymi))+
+0.01 ln(max(TRi)) + 150 max(δdemag),

(3)

where <Ploss> is the average total loss calculated in accordance with (2); max(Iarm) is the
maximum armature current; max(TRsym) is the maximum value of the symmetrized torque
ripple; max(TR) is the maximum value of the nonsymmetrized torque ripple; max(δdemag) is
the maximum ratio of the area of permanent magnets with H > H0 to the total area of magnets.

The objective function for the FaSynRM is as follows:

F = ln(< Ploss >) + 0.7 ln(max(Iarm i)) + 0.1 ln(max(TRi))+
0.1 ln(Mrot) + 0.1 ln(Mmag) + 150 max(δdemag),

(4)

where Mrot is the mass of the rotor, and Mmag is the mass of the permanent magnets.
The weight constants 150, 1, 0.7, 0.1, 0.025, and 0.01 in Equations (3) and (4) indicate

the significance of specific objectives. These values represent the approximate relative
priorities assigned to each optimization goal, drawing from the author’s experience in
designing comparable machines.

A coefficient of 150 at δdemag ensures the selection of designs in which there is no
irreversible demagnetization of permanent magnets. The next most important goal (loss
<Ploss>) has a weight coefficient equal to unity.

The constant 0.7 signifies that a 1% decrease in the maximal current holds the same
value as a 0.7% reduction in average loss. The objectives of minimizing symmetrized
and unsymmetrized torque ripples hold relatively lesser significance. The constants 0.025
and 0.01 indicate that all else being equal, designs with lower torque ripples are favored.
Additionally, to enhance clarity, the natural logarithm of Equations (3) and (4) is employed.

The fminsearch optimization procedure according to the Nelder-Mead method [33],
implemented in the MATLAB software, is described in detail in [34]. The fminsearch (F, x0)
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optimization procedure is launched to minimize the value of the objective function F by
successively varying the vector x of electric machine parameters, where x0 is the vector of
initial values of the electric machine parameters.

The procedure for calculating the objective function F, implemented in MATLAB,
includes the steps shown in the flowchart in Figure 5. This flowchart is valid for both
FaSHM and FaSynRM. However, for FaSHM, the objective function is calculated according
to (3), and for FaSynRM, according to (4). Table 3 shows the list of variable parameters
for FaSHM and Table 4 for FaSynRM. After building the geometry of the electric machine
corresponding to the current value of the vector x, varied by the fminsearch function, its
characteristics are calculated at operating points 0–5 (see Figure 2), necessary to calculate
the terms of the objective function.

 

Figure 5. Objective function calculation block diagram.

Table 3. Variable FaSHM parameters.

Parameter Before Optimization After Optimization

Housing thickness h, mm 15.6 14.8
Total stator stacks length Lstator, mm 219.6 227

Stator slot depth, hp, mm 35.9 31.0
Stator slot width, bp, mm 9.0 7.63

Air gap width δ, mm 4.4 2.98
Rotor slot thickness, α1 0.423·tz * 0.547·tz *
Rotor slot thickness, α2 0.664·tz * 0.706·tz *

Current angles at operating points
1,2,3,4, electrical radians 0.943; 0.921; 0.404; 0.118 0.726; 0.834; 0.304; 0.0772

Current ratio ** 10.55 9.77
Notes: * the FaSHM rotor tooth pitch tz = 360◦/4 = 90 mechanical degrees; ** the current ratio is the ratio of the
current in the armature winding layer to the current in the excitation winding cross-section.

Table 4. Variable FaSynRM parameters.

Parameter Initial Design Optimized Design

Inner stator radius Rstat, m 0.2 0.1943
Stator slot bottom radius Rbot,m 0.23 0.2218

Stator slot thickness αstat1 0.4·tz1 0.622·tz1
Air gap, mm 1 2.23

ast i, mm 4 6.35
bst i, mm 1 1.59
acut i, mm 4 6.95
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Table 4. Cont.

Parameter Initial Design Optimized Design

bcut i, mm 1 1.64
c 1.07 1.117
g 1.07 1.113

β, rad 0.01 0.021
b 0.0777·αp * 0.0755·αp

Current angle, electrical degrees 50; 50; 50; 50 66.0; 67.7; 58.2; 55.1
Note: * αp is the FaSynRM pole pitch; tz1 is the FaSynRM stator tooth pitch tz1 = 360◦/48 = 7.5 mechanical
degrees.

5. FaSHM Optimization Parameters and Results

5.1. FaSHM Optimization Parameters

The parameters varied during the optimization of the FaSHM, and fixed ones are
shown in Figure 6. Their detailed description and the initial design are given in [14]. Table 5
provides parameters unchanged during the optimization, and Table 3 provides the initial
and optimized values of varied ones.

   
(a) (b) 

 
 

(c) (d) 

Figure 6. FaSHM parameters. (a) Stator, the red arrow marks the direction of magnetization of the
permanent magnet.; (b) Armature winding; (c) Rotor; (d) Axial plane.

Table 5. FaSHM parameters were unchanged during optimization.

Parameter Value

Machine length excluding winding end parts L, mm 260
Stator housing radius, mm 267

Axial clearance between excitation winding and rotor, Δa, mm 29
Radial clearance between field winding and rotor Δr, mm 22
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Table 5. Cont.

Parameter Value

Shaft radius Rshaft, mm 40
Stator lamination yoke hs yoke, mm 21
Rotor lamination yoke hr yoke, mm 17
Stator wedge thickness, ε2, mm 2

Stator unfilled area thickness, ε1, mm 3

5.2. FaSHM Optimization Results

As Figure 7 shows, the FaSHM optimization process took 180 calls of the objective
function, and its value was significantly reduced.

 

Figure 7. FaSHM optimization progress.

The losses in coasting mode are mainly concentrated in the stator laminated stacks. Its
value is 705 W in the design presented in [14] and 639 W in the new design. Other motors’
performance characteristics are presented in Table 6.

Table 6. FaSHM optimization results.

Parameter Design Optimized in [14] New Design

Operating Point, i 1 2 3 4 5 1 2 3 4 5

Rotational speed n, rpm 4280 4280 2854 0 1427 4280 4280 2854 0 1427
Amplitude of the armature phase current

Iarm, A 370 541 541 529 531 331 536 537 530 532

Efficiency, % 95.0 95.7 96.5 0 95.7 95.0 95.6 96.4 0 95.5
Output mechanical power Pmech, kW 185.3 −370.6 −370.6 0 185.3 185.3 −370.6 −370.6 0 185.3

Torque, N·m 413.4 −826.9 −1240 1240 1240 413.4 −826.9 −1240 1240 1240
Input electrical power, kW 195.0 −354.8 −357.7 5.6 193.6 195.0 −354.4 −357.2 6.1 194.1

Mechanical loss, kW * 3.55 3.55 1.06 0 0.14 3.55 3.55 1.06 0 0.14
Armature DC copper loss, kW 2.20 4.71 4.71 4.49 4.53 1.85 4.83 4.87 4.74 4.78

Armature eddy-current copper loss, kW 1.11 2.70 1.99 0 0.55 0.61 1.78 1.33 0 0.36
Stator lamination loss, kW 2.26 3.56 3.81 0 1.90 3.04 4.46 4.57 0 2.12
Rotor lamination loss, kW 0.04 0.09 0.07 0 0.02 0.11 0.23 0.19 0 0.05
Excitation copper loss, kW 0.55 1.21 1.21 1.13 1.14 0.51 1.37 1.38 1.32 1.33

Total loss, kW 9.72 15.81 12.85 5.62 8.27 9.68 16.22 13.41 6.06 8.77
Average losses according to Formula (2), kW 7.05 7.16

Number of turns in armature winding 6.58 5.70
Power factor 0.949 −0.989 −0.963 1.0 0.906 0.99 −0.99 −0.96 1.00 0.93

Line-to-line voltage amplitude Varm, V 640 758 797 10 467 687 757 792 11 452
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Table 6. Cont.

Parameter Design Optimized in [14] New Design

Operating Point, i 1 2 3 4 5 1 2 3 4 5

Nonsymmetrized torque ripple, % 16.3 15.4 13.5 13.6 13.6 24.0 −22.6 −20.5 21.6 21.6
Symmetrized torque ripple, % 2.50 2.50 2.42 2.61 2.61 9.7 6.9 6.0 6.3 6.2

Magnetic flux density in the housing and the sleeve, T 0.30 0.71 1.04 1.15 1.15 0.36 0.76 1.29 1.43 1.43

Note: * Assuming a proportionate relationship, mechanical losses increase with the cube of speed, reaching a
maximum of 3.55 kW at nmax.

Figure 8 shows the instantaneous magnitude of the magnetic flux density of the design
presented in [14] and the new design. Figure 9 shows the minimum value (with maximum
absolute value) of the demagnetization field over the machine cycle in operating point 4
since a short-term application of the demagnetization field stronger than the coercivity of
the magnets results in their demagnetization. The entire magnet area in the new design is
not subjected to the demagnetization field with an absolute value of more than 2.5 kOe,
while the large area of the magnets in the design presented in [14] is. The absolute value of
the demagnetization field does not exceed 3 kOe in this case.

  
(a) (b) 

Figure 8. The cross-section of the optimized designs of the FaSHM and the plot of flux density
magnitudes at operating point 4; saturation areas (>2 T) are shown with white. (a) Design optimized
in [14]; (b) New FaSHM design.

   
(a) (b) 

Figure 9. Operating point 4 demagnetizing force (kOe) in the FaSHM permanent magnet zone. Field
stronger than −2.5 kOe is not shown (white color is used) (a) Design optimized in [14]; (b) New
FaSHM design.
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Figure 10 shows the calculated waveforms of the FaSHM: torque ripples at operating
points with minimum and maximum torque; cogging torque; back EMF at the operating
point where its maximum amplitude is reached, and back EMF at costing.

  
(a) (b) 

  
(c) (d) 

 
(e) 

Figure 10. FaSHM calculated waveforms. (a) Torque ripple at operating point 1; (b) Torque ripple
at operating point 4; (c) Line-to-line back EMF at operating point 3 (maximum EMF amplitude);
(d) Line-to-line back EMF at coasting (operating point 0); (e) Cogging torque.

Comparing the results in Table 6, the differences in the characteristics of the FaSHM
design optimized in [14] and the new design are not very large and consist of the following:

(1) The maximum current decreased slightly by 100%(541 − 539)/541 = 0.4%;
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(2) The main advantage of the new FaSHM design is a significantly increased resistance
to demagnetization of magnets. The coercive force of the Y30H-2 magnet is about
4 kOe [35]. In the design optimized in [14], the maximum demagnetizing field is 3 kOe,
and the margin is (4 − 3) = 1 kOe. In the new design, the maximum demagnetizing
field is 2.5 kOe, and the margin is 1.5. Therefore, we can conclude that the new design
is one and a half times more reliable for demagnetization of magnets. This is due
to an increase in the width of the magnet (equal to the depth of the rotor slot) from
7.5 cm to 8.3 cm [14]. In addition, the lengths of the stator and rotor lamination have
increased, which redistributed the flux over a larger area. Reducing the cross-sections
of the housing and sleeve led to an increase in flux density;

(3) Core losses during coasting have been reduced by 100%(705 − 639)/705 = 9.4%, which
contributes to the reduction of the average losses;

(4) However, due to achieving better reliability with respect to demagnetization, the
average losses slightly increased by 100%(7.16 − 7.05)/7.16 = 1.5%.

6. FaSynRM Optimization Parameters and Results

6.1. FaSynRM Optimization Parameters

Figure 11 illustrates the parameters that define the FaSynRM geometry. The rotor has
4 magnetic flux barriers per pole. They are numbered 1, 2, 3, 4, starting from the outer
barrier and ending with the inner one. The geometry of the magnetic flux barrier is shown
in Figure 11b.

 
 

(a) (b) 

Figure 11. Geometric parameters of the FaSynRM. (a) Stator slot; (b) Rotor flux barrier, red arrows
mark the direction of magnetization of the permanent magnets. Areas occupied by ferrite magnets
are marked in yellow.

The integrity of the rotor is ensured by internal ribs with thickness hin rib i in the
middle of each barrier and external ribs with thickness hout rib i, adjoining the air gap. On
the surface of the rotor, points at a distance αi of the barrier symmetry axis are 1 and 1′,
which define the barrier geometry. Points 2, 2′, 3, 3′ are marked at a distance h from the
surface of the rotor. The angular distance between points 2 and 3 and between 2′ and 3′
is equal to β. A circle of 455′4′ at a depth equal to the thickness of the outer ribs hin rib i
cuts off triangles 1′4′5′ and 1′4′5′ from the barrier. For the outermost edge, points 6 and
6′ coincide with points 3 and 3′, that is, line 66′ is drawn between points 3 and 3′. With
this exception, the depth xi of the line is set to 66′, and the length of this line is 2yi. Line
77′ is drawn at depth (xi + hcut i), where hcut i is the width of the magnetic flux barrier. The
length of this line is 2y1i. Line 77′ of the deepest gap limits the area allocated for cutouts in
general. Its angular size ε is a fixed parameter. Therefore, the parameter y1i is set only for
three external magnetic flux barriers.
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In this case, xi+1 = xi + hcut i + hst i, where hst i is the steel thickness deep behind
the barrier. Behind barriers 1, 2, 3 are the following barriers. Behind barrier 4 is the
circumference of the inner radius of the rotor. To reduce the optimization parameters, we
accept the following relations:

αi = a + b(i − 1/2), i = 1, 2, 3, 4;
y1i = yi·c, i = 1, 2, 3;

yi = y1i·g, i = 1, 2, 3, 4;
hcut i = acut i + bcut i(i − 1), i = 1, 2, 3, 4;

hst i = ast i + bst i(i − 1), i = 1, 2, 3, 4.

(5)

The ratio of the widths of the stator slot αstat1/αstat2 also does not change. In addition,
the variable parameters include the current control angles in operating points 1, 2, 3, 4.
Table 7 shows the FaSynRM parameters that are not changed during the optimization.
Table 4 shows the FaSynRM parameters that are varied during the optimization.

Table 7. FaSynRM parameters were unchanged during optimization.

Parameter Value

Machine length excluding winding end parts L, mm 240
Stator outer radius, mm 250

Stator parameter hstat1, mm 1
Stator parameter hstat2, mm 3

Outer rotor ribs thickness houtrib, mm 1
Inner rotor ribs thickness hinrib_i, mm 1.5; 2.5; 3.5; 4

Rotor parameter h, mm 3
Rotor parameter ε 0.8·αp

Stator slot thickness ratio αstat1/αstat2 1.05
Rotor parameter a 0.4777·αp

6.2. FaSynRM Optimization Results

As Figure 12 shows, the FaSynRM optimization process took 180 calls of the objective
function, and its value was significantly reduced.

 

Figure 12. FaSynRM optimization progress.

Table 8 shows the characteristics of the initial and optimized FaSynRM designs. In
the open-circuit coasting mode, the voltage at the motor terminals in the initial design and
after optimization is 171 V and 207 V, respectively. The magnetic loss density is mainly
concentrated in the stator magnetic core and is equal to 840 W and 490 W, respectively.
Figure 13 shows the FaSynRM geometry and flux density amplitude at operating points
1–5 listed in Table 1. Figure 14 shows the geometry and flux density amplitude after the
FaSynRM optimization. Figure 15 shows the demagnetizing field in the area of permanent
magnets on the rotor before and after optimization.
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Table 8. FaSynRM Optimization Results.

Parameter Before Optimization After Optimization

Operating Point, i 1 2 3 4 5 1 2 3 4 5

Rotational speed n, rpm 4280 4280 2854 0 1427 4280 4280 2854 0 1427
Amplitude of the armature phase current Iarm, A 492 886 1381 1393 1402 450 693 833 832 839

Efficiency, % 91.6 93.0 94.1 0 93.4 94.7 95.4 96.0 0 95.3
Output mechanical power Pmech, kW 185.30 370.60 370.60 0 185.30 185.30 370.60 370.60 0 185.30

Torque, N·m 413.4 826.9 1240.0 0.2 1240.0 413.4 826.9 1240.0 0.2 1240.0
Input electrical power, kW 202.27 344.75 348.63 8.96 198.50 195.63 353.52 355.95 6.22 194.42

Mechanical loss, kW * 3.55 3.55 1.06 0 0.14 3.55 3.55 1.06 0 0.14
Armature DC copper loss, kW 1.05 3.76 8.96 8.96 8.96 1.76 4.44 6.37 6.22 6.22

Armature eddy-current copper loss, kW - - - - - - - - - -
Stator lamination loss, kW 11.14 16.61 10.75 0 3.80 4.25 7.88 6.89 0 2.70
Rotor lamination loss, kW 1.24 1.93 1.20 0 0.30 0.77 1.21 0.33 0 0.07
Excitation copper loss, kW - - - - - - - - - -

Total loss, kW 16.97 25.85 21.97 8.96 13.20 10.33 17.08 14.65 6.22 9.12
Average losses <Ploss>, kW 10.46 7.40

Number of turns in armature winding 5.95 9.76
Power factor 0.846 0.678 0.609 1 0.684 0.910 0.791 0.735 1 0.769

Line-to-line voltage amplitude Varm, V 654 757 583 7 297 621 757 665 9 356
Torque ripple, % 27 29 33 33 33 16 16 11 10 10

Note: * The mechanical losses are assumed to be proportional to the speed with a maximum value of 3.55 kW at
nmax.

   
(a) (b) (c) 

  

 

(d) (e)  

Figure 13. FaSynRM cross-section before optimization, with a plot of flux density modulus at
saturation limit (>2 T) highlighted in white. (a) Operating point 1; (b) Operating point 2; (c) Operating
point 3; (d) Operating point 4; (e) Operating point 5.
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(a) (b) (c) 

  
(d) (e) 

Figure 14. FaSynRM cross-section after optimization, with a plot of flux density modulus at saturation
limit (>2 T) highlighted in white. (a) Operating point 1; (b) Operating point 2; (c) Operating point 3;
(d) Operating point 4; (e) Operating point.

  
(a) (b) 

Figure 15. The demagnetizing field in the area of permanent magnets of the PMaSynRM rotor. Areas
with the strongest demagnetization (<−2 kOe) are highlighted in white. (a) Before optimization;
(b) After optimization.

Figure 16 shows the calculated waveforms of the FaSynRM: torque ripples at operating
points with minimum and maximum torque; cogging torque; back EMF at the operating
point where its maximum amplitude is reached, and back EMF at costing.

Comparing the characteristics of the FaSynRM before and after optimization, we can
draw the following conclusions:

(1) Average losses were reduced by 100%(10.46 − 7.4)/10.46 = 29.3%;
(2) Maximum armature winding current decreased by 100%(1402 − 839)/1402 = 40%;
(3) Maximum torque ripple decreased by (33 − 10) = 23%;
(4) The share of magnets δdemag exposed to a demagnetizing field of more than 2 kOe

decreased from 8.6% to almost zero (0.06%). As can be seen from Figure 15, the −2 kOe
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level is reached only in the corners of the magnets, and it can be concluded that the
demagnetization of this small share of magnets is not critical. Therefore, we can
conclude that with a coercive force of 4 kOe, the optimized design has a large safety
margin (4 − 2) = 2 kOe. The achievement of a higher resistance to demagnetization
of the design after optimization, apparently, was facilitated by an increase in the
thickness of the magnets, as well as an increase in the number of turns, and hence a
decrease in the turn voltage and magnetic flux in the magnetic circuits.

  
(a) (b) 

  
(c) (d) 

 
(e) 

Figure 16. FaSynRM calculated waveforms. (a) Torque ripple at operating point 1; (b) Torque ripple
at operating point 4; (c) Line-to-line back EMF at operating point 2 (maximum EMF amplitude);
(d) Line-to-line back EMF at coasting (operating point 0); (e) Cogging torque.
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7. Comparison of Characteristics of FaSHM and FaSynRM

This section discusses the comparison of the characteristics of the considered electrical
machines after optimization. Table 9 compares the performance of the optimized FaSHM
and FaSynRM. The FaSHM characteristics are taken from Table 6. The FaSynRM charac-
teristics are taken from Table 8. Table 10 shows a comparison of masses, dimensions, and
active material costs.

Table 9. Comparison of the characteristics of the optimized FaSHM and FaSynRM.

Parameter FaSHM FaSynRM

Operating Point, i 1 2 3 4 5 1 2 3 4 5

Rotational speed n, rpm 4280 4280 2854 0 1427 4280 4280 2854 0 1427
Amplitude of the armature phase current Iarm, A 331 536 537 530 532 450 693 833 832 839

Efficiency, % 95.0 95.6 96.4 0 95.5 94.7 95.4 96.0 0 95.3
Output mechanical power Pmech, kW 185.30 370.60 370.60 0 185.30 185.30 370.60 370.60 0 185.30

Torque, N·m 413.4 826.9 1240.0 0.2 1240.0 413.4 826.9 1240.0 0.2 1240.0
Input electrical power, kW 195.0 −354.4 −357.2 6.1 194.1 195.63 353.52 355.95 6.22 194.42

Mechanical loss, kW * 3.55 3.55 1.06 0 0.14 3.55 3.55 1.06 0 0.14
Armature DC copper loss, kW 1.85 4.83 4.87 4.74 4.78 1.76 4.44 6.37 6.22 6.22

Armature eddy-current copper loss, kW 0.61 1.78 1.33 0 0.36 - - - - -
Stator lamination loss, kW 3.04 4.46 4.57 0 2.12 4.25 7.88 6.89 0 2.70
Rotor lamination loss, kW 0.11 0.23 0.19 0 0.05 0.77 1.21 0.33 0 0.07
Excitation copper loss, kW 0.51 1.37 1.38 1.32 1.33 - - - - -

Total loss, kW 9.68 16.22 13.41 6.06 8.77 10.33 17.08 14.65 6.22 9.12
Average losses <Ploss>, kW 7.16 7.40

Power factor 0.99 0.99 0.96 1.00 0.93 0.910 0.791 0.735 1 0.769
Line-to-line voltage amplitude Varm, V 687 757 792 11 452 621 757 665 9 356

Torque ripple, % 9.7 6.9 6.0 6.3 6.2 16 16 11 10 10
Maximum demagnetizing force, kOe 2.5 2

Note: * The mechanical losses are assumed to be proportional to the speed with a maximum value of 3.55 kW at
nmax.

Table 10. Comparison of masses, costs, and dimensions of parts of the FaSynRM.

Parameter FaSHM FaSynRM

Stator lamination mass, kg 110.5 104.6
Rotor lamination mass, kg 66 78.4
Armature copper mass, kg 41.7 38
Excitation copper mass, kg 8.1 -

Magnets mass, kg 34 20
Weight of the rotor sleeve and motor housing without bearing shields, kg 98.9 -
The total mass of the active materials, rotor sleeve, and motor housing, kg 359.2 241

Stator lamination cost, USD 110.5 104.6
Rotor lamination cost, USD 66 78.4
Armature copper cost, USD 291.9 266
Excitation copper cost, USD 56.7 -

Magnets cost, USD 627.64 369.2
Rotor sleeve and motor housing cost, USD 98.9 -

The total cost of the active materials (electrical steel, copper, permanent
magnets), USD * 1152.7 818.2

The total cost of the active materials (electrical steel, copper, permanent
magnets) and structural steel of the rotor sleeve and motor housing, USD * 1251.64 818.2

Total length of the stator lamination L, mm 227 240
Total length of the machine, excluding the winding end parts (including spaces

for the excitation coils), mm 260 -

Stator lamination outer diameter D, mm 504.4 500
Air gap, mm 2.98 2.23

Active core volume π·L·D2/4, liters 45.4 47.1

* In the analysis, the following material cost assumptions were considered: copper at 7 USD/kg, laminated
electrical steel at 1 USD/kg, non-laminated structural steel (for housing and rotor sleeve of the FaSHM) at 1
USD/kg, and Y30H-2 grade ferrite magnet at 18.46 USD/kg [14,36].
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Comparing the characteristics of the FaSHM and FaSynRM from Tables 9 and 10, we
can draw the following conclusions:

(1) In this application, the average loss of the FaSHM is 100%(7.4 − 7.16)/7.4 = 3.4% less
than that of FaSynRM;

(2) By adjusting the excitation flux, the maximum armature current for the FaSHM is
833/539 = 1.54 times less than for the FaSynRM, which potentially makes it possible
to significantly reduce the cost of power modules of the traction inverter;

(3) The active volume of magnetic cores, excluding the stator housing, in the FaSynRM is
100%(47.1 − 45.4)/47.1 = 3.9% higher than in the FaSHM;

(4) The length of the FaSHM stator laminations is less than that of FaSynRM by 100%(240
− 227)/240 = 5.4%; the length of the FaSHM, taking into account the gap for installing
the excitation winding, is greater by 100%(260 − 240)/260 = 7.7%;

(5) The mass of active materials of the FaSHM is greater than that of the FaSynRM by
100%(359.2 − 98.9 − 241)/(359.2 − 98.9) = 7.4% excluding the housing and sleeve;

(6) The cost of the FaSHM active materials is 100%(1152.7 − 818.2)/818.2 = 29.0% higher
than that of the FaSynRM (excluding the housing and sleeve) due to the greater mass
of copper and magnets;

(7) The maximum modulus of the demagnetizing force in the case of the FaSHM is
greater than in the case of the FaSynRM by (2.5 − 2) = 0.5 kOe. In this case, the
demagnetization margin for the FaSynRM is (4 − 2) = 2 kOe, and for the FaSHM is
(4 − 2.5) = 1.5 kOe, where 4 kOe is the coercive force of ferrite magnets. Therefore, the
FaSHM requires a more careful design of control algorithms to avoid demagnetization
during failures and transients.

8. Conclusions

The article provides a comparative analysis of the optimized designs of the traction
ferrite-assisted synchronous reluctance machine (FaSynRM) and the traction ferrite-assisted
synchronous homopolar machine (FaSHM) in a subway train drive with a power rating of
370 kW. The machines have an approximately equal outer diameter of the stator lamination.
When optimizing the machines, the train movement cycle is considered. To reduce the com-
putational burden during optimization, the computationally efficient Nelder-Mead method
is used. Moreover, each time the optimization function is called, the characteristics of one
of these machines are calculated only at 6 operating points, from which, using quadrature
formulas, the integral characteristics of the machines can be calculated throughout the
whole moving cycle.

The goals of machine optimization are to reduce losses in the train moving cycle, the
maximum current of the semiconductor inverter, and the torque ripple. In addition, the goal
of optimization is to prevent irreversible demagnetization of the ferrite magnets in the rotor.

For the FaSHM, compared with the FaSynRM, the losses are reduced by 3.4%, and
the maximum current of the traction inverter is reduced by 1.54 times. For the FaSynRM,
compared to the FaSHM, the active core volume is higher by 3.9%. However, for the
FaSynRM, the mass of active materials is reduced by 7.4%, and the cost of active materials
is reduced by 29% due to the smaller mass of magnets. Also, the FaSynRM has less risk of
irreversible demagnetization of the ferrite magnets in the rotor.

In general, it can be concluded that the machines in question have comparable per-
formance. However, the FaSHM has better field weakening capability, which reduces the
maximum current, power, and cost of inverter power modules, while the FaSynRM requires
fewer permanent magnets at the same torque density and is more resistant to irreversible
demagnetization, which reduces its cost and improves reliability.

Future work will involve conducting a comprehensive comparison of the FaSHM with
other types of electrical machines utilized in subway drives and other applications.
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Abstract: This paper proposes a design method to reduce cogging torque and torque ripple in the
concentrated winding of IPMSMs (Interior Permanent Magnet Synchronous Motors) used in motors
for the semiconductor ETCH process. IPMSMs can utilize reluctance torque through the difference
in inductance between the d axis and q axis, but they are at a disadvantage in terms of reducing
cogging torque while tapering the rotor and stator to reduce torque ripple. In addition, the existing
single tapering can push the permanent magnets into the rotor. If the rotor’s permanent magnets
are embedded, the magnetic reluctance will increase, and the overall performance of the motor will
decrease. However, an optimum design method was derived in which the magnets do not move
during rotor tapering. This geometric design is an optimum design method that reduces cogging
torque and torque ripple. This paper compares and analyzes four models, the concentrated winding
model, distributed winding model, conventional tapering model, and separated tapering model,
using 2D and 3D finite element analysis (FEA).

Keywords: permanent motor; torque ripple; tapering; IPMSM; ETCH process; semiconductor; dry
vacuum pump; separated tapering

1. Introduction

Recently, the global semiconductor market has become one of the most important mar-
kets in which to secure a global share, because competition is intensifying and developing
rapidly. Therein, demand for vacuum pumps for semiconductors is rapidly increasing, cen-
tering on the ETCH (etching) manufacturing process in the semiconductor manufacturing
process. Other industries, like semiconductor manufacturing, are also seeing a growing
demand for vacuum pumps. Currently, semiconductor companies around the world are
actively investing in the development of dry vacuum pumps for semiconductor processing.
The dry vacuum pump is a technology that enables industrial production and scientific
experiments by artificially creating a vacuum state. It is a pump that creates a state filled
with gas molecules at a pressure lower than atmospheric pressure. These vacuum pumps
require miniaturization and high-performance exhaust systems when space efficiency is
considered in semiconductor and display-manufacturing processes. When the output of the
motor is the same, if a high-speed design is used, the size of the motor required to produce
the same output is reduced, so the high-speed motor is advantageous for miniaturization.
However, when operating at high speed, the torque ripple problem of high space harmonics
occurs, and a solution to this problem is required.
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IPMSMs are widely used for their high torque and efficiency. An IPMSM is typically
controlled by maximum torque per ampere (MTPA) at rated speed. IPMSMs suffer from
torque ripple during MTPA control due to space harmonics. Although there are mechanical
and electrical factors in the generation of noise and vibration of the motor, torque ripple is
also one of the causes of noise and vibration. Torque ripple at high speed causes vibration.
However, when operating at high speed, the torque ripple problem of high space harmonics
occurs, and a solution to this problem is required. In addition, iron loss and other losses
affect the performance of motors in high-speed operation, so such losses must also be
reduced in the design of motors for higher speeds.

Recent research efforts to reduce the vibration and noise of motors are actively un-
derway [1]. It is important to reduce torque ripple, a major cause of vibration and noise
in motor design [1]. Among the causes of torque ripple, there are reasons related to the
mechanical structure [2,3]. Research on SRM motors with altered shapes to reduce torque
ripple [2], as well as studies on torque-ripple reduction through skewing, is active [3]. One
of the causes of torque ripple is cogging torque. By modifying the motor’s shape to reduce
cogging torque, torque ripple can be minimized. By altering the surface shape of the rotor
core to reduce harmonic content in the airgap flux density, cogging torque and torque
ripple can be reduced [4,5]. While tapering the rotor surface can reduce cogging torque
and torque ripple, it also results in a simultaneous reduction in output [6]. By applying
the newly proposed method of separated tapering, which has not been suggested before
this paper, it is possible to minimize output reduction while reducing cogging torque and
torque ripple, thus reducing vibration and noise.

The IPMSM with the proposed separated tapering described in this paper can mini-
mize the reduction in output and reduce cogging torque and torque ripple. Therefore, this
paper proposes a high-speed design of a PM motor with separated tapering that reduces
cogging torque and torque ripple for a 3 kW semiconductor-etching process.

2. Features of Concentrated Winding V-IPMSM for High Speed

When designing a motor, the rotor type will change depending on the purpose for
which it is being designed. To decide about the rotor type, you must first understand the
concept of torque [7].

Ttotal =
3
2 p
{
(Ld − Lq)Iq Id + λpm Iq

}
= Treluctance + Tmagnetic[N · m]

Treluctance =
3
2 p(Ld − Lq)Iq Id = 3

2 p(λd Iq − λq Id)[N · m]

= 3
2 p(λd Iq − λq Id)[N · m] = Treluctance

d − Treluctance
q

Tmagnetic =
3
2 pλpm Iq

(1)

The equation for torque is shown in Equation (1). Intuitively, torque can be generated
in two ways: the first is the force between the magnet and the magnet, called magnetic
torque. The second is the force between the magnet and the iron core, which is the force
that causes the magnet to attach to the iron and is called reluctance torque. The rotor type
that uses both magnetic torque and reluctance torque is described above as an IPMSM
(interior permanent magnet synchronous motor). This is defined as a V-IPMSM because
the shape of the magnet is a V. A V-IPMSM can produce higher output by concentrating the
magnetic flux from the rotor into the air gap, and the IPMSM is stable even at high-speed
operation because the permanent magnet is built into the rotor. For high-speed operation,
the total magnetic flux is weakened by adjusting the current phase angle to achieve high-
speed rotation. Such control by adjusting the current phase angle is called weak flux
control, and the IPMSM is capable of this weak flux control, which is advantageous for
high-speed operation [7–9].

Pc = Ph + Pe = KhBn f + KeB2 f 2 (2)
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The equation for hysteresis loss and eddy current loss for a permanent magnet is
expressed as Equation (2). Losses occurring in motors include copper loss, iron loss, and
eddy current loss, and eddy current loss in permanent magnets causes temperature rise in
permanent magnets and irreversible demagnetization. In Equation (2), Ph means hysteresis
loss and Pe means eddy current loss. In eddy current loss, eddy currents are generated by
the counter-electromotive force when a time-varying magnetic flux is generated around a
magnet. In the IPM (interior permanent magnet) rotor shape, the magnetic permeability
of the iron core is high, and the generation of eddy current increases by the movement of
magnetic flux around the permanent magnet. Eddy current loss of the permanent magnet
causes rotor heat, and efficiency may decrease, or motor failure may occur due to heat of
the rotor. Therefore, a design to reduce the hysteresis loss and the eddy current loss of the
permanent magnet is required [9–11].

An IPMSM uses not only magnetic torque but also reluctance torque generated by
reluctance differences. Therefore, the torque generated per volume is high, but the magnetic
flux density is also high and the iron loss is higher. Iron loss increases in proportion to
electric frequency, and electric frequency increases with the number of poles. In addition,
iron loss increases in proportion to speed. Since iron loss increases as the motor operates
at higher speeds, it is necessary to design the motor to minimize iron loss. Therefore, the
number of poles is designed to be four [12–14].

Tcog = −1
2

Φg
2 dR

dθ
(3)

Equation (3) is the expression for the cogging torque. Cogging torque in motors is
caused by the change in reluctance between the permanent magnets of the rotor and the
stator value, which is unrelated to the current. Cogging torque is one of the causes of torque
ripple, and torque ripple is a cause of vibration and noise in motors. This means that the
smaller the cogging torque is, the more vibration and noise will be reduced. Therefore, to
reduce torque ripple, the motor should be designed to minimize cogging torque [15,16].

Tripple =
Tpeak_to_peak

Tavg
× 100% (4)

Equation (4) is the expression for calculating the torque ripple. As expressed in
Equation (4), the torque ripple increases as the range of torque fluctuation increases [1].
There are two causes of such large torque amplitudes: the input current and the mechanical
structure of the motor [4,5]. First, the torque follows the peak value of the current, and
the ripple frequency increases with the number of phases and rotating speed. Ripple with
respect to the mechanical structure is a matter of geometry [4,5]. Ripple occurs due to
the structure of the electric motor, which has slots in the stator where the windings are
wound. In the PMSM described above, the cogging torque, which is the force that causes
the permanent magnet of the rotor and the iron core of the stator to stick together, causes
vibration and increases the torque ripple. To reduce the torque ripple in the mechanical
structure, it is essential to design a shape that reduces the cogging torque to the maximum
extent possible [17–20].

A high-speed design is beneficial for miniaturization because if the motors have
the same power output, a higher-speed design reduces the size of the motor required to
produce the same power. However, operating at high speeds introduces the problem of
iron loss and eddy current loss at high frequency, which must be addressed. Torque ripple
at high speeds is also an important objective function in motor design. Torque ripple is a
source of heat in motors, and at high speeds it can be fatal. If the rotor generates heat or
vibration at high speed, it can be fatal to the operation of the motor. Permanent magnet
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motors require a design that reduces torque ripple and hysteresis loss to operate properly
at high speeds [21–26].

(Ld Id + λpm)
2 + (Lq Iq)

2 ≤ (
Vom

ωe
)

2
(5)

I2
d + I2

q ≤ I2
am (6)

Mpoint(Id = −λpm/Ld, Iq = 0) (7)

Equation (5) is the equation for the voltage limit circle. Equation (6) is the equation for
the current limit. Equation (7) shows the Mpoint, the center of the voltage limit circle. To
increase the speed of the motor, the design must place the Mpoint within the current-limiting
circle. If the magnetic flux λpm of the permanent magnet is lowered by tapering, the Mpoint
can be placed inside the current limit circle. Such a design is essential when designing
motors for high speeds.

3. Separated Tapering Design Process and Principles for ETCH Dry Vacuum
Pump Motor

Figure 1 shows dry vacuum pump and motor for the semiconductor-ETCH (etching)
process. The dry vacuum pump for the semiconductor-etching processes is a crucial
component in semiconductor manufacturing. This specialized vacuum pump is designed
to remove gases and particles from the etching chamber without introducing moisture or
other contaminants. The dry vacuum pump operates without the need for oil or lubricants,
making it suitable for cleanroom environments and critical semiconductor-fabrication
processes. It uses advanced technologies such as scroll, claw, or turbomolecular mechanisms
to create a vacuum within the etching chamber. This vacuum ensures the removal of
unwanted byproducts and gases, maintaining a stable and controlled environment for
precise etching processes. The absence of oil or lubricants in these pumps reduces the risk of
contamination and outgassing, which can negatively impact the quality of semiconductor
devices. Therefore, dry vacuum pumps play a vital role in enabling high-quality, high-
precision semiconductor-etching processes, contributing to the production of advanced
microelectronics. Therefore, in vacuum pumps used for etching processes that require high
precision, minimizing vibration and noise is of paramount importance.

 

Figure 1. Dry vacuum pump and motor for semiconductor-ETCH process.
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Figure 2 shows the design process for a motor with separated tapering. It looks like
the general IPMSM process. However, the difference is the design of the tapering. A
motor with a basic concentrated winding IPMSM can have a higher slot-fill factor than
a distributed winding. However, concentrated windings are characterized by very high
torque ripple. Concentrated winding has the fatal drawback of very high torque ripple,
which is difficult to control and may prevent smooth operation. However, by applying
tapering to the rotor and stator to make the magnetic flux flow sinusoidal and designing
the iron core to shave off unnecessary saturation areas, the torque ripple can be lowered
and iron loss can be reduced. Therefore, after the basic design for the motor size in Figure 2,
it is necessary to apply tapering to the rotor and stator, respectively, and compare the
tendencies. Torque-ripple targets for tapering length selection in the process were targeted
with Model 1. After determining the tapering lengths Lct and Lst, the stator was tapered to
match the rotor geometry. The rotor and stator were shaped to minimize the torque ripple.
Finally, θtap was determined and Model 4 was derived, which has very low cogging torque
and torque ripple compared with the other models.

 
Figure 2. Process for the detailed design of 4P6S concentrated winding motor with separated tapering.

Figure 3 shows a concentrated winding model (Model 1), distributed winding model
(Model 2), conventional tapering model, and separated tapering model. Figure 3 shows the
parameters for separated tapering of the rotor. Applying separated tapering of the rotor
can reduce the change in reluctance in the air gap, which reduces cogging torque, torque
ripple, and losses. The design was changed from basic distributed winding (Model 2) to
concentrated winding (Model 1). Concentrated winding can wind more coils on the stator
teeth than distributed winding. It is also easy to manufacture and very advantageous for
mass production. Concentrated winding is also very practical and easy to manufacture due
to the short Turnend of the coils, which is not an area of motor performance. However, con-
centrated winding has the disadvantage of higher torque ripple than distributed winding.
These problems can be solved by tapering the rotor and stator to make the airgap magnetic
flux sinusoidal.
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Figure 3. 2D models of the four motors used in the comparative analysis.

Figure 4a,b show a design for a separated tapering rotor. The typical rotor tapering is
created by Lct, as shown in Figure 4. However, this paper introduces a new tapering axis
called Lst, which takes the form of two arcs with the axis divided into two axes. If tapering is
performed only on the existing Lct, it is applied even to areas where tapering is not required.
However, in the case of the method in Figure 4, a design can be created that incorporates
all the advantages of the conventional method along with new advantages. This tapering
method in which Lst and Lct, are applied simultaneously is defined as separated tapering.
The reason for separating the axis into two on both sides is explained below [2,3].

  
(a) (b) 

Figure 4. Rotor tapering parameters, (a) side tapering length, (b) center tapering length.
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Figure 5 shows the process where magnets are pushed inside the rotor during con-
ventional tapering. The reason for dividing the axis into two is explained in Figure 5. In
the conventional tapering method, as shown in Figure 4b, where only Lct is considered,
increasing the value of Lct for greater tapering effect necessitates pushing the magnets
inside the rotor, which maintains the shape of the permanent magnets on the rotor. When
the permanent magnets are pushed inside the rotor, it results in tapering that affects the
output because it moves away from the air gap. However, with the application of separated
tapering, an additional Lst axis is added on both sides to secure the ends of the permanent
magnets in place. This allows tapering of only the rotor pole-piece side when tapering
the rotor, without affecting the geometry of the permanent magnets, thus preventing
degradation of motor output. Tapering the outer surface of the rotor without affecting the
position and shape of the permanent magnets is necessary to minimize the reduction in
motor output power. Additionally, since cogging torque and torque ripple can be influ-
enced by changes in rotor geometry, tapering is required to minimize cogging torque and
torque ripple.

 
Figure 5. Problems with magnets being pushed and embedded in conventional tapering.

Figure 6a defines parameters for the angle between the two axes, Lst and Lct.
Figure 6b shows the rotor shape according to the separated axis angle. After separating the
two axes, if the rotor can be finely designed according to the angle between them, it can
have a significant effect in terms of cogging torque and torque ripple. In conjunction with
the rotor to which separated tapering is applied as follows, conventional tapering is also
applied to the stator. This maximizes the reduction of shape-sensitive cogging torque and
torque ripple. The optimized design of the rotor was completed according to the θtap angle.

Figure 7 shows the stator tapering parameters. For motors with stator teeth, the change
in magnetic reluctance is not constant as the rotor rotates with time. Since the change in
magnetic reluctance is not constant, it is necessary to taper the unnecessary parts in the
stator tooth structure. The stator shoe portion of the stator teeth was tapered with Lcf, θcf,
and θsf parameters to match the geometry of the rotor. The rotor pole-piece tapering was
designed to take the starting point according to the length of Lcf only in the area where the
tapering was applied and taper it by the stated angle. Lcf is determined within half of the
stator teeth, and θcf tapers the unnecessary area of the stator teeth.
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(a) 

 
(b) 

Figure 6. (a) Tapering in the Lct and Lst axes, and the angle between them, θtap (b) changes in the
rotor shape with variations in θtap.

This allows the magnetic flux emitted from the permanent magnets to be concentrated
by the rotor tapering and by the stator tapering, and the magnetic flux is concentrated
on the stator teeth. This design prevents leakage flux as much as possible and obtains
a sinusoidal magnetic flux flow. In addition, the design does not affect the permanent
magnets and does not cause reduction in output power.
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Figure 7. Stator tapering parameters.

Figure 8a shows the airgap magnetic flux density (airgap B) for the conventional model
(Model 1) and the separated tapering model (Model 4), while (b) shows the harmonic dis-
tortion (THD) of the no-load line voltage by harmonic order. In (b), it can be observed that
in Model 1, the fundamental component is naturally slightly larger, but there are significant
increases in the 5th, 7th, 11th, and 13th harmonic components. The final model, Model 4,
exhibits significantly reduced harmonics compared to the conventional Model 1, with the
THD decreasing from 11.71% to 3.84%. THD stands for total harmonic distortion, and a
higher THD value indicates that there are more harmonic components in the voltage wave-
form, signifying greater distortion from the ideal sinusoidal waveform. When harmonics
distort the voltage waveform, it reduces stability. As a result, the significant reduction
in THD observed in Model 4 indicates its improved stability and reliability compared
with Model 1.

  

(a) (b) 

Figure 8. (a) Airgap magnetic flux density for Model 1 and Model 4, (b) THD for Model 1 and Model 4.
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The final model was selected based on Krip values at two points, with a rated speed of
6600 rpm and a maximum speed of 9000 rpm. The existing concentrated winding model
had a significant drawback, which was high torque ripple. To address this issue, this
paper proposes a method to reduce torque ripple and mitigate the critical shortcomings of
the existing rotor torque ripple. In this proposed approach, a new concept called “rotor
separated tapering” is introduced, which can prevent output degradation and further
reduce torque ripple. To complement the separated tapering of the rotor, the stator teeth
are also tapered to drastically reduce torque ripple. This reduction in torque ripple is
expected to minimize vibrations and noise not only at the rated speed but also at the
maximum speed. Furthermore, tapering reduces the magnetic flux of the permanent
magnets, allowing the center point known as the “M-point” of the voltage-limit locus to
fall within the current limit area. This design offers significant advantages, especially for
high-speed motor applications. It is also easy to manufacture, making it a groundbreaking
production method for the electric motor industry. The design process was carried out
based on the results data provided below.

4. Results

4.1. Data Analysis with Tapering Parameters

Table 1 presents the four-pole six-slot motor parameters for a 3 kW ETCH process. The
final model was selected and data were analyzed at a rated speed of 6600 rpm. Additionally,
a two-point design was conducted at 6600 rpm and 9000 rpm as part of the high-speed
design process. While the rated operating speed is 6600 rpm, it is important to note that the
instantaneous maximum speed can reach up to 9000 rpm. Therefore, a high-speed design
was carried out to optimize performance at 9000 rpm. At the rated speed, the output is 4.45
Nm for a 3 kW motor. As explained earlier, the teeth-concentrated model was chosen for
mass production. The rotor’s permanent magnet is N42UH, a neodymium magnet, and
the core material is 30PNF1600. The motor’s total outer size diameter is 100 mm, and the
lamination was designed at 45 mm.

Table 1. 4P6S motor parameters for a 3 kW ETCH process.

Parameter Value Unit

Poles/Slots
Speed

Current

4/6 -
6600~9000 RPM

11~18.4 Arms
Rated power
Rated torque

3 kW
4.45 N·m

Airgap length 0.5 mm
Stator diameter (inner, outer) 25.5, 50 mm
Rotor diameter (inner, outer) 8, 25 mm

Stack length 45 mm

Core 30PNF1600
Material Permanent magnet N42UH

Coil Copper

Figure 9 shows how the mesh settings were analyzed; the airgap mesh was divided
very finely, and the data were analyzed in detail. More accurate data can be obtained
when the mesh is analyzed by dividing the mesh into smaller pieces for the areas to be
focused on. Since cogging torque and torque ripple are rotor- and stator-shape-sensitive,
the mesh in the critical areas was finely divided to induce accurate analysis. The analysis
was conducted using the 3D finite element analysis (FEA) capability of Ansys Maxwell
23.R2 software, with a total of 1,317,946 spatial elements, as shown in Figure 9. The specific
area of interest in the motor, which requires a detailed analysis, is the air gap between
the rotor and stator. Therefore, the number of elements in the air gap was divided into
601,250 elements. In Figure 9, each grid cell represents one spatial element.
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Figure 9. Mesh setting for 3D FEA (finite element analysis).

Figure 10 shows the cogging torque waveform at the rated speed of 6600 rpm. All
four models were analyzed for data comparison, and finally, Model 1 was improved and
designed into Model 4 to reduce the cogging torque by 88.18%. Figure 10 shows that the
cogging torque is very low, at a level comparable to distributed windings. The final model
was designed to reduce cogging torque at the rated operating speed of 6600 rpm. Since
cogging torque is one of the causes of torque ripple, it is necessary to observe the trend of
torque ripple while reducing the cogging torque. For this reason, the following data on
torque ripple were analyzed [16,17,19,22].

 
Figure 10. 6600 rpm cogging torque.

Figure 11 shows the relationship between torque ripple parameters and side tapering
length. To minimize torque ripple, which is the primary objective in separated tapering, it is
essential to find an optimal value that reduces torque ripple due to tapering length. Before
determining this optimum value, certain factors need to be considered. The following are
some of the considerations considered prior to selection [2,3,5,7,8].
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Figure 11. Variation of torque ripple with tapering length.

Considering the stiffness and the conventional model analysis with a tapering length
of 5 mm, the optimal lengths of Lct and Lst were chosen by selecting an area where the
primary torque ripple target was less than 9.2%. θtap was analyzed with a temporary angle
of 32 degrees that satisfied the target torque of 4.4 Nm. This angle was selected before the
final shape was determined [8,22,23]. The variations in the values of Lst and θtap resulted
in slight fluctuations in the outcomes, but these subtle differences are not significant. When
designing, it is important to select the value of Lst within the range that satisfies the target
conditions, since the primary focus is on meeting the specified design criteria.

Table 2 shows the data for the ripple factor Krip. The ripple constant Krip is defined
as the load torque divided by the torque ripple (Tripple). This design target was selected
as a criterion so that Krip would be greater than 1.06. The target value for the ripple
constant Krip, exceeding 1.06, is based on the rated speed of the conventional tapering
model (Model 3) at 6600 rpm. The final model should be designed with a higher value of A
than this. The angle range for θtap where Krip is greater than 1.06 was determined by FEA
analysis to be between 18 and 23 degrees [2,3].

Table 2. 6600 rpm FEA analysis results for the ripple factor Krip.

θtap
Load Torque

Tavg (Nm)
Tripple

Krip

(Torque/Tripple)

15 4.4926 4.58977 0.978829
16 4.4898 4.530269 0.991067
17 4.4867 4.430873 1.012599
18 4.4833 4.202262 1.066878
19 4.4786 3.949895 1.133853
20 4.4736 3.683834 1.214387
21 4.4688 3.44164 1.298451
22 4.464 3.521505 1.26764
23 4.4582 3.806469 1.171217
24 4.451 4.279937 1.039969
25 4.4463 4.819738 0.922519
26 4.4402 5.420927 0.819085
27 4.4328 6.030049 0.735118
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Table 2. Cont.

θtap
Load Torque

Tavg (Nm)
Tripple

Krip

(Torque/Tripple)

28 4.4263 6.68956 0.661673
29 4.4208 7.270177 0.608073
30 4.4139 7.816217 0.564711
31 4.4066 8.267145 0.533026
32 4.4011 8.727364 0.504287
33 4.4193 9.456249 0.467342
34 4.4141 9.700732 0.455028
35 4.4086 9.882956 0.446081
36 4.4049 10.04336 0.438588

Figure 12 shows the changes in torque ripple rate according to the side tapering
angle (θtap). The data were analyzed to minimize torque ripple without degrading the
output power. When optimally designed with respect to the θtap angle, the results show
a significantly lower torque ripple compared with the conventional model. Additionally,
implementing such a tapering method on the rotor does not affect the size of the perma-
nent magnet, thus avoiding a reduction in power output. In conventional tapering, the
permanent magnet is pushed into the rotor, leading to a drop in output. To compensate
for this, the current was increased by 1.1 A to match the output. The area satisfying the
goal of the torque ripple constant Krip, as analyzed in Table 2, above, is intuitively depicted
in Figure 12. Finally, an θtap angle was selected to achieve the target output, resulting in a
reduction in torque ripple from 16.03% in the conventional model (Model 1) to 3.55%.

Figure 12. Analyzing torque ripple as a function of θtap angle.

4.2. Comparison of Analysis Data at Two Operation Points of 6600 rpm and 9000 rpm

Figure 13a shows the load-line voltage waveforms, indicating that voltage limits are
generally considered and satisfied in the motor designs. Figure 13b shows the torque
comparison at the same output for the three models when operating at the rated operating
speed of 6600 rpm. The load-line voltage waveform in Figure 13a is used to monitor
voltage fluctuations. Analyzing the load-line voltage waveform is crucial for evaluating the
performance and stability of the motor and confirming voltage limits. As can be observed

489



Machines 2023, 11, 991

in Figure 13a, the voltage is stable, and it satisfies the voltage limit conditions. When the
torque variation (Tpk2pk) increases, it leads to an increase in torque ripple (Tripple), which
can be a source of motor vibrations. Therefore, designing to minimize torque variation
(Tpk2pk) is essential. The separated tapering model shows less variation in torque. If the
torque fluctuates significantly when the motor is running, the torque ripple becomes large,
and vibration and noise are generated. Therefore, a new concept of tapering was applied
to optimize the design to reduce the range of variation in torque magnitude and reduce
torque ripple.

 
(a) 

 
(b) 

Figure 13. (a) 6600 rpm load-line voltage, (b) 6600 rpm load torque data.

Table 3 shows the data at 6600 rpm, the rated operating speed. It was specified
that the design would proceed to reduce cogging torque and torque ripple, which are
problems when changing from distributed to concentrated winding, by applying separated
tapering (Model 4). As shown in Table 3, the cogging torque was reduced by 88.18%, from
142.44 mNm to 16.84 mNm, and the torque ripple was reduced by 77.85%, from 16.03% to
3.55%. The cogging torque was reduced not only in the existing model but also in the same
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pole-number distribution winding model, and the torque ripple was reduced by 68.64%,
from 11.32% to 3.55%.

Table 3. 6600 rpm Final Data Analysis.

Parameter
Basic Concentrated

Winding Model (Model 1)
Distributed Winding

Model (Model 2)
Conventional Tapering

Model (Model 3)
Final Separated Tapering

Model (Model 4)

Cogging torque (mNm) 142.44 16.26 176.17 16.84
Load torque (Nm) 4.49 4.44 4.45 4.46
Torque ripple (%) 16.03 11.32 4.2 3.55

Krip 0.28 0.39 1.06 1.26
L2L + IR (Vmax) 238.97 216.73 224.22 228.02

Current (A) 13.4 14.2 19.5 18.4
Current density

(A/mm2) 8.53 9.42 12.35 11.71

Output power (kW) 3.01 3.01 3.03 3.04

Figure 14a shows the load-line voltage waveforms, indicating that voltage limits are
generally considered and satisfied in the motor designs. Figure 14b shows the load torque
at 9000 rpm. For the load-torque waveform, the black line is the separated tapering model.
When the motor operates at high speed, the torque ripple increases. The red line in the
basic model shows that the amplitude of the waveform is larger than the rated speed. This
means that the torque ripple has increased. However, in the separated tapering model, the
amplitude of the load torque is not so large. This indicates that the torque-ripple-reduction
design was successful even at the maximum speed of 9000 rpm by applying separated
tapering to the rotor. This new concept of tapering is very effective in reducing torque
ripple when designing motors for high speeds.

Table 4 shows an analysis of the 9000 rpm data. The final model, Model 4, was
confirmed to meet the target value of Krip equal to or greater than 0.67 specified in Model 3,
even at a maximum operating speed of 9000 rpm. Compared with the basic concentrated
winding model (Model 1), the torque ripple was reduced by 78.29%, from 21.42% to 4.65%,
and the efficiency was improved by 1.67%, from 93.08% to 94.64%. Thus, the separated
tapering model (Model 4) is much more suitable in the high-speed operation area than the
basic concentrated winding model (Model 1).

Table 4. 9000 rpm Final Data Analysis.

Parameter
Basic Concentrated

Winding Model (Model 1)
Distributed Winding

Model (Model 2)
Conventional Tapering

Model (Model 3)
Final Separated Tapering

Model (Model 4)

Load torque (Nm) 3.26 3.27 3.26 3.26
Torque ripple (%) 21.42 12.85 4.83 4.65

Krip 0.15 0.25 0.67 0.7
L2L + IR (Vmax) 277.23 257.22 252.54 263.76

Current (A) 9.7 10.4 11.7 11
Current density

(A/mm2) 6.17 6.9 7.45 7

Output power (kW) 2.99 3.05 3.02 3.01

Figure 15a shows the efficiency map of Model 1, while Figure 15b displays the ef-
ficiency map of Model 4. The efficiency map allows us to intuitively see the efficiency
according to rotating speed and torque. In the 6600~9000 rpm range from the rated operat-
ing speed to the maximum operating speed, it was confirmed that there was no problem,
as in the below T-N curve analysis. Within the analyzed parameter range, Model 4 has an
advantage at high speeds compared with Model 1. In Figure 15, the shaft torque represents
the torque and considers losses such as copper loss, eddy current loss, iron loss, and so on
in a PM motor. When comparing the same efficiency range in Figure 15a,b, it is intuitive
to observe that Model 4, depicted in Figure 15b, exhibits higher efficiency from the rated
operating speed of 6600 rpm up to the maximum operating speed of 9000 rpm, as evident
from the efficiency map.
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(a) 

 
(b) 

Figure 14. (a) 9000 rpm load-line voltage, (b) 9000 rpm load torque.

Figure 16a shows the current and voltage limits of the basic model (Model 1) and the
separated tapering model (Model 4). Figure 16b shows the T-N curve comparison of the
separated tapering model and the target model. Motors do not generate large, induced
voltages in the low-speed range, and the voltage generated by the motor is often lower
than the voltage that can be applied to the motor. When this is the case, control does not
need to consider voltage limiting, only current limiting. This is MTPA control. However, in
the speed range above the base speed, voltage limiting must be considered in addition to
current limiting. The current vector is to be selected at the intersection where the voltage-
and current-limit sources meet. The M point, the center of the current- and voltage-limit
circle, is more favorable for higher speeds when it is near the center of the current-limit
circle. The current- and voltage-limit circle for the separated tapering model is shown
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in Figure 16, and the center point M of the voltage-limit circle for the separated tapering
model is inside the current-limit circle. This is because the rotor tapering has reduced the
chain flux of the permanent magnet that determines the position of the M point. It can be
seen in Figure 16 that the separated tapering model also has higher base torque than the
target model and is more advantageous in the high-speed area. The voltage limit is applied
at 6000 rpm for the target model, but at 8300 rpm for the separated tapering model. At an
operating speed of 9000 rpm, the T-N curve shows that the separated tapering model is
much higher, indicating that the separated tapering model has an advantage in operating
in the high-speed range. Considering the maximum speed up to 9000 rpm, the design
proceeded as follows [12,14].

 
(a) 

 
(b) 

Figure 15. (a) Model 1 efficiency map, (b) Model 4 (separated tapering) efficiency map.
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(a) 

 
(b) 

Figure 16. (a) Current- and voltage-limit circle, (b) T-N curve.

Figure 17a shows radial B as a function of rotor position for the conventional model
(Model 1) and the separated tapering model (Model 4), while Figure 17b shows the vibration
velocity [m/s] with respect to spatial distribution. In Figure 17a, when compared with the
conventional model, the radial B of spatial flux density is sinusoidal, and the magnitude of
the radial force is lower. Radial force refers to the force generated in the radial direction as
the rotor rotates away from the center. Electromagnetic vibrations are primarily caused
by the spatial distribution of radial force over time. Since radial force is expressed as
the square of airgap flux density, the spatial harmonics of airgap flux density affect the
spatiotemporal harmonics of radial force. The larger the radial force, the greater the motor’s
vibrations, leading to poor stability. The radial force of a motor can lead to vibration and
noise issues, making control more challenging. Moreover, there is a significant safety risk
when there is contact between the stator and rotor. In Figure 17a, Model 4 exhibits a more
sinusoidal and stable waveform compared with Model 1, due to its lower radial force,
and Figure 17b represents vibration velocity, showing the values of spatially distributed
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vibrations by harmonic order. It can be observed that Model 4 has an overall vibration
value approximately 13.18% lower than Model 1 [14,18]. As seen in Figure 17, Model 4 has
a lower radial force compared with Model 1, which results in lower vibration velocity in
the motor.

(a)  
(b) 

Figure 17. (a) Radial B for Model 1 and Model 4, (b) vibration velocity for Model 1 and Model 4.

4.3. Analysis of B Plots, and Demagnetization of Permanent Magnet Check

By concentrating the magnetic flux exiting the air gap as in the separated tapering
model, the amount of magnetic flux received from the stator teeth increases. However, the
amount of magnetic flux density that can be received by the thickness of the stator teeth
is limited, and if the limit is exceeded, the teeth will become saturated. The saturation
also affects the increase in iron loss, which causes heat generation and affects the overall
performance. Therefore, it is important to consider the saturation of the stator teeth during
the design process, and this is shown in Figure 18. As shown below, the saturation degree
of the stator value is approximately 1.45 T, indicating that the design is sufficiently stable.
Additionally, the stator back yoke is approximately 1.32 T and is extremely stable.

The demagnetization capability of the permanent magnet was confirmed for the
improved design model, as shown in Figure 19. Demagnetization of the permanent magnets
must be considered when designing electromagnetic fields; the IPMSM performs weak
flux control at high speeds, and demagnetization phenomena may occur due to reverse
magnetic fields. If the operating point is formed below the knee point in the B-H curve
of the permanent magnet, the permanent magnet loses magnetism and demagnetization
occurs. After demagnetization, even if the operating point is formed above the knee point
again, the permanent magnet cannot return to the magnetic flux density it had before
and has a lower flux density than before, which is called the irreversible demagnetization
phenomenon. When a magnet is demagnetized, the magnetic flux density of the permanent
magnet is affected, which in turn affects the performance of the motor. The next method
of confirming demagnetization of a permanent magnet was to apply a current five times
the rated current and confirm a demagnetization ratio of 0% for the permanent magnet. In
addition, since NdFeB magnets have high-temperature demagnetization characteristics,
the demagnetization ability of the permanent magnet was confirmed through 2D and 3D
FEA analysis using B-H curve values of NdFeB magnets at 150 ◦C, considering extreme
conditions at high temperatures.
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Figure 18. Separated tapering 3D-model B plot.

 
Figure 19. Magnetization and demagnetization of permanent magnet: 2D and 3D analysis.

5. Conclusions

This paper presents a new concept model of separated tapering to reduce cogging
torque and torque ripple compared with the conventional concentrated model of a 3 kW
semiconductor-ETCH-process vacuum pump motor. The design proceeded to reduce
cogging torque and torque ripple according to the rotating angle of θtap. Since cogging
torque and torque ripple are major causes of vibration and noise in motors, it is important
to design motors used in vibration-sensitive semiconductor processes to reduce cogging
torque and torque ripple. The final model with separated tapering (Model 4) was subjected
to two-point design at a rated operating speed of 6600 rpm and a maximum operating speed
of 9000 rpm. The reduction in torque ripple was confirmed for both rated and maximum
speeds. The cogging torque and torque ripple of the basic concentrated model (Model 1)
and the separated tapering model (Model 4) were compared and analyzed through finite
element analysis (FEA). At the rated rotating speed of 6600 rpm, the cogging torque was
reduced by 88.18% from 142.44 mNm in the conventional model to 16.84 mNm, and the
torque ripple was reduced by 77.85% from 16.03% to 3.55%. At a maximum rotating speed
of 9000 rpm, the torque ripple was reduced by 77.85%, from 16.03% in the conventional
model to 3.55%, and the overall vibration, as a result of torque-ripple reduction, decreased
by 13.18%. The final proposed model (Model 4) includes an innovative separated tapering
design that minimizes cogging torque and torque ripple while also being advantageous at
high speeds.
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Abstract: In this paper, a single-phase BLDC motor is applied to a cooling fan motor and a Drive IC
integration analysis method of the single-phase BLDC motor is proposed. Single-phase BLDC motors
have a simple structure, are easy to manufacture, and are low cost, so they are used in applications
where low outputs and low costs are advantageous. Single-phase BLDC motors use a full-bridge
inverter (Drive IC), and this inverter (Drive IC) has dead time due to switching. Therefore, in order
to consider dead time when analyzing a single-phase BLDC motor, analysis through integration with
Drive IC is necessary. This paper compares the types of single-phase BLDC motors, designs a model
that satisfies target performance, and conducts research on Drive IC integration analysis through
FEA. A prototype motor was manufactured and tested, and the validity of the Drive IC integration
analysis was verified.

Keywords: single-phase BLDC motor; radial flux permanent magnet motor; full-bridge inverter;
drive IC integration analysis

1. Introduction

The existing microwave oven (MWO) cooling fan motor uses a 5W-rated shaded-pole
induction motor (SPIM), as shown in Figure 1. The SPIM is characterized by a structure
where the main concentrated winding is wound around the stator core, resulting in high
losses in both copper and core, leading to low efficiency. However, due to its low cost, it is
mainly used in low-power applications [1]. Although this type of induction motor has low
efficiency and is unable to control variable speeds, it has the advantage of being simple
to manufacture and having a stable structure. Accordingly, research has been conducted
on design optimization for high performance and stable structure, as well as on cooling
methods for high-loss induction motors [2] and on the accurate prediction of the stator
winding temperature [3]. In the household appliance market, cost reduction has been
prioritized over efficiency concerns, leading to the adoption of induction motors with low
efficiency but competitive pricing. However, previously used SPIMs lacked speed control
capabilities, requiring the use of different motors for fan applications that require different
torque levels at different speeds. This resulted in an increase in fan motor management
and operating costs. In this regard, research is needed to apply permanent magnet motors
with high torque density, efficiency, and variable speed control to cooling fan motors. By
replacing the existing SPIM with a permanent magnet motor, the use of variable speed
control allows for the utilization of a single motor, thereby reducing management and
operating costs. In addition, the higher output density in comparison to induction motors
leads to a reduction in the use of magnets, windings, and cores.
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(a) (b) 

Figure 1. Existing cooling fan motor (SPIM): (a) cooling fan motor (SPIM); and (b) cooling fan motor
(SPIM) size.

Permanent magnet synchronous motors are classified into radial flux motors (RFM)
and axial flux motors (AFM), depending on the direction of the magnetic flux. AFM
is a motor that is advantageous for applications where a short axial length is crucial,
especially in fields where high output density is important. However, unlike the RFM,
which has a small difference in torque density depending on the number of poles in the
same volume, AFM has the characteristic of increasing torque density as the number of
poles increases, so RFM is advantageous with its small number of poles [4]. RFMs are
largely divided based on the magnet’s position into interior permanent magnet motors
(IPM) and surface permanent magnet motors (SPM). An IPM has magnets positioned inside
the rotor core, resulting in a higher magnetic flux density compared to SPM [5]. However,
IPMs present challenges in aligning the centers of the rotor and stator due to the magnet’s
location inside the rotor core, and this eccentricity leads to difficulties in manufacturing
and generates magnetic saturation [6,7]. On the other hand, SPM has magnets positioned
outside the rotor core toward the stator, and has a simple structure, which makes it easier
to manufacture, more convenient to maintain, and more cost-effective to produce [8]. In
this regard, research has been conducted to reduce the costs of permanent magnet motors,
especially surface permanent magnet motors (SPM), which are easier to manufacture and
have lower production costs. Studies have focused on reducing the cost of magnets as
a means of general costs reduction. Research has been conducted on hybrid magnets
aimed at reducing the cost of magnets, resulting in a 37.9% reduction in torque cost [8].
In addition, studies have been conducted to explore magnetic shapes that allow for a
reduction in magnet usage and save processing time, thereby reducing both raw material
and processing costs [9].

Permanent magnet motors are mainly used in three phase or single phase. Three-phase
motors are driven by a rotating magnetic field and have a high power density, high power
factor, and high output density. On the other hand, single-phase motors are driven by
an alternating magnetic field and have a lower output density and higher torque ripple
than three-phase motors. However, they have a simple structure and are cost-effective.
Furthermore, single-phase motors have the advantage of low controller costs and simple
manufacturing requirements, making them suitable for mass production [10–14]. As a
result, three-phase motors are preferred in applications that require high output, while
single-phase motors are preferred in household applications where low output and cost-
effectiveness are advantageous. This paper focuses on the research of a single-phase surface
permanent magnet BLDC motor, which has a simple manufacturing process, is cost effective
and suitable for low output applications.

In this paper, a single-phase BLDC motor is applied to a MWO cooling fan motor,
that requires a low output and low cost characteristics in a limited volume. To meet the
performance requirements in a limited volume, this paper compares four types of single-
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phase BLDC motors: R-Type, C-Type, internal rotor type, and external rotor type. The
performance characteristics and cost comparisons between C-Type and external rotor types
are analyzed, and a proposed external rotor type that satisfies cost savings is presented. In
the design of a single-phase BLDC motor, an asymmetrical air gap structure was applied to
ensure the starting torque by creating a phase difference in the cogging torque according
to the characteristics of the single-phase motor driven by alternating magnetic fields. In
addition, to account for the impact of dead time in the full-bridge inverter (Drive IC), a
design using a Drive IC was assessed to ensure the accuracy of the analysis.

This paper consists of a total of five sections. In Section 2, the design considerations
of a single-phase BLDC motor are discussed, including the torque equation, Drive IC
integration analysis, and the structure required for starting torque. Section 3 compares four
types of single-phase BLDC motors and designs a motor to meet the target performance for
C-Type and external rotor single-phase BLDC motors that are advantageous in satisfying
the target torque. Additionally, a performance comparison is conducted through analysis
of integrated Drive IC. Section 4 selects the motor that meets the desired performance
and cost-saving standards, and validates the Drive IC integration analysis through the
production of a prototype motor. Section 5 summarizes the conclusions of this paper. The
design and integration of the Drive IC in this paper were performed using Ansys 2022
Maxwell software and the validity of the proposed Drive IC integration analysis is verified
through finite element analysis (FEA) and the production and testing of a prototype motor.

2. Considerations in the Design of a Single-Phase BLDC Motor

2.1. Torque Equation for a Single-Phase BLDC Motor

A single-phase BLDC motor is a maintenance-free motor due to the use of an electrical
commutating mechanism instead of a commutator and brushes. It is widely used in
applications that require compactness due to its less complex design in comparison to
three-phase motors. In a BLDC motor, the torque varies because the magnetic resistance of
the air gap varies depending on the rotor’s position due to the stator teeth. Equation (1)
represents the torque constant as a function of rotor position, Equation (2) represents the
voltage equation for a single-phase BLDC motor, and Equation (3) represents the torque
equation [15].

ke = n × Δλ

Δθ
(1)

where λ is flux linkage of a coil, θ is the rotor position in radian, n is the number of coils in
the series.

eb = ke(θ, i)× ω

vio = i × R + L × di
dt + eb

(2)

Tm = ke(θ, i)× i + Tcg(θ) (3)

where eb is back EMF, ke is EMF constant which is the function of the rotor position, i is
winding current, ω is angular velocity, vio is inverter output voltage, Tm is motor torque,
and Tcg is cogging torque as a function of rotor position θ.

2.2. Single-Phase Drive IC Integration Analysis

For motor control, a single-phase BLDC motor can use either a single-phase half-bridge
inverter or a single-phase full-bridge inverter. The half-bridge inverter circuit generates
AC voltage for single-phase motors. The operation of the half-bridge inverter involves
alternating the switches on and off at every half-cycle of the required AC voltage frequency
period T. Equation (4) represents the fundamental and harmonic components of the inverter,
and Equation (5) provides the root mean square (RMS) value of the fundamental voltage.
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Based on Equation (5), the inverter can deliver 45% of the DC input voltage to the load in
terms of the RMS value of the AC voltage.

vp =
2Vdc

π

∞

∑
n=1,3,5···

sinnωt
n

(n = 1, 3, 5, · · · ) (4)

Vp1−rms =
1√
2

2Vdc
π

= 0.45Vdc (5)

Due to its inefficient utilization of DC voltage, the single-phase half-bridge inverter
is not a suitable option for generating effective single-phase AC voltage. Therefore, the
full-bridge inverter is used. Figure 2 represents the circuit and output voltage of the single-
phase full-bridge inverter. In order to obtain an effective single-phase AC voltage, each
voltage must be switched with a phase difference of 180 degrees. Therefore, switches
D1, D2, and switches D3, D4 alternate between on and off states. The fundamental and
harmonic components during that period are represented by Equation (6). The single-phase
full-bridge inverter is predominantly used because it can obtain twice the AC voltage
compared to the half-bridge inverter, all under the same DC voltage. The output voltage of
the single-phase full-bridge inverter is provided in Equation (7), where the H Pole and L
Pole represent the sections of switches as shown in Figure 2, with the H Pole corresponding
to switches D1 and D4, and the L Pole corresponding to switches D2 and D3. VH denotes
the pole voltage for H Pole, VL represents the pole voltage for L Pole, SH is the switching
function for H Pole, and SL is the switching function for L Pole [16].

vo =
4Vdc

π

∞

∑
n=1,3,5···

sinnωt
n

(n = 1, 3, 5, · · · ) (6)

vH = Vdc

(
SH − 1

2

)
vL = Vdc

(
SL − 1

2

)
vo = vH − vL = Vdc(SH − SL)

(7)

 

 
(a) (b) 

Figure 2. Single phase full-bridge inverter: (a) circuit; and (b) output voltage.

A single-phase inverter experiences shoot-through time during the intervals when
switching occurs. In this case, there is a momentary period when all switches are simulta-
neously conducting, which can lead to a short circuit incident. To prevent such accidents
during switching transitions, the switching time of the switches is intentionally delayed by
a certain amount of time, referred to as ‘dead time’. During the dead time, an error occurs

502



Machines 2023, 11, 1003

in the output voltage, and the average error voltage is provided in Equation (8). Where,
tdead represents the dead time, and fsw represents the switching frequency [16].

Verr = tdeadVdc fsw (8)

Furthermore, this dead time decreases the fundamental component of the output
voltage and generates harmonics in the output voltage. A study has been conducted to
reduce dead time [17].

The conventional design and analysis methods for single-phase BLDC motors did not
take into account the inverter’s dead time and assumed the inverter’s output voltage to
be ideal. When analyzing without considering the inverter’s dead time, it is impossible
to accurately account for the decrease in the output voltage’s fundamental components
and the generation of harmonic components due to dead time. Therefore, when analyzing
single-phase BLDC motors, it is necessary to integrate a single-phase full-bridge inverter.

Figure 3 represents the circuit of the integrated single-phase full-bridge inverter. To
integrate the single-phase full-bridge inverter, four elements are required: the inverter
input voltage (Vdc), diode specifications, switch resistance (Ron), and two signals for the
switches On and Off. The input voltage and diode specifications can be obtained from the
inverter’s specifications. Switch resistance can also be determined through the inverter’s
specifications, and it may vary depending on the circuitry of each Drive IC. Typically, the
resistance or the switch is represented as the sum of the resistances for the two switches
(S1 and S4 in Figure 3). When designing the motor, it is essential to match the inverter’s
current limit. The current value is influenced by the voltage drop component resulting
from the switches. Thus, it is necessary to take into account the switch resistance. Finally,
two signals are required for controlling the switching of the switches on and off. Figure 4
represents the waveform of the node voltage. Signal1 is connected to switches S1 and S4,
while Signal2 is connected to switches S2 and S3. When the node voltage of the signals is
greater than 0 V, the switches are ON, and when it is less than 0 V, the switches are OFF. To
prevent the inverter from shoot-through, the ON and OFF times of each switch need to be
delayed, and therefore, Tr and Tf in Figure 4 must be greater than 0.

 

Figure 3. Single-phase full-bridge inverter circuit diagram.
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Figure 4. The Tr and Tf in the node voltage waveform.

The Drive IC’s output voltage and current undergo rising segments during the dead
time, which happens when the switches are toggled on and off. The soft ON and soft OFF
function are used to prevent such rising phenomena. In the case of a Drive IC with the soft
ON and soft OFF function, the angle of the registers can be adjusted to generate a smooth
waveform for output. Figure 5 illustrates the voltage and current waveforms with and
without implementation of the soft ON and soft OFF function. Where VOUT1 and VOUT2
represent the voltages when switches S1 and S4 are on and when switches S2 and S3 are
on, respectively, in Figure 3. The rising portion of the output voltage is generated due to
dead time, which affects the overall output. Therefore, when using a Drive IC with soft
ON and OFF functionality, additional analysis is required. When using the soft ON and
OFF function, the current waveform is smoothly regulated through the adjustment of the
register angle. Therefore, in order to conduct an analysis, it is imperative to anticipate the
scope of control. In this case, the lower magnitude of the current within the predicted range
is chosen (1.63 A in Figure 6). This can be observed from the current waveform in Figure 6.
Additionally, when considering the soft ON and soft OFF function, it is important to take
into account the current limit of the Drive IC, which is based on the predicted current range
(1.63 A to 1.71 A; shown in Figure 6).

 

(a) (b) 

Figure 5. Soft ON and soft OFF control function: (a) Without using soft ON and soft OFF function;
and (b) With soft ON and soft OFF function (MPS-MP6517B datasheet).

504



Machines 2023, 11, 1003

  

(a) (b) 

Figure 6. Current waveform with soft ON and soft OFF control: (a) Current waveform without using
soft ON and soft OFF function; and (b) Expected current waveform when using the soft ON and soft
OFF function.

In this paper, the final selection of the Drive IC with Switch ON and OFF functionality
was made considering the voltage drop due to switch resistance and motor current limita-
tions. When selecting a Drive IC, the maximum value of the switch resistance and current
limit should be considered according to the performance and specifications of the motor.

2.3. The Asymmetric Air Gap Structure of a Single-Phase BLDC Motor

A single-phase brushless DC motor operates through the use of a mechanically gener-
ated alternating magnetic field, which occurs via the winding of coils on the stator. This
differs from a three-phase brushless DC motor, which utilizes a rotor in its operation.
Therefore, the stator typically has an equal number of poles and slots in a 1:1 ratio. When a
single-phase brushless DC motor is in operation, the interaction between the rotor magnets
and the stator teeth produces cogging torque. Additionally, the interaction between the
stator current and the rotor magnets results in magnetic torque. A single-phase brushless
DC motor with an equivalent number of poles and slots may produce magnetic torque that
matches cogging torque. Additionally, at the point where the cogging torque becomes zero,
the magnetic torque can exhibit negative torque. This creates a zero-torque region referred
to as the “dead point”. Due to the dead point, a single-phase BLDC motor becomes unable
to start its operation [14]. Therefore, for single-phase motors utilizing the alternating field
mechanism, it is essential to verify the availability of starting torque. To eliminate the
dead point, it is common to apply an asymmetric air-gap shape. When an asymmetric
air-gap shape is applied, a phase difference occurs in the cogging torque, preventing the
occurrence of zero-torque regions. Research has been conducted to propose various shapes
for asymmetric air-gap and analyze their performance characteristics [18–20].

To ensure the starting torque of the single-phase BLDC motor, this design utilized
an asymmetric air gap shape. Figure 7 illustrates the shapes of the symmetric air-gap
model and the model with an applied asymmetric air-gap, while Figure 8 displays the
cogging torque waveforms and no-load phase voltage waveforms for both the symmetric
and asymmetric air-gap models. In the cogging torque waveform of Figure 8, it is clear
that applying an asymmetric air-gap creates a phase difference compared to a symmetric
air-gap, generating regions with no zero-torque for both the cogging and magnetic torques.
However, it is noteworthy that the application of an asymmetric air-gap causes a change in
the phase of the phase voltage waveform, requiring adjustment of the current phase angle
to 0 degrees.
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(a) (b) 

Figure 7. The shapes of the symmetric air-gap model and the model with applied asymmetric air-gap
are as follows: (a) symmetric air-gap model; and (b) asymmetric air-gap model.

 
(a) (b) 

Figure 8. Comparison of cogging torque and no-load phase voltage waveforms between symmetric
air-gap model and asymmetric air-gap model: (a) cogging torque waveform; and (b) no-load phase
voltage waveform.

Table 1 presents the torque values for the symmetrical and asymmetrical air gap
models. When comparing the load torque values of the two models, the symmetrical air
gap structure has a torque of 25.8 mNm, whereas the asymmetrical air-gap structure has a
torque of 23.2 mNm, signifying an approximate drop of 10% in torque value. Therefore,
this paper aims to review the symmetrical air-gap structure when designing a single-phase
BLDC motor, including a 10% margin in the load torque, before exploring the application
of the asymmetrical air-gap structure.

Table 1. Torque comparison between the symmetrical and asymmetrical air-gap models.

Parameter
Symmetrical

Air-Gap
Asymmetrical

Air-Gap
Unit

Torque 25.8 23.2 mNm

3. Designing a Single-Phase BLDC Motor That Meets the Target Performance

3.1. Comparison of Single-Phase BLDC Motor Types

There are four types of single-phase BLDC motors applied in this study: C-Type, R-
Type, internal rotor type, and external rotor type. C-Type and R-Type have angular shapes
instead of the traditional cylindrical shape, which can reduce manufacturing costs by
reducing scrap during production. In the C-Type configuration, the magnetic flux crosses
each pole on a singular path, whereas in the R-Type configuration, the magnetic flux crosses
each pole on a split path [21]. Due to C-Type’s higher magnetic flux per pole compared to
R-Type at the same output, less coil is required to achieve similar results, thereby reducing
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costs. As a result, C-Type was chosen for the design to meet the performance target. Figure 9
illustrates the magnetic flux patterns for both C-Type and R-Type motors.

 
(a) (b) 

Figure 9. Magnetic flux path comparison: (a) Magnetic flux path of C-Type BLDC motor; and (b) mag-
netic flux path of R-Type BLDC motor.

The internal rotor and external rotor types feature a cylindrical design, resulting in
reduced stator core material usage. According to Equation (9), the external rotor design
outperforms the internal rotor design in terms of performance. In Equation (9), ac repre-
sents the specific electric charge divided by the total electric charge from the void to the
circumference, k represents the winding factor, and ˆBg1 is a fundamental component of the
magnetic flux density in air gap [22]. The design of a model that meets target performance
parameters necessitated the selection of the external rotor type from among both internal
and external rotor types. Figure 10 illustrates the variations in air-gap diameters observed
between the two types.

T =
π

4
(
k ˆBg1accosβ

)
D2

gLstk (9)

  
(a) (b) 

Figure 10. Comparison of air-gap diameter: (a) internal rotor type BLDC motor air-gap diameter;
and (b) external rotor type BLDC motor air-gap diameter.

3.2. Derivation of the Target Performance-Satisfying Model for an C-Type Single-Phase BLDC
Motor

Table 2 presents the target performance and specifications of the C-Type single-phase
BLDC motor. The symmetrical air-gap model will be used in this design, with consideration
for a torque margin of 10% due to the asymmetric pole.
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Table 2. C-Type single-phase BLDC motor target performance and specifications.

Parameter C-Type Single Phase BLDC Motor Unit

Poles 2 -
Slots 2 -

Rated Speed 2950 rpm
Rated Power 5 W
Rated Torque 15 mNm
Stack Length 11.2 mm

Fill Factor 50 %
Current Density 8 Arms/mm2

Ron 1.7 Ohm
Current Limit 1.5 A

Maximum Outer Size 61 × 60 mm
Core Material 35PN440 -

Permanent Magnet Material HMG-12L (Nd-Bonded) -
Coil Material Copper -

The single-phase C-type BLDC motor has a configuration comparable to the conven-
tional SPIM. Accordingly, the initial design was carried out with the same dimensions as
the induction motor represented in Figure 1. Figure 11 illustrates the configuration of the
designed C-Type single-phase BLDC motor. The number of turns per phase required to
meet the target torque was calculated. Table 3 presents the performance of the initial design
model.

 

(a) (b) 

Figure 11. The initial design model of the C-Type single-phase BLDC motor: (a) configuration of
initial design model; and (b) the initial design model’s magnetic flux density at saturation.

Table 3. Performance of the basic design model of the C-Type single-phase BLDC motor.

Parameter C-Type Basic Design Model Unit

Power 6.3 W
Torque 19.3 mNm

Number of Turns 495 -
Current 0.486 A

Copper Loss 2.1 W
Iron Loss 0.164 W
Efficiency 75.5 %

In the case of the initial design model, performance exceeding the target was achieved,
and the stator did not saturate. Therefore, a design was conducted to increase the magnetic
loading and decrease the electrical loading. Additionally, a design was carried out to reduce
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the stator size based on the saturation characteristics, resulting in a model that satisfies
the target performance. The use of magnets in this target performance satisfying model
increased (from a previous magnet thickness of 1.2 mm to 1.9 mm), while the amount of
winding and core material usage decreased.

Furthermore, in order to improve the precision of the analysis, an analysis of Drive
IC integration was performed. During this process, current limitations were established,
taking margins into account. When integrating the Drive IC with the model designed to
meet the desired performance criteria, it was observed that due to dead time, the current
limitations were exceeded, and performance exceeding the desired goals was achieved.
The voltage input method utilized in the analysis of Drive IC integration leads to a decrease
in current and torque as the number of turns increases. Therefore, an examination was
performed on the current and torque for varying numbers of turns, and the number of
turns(184Turns) that met the current constraints and the desired torque was chosen for the
ultimate design. Figure 12 represents the current and torque graphs for different numbers
of turns, and Figure 13 represents the configuration and magnetic flux density at saturation
of the final model that meets the target performance of the C-Type single-phase BLDC
motor. Figure 14 represents the current and torque waveforms of the final model during
the Drive IC integration analysis. Table 4 presents the performance of the final model of
the C-Type single-phase BLDC motor.

 
Figure 12. Current and torque graphs for different numbers of turns.

 

(a) (b) 

Figure 13. C-Type single-phase BLDC motor final model: (a) final model configuration; and (b) final
model magnetic flux density at saturation.
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(a) (b) 

Figure 14. Waveforms during Drive IC integration analysis: (a) current waveform; and (b) torque
waveform.

Table 4. Performance of the final model of the C-Type single-phase BLDC motor.

Parameter
C-Type

Single Phase BLDC Motor
Unit

Power 5.1 W
Torque 16.5 mNm

Number of Turns 184 -
Current 1.25 A

Copper Loss 1.86 W
Iron Loss 0.31 W
Efficiency 68.3 %

3.3. Derivation of the Target Performance-Satisfying Model for an External Rotor Single-Phase
BLDC Motor

Table 5 presents the target performance and specifications for the external rotor single-
phase BLDC motor. In this design, the initially considered model is a symmetrical air-gap
model, taking into account a torque margin of 10% due to asymmetric air-gap. Additionally,
the limitations of the selected Drive IC were used to account for current limitations.

Table 5. External rotor type single-phase BLDC motor target performance and specifications.

Parameter
External Rotor Type

Single Phase BLDC Motor
Unit

Poles 2 -
Slots 2 -

Rated Speed 2950 rpm
Rated Output 5 W
Rated Torque 15 mNm
Stack Length 11.2 mm

Fill Factor 50 %
Current Density 8 Arms/mm2

Ron 0.71 Ohm
Current Limit 1.8 A

Maximum Outer Diameter 39 mm
Core Material 35PN440 -

Permanent Magnet Material HMG-4 (Nd-Bonded Magnet)
HMG-12L (Nd-Bonded Magnet) -

Coil Material Copper -

Figure 15 illustrates the relationship between torque and cost, as related to the increase
in the number of turns and magnet usage. When the cost of increasing the number of turns
and the magnet thickness is equal, it is more beneficial to increase the number of turns rather
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than the magnet thickness for an increase in torque. The higher residual magnetic flux
density of the HMG-12L Nd-bonded magnet saturates the core, which poses a challenge in
achieving the necessary number of turns to attain the desired performance target. Therefore,
a comparison of the saturation densities between Nd-Bonded Magnet HMG-4 and HMG-
12L was conducted for the purpose of considering a change in magnet material. Table 6
indicates the residual magnetic flux densities of the examined magnets, and Figure 16
indicates the magnet saturation densities attained by applying Nd-Bonded Magnet HMG-4
and HMG-12L Designing with HMG-4 is preferable for securing the required number
of turns, considering the magnet saturation density, compared to HMG-12L. Therefore,
HMG-4 is utilized in the design.

 

(a) (b) 

Figure 15. Torque and cost comparison graph: (a) with equal magnet usage and increasing turns; and
(b) with equal turns and increasing magnet usage.

Table 6. Residual magnetic flux density by magnet material.

Material
Residual Magnetic Flux

Density
Unit

HMG-4 0.47
THMG-12L 0.75

  

(a) (b) 

Figure 16. Magnet saturation density when applying Nd-bonded magnet material: (a) HMG-12L;
and (b) HMG-4.

The magnet material was replaced with HMG-4, and based on considerations of
the stator core saturation characteristics and torque characteristics, a stator back yoke
thickness of 1.65 mm was chosen. Figure 17 represents the torque characteristics with
respect to the stator back yoke thickness. To meet the target performance, it was crucial
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to secure the required number of turns. Therefore, the number of turns that satisfies the
target performance was selected, considering the slot fill factor (50%) and current density
(Arms/mm2 or below). Additionally, the motor outer diameter was determined accordingly.

 
Figure 17. Torque characteristics graph with respect to stator back yoke thickness.

The target performance was achieved by selecting a total of 216 turns, taking into
account the current limitation of the Drive IC, current density, and slot fill factor. To
ensure the attainability of a viable phase angle for startup, an asymmetric air-gap was
employed. The application of an asymmetric air-gap results in a shift in the phase of the
cogging torque, allowing the magnetic torque to exceed zero at the point where the cogging
torque reaches zero, enabling the motor to start. Due to the asymmetric air-gap structure,
the voltage phase is changed. Therefore, the adjustment of the current phase angle to
0 degrees is necessary. Figure 18 represents the configuration of the model that meets the
target performance, while Figure 19 represents the cogging torque and magnetic torque
waveforms used to verify the feasibility of motor to start. Table 7 presents the performance
of the target performance-satisfying model. It can be verified by Figure 19 that when the
cogging torque reaches zero, the magnetic torque exceeds zero, demonstrating that the
motor is capable of starting.

 
Figure 18. Configuration of the model that meets the target performance.
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Figure 19. Cogging torque and magnetic torque waveforms for verification the feasibility of motor
to start.

Table 7. Performance of the target performance-satisfying model.

Parameter
External Rotor Type

Single Phase BLDC Motor
Unit

Power 4.7 W
Torque 15.2 mNm

Number of Turns 216 -
Current 1.3 A

Copper Loss 1.67 W
Iron Loss 0.215 W
Efficiency 69.3 %

Having a low shoe thickness compared to the shoe length in the stator core may
potentially result in manufacturing issues in small motors. Therefore, when designing the
stator for a single-phase external rotor BLDC motor, it is advantageous to have a greater
shoe thickness relative to the shoe length. In designing the final model for the external
rotor single-phase BLDC motor that meets the target performance, the outer diameter was
set at 34.9 mm. Taking into account the maximum outer diameter of the motor as per
target specifications, which is 39 mm, the minimum possible thickness of the shoe was
considered during the design process. The length of the slot opening was increased by
30.4% to reduce the length of the shoe. Additionally, the thickness of the shoe was increased
by 21% to confirm its manufacturability. The magnet’s thickness was determined based
on the torque increase rate to achieve the desired performance. Figure 20 represents the
torque increase rate with respect to magnet thickness. The required number of turns per
phase was calculated to achieve the desired performance. The motor’s outer diameter
was determined by considering the slot fill factor and current density, while increasing
shoe thickness. The design of the external rotor single-phase BLDC motor was finalized by
integrating a Drive IC. Figure 21 represents the configuration and magnetic flux density at
saturation of the final model with applied parameter changes and Figure 22 represents the
current waveform when considering the Drive IC.
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Figure 20. Torque increase rate with respect to magnet thickness.

 
(a) (b) 

Figure 21. Outer rotor single-phase BLDC motor final model with applied parameter changes:
(a) final model configuration; and (b) final model magnetic flux density at saturation.

Figure 22. Current waveform when considering the Drive IC.

Incorporating the soft ON and OFF function results in reduced current, as seen in the
current waveform in Figure 6. Therefore, further FEA analysis is necessary via additional
current waveforms. During the assessment of the Drive IC integration, the input current
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was estimated by analyzing the current waveform when implementing the soft ON and
OFF features. It was confirmed through finite element analysis (FEA) that the desired
performance is achieved when the input current is implemented as 1.66 A. Figure 23
represents the current waveform and torque waveform when applying the soft ON and
OFF function, and Table 8 presents the performance of the final model of the external rotor
single-phase BLDC motor. Figure 24 represents the operating point of the motor. The
design points have been chosen based on the highest speed and torque values within this
operational region.

 
(a) (b) 

Figure 23. Expected current waveform and torque waveform when applying the soft ON and OFF
function: (a) current waveform; and (b) torque waveform.

Table 8. Performance of the final model of the external rotor single-phase BLDC motor.

Parameter
External Rotor

Single Phase BLDC Motor
Unit

Power 4.8 W
Torque 15.6 mNm

Number of Turns 228 -
Current 1.66 A

Copper Loss 2.51 W
Iron Loss 0.192 W
Efficiency 62.4 %

Figure 24. Operating point of the motor.

515



Machines 2023, 11, 1003

4. Selection of a Single-Phase BLDC Motor That Meets the Target Performance and
Validation through the Production of a Prototype Motor

4.1. Selection of the Final Motor, Considering the Cost, for Both the C-Type and External Rotor
Single-Phase BLDC Motors

Table 9 provides a comparison of the weights and costs of the final models of the
C-Type and external rotor single-phase BLDC motors. The costs have been standardized
based on the same year. For the C-Type motor, the magnetic flux density is higher due to
the single flux path compared to the external rotor motor. Therefore, reduced copper usage
is realized in the windings. However, due to the angular shape characteristics, the use of
the stator core in the external rotor motor increases by approximately five times, ultimately
leading to a higher final cost. Therefore, the oven fan motor requires low output and cost
characteristics, and thus a single-phase BLDC motor was chosen as the optimal model.

Table 9. Comparison of the weights and costs between the C-Type and external rotor single-phase
BLDC motors.

Parameter
C-Type

Single Phase BLDC Motor
Outer Rotor

Single Phase BLDC Motor
Unit

Stator Core
(35PN440) 0.123 0.025

kg
Rotor Core
(35PN440) 0.017 0.011

Magnet(HMG-12L/HMG-4) 0.009 0.012
Coil

(Copper) 0.015 0.017

Stator Core
(35PN440) 209.4 42.1

KRW

Rotor Core
(35PN440) 29.3 18.5

Magnet
(HMG-12L/HMG-4) 57.6 59.4

Coil
(Copper) 145.3 160.5

Sum 441.6 280.4

4.2. Prototype Motor Production and Validation

A prototype motor of the proposed external rotor single-phase BLDC motor was
produced and tested to validate the feasibility of the Drive IC integration analysis. Soft
ON and soft OFF functionality was utilized during the testing. To account for dead time,
Tr and Tf were set to 10 μdeg. Figure 25 represents the prototype motor’s configuration.
Figure 26 represents the expected current waveform considering the soft ON and soft OFF
function, while Figure 27 represents the current waveform obtained during the testing of
the prototype motor. In Figure 27, the x-axis represents time, and the y-axis represents
current. Table 10 presents the output and torque values obtained through FEA and those
obtained through testing. This demonstrates the validity of the full-bridge inverter (Drive
IC) integration analysis proposed in this paper.
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Figure 25. Prototype motor’s configuration.

 
Figure 26. Expected current waveform considering the soft ON and soft OFF function.

 

Figure 27. Current waveform obtained during the testing of the prototype motor.

Table 10. Comparison of the performance between the single-phase BLDC motor at 2950 rpm based
on FEA and the prototype motor.

Parameter FEA Test Unit

Power 4.8 4.7 W
Torque 15.6 15.0 mNm

5. Conclusions

This paper conducted a study on the design and analytical methods or a single-phase
BLDC motor to replace SPIM. The study concentrated on an external rotor single-phase
BLDC motor that meets the target performance and cost savings, enabling variable speed
control. Furthermore, it is crucial to take into account the dead time of the full-bridge
inverter (Drive IC) as single-phase BLDC motors mainly rely on this type of inverter.
To address this concern, a Drive IC integration analysis method was proposed. The
study compared various types of single-phase BLDC motors, designed models that met
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performance targets, and analyzed the integration of the Drive IC. Additionally, a prototype
motor was produced and verified through testing. The analysis of integrating the Drive IC
through FEA and prototype motor testing revealed output discrepancies of about 2% and
torque variances of approximately 4%. The test results indicate that the Drive IC integration
analysis method conducted via FEA is valid.
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Abstract: In this paper, we present an analysis of the properties of the prototype three-phase Multi-
channel Permanent Magnet Synchronous Generator (MCPMSG) prototype designed and constructed
by the authors. Each channel of the generator has electrically separated windings, which allows us
to create an island system of electricity generation. The analyzed MCPMSG is intended for critical
applications, and it is designed for four-channel operation. The purpose of this work is to analyze
various configurations of the generator channels to improve the redundancy of the electricity genera-
tion system. The MCPMSG operation with one or two independent sources of energy consumption
in the case of a dual-channel or double dual-channel operation was investigated. For the analyzed
cases, the original mathematical models of the three-phase MCPMSG were developed. On the basis
of numerical and laboratory tests, the influence of individual configurations on the MCPMSG output
parameters was determined. An original method for diagnosing the operation of the MCPMSG
channels was developed. Numerical and laboratory tests of the proposed diagnostic method based
on a single voltage signal were carried out. As part of the laboratory tests, selected operating states
under conditions of full winding symmetry and internal asymmetry were analyzed. The advantage
of the proposed diagnostic method is the control of the operating state of the channels both under
load and in the de-energized state. The proposed diagnostic method for control of the individual
channel requires measurement of only one voltage signal.

Keywords: diagnostic method; dual-channel operation; fault-tolerant; harmonic analysis;
multichannel generator; permanent magnet synchronous generator; redundancy; safety-critical

1. Introduction

The use of fault-tolerant electric systems becomes unavoidable in many critical ap-
plications where failures may endanger the safety of the user or machine. Therefore, it is
essential to develop structures that are resistant to damage and capable of maintaining con-
tinuity of operation. Such solutions can be achieved by redundancy of system components,
for example, a multichannel three-phase system, multiple independent power converters,
etc. Although multiplying components may generate higher cost, it is worth it in terms
of safety.

Multichannel machines are investigated in various areas such as aviation (More Electric
Aircraft—MEA) [1–3], the automotive industry (Electric Vehicles—EVs) [4–6], the marine
industry [7], renewable energy resources (RESs) [8–12], and military applications [2]. In the
literature, the MEA concept is the most popular in regard to multichannel machines.

An overview of electricity generation in aviation is widely presented in [2]. The authors
indicate that electric power systems are progressively replacing pneumatic, hydraulic, and
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mechanical power systems in MEA. Therefore, there is a need for on-board electric power
generation. Over the years, reliability and power density have become more critical
parameters. In [13], it is mentioned that the Permanent Magnet Synchronous Generator
(PMSG) is a primary power source for modern aircraft, both civilian (Airbus and Boeing)
and military (Lockheed Martin). Since the complexity of the on-board power system and its
load are high, the Permanent Magnet Synchronous Machine (PMSM) is the most suitable
due to its good airworthiness, autonomous work, high power density, and robust design.
The authors of [1] also suggest that a favored choice for MEA applications is a dual or
triple three-phase PMSM due to its balance between redundancy and complexity, while
providing a balanced operation after a failure occurs. In addition to MEA, there are papers
that consider the multichannel operation of EVs, since it is also essential to provide high
reliability to both users and machines in the automotive field [4,5].

In addition to reliability and safety, ecology is also an essential aspect, as many coun-
tries are committed to reducing the emission of greenhouse gases [8,10,12]. In the scientific
literature, tremendous work has been conducted on the development of a reduction in
gas emissions and fuel cost in MEA [3]. The reduction in air pollution and the exhaustion
of petroleum resources is also investigated in the area of EVs [6]. In terms of RESs, the
authors focus mainly on wind power generation [9,11,12]. Recently, interest in generating
energy from the movement of marine waves or marine currents, which is in an early stage
of development, has been observed. Therefore, generators for use in the marine industry
are investigated [7,8].

So far, a multichannel generator has not been widely investigated. There are a few
papers on dual-channel generators or motors [4,5,8–10,14–17]. The tests performed refer
to dual-channel work under normal conditions [4,7–13,18,19] and include failures, such
as operation during failure of one or both channels [5,14], short circuit [9,18], and open
circuit [4]. The starter/generator system [3,18,20] is also investigated.

Researchers have analyzed reluctance generators [14,16,17], brushless DC motors with
permanent magnets [5,15], and PMSMs [4,7–13,18,19] in terms of multichannel operation.
Recently, the type of generator that has been the most researched is the PMSG. Many authors
in their work indicate that the PMSM is generally the preferred choice (over reluctance
and induction machines) for various applications, because of its high power density, high
efficiency, compact volume, and low maintenance costs, among others. Although the
PMSMs have a lot of advantages, they are challenging in terms of reactive power, parallel
operation, and fault tolerance [2]. In [1], it is said that in the PMSM, currents can flow in a
failed lane even if it is disconnected from the power supply due to the presence of magnet-
induced electromotive force (EMF). In such a case, at the design stage of the machine, the
effects of a potential short circuit in the winding should be minimized by introducing, for
example, thermal separation of the windings or increasing the hardiness of permanent
magnets to the appearance of such a machine operating condition.

The diagnosis of generator operation and malfunctions is another important issue.
There are different methods of diagnostics in terms of electric machines, and therefore,
different diagnostic parameters can be used, for example, electric current, voltage, signal,
temperature, noise, vibration, etc. [21–25]. Harmonic analysis can, for example, provide
information on the presence of anomalies in generator operation.

The aim of this work is to analyze properties of the prototype Multichannel Permanent
Magnet Synchronous Generator (MCPMSG) prototype designed and constructed by the
authors for critical applications. Various configurations of the generator channels, taking
into account the improvement of the redundancy of the electricity generation system, were
analyzed. There are few works on the MCPMSG. Furthermore, the existing works do not
address the subject of the influence of the channel configuration on the MCPMSG properties.
An original mathematical model was developed for the study of the MCPMSG operation.
Under laboratory conditions, the influence of the channel configuration on the output
parameters of the MCPMSG was verified. An original method for diagnosing the operation
of individual channels of the MCPMSG was proposed by the authors. This diagnostic
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method based on a single voltage signal was tested under the conditions of numerical
tests and laboratory tests. As part of these tests of the proposed diagnostic method, the
capabilities of the prototype MCPMSG were used to analyze selected operating states of
internal asymmetry. The advantage of the proposed diagnostic method is the control of
the operating state of the channels both under load and in the de-energized state. The
proposed diagnostic method for control of the individual channel requires measurement of
only one voltage signal.

The paper consists of several sections. In Section 2, design and configuration analysis
of the MCPMSG is presented. Section 3 contains the mathematical model of the tested
MCPMSG. The operation of the MCPMSG with different sources of energy consumption is
presented in Section 4. In Section 5, the proposed diagnostic method for the MCPMSG is
discussed. The final Section 6 contains a summary and conclusions.

2. Design and Configuration Analysis of MCPMSG

2.1. Analysis of the MCPMSG

The designed and constructed MCPMSG is a demonstrator for testing multichannel
operation. It is not optimized in terms of, for example, obtaining maximum efficiency.
To reduce the cost of the prototype, components of a commercial three-phase squirrel-
cage induction motor with a power of 1.5 kW were used (all components except the rotor
magnetic circuit). The possibility of testing internal asymmetries, e.g., short circuits, and
the introduction of temperature sensors in each phase of each channel (12 sensors) reduced
the slot filling factor. The biggest drawback of the demonstrator is the use of solid steel
in the magnetic circuit of the rotor instead of a package of magnetic sheets. The analyzed
structure of the MCPMSG was designed to work with four independent channels. They are
conventionally named A, B, C, and D. Each channel consists of three-phase windings. There
are no electrical displacements between the channels, which gives much more flexibility
in their configuration. However, a certain increase in the ripple of the generated braking
torque is a cost of this solution. A cross-section of the geometry of the analyzed generator
with locations of the windings of individual channels and prototype is shown in Figure 1.
Each channel is marked with a different color.

Table 1 presents selected parameters of the analyzed MCPMSG.

Table 1. Selected parameters of the analyzed MCPMSG.

Parameter Value

Number of phases/channels 3/4
Number of slots/rotor poles 36/4

Stator/rotor diameter 140 mm/81 mm
Active length/air-gap 140 mm/0.5 mm

Continuous output power for dual-channel
operation/nominal speed 1500 W/1500 rpm

Nominal output phase voltage 73 Vrms
Nominal phase current per channel 3.8 Arms

Winding layers 2
Winding configuration Y

Number of turns per channel phase 84
Phase resistance per channel 1.8 Ω

Number of independent coil turns in phase 1
of channel A

Coil 1 (1 + 27), coil 2 (3 + 25),
coil 3 (28) (Figure 2)

Permanent magnet N48SH
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(a) 

 
(b) 

Figure 1. Multichannel MCPMSG: (a) cross-section, (b) prototype.

Figure 2. Diagram of the connection of windings of conventional channel A.

In the analyzed MCPMSG system, it is possible to operate in a mode of:
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• QCO (quad-channel operation);
• TCO (triple-channel operation);
• DDCO (double dual-channel operation);
• DCO (dual-channel operation);
• SCO (single-channel operation).

A high safety factor in relation to the power output during the design of the machine
was included. This is important in aviation or military applications [1,2].

While designing the generator, tests under unusual operating conditions were foreseen.
In one of the phases of channel A, it is possible to change the number of turns of the coil
within a certain range. In Figure 2, a winding connection of channel A is presented. It allows
testing related to the operation of the generator under conditions of internal asymmetry
to be tested. In addition, in each phase of the channel, thermocouples were installed to
control the thermal condition of the machine.

Different operating states can be achieved depending on the configuration of phase 1
in channel A. Selected states analyzed in the MCPMSG are presented in Table 2.

Table 2. Analyzed operating states of channel A.

Case/Switch S1 S2 S3 S4 S5 S6 S7 S8 S9 S10

Case I on off on off on off on off on off
Case II on off off on on off on off on off
Case III on off on off on off off on on off
Case IV on off on off on off on off off on

The variant named Case I means the operating state under the condition of electric and
magnetic symmetry. The remaining variants introduce electric and magnetic asymmetry.
Case II means the operating state with the lack of one turn of the coil in the winding of the
generator. Case III includes the lack of three turns in the coil in the winding. A relatively
insignificant asymmetry can be observed for Case II. In Case III, there is a slightly greater
internal asymmetry. In Case IV, the phase winding contains only two coils (lack of 28 turns
of the coil).

In the analyzed Case I (Table 2), the induced voltages in the tested MCPMSG (Figure 1a)
are the same in each channel. In practice, these voltages may slightly differ. In Figure 3, an
exemplary phase EMF of one of the channels obtained from the numerical model (speed at
1500 rpm) is presented (signed as “num”). Additionally, the phase EMF of phase 1 of each
channel is also presented in Figure 3.

Figure 3. Phase EMF waveforms of the MCPMSG.
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Good agreement is obtained between the results of numerical calculations and the
laboratory tests. The received RMS (root mean square) values received from the phase EMF
of the tested generator at the speed of 1500 rpm are listed in Table 3.

Table 3. RMS phase EMF of the MCPMSG—laboratory test.

Phase/Channel Channel A Channel B Channel C Channel D

Phase 1 82.476 V 81.886 V 81.963 V 81.808 V
Phase 2 80.987 V 81.429 V 80.996 V 80.622 V
Phase 3 81.262 V 81.102 V 81.506 V 81.429 V

Slight differences in the phase EMF waveforms of individual channels can be observed
in the experiment results. This is a typical result for any prototype made. Even relatively
small changes in the arrangement of the turns in the slots affect the value of the induced
voltage. This is definitely more visible in the MCPMSG than in the classical machine with,
for example, serial connection of groups of turns. It has a negative impact on the operation
of the multichannel generator working in DCO, TCO, and QCO modes. The highest-value
EMF occurs in phase 1 of the channel A. In this channel, additional outputs of two coils
have been made (Figure 2). Table 4 summarizes the RMS values of phase EMF for DCO
including the internal asymmetry of the generator (numerical).

Table 4. RMS values of phase EMF for dual-channel operation.

Case/BEMF E1 E2 E3

Case I
DCO AB 81.40 V 81.40 V 81.40 V
DCO AC 81.44 V 81.44 V 81.44 V

Case II
DCO AB 80.91 V 81.43 V 81.43 V
DCO AC 80.96 V 81.44 V 81.43 V

Case III
DCO AB 79.96 V 81.53 V 81.37 V
DCO AC 79.86 V 81.43 V 81.43 V

Case IV
DCO AB 64.58 V 81.84 V 81.31 V
DCO AC 64.56 V 81.52 V 81.52 V

The symmetry state of the two-channel DCO operation shows that the voltage at the
generator terminals is identical in each phase. At the same time, for the DCO AC case, they
are slightly larger. The appearance of internal asymmetry in one of the channels (phase 1 of
conventional channel A) causes voltage asymmetry at the generator output. This is already
visible even in Case II (one coil missing). A greater degree of asymmetry only makes the
situation worse. It should be noted that the resulting asymmetry in phase 1 of conventional
channel A causes a change in the voltage induced in the remaining channels. The test
results show that the resulting asymmetry is better tolerated by the DCO AC configuration.

The diagram shown in Figure 2 also allows for interturn short circuits, e.g., one turn.
However, this issue is not analyzed in this publication.

2.2. Analysis of the Configuration of the MCPMS Generator

The designed generator structure allows for the implementation of several indepen-
dent variants of the work, for example, work with one or two sources of energy consump-
tion. The potential possibility of the generator channel configuration while operating with
one source of energy consumption is presented in Figure 4. Various configurations of the
MCPMSG with one source of energy consumption are listed in Table 5. Each configura-
tion shown in Table 5 requires the inclusion of the appropriate SA-SD switches shown in
Figure 4.
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Figure 4. Analyzed configurations of the channels of the generator operating with one source of
energy consumption.

Table 5. The MCPMSG with one source of energy consumption.

Mode Channel

QCO ABCD
TCO ABC|ABD|ACD|BCD
DCO AB *|AC *|AD|BC|BD|CD
SCO A|B|C|D

For the presentation of test results, configurations are marked with an asterisk (*).
The character “|” means “or”, that is, a selection of the operating mode from several
possible ones.

Assuming that each independent load is powered from two channels of the generator,
there are two configurations that can be distinguished (*), that is, AB + CD (Figure 5a) and
AC + BD (Figure 5b). In this case, each independent source of energy consumption is pow-
ered by two channels. The generator operates in a double dual-channel operation (DDCO).
It allows us to increase the reliability of the dual independent electricity generation system.

The possible configuration of the MCPMSG operating with two independent sources
of energy consumption is shown in Table 6. The “+” sign means a combination of the same
or different operating modes.

Table 6. The MCPMSG with two sources of energy consumption.

Mode Channel

TCO + SCO ABC + D|ABD + C|ACD + B|BCD + A
Double DCO (DDCO) AB + CD *|AC + BD *|AD + BC

Both the power supply system with one source of energy consumption (Figure 4) or
two independent sources (Figure 5), aim to improve the safety of the operation of electricity
generation systems, for example, in aviation. According to the authors, the case of DDCO
MCPMSG is not considered in the literature. The results published in the rest of this
work are completely original. The analysis of the impact of the channel configuration for
the MCPMSG in relation to work with one reception source is also not considered in the
literature. Existing work mainly focuses on the quite important problem of controlling
the operation of a power electronic system. At the same time, they take into account the
operation of the generator itself in a simplified way.
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Figure 5. Analyzed configurations of the generator channels operating with two independent energy-
receiving sources.

3. Mathematical Model of the MCPMSG

3.1. Model for the QCO Mode

The original mathematical model of the three-phase MCPMSG in the QCO mode
developed by the authors is presented. The model was formulated by assuming the
linearity of the magnetic circuit, a cylindrical symmetric stator, and a permanent magnet-
type rotor (Figure 1). In the notation of the MCPMSG mathematical model, the notation for
generator work is adopted. The general structure of the model for phase current vector i

and phase generator output voltage vector u can be described in the following form:

ePM = R i +
d
dt

[L(θ) i ] + u (1)

Tm = J
dωm

dt
+ Dωm + TPM

cog + Te (2)

where the phase EMF voltage vector ePM = ePM(θ) for permanent magnet flux vector
ψPM(θ) = ψPM is

ePM = ω
∂ψPM(θ)

∂θ
(3)

and the total electromagnetic torque in the generating mode Te = Te(θ, i) is given by

Te =
1

ωm

(
ePM

)T
i +

1
2

iT ∂ L(θ)

∂θ
i (4)

In Equations (1)–(4), vectors and matrices are defined:

ePM =

⎡⎢⎢⎣
eA

eB

eC

eD

⎤⎥⎥⎦, ψPM =

⎡⎢⎢⎣
ψA

ψB

ψC

ψD

⎤⎥⎥⎦, i =

⎡⎢⎢⎣
iA

iB

iC

iD

⎤⎥⎥⎦, R =

⎡⎢⎢⎣
RA

0

0

0

0

RB

0

0

0

0

RC

0

0

0

0

RD

⎤⎥⎥⎦,
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u =

⎡⎢⎢⎣
uA

uB

uC

uD

⎤⎥⎥⎦, L(θ) =

⎡⎢⎢⎣
LAA(θ) LAB(θ) LAC(θ) LAD(θ)
LBA(θ) LBB(θ) LBC(θ) LBD(θ)
LCA(θ) LCB(θ) LCC(θ) LCD(θ)
LDA(θ) LDB(θ) LDC(θ) LDD(θ)

⎤⎥⎥⎦ (5)

The following symbols are used in Equations (1)–(4): θ—electrical rotor position angle,
ωm—the mechanical rotor speed, J—total rotor moment of inertia, D—rotor damping of
viscous friction coefficient, TPM

cog = TPM
cog (θ)—cogging torque, Tm—mechanical torque on

the generator shaft. The cogging torque of PM machines produced by magnets can be
expanded into a Fourier series. In Equation (1) for channels k, l ∈ (A, B, C, D), vectors
representing phase EMFs voltages ek, phase permanent magnet fluxes ψk, phase currents
ik, phase output voltages uk used as sources of energy consumption, as well as matrices
of stator resistances Rk and coefficients of self- and mutual inductances Lkl(θ) are defined
as follows:

ek =
[
ek

1, ek
2, ek

3
] T

, ψk =
[
ψkPM

1 (θ), ψkPM
2 (θ), ψkPM

3 (θ)
] T,

ik =
[
ik1 , ik2 , ik3

]T
, uk =

[
uk

1, uk
2, uk

3
]T

, Rk = diag(Rk
1, Rk

2, Rk
3),

Lkl(θ) =

⎡⎣Lkl
11(θ) Lkl

12(θ) Lkl
13(θ)

Lkl
21(θ) Lkl

22(θ) Lkl
23(θ)

Lkl
31(θ) Lkl

32(θ) Lkl
33(θ)

⎤⎦,

(6)

where for i ∈ (1, 2, 3), ψkPM
i (θ)—the permanent magnet fluxes linking the stator windings,

Lkl
ij (θ)—coefficients of self-end mutual inductances. The coefficients Lkl

ij (θ) depend on the
rotor construction (cylindrical or salient pole) and the internal structure of the generator
windings (symmetrical or asymmetrical) and can be expanded into a Fourier series.

The phase EMFs voltage vectors ek in Equation (1) ePM for channels k ∈ (A, B, C, D)
are defined:

ek = ω
[

∂ψkPM
1 (θ)
∂θ , ∂ψkPM

2 (θ)
∂θ , ∂ψkPM

3 (θ)
∂θ

]T
(7)

where ω = dθ/dt = p ωm—electrical speed, p—rotor number of the pole pairs. The
permanent magnet flux linking each stator winding of the MCPMS generator follows
the trapezoidal profile phase EMF. The real phase EMF functions can be expressed as a
Fourier series.

The total electromagnetic torque Te in Equation (4) is the sum of the magnet torque
TPM

e and reluctance torque TRE
e . The magnet torque TPM

e and electrical output power PPM
e ,

generated by the permanent magnets and currents, can be written in the form:

TPM
e =

1
ωm

PPM
e , PPM

e =
D

∑
k=A

3

∑
i=1

(
ek

i iki
)

(8)

Reluctance torque is produced by the interaction of the magnetomotive forces of the
stator current with the angular variation in the magnetic resistance of the rotor.

Equations (1)–(4) generally constitute a mathematical model of the MCPMS generator
in the QCO mode or double DCO mode, for example, DCO AB + CD or AC + BD mode.

3.2. Model for DCO Mode in Star Configuration

The voltage Equation (1) and electromagnetic torque (4) of the MCPMSG for the DCO
AB mode, i.e., where only channels A and B are loaded, can be written in the form:[

eA

eB

]
=

[
RA

0

0

RB

][
iA

iB

]
+

d
dt

{[
LAA(θ)
LBA(θ)

LAB(θ)
LBB(θ)

][
iA

iB

]}
+

[
uA

uB

]
(9)
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Te(θ, iA, iB) = 1
ωm

{
(eA)

T
iA + (eB)

T
iB
}
+ 1

2 (i
A)

T ∂ LAA(θ)
∂θ iA

+ (iA)
T ∂ LAB(θ)

∂θ iB + 1
2 (i

B)
T ∂ LBB(θ)

∂θ iB
(10)

where for channels k ∈ (A, B), vectors and matrices are defined in (6)–(7). Additional
constraints on voltages and currents are imposed by the arrangement of generator phase
windings in a star configuration (Y). The relationship of line and phase voltages and
currents in a Star (Y) connection, for example, in the DCO AB mode, can be written as
(k ∈ (A, B)):

ek
Y =

[
ek

12, ek
23, ek

31
]T

= KYek, ik
Y = ik =

[
ik1 , ik2 , ik3

]T
,

uk
Y =

[
uk

12, uk
23, uk

31
]T

= KYuk, KY =

⎡⎣ 1 −1 0
0 1 −1
−1 0 1

⎤⎦ (11)

The output line voltages contained in the vectors uk
Y, k∈(A, B), supply one or many

energy receivers of various types, alternating current (AC) or direct current (DC). For
example, these voltages may be associated with a regulated direct-current load operating
in voltage mode. Equations (9)–(10) with (11) constitute the mathematical model of the
MCPMS generator in DCO AB mode for the star connection (Y). Similarly, equations can be
written for other possible configuration cases, for example, operating in a mode DCO AC
(k ∈ (A, C)) or DCO CD (k ∈ (C, D)).

4. The MCPMSG Operation with Different Sources of Energy Consumption

4.1. Generator Operation with One Source of Energy Consumption

The scope of the analysis was limited to the issue of the DCO or double DCO. The
dual-channel operating state can occur with one source of energy consumption (Figure 4,
for example, SA-on, SB-on). The experiment and numerical tests were carried out at a speed
of 1500 rpm. An adjustable DC (Udc) load was used as a source of energy consumption, and
it was operated in voltage mode (ITECH DC Electronics Load). The laboratory test stand is
shown in Figure 6. The power supply system uses a synchronous motor with permanent
magnets powered by a dedicated inverter. The tested MCPMSG is coupled to the drive
system through couplings and a torque converter (TS 107 by Magtrol). In the DC load
range, passive diode rectifiers are used. The DC output of the rectifier is connected to the
electronic loads (ITECH DC Electronics Load). A six-channel power analyzer with a motor
module (WT 1600 Yokogawa) is used to record the electrical and mechanical parameters.
The waveforms of current and voltage are recorded using a multichannel oscilloscope
recorder (DL 850E Yokogawa) with the use of voltage and current probes.

4.1.1. Self- and Mutual Inductance

Self- and mutual inductances were determined for the SCO A, DCO AB, and DCO
AC configurations. In the case of the DCO AB and DCO AC, the self-inductance is the
resultant inductance of the analyzed configurations. For the DCO AB configuration, it is the
resultant inductance of parallelly connected channels A and B. In the case of the DCO AC
configuration, it is the resultant inductance of channels A and C. Commercial software was
used to determine the inductance [26]. It offers two methods for calculating inductance, i.e.,
apparent and incremental. The constant current method was chosen, that is, apparent. It
allows you to determine the static inductance based on the quotient of the calculated value
of the coupled flux to the value of the current causing it. When determining the coupled
flux, the flux from permanent magnets is omitted.
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Figure 6. Test stand.

Figure 7a shows the self-inductance of the conventional band 1 of channel A. In
addition, the mutual inductance with the other channels of the same phase is shown.
The consequence of this for the operation of the DCO is a significant change in the self-
inductance of the DCO AC channel in relation to the DCO AB (Figure 7b).

(a) 

Figure 7. Cont.

530



Energies 2023, 16, 7816

(b) 

Figure 7. Self- and mutual inductance for (a) SCO A, (b) DCO AB, and DCO AC.

A single conventional channel A, due to the arrangement of the windings shown in
Figure 1a, is substantially coupled to channels B and D (Figure 7a). In the C channel, the
coupling is less due to the geometric shift of 90◦. The value of the mutual inductance is
practically constant and does not depend on the position of the rotor. In addition, it is
negative feedback.

However, even the feedback between channels A and C is not completely negligible
(Figure 7a). A significantly higher value of self-inductance of the DCO AB configuration
(Figure 7b) substantially increases the values of the impedance of the channel in relation
to the DCO AC configuration. This is due to the geometric distribution of the individual
channels of the analyzed MCPMSG using the full pitch of the distributed winding.

4.1.2. Waveforms of Electromagnetic Torque and Currents

The electromagnetic torque of the generator operating in DCO AB and DCO AC
configurations is presented in Figure 8.

Figure 8. Electromagnetic torque for DCO AB and DCO AC for one source of energy consumption.

The DCO AB configuration generates a smaller value of the braking torque. However,
it has a direct impact on the waveforms of the generator currents (Figure 9).
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Figure 9. Current waveforms for (a) DCO AB and (b) DCO AC.

The values of the currents in the DCO AB configuration are smaller than those in the
DCO AC configuration. Consequently, for the same voltage value of the load, a lower
power output is obtained. Additionally, the phase shift between the currents in individual
channels is observed. Despite the internal symmetry of the generator, a certain value of the
equalizing current flows inside channel AB (Figure 9a). The main reason for the relatively
high value of equalizing currents is the magnetic coupling between channels A and B
(Figure 7a). The EMF in the individual channels (Table 3) contributes much less. In the
DCO AC configuration, the visible equalization current (Figure 9b) flows mainly due to
the difference in the EMF values of both channels (Table 3). The significantly lower current
values of the DCO AB configuration are the result of the higher phase impedance compared
to the DCO AC configuration (Figure 7b).

4.1.3. External Characteristics

In the case of the DCO AC configuration, both channel currents are identical. The
results of the numerical calculations are confirmed by the experiment. The external charac-
teristics of the efficiency of the generator in the DCO operation are determined. The external
characteristics of the generator obtained in the numerical tests are shown in Figure 10a.
The laboratory test results are shown in Figure 10b (DCO AB) and Figure 10c (DCO AC).
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(a) 

(b) 

(c) 

Figure 10. External characteristics for (a) numerical test, (b) laboratory test for DCO AB, and
(c) laboratory test for DCO AC.
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The stiffness of the external characteristic for the DCO AC operation is much higher
than that for the DCO AB. The load capacity of the generator in the DCO AC mode is
greater for the same output voltage variation. In both modes of operation, an increase in the
value of voltages induced in unloaded channels is observed. Under laboratory conditions,
a greater difference is observed in the values of induced voltages of unloaded channels in
the DCO AB mode (Figure 10b). This is not visible in numerical calculations. As shown
in Figure 9, in relation to the conventional channel A, there is a large magnetic coupling
with channels B and D. This has a significant impact on the operation of the DCO AB
configuration. Figure 11 shows the results of the numerical calculations of the RMS currents
in the individual generator channels as a function of the line current of the loaded channel.

(a) 

(b) 

Figure 11. RMS channel current vs. RMS line current for (a) DCO AB and (b) DCO AC.

The line current is the sum of the channel currents (Figure 11). There is a significant
difference between the DCO AB (Figure 11a) and the DCO AC (Figure 11b). In the case
of the DCO AB, the active channels A and B are not loaded evenly. In the theoretically
inactive channels C and D, due to the presence of the magnetic couplings, a high value of
the equalizing current can be observed. Unfortunately, it is proportional to the currents

534



Energies 2023, 16, 7816

of the active channels. The configuration DCO AC behaves completely differently in this
aspect. In the active channels A and C, the currents are identical. The currents in the
inactive channels B and D equal zero.

4.2. Generator Operation with Two Independent Sources of Energy Consumption

The multichannel generator is able to work with two independent sources of energy
consumption (Figure 5). In this case, the generator may be loaded evenly or unevenly.
Working with only one source of consumption, as in the previous chapter, is also possible.
The generator electromagnetic moment is shown in Figure 12. The current waveforms are
presented in Figure 13.

Figure 12. Electromagnetic torque for the DDCO AB/CD and the DDCO AC/BD for two independent
sources of energy consumption.

(a) 

Figure 13. Cont.
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(b) 

Figure 13. Current waveforms for (a) DDCO AB/CD and (b) DDCO AC/BD for two independent
sources of energy consumption.

As in the case of the operation with one source of energy consumption, a lower value
of braking torque is obtained for the DDCO AB/CD configuration. The generator current
values are also lower for the DDCO AB/CD configuration. However, in the case of a
symmetrical load, the currents in the individual channels are identical. It changes when
the load of one pair of channels is modified. Again, for the DDCO AB/CD configuration,
the equalizing currents flow in individual channels. The equalizing currents of the DDCO
AB/CD configuration reach their minimum value when the load of both configurations
is identical, that is, DCO AB = DCO CD. With different loads, the equalizing currents
increase. In the case of DDCO AC/BD, the equalizing currents have a marginal value and
are caused only by the difference in EMF of individual channels (Table 3). In the DDCO
AB/CD configuration, the individual channels are practically magnetically independent.
When working with two independent energy-receiving sources, the generator currents are
reduced, regardless of the configuration (DDCO AB/CD or AC/BD). Increasing the load
of one energy-receiving source reduces the output power of the second energy-receiving
source of the tested MCPMSG (Figure 14).

Figure 14. Output power vs. RMS value of current of the DDCO AB/CD at Udc
CD = const and DDCO

AC/BD at Udc
BD = const.
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For the MCPMSG with windings distributed in the DDCO operating mode, the DDCO
AB/CD configuration shows more independence between the DCO AB and the DCO CD.
Changing the load on the DCO AB causes much less impact on the DCO CD operation.
There is an increase in the power output while maintaining a constant voltage value UDC

CD.
In the case of the DDCO AC/BD, the interaction between the DCO AC and the DCO BD
is very large. This suggests that structures with distributed windings with a diametrical
pitch are not dedicated to the implementation of the multichannel operation with different
sources of energy consumption. At the same time, they work very well in a typical DCO
mode with a single source of energy consumption. According to the authors, the problem
of interaction of the DDCO AC/BD mode between the DCO AC and the DCO BD can be
significantly reduced by using a winding with a significantly shortened pitch.

5. Diagnostic Method of the MCPMSG

5.1. Proposed Voltage Signal Method

The multichannel generator is able to work with two independent sources of energy
consumption (Figure 5). In this case, the generator may be loaded evenly or unevenly.
During the operation of the generator, diagnostic information about the state of individual
channels is important. The paper [24] indicates the possibility of diagnostic control by
performing the harmonic analysis (FFT) of the voltage signal for motor operation of the
MCPMSM. In Figure 15, the authors’ proposition for the location of the diagnostic voltage
signal for the MCPMSG is presented [27].

Figure 15. Proposition for the location of the diagnostic voltage signal by using the MCPMSG.

The neutral point of the generator is the neutral reference point for the generated diag-
nostic voltage signal u0. However, this approach limits the diagnosis of the generator with
star-connected windings only. Using the approach presented in Figure 15, the diagnostic
voltage signal becomes independent of the type of the generator winding connection (star,
delta, or mixed connections). While working under the condition of internal symmetry of
the generator, the diagnostic voltage signal u0 should contain only the third harmonic and
its odd multiples (9th, 15th, etc.). The appearance of the internal asymmetry of the genera-
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tor affects the harmonic content of the diagnostic signal u0. The fundamental component of
the voltage signal has an important role and can be determined from

f1 =
n·p
60

, (12)

where f 1—frequency fundamental component, n—speed, p—number of pairs of poles.
Typical harmonics of the u0 voltage diagnostic signal waveform should theoretically

include the 3rd, 9th, 15th, and higher harmonics. This is a typical situation for the ideal
u0 diagnostic run corresponding to the analysis of a fully symmetrical typical PM or
MCPMSG generator. After the appearance of the unbalanced operation (without indicating
a specific cause), the emergence of a diagnostic harmonic defined by Equation (11) should be
expected. Additional higher-order harmonics (fifth, seventh, etc.) should also be expected.
However, its diagnostic significance is slightly smaller. Higher diagnostic harmonics (fifth,
seventh, etc.) can potentially be used to determine the type of asymmetry, e.g., winding
break, partial-turn short circuits, etc. According to the authors, the fundamental diagnostic
harmonic f 1 and its relation to the third harmonic f 3 are the most important. The proposed
diagnostic method allows us to control the operation of the MCPMSG of each pair of DCO
channels (Figure 5). The diagnostic system can also be extended to direct control of each
generator channel.

5.2. Results of Numerical Research and Laboratory Tests—DCO

A typical DCO operating mode will be obtained if the S2II switch is open (Figure 15).
In this situation, the second pair of channels remains in idle mode. At the same time, the
u0II diagnostic signal is available. In order to examine the MCPMSG diagnostic system
mentioned above, one of the configurations (DCO AC) including the asymmetry cases
listed in Table 3 was tested at a speed of 1500 rpm. The diagnostic signals obtained from
the channel AC of the analyzed cases are shown in Figure 16 (numerical calculations) and
Figure 17 (laboratory tests). The content of the higher-order harmonics of the voltage signal
obtained from numerical calculations is presented in Figure 18. The results of the laboratory
tests are shown in Figure 19.

Figure 16. Diagnostic voltage signal u0I of DCO—numerical calculations.
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Figure 17. Diagnostic voltage signal u0I of DCO—laboratory test.

Figure 18. FFT of the diagnostic voltage signal u0I—numerical calculations.

Figure 19. FFT of diagnostic voltage signal u0I—laboratory test.
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The numerical and laboratory tests confirmed that the proposed diagnostic approach
is correct. On the basis of the diagnostic voltage signal, it is possible to control the operating
status of individual channels. Any irregularities in the channel operation will result in the
appearance of the fundamental component of the diagnostic signal. An increase in the
fundamental component signifies an increase in internal asymmetry or other irregularities
in the operation of the generator channels. As has been presented, even the lack of one turn
of the coil in one of the channel windings can be observed in the diagnostic signal. In the
case of operation of, e.g., redundant systems, where a multichannel mode can also be used,
there is always a problem of a control of the correctness of their work.

Table 7 presents the results of the amplitudes obtained for the two most important
frequencies of the diagnostic signal, i.e., f 1 and f 3.

Table 7. Amplitudes of critical diagnostic frequencies in the DCO mode.

Case/Harmonic f 1 [mV] f 3 [V] f 1/f 3 [%]

Case I
num 7.7 32.83 0.023
test 60 30.78 0.194

Case II
num 90 32.67 0.276
test 260 29.31 0.887

Case III
num 279 32.31 0.865
test 380 28.95 1.312

Case IV
num 3447 24.25 14.21
test 4306 26.79 16.08

It can be seen that the laboratory test for the symmetry state (Case I) showed the
existence of a significantly higher diagnostic frequency than in the case of numerical
calculations. The value of the amplitude f1 of the diagnostic signal proves the existence
of various internal asymmetries of the MCPMSG prototype. The introduction of, for
example, the division of the phase winding of one of the channels (Figure 2) generates
electrical asymmetry. One can risk a statement that the f 1 harmonic of the proposed voltage
diagnostic signal can be used to assess the quality of the classical machine prototype. In
the case of the MCPMSG, it is possible to assess the quality of the individual channels
of the generator in this way. Regardless of the existence of a certain internal asymmetry
in the real model, the tests carried out show that the appearance of internal asymmetry
increases not only the diagnostic frequency f 1; in addition, the f 1/f 3 ratio also increases,
which numerical and laboratory tests clearly indicate. If the amplitude of the harmonic f1
is less than 1% of the harmonic f 3, this is a situation that does not cause abnormalities in
the operation of the generator channels.

Therefore, sometimes it is recommended that all channels work because only working
channels can be monitored. In the case of the proposed method, it is possible to monitor
the condition of the channel even when it is not involved in the generation of electricity
(switch S2II—off in Figure 15). The diagnostic voltage signal is available in any operating
state of the multichannel generator at a speed greater than zero.

The motor current signature analysis (MCSA) method [21] was tested under numerical
and laboratory conditions in relation to the possibility of detecting anomalies in the opera-
tion of the generator channels. In the MCSA method, the anomaly should be manifested by
the appearance of the third harmonic component and its odd multiples. The sensitivity of
the MCSA method turned out to be insufficient in relation to Case II and Case III. It was
only in Case IV that the results clearly indicated a problem in the channel operation. In
addition, the MCSA method is suitable for monitoring loaded generator channels.

5.3. Results of Numerical Research and Laboratory Tests—DDCO

In the case of the DDCO, the operation of both channels must be controlled. This also
includes the case of a no-voltage operation of one of the DDCO systems. The analysis is
limited to one configuration, i.e., the DCO AC (DCO I) and the DCO BD (DCO II). However,
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in the case of the DDCO, both channels, even under conditions of internal symmetry of
the generator (Case I), may be loaded differently. For the analysis, it is assumed that the
DCO AC channel works with different loads. The following generator operating conditions
are assumed:

• CON I: DCO I—OFF, DCO II—ON;
• CON II: DCO I—ON, DCO II—ON (LOAD DCO I < LOAD DCO II);
• CON III: DCO I—ON, DCO II—ON (LOAD DCO I = LOAD DCO II);
• CON IV: DCO I—ON, DCO II—ON (LOAD DCO I > LOAD DCO II).

The results of numerical calculations in relation to the first two diagnostic frequencies
are presented in Table 8.

Table 8. The DDCO mode critical diagnostic frequency amplitudes (Case I).

Case/Harmonic f 1 [mV] f 3 [V] f 1/f 3 [%]

CON I
DCO I 0.78 33.4 0.023
DCO II 0.76 32.84 0.023

CON II
DCO I 2.34 33.87 0.069
DCO II 2.23 33.19 0.067

CON III
DCO I 3.34 35.17 0.094
DCO II 3.34 35.17 0.094

CON IV
DCO I 0.94 34.15 0.027
DCO II 0.97 35.82 0.027

Under the symmetry conditions of the DDCO operation, the load change in DCO I
does not affect the diagnostics of the DCO II operation. There is some interaction between
DCO I and DCO II. The change in the operating conditions of the MCPMSG resulting from
different loads on both channels does not affect the harmonic content of the diagnostic
signals. This is the advantage of the proposed diagnostic method.

More interesting is the case of asymmetry in the DDCO operating mode. One of the
cases (CON III) in which internal asymmetry appeared in DCO I (Cases II, III, and IV) is
analyzed. Table 9 presents the results of the numerical calculations.

Table 9. Critical diagnostic frequency amplitudes in the DDCO mode (CON III).

Case/Harmonic f 1 [mV] f 3 [V] f 1/f 3 [%]

CON I—Case I
DCO I 3.34 35.17 0.094
DCO II 3.34 35.17 0.094

CON II—Case II
DCO I 63.8 35.09 0.182
DCO II 56.9 35.11 0.162

CON III—Case III
DCO I 202.8 34.95 0.58
DCO II 117.4 35.1 0.335

CON IV—Case IV
DCO I 5336 27.78 14.54
DCO II 1109 32.45 3.441

The appearance of the asymmetry in the DCO I causes, as expected, an increase in the
diagnostic harmonic f 1. Its percentage in relation to the frequency f 3 also increases. This
relationship is similar to the case of the DCO I (Table 6) standalone operation with respect to
percentage content. At the same time, it can be seen that in DCO II, there is also an increase
in the content of the diagnostic harmonic f 1. However, this is not a diagnostic method error.
The u0II diagnostic signal takes into account the effect of the resulting asymmetry in DCO
I. This shows the high sensitivity of the proposed method. This is also confirmed by the
results of laboratory tests (Table 10).

541



Energies 2023, 16, 7816

Table 10. Amplitudes of critical diagnostic frequencies of the DDCO mode (CON III)—laboratory test.

Case/Harmonic f 1 [mV] f 3 [V] f 1/f 3 [%]

CON I—Case I
DCO I 70 30.65 0.223
DCO II 72 31.16 0.231

CON II—Case II
DCO I 296 30 0.987
DCO II 157 30.9 0.508

CON III—Case III
DCO I 427 31.9 1.33
DCO II 273 32.2 0.848

CON IV—Case IV
DCO I 2870 26 11.038
DCO II 668 27.6 2.42

As shown in Section 4.1, there are relatively large magnetic couplings between the
channels in the analyzed solution. This is the reason for the increase in the amplitude of
the diagnostic frequency f 1. The analysis of the voltage and current waveforms shows that
after the occurrence of an asymmetry event in DCO I, the shape of the current and voltage
waveforms in DCO II changes. The consequence of this is a change in the time course of the
diagnostic signal, manifested by an increase in the amplitude of the diagnostic frequency f 1.
In practice, this means that the DCO II, despite its internal symmetry, generates asymmetric
voltage waveforms at the generator terminals.

6. Summary and Conclusions

This article proposes the use of the MCPMSG for safety critical applications. In com-
parison to classical solutions, the use of the MCPMSG allows us to obtain an improvement
in the redundancy of the power generation system. The MCPMSG can work with one
energy consumption system. In this case, the two channels are treated as redundant. The
other option is to work with two independent energy-receiving sources. In both cases,
the configuration of the channels is important since it affects the generator operation. The
analysis of the MCPMSG properties in various channel configurations is possible due to
the mathematical model developed by the authors. Regardless of the type of configuration
of individual generator channels, their condition should be monitored in terms of correct
operation. Conclusions were formulated on the basis of the tests that were carried out.

For the DCO it is preferred to use the configuration of the channels that are not
magnetically coupled. This solution provides higher efficiency of energy conversion and
balanced magnetic tension. In the DCO with magnetically coupled channels, in solitary
operation or with various loads, the efficiency deteriorates due to the appearance of
equalizing currents.

Numerical and laboratory tests have shown that there is more interaction between
the DCO AC and the DCO BD channels in the DDCO mode. The change of the DCO AC
load affected the operation of the DCO BD. This problem can be reduced by reducing the
pitch of the distributed winding or by using a typical concentrated winding. The proposed
method of diagnosing the operating state of the channels is based on harmonic analysis of
the voltage signal. The appearance of the diagnostic harmonic component in the voltage
signal indicates deviations from symmetric operation. The advantage of this approach is
the ability to monitor channels in a non-current state. The proposed diagnostic method can
also be used under practical conditions to assess machine quality. Even small differences in
the values of induced voltages, phase resistances, etc., have an impact on the increase in
the diagnostic frequency f 1 of the diagnostic signal. The effects of damage to one of the
channels are noticeable in the remaining efficient channels. This shows the high sensitivity
of the proposed diagnostic method.

The validity of the proposed MCPMSG is verified by the experimental results.
The prototype, the extended mathematical model, and the proposed diagnostic method

will allow for further testing of the MCPMSG, e.g., analysis of emergency states such as
short circuits (e.g., one turn) in the windings of the band of a given channel.
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