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Review

Transformative Impacts of AI and Wireless Communication in
CSP Heliostat Control Systems

Quanwu Liu, Zengli Dai, Yuan Wei, Dongxiang Wang and Yu Xie *

CSP Research Centre, Solar Power Generation Technology Research Institute, SEPCO3 Electric Power
Construction Co., Ltd., Qingdao 266100, China; liuquanwu@sepco3.com (Q.L.); dzl@sepco3.com (Z.D.);
yuan.wei@sepco3.com (Y.W.); wangdongxiang@sepco3.com (D.W.)
* Correspondence: xieyucsp@sepco3.com

Abstract: In this review, the transformative impact of integrating artificial intelligence (AI)
and wireless communication technologies into the heliostat control systems of concentrated
solar power (CSP) plants are explored. Heliostat control systems are categorized based on
wired and wireless implementations, and calibration methods are analyzed from traditional
methods, auxiliary equipment, and AI in detail. The applications of artificial intelligence,
machine learning, and deep learning techniques enhance the accuracy, control ability, and
prediction performance of CSP heliostat control systems. At the same time, wireless com-
munications play an important role in reducing costs, enhancing scalability, and enabling
more flexible deployment. The synergistic impact of AI and wireless technologies improves
the efficiency, reliability, and economic viability of heliostat systems, and shows great
potential in global energy transition.

Keywords: heliostat control; artificial intelligence (AI); wireless communication; helio-
stat calibrate

1. Introduction

The escalating demand for sustainable energy has underscored the increasing signifi-
cance of CSP as a feasible substitute for fossil fuels [1,2]. The performance of the heliostat
field within CSP plants, especially those utilizing the solar power tower architecture, is of
paramount importance, given its function of precisely reflecting sunlight onto a central
receiver [3]. These systems encompass a multitude of individual mirrors, termed heliostats,
that must exhibit high tracking and alignment accuracy to effectively capture and reflect
solar radiation; this is contingent upon advanced control and calibration systems. The
heliostat system, constituting the linchpin of solar thermal power generation technology,
comprises a heliostat, a central receiver, a heat exchanger, a circulating working fluid, a
turbine, a compressor, and an energy storage system. This system meticulously directs
sunlight onto the central receiver via the heliostat, thereby achieving exceptional solar
energy absorption and conversion efficiencies. The captured thermal energy is subse-
quently relayed to the circulating working fluid via the heat exchanger, propelling the
thermal cycle. This energy is then harnessed by the turbine and compressor to produce
mechanical work, which is subsequently converted into electrical energy by the gener-
ator. Additionally, the energy storage system plays a pivotal role by amassing surplus
thermal energy for deployment during periods of sunlight scarcity. The efficiency of the
heliostat field—defined as the ratio of energy absorbed by the receiver to the incident solar
energy—serves as a paramount metric for evaluating system performance. This efficiency is
contingent upon various factors, including reflection and geometric characteristics, as well

Energies 2025, 18, 1069 https://doi.org/10.3390/en18051069
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as occlusion losses [4]. Achieving SunShot’s efficiency goals for concentrated solar power
requires advancements in molten salt (MS) technology. This includes increasing operating
temperatures to 650–750 ◦C and exploring alternative salt chemistries like chlorides or
carbonates. Future MS power tower designs (Figure 1) envision incorporating dual thermal
energy storage (TES) sections and a flexible power module. Current systems use solar
salt at 565 ◦C coupled with a steam Rankine cycle; the proposed systems would instead
leverage higher-temperature salts and a supercritical CO2 (sCO2) Brayton power cycle for
improved performance [5].

Figure 1. Molten salt power tower with direct storage of salt. Current and advanced salt designs
are conceptually similar but future designs envision higher salt temperatures with a sCO2 Brayton
power cycle [5].

Conventional control mechanisms, predicated on wired networks and manual calibra-
tion methodologies, exhibit substantial limitations regarding cost, flexibility, and scalability,
thereby necessitating a search for superior alternatives to augment the overall performance
of CSP technology [6–9]. Artificial intelligence (AI) offers a promising approach to control-
ling solar heliostats by leveraging machine learning for enhanced adaptability. AI-driven
control systems can learn from historical data to predict and compensate for environmental
disturbances (e.g., wind, temperature) and device-specific variations, leading to improved
tracking accuracy. Furthermore, AI algorithms can optimize control strategies to max-
imize energy production. The advancement of artificial intelligence (AI) and wireless
communication technology provides promising alternative solutions for addressing these
limitations. Artificial intelligence facilitates more complex and adaptive control methods,
while wireless communication enables more cost-effective and adaptable implementations.
The synergistic integration of these technologies has laid a novel trajectory toward more
efficacious, robust, and economical heliostat systems [10–13].

This review endeavors to furnish a thorough analysis of the extant literature concern-
ing heliostat control systems, control systems are divided into wired control systems and
wireless control systems based on communication methods, and three main calibration
methods for heliostats are introduced: traditional calibration, manual light source calibra-
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tion, and AI-/data-driven calibration methods. There is a focus on the utilization of artificial
intelligence for meticulous calibration as well as the application of wireless technologies in
cost-effective and adaptable control. A detailed analysis of present control methodologies,
calibration techniques, and wireless communication strategies is undertaken.

2. Heliostat Control System

A heliostat control system is crucial for tracking solar radiation and directing it to the
central receiver. According to its communication method, it can be roughly divided into
two categories: wired and wireless.

2.1. Wired Heliostat Control System

In traditional wired control systems, each heliostat requires a physical cable connection
to the central control system. The high installation and maintenance costs and limited
layout flexibility of wired systems pose challenges for the implementation of large and
complex heliostat fields [6,9], as shown in Figure 2.

Figure 2. Schematic representation of a conventional wired heliostat control system in a solar power
tower plant.

Furthermore, optical detection, mechanical installation, and other factors can influence
the stability and tracking accuracy of heliostat control systems in CSP plants [8,14]. These
factors can greatly limit the applicability of such control systems in certain application
scenarios [15]. Therefore, future improvements in solar tracking technologies should
focus on reducing costs, simplifying system design, and ensuring stability in various
environmental conditions while enhancing efficiency. Control methods can be categorized
into adaptive control, model predictive control, and master–slave control.

2.1.1. Adaptive Control System

Concentrated solar power (CSP) utilizes a heliostat array to focus sunlight onto a
thermal receiver, transferring heat energy through a high-temperature medium to drive a
generator for electricity production [16]. Traditional control methods often struggle to adapt
to these variations due to the fluctuating nature of solar irradiance, weather conditions, and
equipment performance. Adaptive control can deal with environmental changes, variations
in system dynamics, and uncertainties, thereby enhancing the stability, reliability, and
efficiency of system operation [17]. Therefore, the application of this control method in
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solar thermal power generation is of significant importance. However, adaptive control
strategies can require significant computational resources and careful adjustments, which
may present challenges in practical implementation.

The control system described by S. J. Freeman et al. incorporates a combination of
inertial measurement units (IMUs), piezoelectric actuators, photodiodes, and a fast Fourier
transform (FFT) analysis system to effect precise direction of sunlight via heliostats toward
a central receiver [6]. The implementation of piezoelectric actuators and IMUs provides a
scalable solution for large-scale solar thermal projects. Through experiments, it was found
that the reflector angle error range of the system is between 0.52% and 0.65%. However,
practical deployment mandates complex signal processing and control logic to address
initial calibration, thereby substantially augmenting the attendant technical challenges.
Further research is needed to address the challenges of real-time implementation and
robustness in highly variable conditions.

Gamra et al. proposed an adaptive fuzzy logic control (AFLC) method, which is partic-
ularly suitable for nonlinear, uncertain, and adaptive systems, capable of providing robust
performance under parameter variations. Unlike traditional control methods, fuzzy logic
control (FLC) does not require a mathematical model of the controlled system; its rules can
be expressed based on a series of logical statements [17]. This method dynamically adjusts
the parameters of a proportional–integral (PI) controller in real time through fuzzy rules,
ensuring the system’s self-adaptive capability to parameter changes. Specifically, the inputs
to the fuzzy supervisory controller include the error and its derivative, while the outputs
are the gain parameters of the PI controller. In comparison to the traditional PI controller,
the adaptive fuzzy logic controller-enhanced PI (AFLC-PI) exhibits superior performance
in terms of response time. Specifically, the AFLC-PI surpasses the PI controller’s response
time of 5.55 s. Furthermore, it demonstrates a notable advantage in reducing overshoot
by 6.66%. Additionally, the peak time of the AFLC-PI is also improved, being shortened
by 2.96 s compared to the PI controller. Notably, both controllers achieve zero static error,
indicating their effectiveness in maintaining steady-state accuracy. These findings highlight
the advantages of the AFLC-PI in enhancing the dynamic performance of control systems.

Based on the review by Nsengiyumva et al., as shown in Table 1, each tracking strategy
has its own applicable scenarios and limitations, and requires careful consideration of
cost, accuracy, and environmental adaptability. Due to their high precision and composite
characteristics, the combined systems have more advantages in applications requiring high
precision [18].

Table 1. The advantages and disadvantages of tracking system category.

Tracking System Category Description Advantages Disadvantages

Time- and Date-Based
Tracking Systems

Uses pre-programmed
algorithms based on

time and location.

Generally lower cost, does not
require complex sensors or
control devices.
2. Can achieve precise daily
and seasonal solar tracking via
programming.

1. Unable to adapt to
real-time weather or
environmental changes, such
as cloud cover.
2. Tracking errors may occur
if programming errors or
time calculation errors exist.

4
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Table 1. Cont.

Tracking System Category Description Advantages Disadvantages

Microprocessor- and
Electronic Optical

Sensor-Based Tracking
Systems

Uses sensors that
detect differences in
sunlight to track the

sun.

Ensures precise tracking of the
sun through real-time
detection of the sun’s position
by sensors.
2. Highly adaptable, able to
adjust rapidly according to
environmental changes.

1. High cost due to the need
for more sophisticated
electronic components.
2. System performance is
susceptible to sensor failures.

Combination Trackers
Integrates sensors

with date-/time-based
algorithms.

Achieves a balance between
cost and performance.

Requires complex
integration.

2.1.2. Model Predictive Control (MPC)

Model predictive control (MPC) is an advanced control strategy that utilizes a dynamic
model of the system to achieve precise control by optimizing future control inputs at each
control instant [19,20]. In solar thermal power systems, MPC is widely employed to
enhance operational efficiency, stability, and reliability. When external control parameters
exhibit dynamic variations and uncertainties, MPC can maintain accurate tracking through
prediction and error correction [21,22]. As shown in Table 2, each MPC system strategy has
its own applicable scenarios and limitations.

Table 2. The advantages and disadvantages of MPC tracking system category.

MPC System
Category

Description Advantages Disadvantages

Linear MPC

Uses linear models of
the system. Often
used in simpler

scenarios.

1. Computationally feasible for
real-time control; lower
hardware costs.
2. Can be implemented in complex
systems with several components
and devices.

1. Requires a linear model, may
not be accurate for highly
nonlinear systems or wide
operating ranges.
2. Performance depends on the
accuracy of weather forecasts
(solar irradiance, temperature,
load demand).

Gray box MPC
Combines physics

models with
data-driven methods.

1. Improved accuracy in modeling
complex dynamics (solar field
efficiency, receiver heat losses,
thermal storage dynamics, turbine
efficiency). 2. Enhanced robustness
to disturbances and uncertainties
(solar irradiance fluctuations,
ambient temperature variations,
load demand variations, equipment
degradation).

1. Can be more complex than
simpler white box
(physics-based only) or black
box (data-driven only) models.
2. Still depends on the quality
and quantity of available data.

Data-driven MPC

Uses data to build the
system model,

especially when a
physics-based model
is difficult to obtain.

Can adapt to changing system
conditions and performance
degradation over time by retraining
the data-driven model with
new data.

Susceptible to overfitting if the
model is too complex or the
training data are limited.
Regularization and validation
techniques are crucial to prevent
overfitting.

Soo Too et al. designed a transient solar thermal model with a matrix controller that
integrates a heliostat aiming control strategy, employing dynamic matrix control (DMC)
for multi-input, multi-output systems to address transient issues in solar radiation [23].
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This model addresses solar irradiance fluctuations by dynamically adjusting the aiming of
heliostat in real time, thereby reducing system stress and material wear, while simplifying
optical and thermal aspects to accelerate simulation speeds. By addressing various inter-
actions among heliostats, the model achieves more precise control compared to standard
open-loop methods. However, the model has certain limitations in handling extreme con-
ditions, particularly under rapidly changing cloud cover, where some assumptions may
affect its accuracy.

García et al. proposed a closed-loop aiming control strategy model based on DMC,
which can disperse and alter the target points of focused heliostats according to real-time
direct normal irradiance (DNI) changes caused by cloud movement [24]. This model
demonstrates significant advantages in handling dynamic responses by adjusting control to
circumvent transient overshoots caused by rapid DNI changes due to cloud cover. Under
basic comparison, the N-S cloud disturbance model uses a basic control strategy, resulting
in a heat loss of approximately 0.65% due to southward-moving clouds, and an energy loss
of 1.13% using this model. It has been validated for its adaptability and effectiveness in
various cloud movement scenarios, but the implementation of a DMC strategy with a large
number of tuning parameters is computationally complex.

Abreu et al. developed a predictive model for circumsolar normal irradiance (CSNI) at
varying half-opening angles and explored its effects on CSP system performance specifically
under clear sky conditions. The model was created and tested using data from five globally
distributed sites, utilizing the libRadtran radiative transfer model (RTM) to simulate both
DNI and CSNI datasets. A polynomial relationship was then formulated to predict CSNI,
and its influence on energy capture and interception factors within CSP systems was subse-
quently examined. This approach directly addresses the discrepancy between measured
irradiance and the actual irradiance received by solar energy systems. This difference, it
was found, arises from the large half-opening angles of traditional pyranometers. Statistical
analysis reveals that, for an opening angle of 0.8◦, the model exhibits a range of relative
Mean Bias Error (rMBE) values between −1.96% and −10.16% at the test site. In contrast,
other models demonstrate a broader range of rMBE values, spanning from −3.69% to
−49.26% [21]. This model is capable of predicting CSNI across numerous locations in
diverse climate zones, even in the absence of high-quality atmospheric data. However,
the effects of varying aerosols and atmospheric characteristics were found to substantially
influence both model fitting and predictive accuracy. Furthermore, the somewhat limited
scope of this study, utilizing data from only a small number of sites, could potentially limit
the model’s general applicability across various climatic regions.

Sarr et al. explored adaptive neuro-fuzzy inference system (ANFIS) and artificial
neural network (ANN) predictive models for heliostat tracking errors in solar power
tower systems. The models were constructed from experimental data, leveraging temporal
parameters, with date and time, as inputs to estimate the reflected beam location on both the
elevation and azimuth axes. When compared to both the artificial neural network (ANN)
model and traditional geometric methods, the adaptive neuro-fuzzy inference system
(ANFIS) model demonstrates an enhanced predictive capability. Specifically, the ANFIS
model yields average Mean Squared Error (MSE) values of 0.028 and 0.037 on the respective
axes, outperforming the ANN model (with MSE values of 0.06 and 0.134) and the geometric
model (with MSE values of 0.16 and 0.208). Additionally, in terms of the coefficient of
determination (R2), the ANFIS model exhibits robust performance, achieving an R2 value of
0.97, accompanied by root mean square error (RMSE) values of 0.167 for altitude and 0.192
for azimuth. In contrast, the ANN model yields lower R2 values of 0.964 and 0.925, with
corresponding RMSE values of 0.244 and 0.366, respectively. Furthermore, the traditional
model demonstrates an even lower R2 value of 0.8, coupled with RMSE values of 0.4 and
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0.456 [25]. Despite these achievements, this work is not without limitations, including
a reliance on data from limited periods and specific locations, which could hinder its
widespread use in different geographic regions and variable seasonal conditions, and the
use of temporal parameters as inputs might necessitate additional influencing variables,
such as specific heliostat locations, to improve overall model application.

2.1.3. Master–Slave Control

Master–slave control is frequently employed for the coordinated control of multiple
heliostats or solar receivers. These systems optimize the operation and performance of
solar thermal power systems and simplify the control process by dividing the heliostat field
into clusters controlled by one or more master heliostats, thus establishing a hierarchical
relationship between master and slave control systems.

Xie et al. divided the entire heliostat field into several clusters, assigning a high-
precision closed-loop control master heliostat to each cluster, with the remaining heliostats
acting as followers. Within the context of the designed affine group, the primary solar
reflector demonstrates exceptional tracking accuracy, approaching zero error under cluster
control conditions. Furthermore, when employing the master–slave control approach, the
pitch angle deviation of the master heliostat remains confined within ±0.02 radians, while
the azimuth angle deviation stays within ±0.03 radians. Simulation studies have affirmed
that, even in the presence of external disturbances, the calibration of the master heliostat
maintains a high degree of precision, enabling rotations with minimal error. This strategy
enhances the automation level of solar power towers while reducing control costs and
computational complexity [26]. The proposed master–follower strategy reduces closed-
loop control costs by minimizing sensor deployment, thereby improving heliostat field
control accuracy and energy efficiency, and enhancing system scalability and disturbance
rejection capabilities. However, the system still faces limitations due to potential cumulative
communication errors and a lack of comprehensive empirical studies.

Röger et al. investigated the application of a master–slave control architecture in a lin-
ear moving bar system within an external receiver configuration for solar power generation,
specifically focusing on the precise control of heliostats, which direct concentrated solar
radiation onto a receiver. The control method facilitates real-time adjustment of heliostat
aiming points to optimize flux distribution at the receiver and thus improve collection
efficiency. The proposed approach leverages a unique main axis module design to enhance
stability, reduce dynamic loads, and improve operational safety [27]. This method exhibits
several advantages, including enhanced operational flexibility, improved system safety,
demonstrated high measurement precision that remains stable under elevated tempera-
tures, and superior scalability for larger receivers when compared to rotational systems
through the implementation of a master–slave control mode for a linear bar system. How-
ever, limitations are present, including elevated technical complexity, which increases
installation and maintenance costs, as well as higher demands on the technical expertise of
personnel for system setup and operation.

Ahlbrink et al. introduced a hybrid master–slave control system for central receiver
solar power plants, integrating Dymola/Modelica for detailed air loop modeling, STRAL
for precise optical simulations, and MATLAB/Simulink Version R2008b for developing
MPC. This architecture employs TCP/IP and TISC for distributed simulation, enabling
specialized modeling within each software environment [28]. The system benefits from
modularity, scalability, high-fidelity optical modeling, and predictive control capabilities.
However, it faces challenges related to computational overhead, lack of experimental
validation, and the development of complex dynamic control strategies. Further research is
needed to validate its practical application.

7



Energies 2025, 18, 1069

2.2. Wireless Heliostat Control System

Traditional wired networks, due to costs associated with road excavation, cabling,
labor, and land usage, cannot satisfy low-cost requirements [29]. Wireless communication,
as an alternative solution, can reduce cabling costs, decrease installation and maintenance
complexity, and provide a more cost-effective solution [30]. Wireless communication
provides an efficient and flexible means of communication for solar power generation
and concentrated solar power systems [31]. Wireless communication technologies enable
heliostats to transmit data in real time, allowing for status monitoring, control feedback,
and error calibration without reliance on complex wired connection systems.

Modern wireless communication systems for heliostats commonly employ technolo-
gies such as Wi-Fi, Bluetooth, Zigbee, LoRaWAN, and 5G. The reliable data transmission
and control capabilities provided by wireless communication not only enhance the automa-
tion level of heliostats but also optimize their real-time adjustment and precise tracking
capabilities. Heliostat sensor data can be transmitted wirelessly in real time to the control
center for immediate analysis and processing, thereby enabling precise calibration of the
heliostats and ensuring optimal system performance. Figure 3 illustrates a schematic di-
agram of the central controller and heliostat wireless communication system in a tower
power plant, where the local control system controls the movement of the heliostat through
wireless nodes. The wireless heliostat field control system consists of a central control
unit, a local controller, and a heartbeat and status message system that ensures continuous
signal transmission.

Figure 3. Schematic diagram of wireless system control nodes.
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2.2.1. Low-Power Wireless Network

Technologies such as ZigBee, LoRa, Bluetooth, and 5G offer low-power solutions with
varying degrees of bandwidth, transmission distance, and reliability. These technologies
are suitable for low-data-rate applications in wide-area deployments, where low energy
consumption is required [32]. Table 3 shows the commonly used wireless communication
protocols for CSP heliostat fields. Wireless communication plays a crucial role in the op-
erational reliability of CSP plants. These facilities often incorporate extensive heliostat
fields, comprising hundreds to thousands of individually controlled mirrors, which de-
mand precise and synchronized movement to accurately concentrate solar radiation onto a
central receiver. Consequently, failures in the control system of even a single heliostat can
significantly impact the overall efficiency of the solar energy capture process. Furthermore,
the high concentration ratio achieved by heliostats necessitates robust safety mechanisms.
Erroneous positioning or control signals can lead to excessive heat flux, potentially resulting
in component overheating, equipment damage, or even posing a fire hazard.

Table 3. Comparison of wireless communication technologies for heliostat control.

Communications Technology Working Frequency Band Communication Distance

Wi-Fi 6/6E 2.4 GHz, 5 GHz/6 GHz The maximum communication
distance is 120 m

Zigbee
868.0–868.6 MHz (Europe), 902–928 MHz
(North America), and 2400–2483.5 MHz

(global)
Communication range is 10–100 m

LoRa (Long Range) 863–870/873 MHz (Europe), 902–928 MHz
(North America)

Supports long-distance low-power
transmission from 4.8 km (urban) to

16 km (rural)
Bluetooth between 2.402 GHz and 2.480 GHz. Communication range is 10–100 m

5G 24 GHz, 28 GHz, 37 GHz, 39 GHz, 47 GHz Communication range is 1–10 km
or more

Shariff et al. designed a system for monitoring and controlling power plant data using
a PIC18F553 microcontroller, an LM35 temperature sensor, a solar irradiance pyranometer,
and LEM voltage and current sensors. The system employs a point-to-point Zigbee wireless
communication network to connect components distributed throughout the facility [33].
While Zigbee offers a low-power solution, its lower data transmission rate compared
to other wireless technologies, such as Wi-Fi, could limit its applicability in situations
requiring high data transfer volumes. In addition, Zigbee’s signal penetration is less robust
in complex indoor environments, even though outdoor transmission ranges can reach up
to 1.5 km.

Paredes-Parra et al. have proposed an IoT solution based on LoRa technology, de-
signed to monitor distributed solar power systems, facilitating real-time surveillance over
a large area, including the acquisition of electrical and meteorological data, to ensure the
stability and reliability of the systems. LoRa technology exhibited variations in performance
based on distinct spreading factors (SFs), prompting the conducting of two experimental
sets. Notably, the packet transmission rate achieved with SF12 reached a notable level of
91%, marking a substantial enhancement when compared to the 55% rate observed with
SF11 [34]. This cost-effective wireless solution enables long-range communication, charac-
terized by low power consumption and reduced maintenance requirements. The limited
bandwidth, low data rates, and duty cycle restrictions pose limitations when applying
LoRa to scenarios involving large data transmissions.

The Solar Thermal Research Group at Stellenbosch University has developed a modu-
lar HelioPod technology, which employs a range of hardware, including 802.11n standard
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(Wi-Fi 4) wireless access points and Raspberry Pi devices, as well as software, such as the
ZeroMQ message library, to measure performance metrics like communication latency
and throughput under varying capacity, distance, and heliostat density conditions across
different testing environments. During long-distance testing, specifically within a range
of 110 m involving a single Local Control Unit (LCU), a substantial signal attenuation
was observed, leading to elevated packet loss rates and a subsequent decline in node
performance. Furthermore, Round-Trip Time (RTT) exhibited a positive correlation with
network capacity, density, and range. Notably, the masking effect exacerbated the RTT
latency, contributing an additional 13.6% increase [12]. This system validates the feasibility
of employing low-power wireless communication systems in Concentrated Solar Thermal
(CST) fields, particularly for wireless communication within modular heliostat fields.

2.2.2. Wireless Tracking Control System

Wireless tracking control systems utilize radio frequency communication to transmit
data and control signals between heliostats and a central control unit, resulting in benefits
including lower capital expenditures, improved operational flexibility, and diminished
maintenance requirements [13,35,36].

HELIOCOMM facilitates optimization of the energy efficiency of heliostast, achieves
real-time closed-loop control, and provides support for larger-scale heliostat arrays through
the utilization of Wi-Fi 6 and multi-unit architectures, thus enhancing overall system per-
formance. By implementing shared nodes as a strategy to enhance the efficiency of wireless
communication, and through the adoption of a multicellular architecture for facilitating
communication within the 5 GHz frequency band, it is possible to achieve approximately
42% reductions in power consumption and control-related costs [7]. The implementation
of wireless control technologies continues to present challenges, particularly with regard to
stability and reliability. Wireless communication is inherently susceptible to interference,
and data security necessitates robust reinforcement. Furthermore, photovoltaic panels and
batteries integrated into heliostats may experience compromised energy harvesting due to
weather variations, potentially leading to communication disruptions.

The wireless control system architecture for multi-tower concentrated solar power
(CSP) plants features wireless multifunctional nodes installed atop each receiver tower,
forming the backbone network. These nodes communicate with solar reflectors and sen-
sors and are connected to a central control server. This architecture offers high flexibility
and scalability. The wireless devices include Wi-Fi, wireless Ethernet, and ISA-100.11a-
compatible multifunctional nodes; wireless sensors for temperature, pressure, and differen-
tial pressure/flow measurements with an accuracy of ±0.075% for pressure and differential
pressure/flow; and wireless adapters for converting wired signals to wireless. A mete-
orological station periodically collects environmental data via wireless transmission for
optimizing plant operations [37]. The advantages of the wireless control system lie in
significantly reducing cable requirements, thereby lowering construction costs, shortening
construction cycles, and minimizing mechanical failures. Furthermore, the flexibility and
real-time monitoring capabilities of the wireless system enhance the operational efficiency
of the power plant. However, wireless systems also face challenges such as signal interfer-
ence, security concerns, and maintenance complexity. Despite being equipped with internal
firewalls and security management software, the security of the wireless network requires
continuous attention.

The Solar Thermal Research Group at Stellenbosch University undertook an inves-
tigation of a wireless control system specifically designed for the Helio40 heliostat array.
The system adopts a model-based, real-time error correction technique, which, through
rotation, translation, and the tuning of adjustment coefficients, optimized daily tracking
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precision. Prior to calibration, the root mean square (RMS) error of the heliostat’s normal
vector was measured at 27 mrad. Subsequent application of the calibration coefficient led
to a marked reduction in this error to 2.05 mrad, signifying an improvement in tracking
performance by an order of magnitude. This outcome verifies the efficacy of the open-loop
tracking and error correction method grounded in the model foundation. Concurrently, the
Microchip MRF24J40 radio module was utilized for communication within the 2.45 GHz
frequency band. This module possesses the capability to transmit 625 data packets per
second and, theoretically, supports network control for up to 10,000 nodes [38]. This system
demonstrates reductions in CSP costs and improvement in efficiency. However, the need
for further refinements to enhance its practicality and dependability remains.

2.2.3. Wireless Network Topology

The design of wireless topologies in solar power systems plays a crucial role in
enhancing the communication efficiency, reliability, and flexibility of the systems [39]. In
large-scale solar power tower systems, wireless communication networks are utilized for
real-time monitoring, data transmission, and the precise control of heliostats. Common
wireless network topologies include star, mesh, and hybrid topologies, each offering
unique advantages in terms of reliability, range, bandwidth, and latency, with their suitable
application scenarios summarized in Table 4. The commonly used wireless network
topology diagram for controlling the heliostat is shown in Figure 4.

Table 4. Network topology classification.

Topology Type Application Scenarios

Mesh Topology This network is more robust and versatile, but has a more complex network design,
making it suitable for large areas with numerous obstacles.

Star Topology Provides a simpler network topology with a central coordinator, in which each node is
directly connected to the main station.

Hybrid Topology
By combining different network topologies and different communication standards, it is

possible to create highly adaptable and robust systems, leveraging diverse technologies to
achieve optimal network performance levels.

Figure 4. Illustrative diagram of common wireless network topologies for heliostat control (star,
mesh, and hybrid).

The HELIOMESH project utilizes a wireless mesh network to control and monitor
a solar power tower field. Each heliostat is equipped with a HelioNode module, which
includes a microcontroller, an IEEE 802.15.4-2006-compliant radio transceiver, PV cells, and
energy storage devices to maintain nighttime operation. The network adopts a virtual back-
bone structure and connection dominance set algorithm, supporting various scheduling
strategies and redundant paths to enhance energy efficiency and fault tolerance. Each node
in the network both transmits data and acts as a repeater, ensuring full coverage and high
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redundancy. Sixteen non-overlapping radio frequency channels are employed, supporting
up to sixteen subnets to enhance bandwidth and reduce latency. A single broadcast can
quickly cover an average of 98% of HelioNode nodes within 50 milliseconds, and the
communication of the farthest node only requires up to five intermediate node relays [13].
The HELIOMESH project demonstrates an efficient, low-cost, and easy-to-maintain control
scheme with enormous potential and scalability, providing feasibility for future large-scale
solar power projects.

Liebenberg et al. proposed that a star network architecture offers a compelling topo-
logical solution for wireless communication networks in modular heliostat fields. This
topological structure establishes connections from all end devices (EDs) to a central base
station (CBS). Each device transmits solely its pertinent data and is able to transition to a
low-power mode during periods of inactivity, thereby ensuring low communication latency.
This structure employs a control interval of 1.5 s to attain a tracking error of no greater
than 1 mrad [40]. The star topology presents a simplified approach to troubleshooting
and device expansion method, thus facilitating operational ease. While the potential for a
single point of failure at the central base station is a recognized consideration, its inherent
simplicity, scalability, and reduced maintenance requirements render it a suitable option
for heliostat applications.

The adoption of Wi-Fi 6 (IEEE 802.11ax) within a star network topology presents a
highly suitable approach for the demanding network environments typical of CSP plants.
Such an implementation facilitates sophisticated control of heliostats, a critical factor in
maintaining precise solar tracking and achieving optimal energy efficiency [10].

Hillocom presents a multi-unit wireless control topology for heliostat fields within
concentrating solar power (CSP) systems. The wireless control architecture divides a large
heliostat field into multiple distinct zones, each encompassing several access points. Every
access point is responsible for managing communication within its designated subset of
heliostats. These access points are interconnected to a central control system by means of
wired links [41]. The proposed architecture exhibits a high degree of scalability, enabling
adaptation to varying field sizes that can encompass tens or hundreds of thousands of
heliostats. It also offers reduced deployment costs compared to conventional wired systems.
Furthermore, this architecture allows for the flexible and dynamic assignment of heliostats
to access points, thus adapting to changing environmental and communication conditions,
while enhancing spectrum utilization through frequency reuse. The method also presents
challenges associated with signal interference and obstruction, which are inherent to
wireless communication. It additionally requires reliance on advanced communication
technologies and protocols, increasing financial investments during both development and
testing. Future work should prioritize efforts to address these signal interference problems
in order to ensure the reliable performance of this system.

3. Calibration Method for Heliostats

A precise and efficient calibration system is a crucial component of heliostat con-
trol, ensuring optimal focusing of solar radiation onto the central receiver for maximum
efficiency. The calibration method of a heliostat can be categorized based on various param-
eters, including measurement techniques and system light source types. This section will
introduce three primary heliostat calibration methods used in concentrating solar power
(CSP) plants: traditional calibration, artificial light source calibration, and AI-/data-driven
calibration approaches. The applicability of these methods across different CSP system
types will also be discussed.
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3.1. Traditional Calibration Methods
3.1.1. Manual Calibration

In solar power systems, manual calibration involves adjusting the heliostat’s orienta-
tion and alignment accuracy through human intervention to ensure the precise focusing
of solar radiation onto the receiver [42]. Manual calibration typically employs tools such
as ground targets, reflected images, or solar images for manual or semi-automated error
correction [43]. While this method can provide high accuracy, it is characterized by lower
efficiency and the need for regular execution, particularly when equipment performance
degrades. With the increase in the size of the heliostat array, manual calibration faces chal-
lenges such as substantial workloads and time consumption, which has spurred the research
and application of automated calibration techniques. Nevertheless, manual calibration still
plays a crucial role in small-scale systems, particularly during initial commissioning and
maintenance phases.

Elsayed et al. presented a mechanically driven single-axis solar tracking system,
specifically customized through 3D cam profiles, that does not require electricity, electronic
components, or specialized materials. The experimental findings indicate that the system
exhibits the greatest variability in accuracy during the morning and evening hours of the
day, with deviations spanning from −3.36◦ to 1.65◦. Nevertheless, when considered over
the entire year, the arithmetic mean of the absolute deviations remains below 0.5◦, while
the standard deviation remains under 0.75◦ [44]. This approach, although requiring a lot of
manual labor, is commonly employed in regions where advanced electronic systems are
not feasible.

Table 5 summarizes various calibration methods for solar concentrator optical char-
acterization, as discussed by Ren et al. [45], and provides a comparative analysis of their
advantages and disadvantages.

Table 5. Manual calibration method.

Calibration
Method

Method Advantages Disadvantages

Light Flux
Mapping

This method experimentally maps the irradiance
distribution on the receiver to characterize basic

optical properties, directly capturing images of the
focused solar radiation with a camera, and using

computer simulations to adjust parameters to match
experimental results, thereby inferring optical errors.

Intuitive and
straightforward; direct

observation of irradiance
distribution via

experimental evidence.

Lacks uniqueness, as
different mirror

geometries can generate
similar irradiance

distributions;
computationally

intensive.

Hartmann Test and
Related Methods

This method detects local slope deviations by
observing the deviations of light rays reflected from
different parts of the mirror. It employs techniques
such as lasers or screen projections to measure the
deviations of reflected light rays on a point or line

basis, with data processing via computer.

Capable of measuring
local slope information

with relatively high
accuracy; high spatial

resolution.

Can be complex for large
mirrors or in situ

measurements, requires
costly equipment and

significant time.

Photogrammetry

This method uses photographic techniques to
capture images of a series of marked points on the
measured surface from different directions, then

calculates the three-dimensional coordinates of these
points to reconstruct the mirror shape.

Commercially available
software, mature

technology, applicable to
multiple types of solar
concentrating mirrors,

and relatively
inexpensive equipment.

Long data acquisition
and processing time,

limited resolution,
requires algorithms to

reconstruct surface
shape, potential for large

errors.
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Table 5. Cont.

Calibration
Method

Method Advantages Disadvantages

Long-Range
Observer Method

Evaluates the areas on the mirror where reflected
light misses the receiver by observing the image of

the reflected tube in the mirror from a long distance.

Simple and fast,
intuitive in operation,
applicable to outdoor
and large equipment.

Requires long-range
observation, often

difficult to achieve due
to space limitations in

actual solar power
plants, only suitable for

trough collectors.

Fringe Reflection
Method

This method evaluates local slope deviations using
known fringe patterns and their deformation on the
mirror surface, requiring computer processing of the

image data.

High resolution and
accuracy, low cost and

time requirements,
widely applicable.

Complex mathematical
processing, susceptible

to ambient light,
requires strict calibration

of equipment.

The methods of light flux mapping and long-range observer, while relatively simple,
lack specificity. Hartmann tests and photogrammetry offer higher accuracy but require
expensive equipment and complex operation. In contrast, the fringe reflection method
achieves a good balance of cost-effectiveness and applicability. Each method has specific
applications and limitations, and the optimal choice depends on the particular needs and
environmental conditions.

3.1.2. Camera-Based Approach

In solar power systems, camera-based calibration methods can enhance heliostat align-
ment accuracy, ensuring precise solar concentration onto the receiver [46]. High-resolution
cameras capture images of the reflected heliostat beams, and image processing algorithms
analyze the beam’s reflection location to calculate deviations and subsequently correct
them. Common camera calibration techniques involve using ground targets, solar images,
or reflected images to detect misalignments in heliostats, and subsequently adjusting the
heliostats’ azimuth and elevation angles via automated or semi-automated control systems.
Advantages of camera-based calibration include high precision and automation; however,
its performance relies on the camera’s resolution and the accuracy of its installation loca-
tion. Compared to traditional manual calibration, camera-based approaches offer enhanced
efficiency and reduced human intervention, making them suitable for large-scale heliostat
arrays. However, environmental factors (e.g., varying illumination and weather conditions)
and equipment performance can influence the system’s stability.

Koikari et al. proposed a site calibration-based heliostat calibration system to improve
solar concentration efficiency and reduce energy losses. This method ensures a stable
illuminated spot on the receiver by selecting the appropriate first rotation axis (g-axis)
direction, thereby eliminating the rotation of the concentrated spot. Specifically, the g-
axis is perpendicular to the horizontal plane containing the heliostat pivot point of the
heliostat and the center of the receiver, ensuring the horizontal edge of the illuminated
spot intersecting the receiver remains horizontal, thus preventing rotation. When aligning
heliostats, the g-axis should be perpendicular to the plane containing the receiver and the
tangent of the heliostat rows, minimizing obstructions and optimizing the concentration
path [47]. This method has the advantages of eliminating spot rotation, ensuring uniform
heat distribution, and improving photovoltaic conversion efficiency; row alignment reduces
obstructions, enhancing energy collection efficiency; and the design process is simplified,
eliminating complex calculations. However, this method assumes perfectly flat heliostats
and precise tracking accuracy, potentially challenging in practical applications. Further
validation is needed when considering factors such as terrain, wind, and temperature.
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HelioControl represents a technology for accurately assessing the aim points of he-
liostats within operating solar central receiver systems (CRSs). This technology employs
a 13-bit resolution analog-to-digital (A/D) conversion process alongside a high dynamic
range camera capable of capturing images at a frame rate of 25 frames per second (FPS),
enabling continuous monitoring of the remote area of the high-temperature receiver. By
analyzing frequency signals introduced by the periodic motion of heliostats, a more refined
analysis of the system is achieved. Subsequently, Discrete Fourier Transform (DFT) is
subsequently utilized to identify the individual aim points of each heliostat. After testing,
the detection error angle is less than 0.32 mrad at a viewing angle of 256 × 256 pixels,
covering an area of 10 m × 10 m. This method facilitates real-time assessment of multiple
heliostat aim points, obviating the need for additional targets. This consequently enables
precise control over receiver irradiance distribution, and this approach is applicable to both
new and existing installations [15]. HelioControl offers a promising avenue to improve
both the cost-effectiveness and efficiency of solar power generation by mitigating light
losses and optimizing heliostat layouts without augmenting the complexity of mechanical
or drive systems; however, field testing is necessary for its industrial application.

Sattler et al. devised a technique for calibrating small single-faceted heliostats, based
on the extraction of invariant moments. This technique uses a high-resolution CCD camera
to capture images of reflected light spots, enabling the calibration of heliostat base tilt and
wind-induced deformation errors [48]. As shown in Figure 5, the system design is simple
and low cost compared to other complex calibration methods, and the use of invariant
moments enhances robustness to image translation, rotation, and scale changes, achieving
a recognition accuracy of 94.05%. However, current research is primarily focused on small
single-faceted heliostats, and its applicability to larger systems remains unverified.

Figure 5. CCD camera calibration diagram.

3.1.3. Non-Intrusive Optical (NIO) Method

Non-intrusive optical calibration methods utilize optical detection techniques to eval-
uate and calibrate heliostat reflectivity and alignment accuracy without direct contact with
the heliostats [49]. These methods rely on high-precision imaging systems, such as cameras
or laser systems, coupled with image processing, to capture the projection locations of
reflected light spots or solar beams. Analysis of spot shape, position, and symmetry guides
adjustments to the heliostat’s orientation, thereby maximizing beam focusing accuracy [50].
Advantages include reduced maintenance costs, streamlined operational procedures, en-
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hanced tracking accuracy, and improved photovoltaic conversion efficiency [43]. However,
these methods are sensitive to environmental factors such as light intensity and back-
ground noise and require substantial investment in specialized hardware and software for
initial implementation. Non-intrusive optical calibration provides an effective approach to
improving heliostat precision and reducing human intervention.

Mitchell et al. proposed a non-intrusive optical method that precisely calibrates he-
liostats and calculates errors through a series of steps. Initially, camera lens distortion
is calibrated using Photomodeler software to determine the distortion coefficients. Sub-
sequently, the camera’s position and orientation are calculated using the least squares
method through collinearity equations, with image processing techniques based on the
Otsu method used to identify edges of the reflected images. Following this, the tower edge
position relative to the heliostat is calculated, and mirror slope errors and tracking errors are
derived based on reflection laws, with tower positions then adjusted to enhance accuracy.
Upon testing, the results indicated that the uncertainty associated with the measurement of
slope error on the heliostat surface was less than 0.22 mrad. The heliostat’s tracking error
exhibited an average measurement value of 1.71 mrad, accompanied by an uncertainty
of 0.12 mrad. Furthermore, the average measured root mean square (RMS) value of the
slope error on the heliostat surface was determined to be 1.22 mrad, with a correspond-
ing uncertainty of 0.05 mrad. This method is used for measuring and calibrating optical
errors in heliostats within large-scale power tower solar plants [51]. This method, which
requires no additional equipment and utilizes structures such as the natural tower, derives
multiple optical errors from reflected images. In addition, large-scale measurements can
be completed in a short time using UAVs. However, additional marking or multiple shots
are needed for measuring two-dimensional optical errors, and data analysis and storage
processing demands are high.

Mitchell et al. introduced a novel non-intrusive optical (NIO) methodology for quanti-
fying heliostat optical misalignments in large-scale solar power plants, combining theoreti-
cal imaging models with aerial imagery obtained via unmanned aerial vehicles (UAVs).
The method encompasses several key stages: (1) using photomodeler software for camera
calibration and lens distortion correction; (2) using the principle of collinearity and the
known size of the heliostat to determine the camera position and direction; (3) reflected
edge identification through grayscale conversion and segmentation of reflected tower edges;
(4) calculation of ideal reflected tower edge positions based on established tower geometry;
(5) calculating the surface slope error using Snell’s Law and deriving the surface normals
from camera positions and reflected points; (6) calculating the facet misalignment error
through regional averaging of slope errors and comparison against a reference heliostat;
(7) iterative correction of the tower position relative to heliostats based on the tracking error,
followed by recalculation of optical errors; and (8) uncertainty analysis of results from a
series of reflected images to determine measurement precision. During the experimental
testing, a minimum of ten images were acquired from each mirror surface, each possessing
a resolution of 300 × 300 pixels. The uncertainty in the camera position was limited to
less than 0.048 m, while the uncertainty in the tower position was constrained to less than
0.350 m. This methodology enabled the effective control of measurement errors, maintain-
ing them within a range of 0.25 mrad [52]. This method has the following advantages:
it is non-intrusive, minimizing operational disruptions to the greatest extent possible; it
demonstrates high efficiency, enabling rapid, large-scale inspections; and it exhibits high
accuracy due to its insensitivity to the heliostat–tower distance. Despite these advantages,
the method is inherently one-dimensional, and two-dimensional measurements necessitate
additional markers or multi-angle geometric inferences. Moreover, the method’s stability is
contingent upon computationally intensive image processing and geometric calculations,
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as well as precise camera positioning, lens selection, and stable ambient illumination. Fu-
ture work should prioritize the development of techniques that enable two-dimensional
measurements and enhance robustness.

Peña-Lapuente et al. proposed a novel measurement system based on an array of
photodetectors. The system utilizes non-tracking heliostats, allowing scanning of reflected
beams as the sun moves. Heliostats are positioned near a vertical post. The detector array
completes the beam scan within minutes and employs a dynamic gain adjustment to accu-
rately measure radiant differences. The system comprises a sensor array and lens mounted
on a post to enhance signal power density and improve the accuracy of remote measure-
ments. Multiple systems can be deployed in parallel to rapidly measure multiple heliostats,
thus reducing the overall measurement time. In the simulated environment, the system
achieves an error margin of less than 0.5% for heliostats positioned up to 1200 m away,
while successfully accomplishing a measurement of such heliostats within a timeframe of
six minutes [53]. This approach enhances signal-to-noise ratio and measurement accuracy
by minimizing nonlinear responses, target non-uniformities, and noise. Its adaptability
and portability make it suitable for various commercial power plants, especially those that
have already been put into operation.

3.2. Calibration Method for Auxiliary Equipment
3.2.1. Artificial Light Source

Artificial light calibration (ALC) is a technique used to calibrate heliostats by mim-
icking sunlight using carefully controlled artificial light sources. This technique relies on
stable artificial light sources, such as halogen lamps or LED arrays, to create a well-defined
spot of light. Then, the heliostat adjusts its reflective surface and tracking to align with this
spot. One advantage of this approach is the ability to calibrate regardless of sunlight or
weather conditions, which makes it useful for commissioning and maintaining large solar
energy systems. The accuracy of this method depends on how stable the light source is,
and how well its intensity is controlled. Additionally, differences between the artificial light
and real sunlight can influence how precise the calibration is. Artificial light calibration is a
useful way to achieve a flexible and controllable calibration, but further improvements are
still necessary to make it both more precise and more adaptable.

Zavodny’s team developed an artificial light calibration (ALC) system specifically
for tower-based CSP plants. This system uses artificial light sources, such as LEDs, for
calibration at night. As shown in Figure 6, the ALC method utilizes multiple short towers
strategically positioned around the heliostat array, each tower equipped with a camera
and LED light source. Calibration is accomplished by directing the reflected LED light
from each heliostat into its assigned camera. During nighttime operation, this system
utilizes real-time camera feedback to allow a central control unit to precisely adjust each
heliostat’s orientation [54]. The ALC system employs parallel data acquisition techniques,
enabling each camera to concurrently gather data from more than 100 heliostats. Within
a period of two weeks, it is capable of calibrating over 24,000 heliostats, achieving a
precision of reflection error below 1.5 mrad. Furthermore, the system incorporates low-
power (approximately 10 watts) LED light sources with extended longevity (up to 30,000 h),
which are capable of emitting light of varying colors. This effectively mitigates stray light
interferences, including background light and moonlight, thereby ensuring the reliability of
the calibration process. This approach offers a practical solution to the challenges associated
with heliostat alignment. eSolar’s ALC system builds upon existing distributed camera
systems. Instead of relying on sunlight, eSolar uses LED sources mounted on towers
surrounding the field to calibrate heliostat pointing precision. By carefully controlling the
relative positions of the light sources and cameras at night, the system refines the motion
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model for each heliostat by precisely directing the reflected light into the corresponding
camera. This method provides a means to achieve more accurate heliostat alignment.

Figure 6. Field geometry for artificial light calibration depicting tower-based cameras and lights (the
color of line and star represent the color of the light).

3.2.2. Installing a Camera on a Heliostat

Camera-on-heliostat calibration is a technique that adjusts heliostat orientation by
real-time capture of the reflected light spot positions from the heliostats [55]. This method
employs high-resolution cameras and image processing algorithms to precisely analyze
the shape, position, and symmetry of the reflected light spot to calculate tracking errors
and adjust the azimuth and elevation of the heliostat, ensuring accurate alignment with
the receiver. Advantages include the ability to perform real-time and efficient precision
calibration, continuously monitor the operational status of the heliostat, and reduce external
disturbances. However, this technique depends on high-precision cameras and image
processing systems and can be affected by factors such as surface contamination and
weather conditions, which may degrade calibration accuracy. Therefore, while this method
can significantly enhance the efficiency of solar thermal power systems, practical application
still needs to overcome challenges such as environmental adaptability and system costs.
Figure 7 is a schematic diagram of the camera-on-heliostat.

Burisch et al. proposed a method for high-precision estimation of heliostat motion
parameters by installing low-cost cameras on each heliostat and observing artificial light
source targets within the field, coupled with image processing techniques and geometric
models [55]. The experimental results demonstrate that variations in pixel position errors,
attributed to targets situated at diverse distances, elicit tracking inaccuracies spanning
from 0.9 to 1.8 mrad. Specifically, a discrepancy of 5 cm in the target’s positional alignment
introduces an error of 0.2 mrad. Furthermore, when the heliostat exhibits an axis value
error of 0.5 mrad, this contributes to a tracking error of 1.2 mrad. This method allows
for parallel calibration, making it suitable for large-scale heliostat fields; however, it is
impacted by environmental effects, noise interference, target installation requirements, and
computational resource demands.

Burisch et al. achieved high-precision positioning by installing cameras on each helio-
stat and observing infrared targets distributed throughout the solar field. This methodology
employs target images captured by a camera from diverse angles, in conjunction with a
kinematic model, to estimate the geometric parameters of the heliostat. Based on these
parameters, it predicts the heliostat’s attitude at various axis angles. Following calibration,
a high-quality camera is utilized to capture the position of the reflected light spot from the
heliostat onto a Lambertian surface. The centroid of this light spot is then calculated to
assess the reflection accuracy. Ultimately, by comparing the deviations between the actual
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detected angles and the theoretically computed angles, the root mean square (RMS) error
of the beam accuracy is determined [56]. This method is primarily suited for smaller-scale
heliostat fields and enables complete calibration of the entire heliostat field overnight. In-
frared light sources and cameras with infrared filters are used to detect the target positions,
and a motion model is established by adjusting the heliostat angle and recording the target
position within the pixels; the motion model parameters are then iteratively optimized
through multiple observations. The method utilizes a 5-megapixel CMOS camera for
calibration purposes, conducting measurements at two specific angles: 45◦ and 10◦. When
assessing angle prediction accuracy, the maximum errors observed were 0.4 mrad and
0.3 mrad for these angles, respectively. The corresponding average errors amounted to
0.26 mrad and 0.22 mrad, with root mean square (RMS) errors of 0.29 mrad and 0.22 mrad.
Furthermore, throughout the entire day’s tracking process, the RMS error associated with
the measured beam accuracy was approximately 0.6 mrad. This method is highly efficient,
automated, and flexible. However, it faces challenges including limitations in light source
application, error accumulation, equipment complexity, and environmental interference.

Figure 7. The camera is mounted on a heliostat.

Les et al. proposed a scalable heliostat calibration system based on low-cost cameras,
known as SHORT (Scalable HeliOstat calibRation sysTem), which utilizes high-power
infrared light sources to calibrate heliostats within a heliostats field [57]. Each camera
associated with a heliostat is equipped with a corresponding infrared bandpass filter
during periods of high solar radiation to aid in the detection of these targets. The system
is highly scalable and automated, and capable of calibrating all heliostats within a single
night, achieving a calibration accuracy of less than 0.5 mrad in heliostat positioning error.
Camera aberration issues and camera detection accuracy can affect the stability of the
system during periods of high daylight irradiance.

Morales-Sánchez et al. proposed a novel computer vision-based method for detecting
reflections from heliostat panels in solar concentrating towers. This method employs
semi-automated edge detection techniques to identify mirror reflection edges and detect
distortions caused by mirror curvature, as shown in Figure 8. Detection is performed using
cameras attached to adjacent heliostats, avoiding issues associated with long focal length
lenses and camera position uncertainties [58]. The technical process includes, initially, lens
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distortion being corrected, followed by conversion to grayscale. A Gaussian blur is then
applied to reduce noise prior to adaptive thresholding, which generates initial candidate
edge pixels. These raw edges are subsequently refined using a Canny edge detector and
morphological operations. Linear regression and median-based calculations are employed
to fit lines to the optimized edge data. The technical process includes pre-processing steps
to eliminate lens distortion, use of a Canny edge detector and morphological filtering to
identify edges, the approximation of edge lines using either linear fitting or median filtering,
and detection of corner points by calculating the intersection of line segments. This method
uses a high-resolution camera to simulate images captured at a distance of approximately
5 m. The distance between two consecutive corner points in the image is about 2120 pixels;
combined with the size of the metal plate (side length of 1000 mm), it is calculated that
each pixel is about 0.47 mm, and the deviation calculated by the linear regression method is
3.63 mm. This method also provides an option for manual correction, suitable for situations
where edge detection is difficult, thus providing a new tool for enhancing the alignment
precision of heliostats in solar concentrating towers.

Figure 8. Canting error detection conceptual overview. On the left side, the picture shows two
heliostats facing each other, with a camera on the reference one looking at the facet to align. On the
right side, the alignment method relies on an accurate edge detection technique combined with a
theoretical model to measure the canting errors [58].

3.2.3. Multi-Copter Calibration

The calibration methods of heliostats based on unmanned aerial vehicles (UAVs)
utilize UAVs equipped with high-precision camera systems to conduct aerial inspections of
heliostat arrays, accurately acquiring the positions of reflected light spots, and analyzing
heliostat alignment errors via image processing, as shown in Figure 9 [59]. This method
enables rapid and efficient coverage of large areas, making it suitable for large-scale solar
power systems while avoiding the complexities associated with ground-based equipment
installation and operation. The flexibility of UAVs allows for data acquisition from various
angles, enhancing measurement accuracy. However, this method places high demands on
hardware and computational capabilities, and weather conditions can affect flight stability
and the precision of data acquisition. Nevertheless, the use of UAVs or multi-rotor aircraft
equipped with cameras and lights for faster and more flexible calibration in large-scale
applications demonstrates significant potential.
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Figure 9. Multi-copter calibration.

Lombard et al. proposed a novel method for heliostat calibration using multi-rotor
UAVs. In comparison to traditional Beam Characterization Systems (BCSs), this method
achieves efficient calibration by controlling the UAV to fly to known locations and then
capturing the targets reflected from the heliostats via camera. In the experiment, a total of
twenty data points were gathered, yielding mean errors of 1.6 mrad for azimuth angles
and 2.6 mrad for elevation angles, respectively [60]. Despite the challenges of precise
positioning, automated control, safety, battery management, and environmental constraints,
this method allows for simultaneous calibration of multiple heliostats, shortening the
calibration cycle, and does not rely on a control tower. UAVs can also access locations
inaccessible to the sun, thereby providing a more comprehensive dataset.

Milidonis et al. introduced a novel approach employing unmanned aerial vehicle
(UAV)-assisted close-range photogrammetry for precise geometric characterization of
heliostats in concentrated solar power plants [61]. Leveraging advancements in drone
technology, this method achieves high-precision mirror reconstruction, boasting an av-
erage spatial resolution of 0.35 mm/px and encompassing over 27 million points. The
measurement process is insensitive to mirror orientation, eliminating the need for complex
ground-based instrument movement. While RTK technology mitigates the effects of mag-
netic interference, pre-measurement preparation involving mirror spraying and cleaning
remains time-consuming. Furthermore, 3D reconstruction accuracy is compromised at the
mirror edges, potentially influenced by discrete point artifacts. Calibration accuracy analy-
sis, based on slope deviation, reveals a maximum slope deviation of 6.3 mrad, primarily
localized at the mirror periphery. The root mean square deviation (RMSD) for 2D slope
measurements is 1.4 mrad.

3.3. Artificial Intelligence Calibration Method

In solar power systems, AI, coupled with data-driven calibration methods, leverages
machine learning and data analytics to optimize heliostat calibration [62]. By acquiring
real-time data relating to reflected beam positions and ambient conditions, and by incorpo-
rating AI algorithms, such as deep learning and neural networks, the system autonomously
identifies and corrects heliostat tracking errors, thus enabling efficient orientation adjust-
ments and improved positioning accuracy. This method offers key advantages, including a
high level of automation, real-time responsiveness, and robust adaptability, which reduces
the need for manual intervention while also enabling the ongoing optimization of system
performance within complex operating environments [63]. Although this approach is not
without its challenges, including stringent data accuracy requirements, complex model

21



Energies 2025, 18, 1069

training procedures, and enormous computational demands, AI and data-driven calibra-
tion methodologies offer innovative and effective solutions for enhancing energy collection
efficiency and bolstering system reliability, especially in the context of large-scale solar
power systems.

3.3.1. Deep Learning Methods

In solar power systems, image analysis calibration methods based on deep learning
automatically extract key information from the images reflected by heliostats, using tech-
niques such as deep neural networks (DNNs) or convolutional neural networks (CNNs), to
accurately evaluate and correct heliostat orientation [64,65]. These methods rely on high-
resolution imaging systems to capture reflected light spots or projected images, which are
then processed by deep learning models to automatically identify the position, shape, and
symmetry of the light spots, enabling real-time correction of tracking errors. Deep learning
models possess a powerful self-optimization capability, enabling adaptation to complex
environmental conditions such as variations in lighting and weather, thus enhancing both
the automation level and precision of heliostat calibration.

Pargmann et al. compared the application of the traditional Levenberg–Marquardt
(LM) algorithm and deep neural network methods in heliostat calibration. Traditional
methods employ regression analysis and the Stone method, utilizing camera-captured
focal point positions to determine geometric models and adjust deviations. In contrast,
deep neural network methods integrate self-regularizing neural networks (SNNs) and
transfer learning, trained using a dataset from the Jülich solar power tower [66]. This
method significantly enhances calibration accuracy, achieving a threefold improvement over
traditional methods, with a precision of 0.42 mrad. Simultaneously, through pretraining and
transfer learning, the neural networks achieve high accuracy with smaller datasets (only 300
measurement points), while also correcting various nonlinear errors, including deformation
and backlash. This method also presents a black box problem, as the computational
processes of neural networks are difficult to interpret, lacking explicit and traceable control
functions, which increases uncertainty in field applications. Furthermore, insufficient
data coverage may lead to a decrease in accuracy under extreme operating conditions.
Finally, the physical meaning of neural network models is somewhat ambiguous, as they
cannot provide specific physical error parameters, potentially limiting their ability to correct
particular types of errors.

Deep learning methods, using neural networks for calibration, can manage complex
models influenced by multiple factors and address nonlinear errors that are difficult for
traditional methods to model. In order to reduce data requirements, both unsupervised and
supervised pretraining methods have been utilized. Unsupervised pretraining involves
layer-by-layer training of the network’s hidden layers using stacked autoencoders and is
suitable for situations with limited data, as shown in Figure 10. Supervised pretraining,
on the other hand, utilizes ray-tracing software to generate large amounts of virtual data,
helping the model to learn relevant features and apply them to actual heliostat calibration
tasks [67]. In the experiment, the calibration accuracy of the benchmark model was about
0.8 mrad per increment of error, and the optimal baseline of the pretrained neural network
reduced the error to about three times that of the benchmark model. This method demon-
strates the ability to significantly enhance accuracy with limited data and possesses strong
adaptability and substantial room for improvement. However, the training process for this
method relies on substantial data, parameter adjustments require experience, and if there
are large differences between the pretrained model and the actual data, the model may
converge to a local optimum.
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Figure 10. (a) First unsupervised pretraining step. In this “greedy layer-wise” pretraining, several
autoencoders are created. The first takes the original training data as input and output layer and
is trained until no enhancement is recognizable anymore. After this, for every layer of the original
neural network, a new autoencoder is created and trained using the one step earlier trained hidden
layer as the new input and output layers. (b) After all autoencoders are fully trained, the original
neural network is initialized by the trained hidden layers of each. After this, the real training step
takes place [67].

Bonilla et al. devised a novel closed-loop heliostat tracking calibration method based
on computer vision and deep learning. This method determines the vector from the
heliostat to the sun (VS) and the vector from the heliostat to the target (VT), subsequently
aligning the heliostat’s normal vector (VA) with the bisector of these two vectors. An
alternative method involves mounting a camera at the heliostat’s center point (O0) to
provide a planar view of the scene (CP) (see Figure 11c). An artificial neural network
(ANN) detects the center points of the sun (S0) and the target (T0); the midpoint between
them (A00) is the desired alignment point. The heliostat is then adjusted to align the current
alignment point (A0) in the planar view (CP) with the desired alignment point (A00) (see
Figure 11d) [68]. Figure 11a,c illustrate 3D and 2D camera views, respectively, of misaligned
heliostats, while Figure 11b,d show the same views with aligned heliostats.

This heliostat calibration method eliminates the need for stringent installation require-
ments and periodic recalibration, exhibiting high accuracy and powerful real-time perfor-
mance. It automatically calibrates and adjusts errors via a closed-loop control system, utilizes
deep learning to extract features for precise identification of the sun and receiver positions,
while real-time object detection in the video stream enhances response speeds. The angular ac-
curacy of the camera resolution in the test results ranges from 1.1 mrad per pixel to 0.33 mrad
per pixel per radian. Disadvantages include reliance on large amounts of training data, the
complexity and time-consuming nature of data processing, the high computational resource
demands of deep learning models, which limit their application on resource-constrained
devices, and the potential for environmental factors such as dust and clouds to affect precision;
moreover, the model requires fine-tuning under different conditions.

Coquand et al. proposed an automatic heliostat orientation calibration system based
on artificial vision. The system utilizes a black and white CCD camera to capture images
of the reflected solar light from the heliostats and corrects deviations by calculating the
difference between the centroid position of the solar beam and the target center using
simple image processing algorithms. The correction process minimizes beam offset by
adjusting the azimuth and elevation angles of the motors, simultaneously updating the
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heliostat orientation in the database [69]. This methodology facilitates the detection of a
slope error within a margin of ±3 mrad through the reconstruction of the slope of the mirror
reflection wavefront, representing a typical range commonly observed across numerous
heliostat arrays. This system effectively reduces the time consumption of traditional manual
calibration processes, enhances calibration consistency and stability, and has a particularly
positive impact on reducing receiver temperature gradient fluctuations, ensuring system
safety, and optimizing energy distribution. The system, being based on simple image
processing, may require more complex algorithms and hardware support for large-scale
power plants and cannot fully guarantee automatic correction of heliostats with specific
errors, still requiring manual intervention.

 

Figure 11. Heliostat tracking principle [68].

3.3.2. Data-Driven Approach

In solar power systems, data-driven calibration methods utilize real-time monitoring
data and employ machine learning and statistical analysis techniques to automatically
identify and correct tracking errors of the heliostat [70]. These methods rely on sensor
networks, data fusion, and algorithm optimization, dynamically adjusting control parame-
ters based on extracted error models from historical data to minimize errors and enhance
system performance. This method requires no additional hardware, is capable of adapting
to environmental changes, and continuously optimizes system accuracy, thus improving
heliostat tracking precision and power generation efficiency. However, data-driven meth-
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ods exhibit a strong dependence on high-quality data and algorithm optimization and may
encounter challenges related to data processing and storage in large-scale applications [71].
In addition, the accuracy of the system is limited by the quality of the input data and the
effectiveness of the algorithms. Therefore, although this method provides a highly auto-
mated calibration solution, further validation and optimization are required in practical
applications.

Hayat et al. proposed a numerical calibration method using mathematical modeling to
calculate theoretical values and employing MATLAB software (Version R2008b) to compare
the theoretical values with experimental data [72]. The mathematical model incorporates
thermal radiation and convection losses, predicting system behavior under various scenar-
ios, enhancing system design precision, validating the reliability of the theoretical model,
and is suitable for other similar solar power systems. This method is dependent on the
experimental conditions, with experimental accuracy affected by instrumentation and
controls. The complexity of the mathematical model increases the computational costs, and
climate and geographical factors may influence the experimental results.

García et al. proposed a method to address transient response issues caused by fluctu-
ations in direct normal irradiance (DNI) by calibrating the heat flux and fluid temperature
within a solar central receiver; the position of the DNI sensor in the solar field is shown in
Figure 12. This strategy incorporates three primary calibration or control methods: internal
flow valve control, aiming strategy adjustments, and feedforward control. Firstly, lateral
mass flow valves are added at the outlet of each panel to independently regulate the flow
through each panel, enabling a rapid response to variations in solar irradiance and avoiding
global thermal lag associated with single inlet valve adjustments. Secondly, an aiming
strategy similar to valve grouping is employed to distribute heat flux by adjusting the
aiming points of the reflectors, ensuring that the heat flux density on the receiver does not
exceed design limits. Additionally, feedforward control uses real-time solar field enthalpy
data to compensate for DNI fluctuations caused by cloud cover, proactively adjusting
the system to minimize its impact on the system [3]. This method can maintain stable
output under varying irradiance conditions, adapting to diverse environmental changes
including overcast skies. However, the method relies on mathematical models of the solar
field and receiver; therefore, the accuracy of the model directly impacts its performance.
Furthermore, the implementation of feedforward control and the aiming strategy requires
the collection of high-precision, real-time data, increasing system integration and data
processing challenges.

Rodríguez proposed a novel, empirical direct method—the superposition method—for
estimating solar flux distribution and intensity on the surface of a central receiver, particu-
larly when heliostats are degraded and numerical simulations cannot accurately predict
incident solar flux. This calibration method achieves precise estimation of heliostat solar
flux distribution through image acquisition and processing, image library creation, and a
superposition process [73]. Initially, the reflected beam from each heliostat is characterized
using a CCD camera with a resolution of 2.597 mm per pixel and a passive screen, with
beam intensity information extracted through digital image analysis to calculate the con-
centration ratio distribution. A time-independent image library is created for each heliostat,
and the solar flux distribution and intensity on the receiver are predicted by superimposing
the concentration ratio distributions. This method offers time independence, high spatial
resolution, low cost, and strong flexibility, adapting to various aiming strategies and time
periods. However, the method also faces challenges including long image library creation
times, accuracy impacted by heliostat state, environmental interference, and difficulty in
expanding validation.
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Figure 12. Location of the DNI sensors within the solar field for the feedforward control loop [3].

Berenguel designed a system for the automatic correction of heliostats in solar con-
centrating power plants using artificial vision techniques. This system employs a common
black and white CCD camera to acquire images of the solar light spots reflected by the
heliostats, and then corrects deviations based on the offset between the centroid of the
solar spot and the center of the target in the image [74]. This calibration method uses the
target center and solar spot centroid to achieve automated and precise heliostat calibra-
tion. The target area is identified through threshold detection and the center position is
calculated. The solar spot centroid is determined by combining grayscale histograms and
threshold settings. The azimuth and elevation angles of the heliostat are then adjusted
based on the offset between these two, and the calibration results are updated in the control
database. This method exhibits a high degree of automation, reducing manual operations;
is cost-effective, requiring only common CCD cameras; and is highly flexible, supporting
real-time adjustments. However, the method also has limitations, such as encoder and
camera resolution limitations impacting accuracy, light variations or mechanical vibrations
interfering with reliability, and algorithm performance degrading when the solar spot
deviates from the field of view.

Sun proposed an improved method to address heliostat tracking errors in solar power
tower systems, using an error correction model in conjunction with the Hartley–Meyer
algorithm to calculate six angular parameters: tilt angle, azimuth axis tilt azimuth an-
gle, initial azimuth angle, biaxial non-orthogonality angle, initial elevation angle, and
adjustment angle of the mirror surface relative to the elevation axis. The error correction
model was validated in tests at the DAHAN solar power plant, demonstrating a significant
improvement in heliostat tracking accuracy [75]. The uncorrected root mean square error
(RMSE) was 2.97 mrad. Application of a single set of angular correction parameters reduced
the RMSE to 1.67 mrad. Further refinement with a second set of parameters yielded a
final RMSE of 1.26 mrad. The method further optimizes heliostat tracking performance
via a dual correction strategy, combining a tracking angular deviation strategy with the
error correction model. Additionally, the model has strong adaptability, considers error
distribution across different time periods, and divides the day into two parts based on
the time of the solar near-equilibrium point using two sets of regression results to achieve
more accurate tracking angles. However, this method has several drawbacks including its
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dependence on a large amount of test data, potential complexity and tediousness in track-
ing adjustments for a large number of heliostats during practical operation, the model’s
complexity involving multiple error parameters and calculation formulas, which requires
high technical and computational support, and, although effective in short-term tests, the
error correction effect may diminish over time, thus necessitating periodic adjustments and
recalibration to maintain accuracy.

Abdallah presented a design and construction solar tracking system controlled by a
programmable logic controller (PLC). Comparing the solar energy collected using tracking
with a fixed surface tilted at 32 degrees southward, the solar energy collected on the
moving surface was significantly greater than that on the fixed surface, with an increase of
41.34%. The PLC control system operates as an open-loop system, adjusting the calculated
position of the tracking surface based on pre-calculated solar angles. A photometer was
used to measure and record solar irradiance data on various surfaces, and continuous
multi-day experiments were conducted to obtain the average daily total solar irradiance
values [76]. The study concluded that the two-axis tracking system exhibited a significant
increase in efficiency compared to traditional single-axis or fixed systems, with nearly a
twofold improvement.

3.3.3. Hybrid Calibration Method

The limitations of individual methods can be mitigated by combining the aforemen-
tioned approaches. Data from various sensors and control systems can be integrated to
yield more robust and accurate results.

Sánchez-González devised a calibration method using an unmanned aerial system
(UAS) equipped with a camera, capturing images of heliostats in operation, detecting
images reflected off the back of adjacent heliostats, and comparing these captured images
with theoretical images generated via an optical model to detect alignment errors in the
heliostat’s reflective surface, as shown in Figure 13 [49]. Mounting the camera on a UAV
avoids interruptions to power plant operations, allowing flexible detection of heliostat
tilt and focusing errors to achieve comprehensive optical calibration. This method can
detect tilt errors of 0.25 mrad, making it suitable for fine calibration and adaptable to
different solar energy applications, meeting the stringent alignment requirements of high-
temperature receivers. However, this method faces challenges including high-precision
positioning requirements, substantial equipment needs, high initial investment costs, and
the interference of mirror slope errors on the reflected images. To improve sensitivity,
multiple shots are typically needed, increasing the complexity of the calibration process.

The utilization of microcontroller technology enables the implementation of robust
error correction algorithms on low-cost heliostat controllers, facilitating high tracking
accuracy. Malan demonstrated an array of 18 heliostats, proving that this approach effec-
tively reduced tracking errors and that these errors are deterministic, which can be further
improved through model optimization. Malan also presented a method for periodically
updating the error correction coefficients for each heliostat via camera capture and image
processing techniques [30]. Model-based error correction methods reduce the costs and
enhance the efficiency of solar concentrating systems.

Leibauer et al. proposed a two-layer hybrid model to improve heliostat calibration
accuracy, integrating mechanical rigid-body kinematic models, neural network correction
models, and hybrid models to enhance calibration precision. Initially, the rigid-body model
is employed for pre-alignment with limited data, as shown in Figure 14; subsequently,
a neural network model corrects deviations with minimal data to improve accuracy, as
shown in Figure 15; finally, a hybrid model integrates the advantages of both, maintaining
high precision even with limited data [77]. Leveraging pretrained neural networks, the
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model’s accuracy was significantly enhanced, achieving robust performance with only
60 data points. This represents a substantial improvement compared to the previous deep
learning model, which necessitated 300 data points for comparable results. The hybrid
model surpassed the performance of the rigid-body model from the outset of the initial
measurements, attaining a peak accuracy of less than 0.7 mrad. This method provides
benefits including high precision, low data requirements, robustness, and cost-effectiveness.
Data bias may influence the model’s performance under specific conditions; inference
accuracy may decrease when data diversity is insufficient.

Figure 13. Alignment technique [49].

Figure 14. Rigid-body alignment model [77].

Figure 15. Sketch of a neural network for alignment prediction [77].

Jessen et al. introduced a two-phase methodology for measuring heliostat misalign-
ments in solar power tower systems, leveraging UAVs in conjunction with photogrammetry

28



Energies 2025, 18, 1069

and deflectometry techniques, thereby enhancing both flexibility and efficiency. The first
stage implements photogrammetry, using UAVs to capture multi-angle images of helio-
stat surface features, facilitating the creation of a preliminary three-dimensional model
and ascertaining the initial heliostat orientation. In the first stage of photo measurement,
the method was validated using reference data, and the root mean square deviation was
5.9 mrad. The second stage utilizes deflectometry, using a UAV-mounted LED light source
for precise heliostat orientation measurements, generating detailed reflected beam data to
optimize heliostat alignment, allowing for expeditious and accurate calibration without
requiring a completed central receiver tower [78]. This methodology lowers the initial
heliostat field calibration time, permitting faster achievement of full operational capacity
and reduced power generation costs. Furthermore, this flexible method allows for phased
commissioning and calibration in distributed heliostat fields. However, this methodology
faces high accuracy requirements for UAV positioning data, complex post-processing algo-
rithms, and potential limitations in measurement efficiency and accuracy for long-distance
measurements related to UAV positioning and camera parameters.

4. Future Development and Prospects

The integration of AI and wireless communication technologies provides enhanced
possibilities for the intelligent management of solar thermal power systems. Real-time data
collected through wireless networks provide substantial inputs for AI models, enabling
more precise predictions and optimizations. Concurrently, AI algorithms can intelligently
schedule wireless communication networks, ensuring the stability and low latency of data
transmission. For example, in large-scale solar thermal power fields, AI can coordinate
data transmission across different zones, select optimal transmission paths, avoid network
congestion and latency, and ensure the rapid flow of information.

4.1. Technology Integration and Interdisciplinary Research

With the continuous advancement of technologies such as artificial intelligence, wire-
less communication, and the Internet of Things, future solar thermal power systems will
become increasingly intelligent and automated, necessitating greater integration of mul-
tidisciplinary and multi-domain technologies. The integration of AI and wireless com-
munication technologies will no longer be limited to single-system optimization, but will
progressively enable the intelligentization of the entire system lifecycle, encompassing all
stages from design and construction to operation and maintenance.

4.2. Technical Hurdles to Future Development
4.2.1. The Robustness and Generalization Ability of AI Algorithms

Research gap: Current artificial intelligence (AI) algorithms demonstrate proficiency
in specific operational environments or power plant conditions. However, their robustness
and generalization capabilities—specifically their performance across diverse geographical
locations, climatic conditions, and equipment-aging scenarios—require further investi-
gation. For example, an AI model trained for desert environments may exhibit limited
applicability in regions characterized by cloud cover or high humidity.

Technical hurdles: The development of adaptive AI algorithms, capable of autonomous
adjustment to varying operational conditions and power plant characteristics, necessitates
substantial and diverse datasets, coupled with effective transfer learning methodologies.
Furthermore, algorithmic interpretability presents a significant challenge, demanding
the development of techniques that elucidate AI decision-making processes to facilitate
debugging and optimization efforts.
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4.2.2. Reliability and Security of Wireless Communication

Research gap: The extensive geographical footprint and complex electromagnetic
environments inherent in large-scale CSP power plants present challenges to the reliability
of wireless communication systems. Future research should prioritize the investigation of
wireless signal attenuation, interference, and multipath effects. Effective channel coding,
modulation/demodulation techniques, and optimized antenna designs warrant explo-
ration. Furthermore, ensuring the security of wireless communication is paramount, neces-
sitating the development and implementation of robust security protocols and mechanisms
to mitigate unauthorized access and malicious cyberattacks.

Technical hurdles: Achieving high-reliability wireless communication necessitates
intricate network planning and optimization strategies, alongside efficient management
of the wireless spectrum. To fortify the security of these networks, the development of
lightweight yet robust encryption algorithms and authentication mechanisms is critical,
coupled with the implementation of comprehensive defense strategies to counter a range
of network attacks.

4.3. Combination of Edge Computing and Cloud Computing

The integration of edge computing and cloud computing enables a distributed ap-
proach to data processing and analysis, leveraging the strengths of both paradigms to
enhance the performance and scalability of solar thermal power systems.

4.4. Standardization and Interoperability

Currently, the application of AI and wireless communication in solar thermal power
generation still faces challenges related to standardization. The significant variations in
equipment, communication protocols, and data formats offered by different manufacturers
raise the question of how to ensure interoperability between systems, which will be critical for
future development. Promoting a unified standard system and open technology platforms
would facilitate seamless integration and collaboration between different technologies.

5. Conclusions

The integration of artificial intelligence (AI) and wireless communication technologies
holds significant promise for enhancing the performance of solar power tower systems.
AI-driven control strategies, such as optimized heliostat field management, thermal energy
storage (TES) management, and predictive maintenance, have the potential to improve
overall system efficiency by 2–10% and reduce tracking error by 10–50%. Furthermore,
AI can significantly enhance energy dispatchability (5–15%) and equipment maintenance
efficiency (reducing maintenance costs and downtime by 10–20%) by compensating for
factors like wind and thermal distortion, and by predicting demand-side needs. Concur-
rently, employing advanced wireless communication technologies can reduce data latency,
shortening control response times from hundreds of milliseconds to tens of milliseconds,
thereby improving the overall energy capture efficiency. Wireless solutions also lower
deployment costs (20–50%), enhance system redundancy, and provide more comprehensive
environmental monitoring capabilities. However, the extent of these performance gains
is highly dependent on the specific system design, climatic conditions, implementation
details, and the maturity of the chosen technologies. Therefore, in practical applications,
thorough simulations and field tests are essential, along with careful consideration of
system integration complexity, information security, and cost-effectiveness, to fully validate
potential performance enhancements. Table 6 summarizes the applicable scenarios of the
calibration system mentioned in the article.
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Table 6. Applicable scenarios of calibration methods.

Calibration Method Category Applicable Scenarios

Artificial light source calibration Night or cloudy environment: in situations where sunlight cannot be utilized,
artificial light sources can provide stable light sources for calibrating the heliostat.

Multi-copter calibration

Drones can be equipped with high-precision cameras and visual analysis
algorithms to quickly and accurately measure the actual reflection angle of each
heliostat and compare it with the target angle. This can help identify and correct
angular deviations, ensuring that the beam is accurately focused on the
heat absorber.

Traditional camera calibration

After long-term operation, the heliostat may experience positional displacement or
deformation due to various factors such as wind force, temperature changes,
foundation settlement, etc., which can affect the focusing effect. Regularly using a
camera for calibration can detect these changes and provide timely maintenance
and adjustments.

Artificial intelligence calibration
Using AI algorithms to accurately calibrate each heliostat, eliminating focusing
inaccuracies caused by manufacturing errors, installation deviations, wind
disturbances, and other factors.

The reliable operation and efficient power generation of solar power tower systems
hinge critically on addressing two key challenges: ensuring the reliability of artificial
intelligence (AI) models and mitigating latency in wireless communication networks.
Enhancing AI model reliability necessitates a multifaceted approach, encompassing the use
of high-quality training data, rigorous pre-deployment testing and validation procedures,
and continuous post-deployment monitoring and iterative model updates. Simultaneously,
minimizing wireless communication latency, a known performance bottleneck, is essential
for maintaining responsive data transmission and remote monitoring capabilities within
the system. Resolving these intertwined challenges is paramount for maximizing the
overall stability and efficiency of solar power tower operations. The convergence of AI and
wireless technologies fundamentally reshapes the design and operation of heliostat systems
in concentrating solar power plants. AI enhances calibration accuracy and efficiency,
while wireless communication reduces costs and complexity. This integration of AI and
wireless technologies holds significant potential for boosting system efficiency, lowering
operational costs, and enabling intelligent management in solar thermal power generation.
In the future, the profound fusion of AI and wireless communication will elevate the role
of solar thermal power in sustainable energy, propelling the technology toward greater
efficiency, intelligence, and environmental sustainability, and contributing to the global
energy transition.
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Abstract: Raising the efficiency of triple-junction cells such as (GaInP/GaInAs/Ge) is an important
goal for designing high-concentration photovoltaic systems. This purpose can be achieved by facing
cell obstacles and acting on their configurations to sustain under highly concentrated sunlight and
high operating temperatures. In this paper, a prediction performance study of triple-junction solar
cells with four types of structures is proposed under variable conditions. The results show that
the series structure is well-validated with experimental data under standard test conditions and is
presented against those under variable conditions. Then, the triple-junction cells are compared and
discussed in terms of photovoltaic cell open circuit voltage, photovoltaic cell electrical efficiency, fill
factor, and temperature coefficients. Consequently, the results show that the cells can be separated
into two categories that are useful for Low Concentration Systems and High Concentration Systems.
The Low Concentration Systems present high efficiency at 20 suns. For the High Concentration
Systems, the Hybrid 2 type demonstrates an optimal efficiency of 38.48% at 118 suns with a high
FF (0.873) and shows a lower temperature coefficient than the series type. So, Hybrid 2 presents
a good candidate for high-concentration systems with a performance better than the conventional
triple-junction cells.

Keywords: single diode; double diode; triple-junction cell (TJC); structure; variable conditions;
performance; MATLAB/Simulink

1. Introduction

There has been a significant increase in energy consumption, in particular, in fossil
fuels such as natural oil, natural gas, coal, etc. However, our planet has a finite amount
of fossil resources based on an initial quantity, and this quantity is limited and does not
allow for the durability of our system. So, solar energy presents a renewable, clean, and
efficient source that is capable of holding human needs in large quantities in the long term.
Sunlight energy can be converted into electricity by several advanced technologies, such as
photovoltaic PV, which is primarily constructed of semiconductor materials.

Nowadays, the widely available semiconductor consists of a single PN junction. At
this junction, only photons that have an energy equal to or greater than the material band
gap energy (denoted Eg in ev) are capable of creating pairs of electrons–holes. The low
efficiencies of single-junction solar cells explain the limited exploited solar spectrum. In the
aim of exploiting the total incident sunlight, a multi-junction solar cell has been proposed
with n number of PN junctions from different materials, stacked on top of each other.
Thus, the popular triple-junction solar cell with a combination of (GaInP/GaInAs/Ge)
absorbs the quasi-totality of the solar spectrum and has achieved over 40% efficiency
since 2006 [1–4]. This technology has been motivated primarily for spatial applications and
secondly for terrestrial requirements, which have been used on concentration photovoltaic
(CPV) systems [5,6]. At present, the conventional triple-junction cells designed by a lattice
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matched structure of (GaInP/GaInAs/Ge) sub-cells on germanium substrate are produced
by several companies [7–9].

As research progresses, photovoltaic (PV) cells are continually advancing toward
higher performance levels by addressing multiple factors. These factors include the se-
lection of materials, which significantly influence the efficiency and longevity of the cells.
Additionally, the number of junctions within the cells plays a crucial role in improving
energy conversion by enabling more efficient electron transport and reducing energy losses.
The arrangement of the devices, such as the stacking of layers or the integration of dif-
ferent semiconductor materials, further enhances the overall performance. Innovations
in these areas, as well as other optimization techniques, have led to significant strides in
increasing the efficiency of PV cells in recent years [10–13]. Therefore, many scientists
focus on advancing layers of architecture and materials. D. C. Law et al. [14] reported the
preliminary results of two technical approaches; the first is the multi-junction cells on the
new procedure of wafer-bonded and layers transferred epitaxial templates. The second is a
metamorphic 1ev GaInAs sub-cells in conjunction with inverted growth. They used these
techniques to achieve high efficiency, to reduce the cost of PV system components such as
glass, encapsulation materials, and metal support structures, and to open the opening wide
market areas for CPV systems.

R. R. King et al. [15] predicted the development of future multi-junction solar cell
architectures by increasing the superimposed junctions up to six. They obtained optimal
efficiency by using empirical models based on the electrical characteristics of solar cell
materials. In the previous papers [14,15], they consider limited conditions, such as the
variable solar spectrum, during day illumination, and concentration factors at a fixed
operating temperature (25 ◦C). But none of them consider the temperature variation effect
on the performance of multi-junction solar cells.

P. T. Chiu et al. [16] realized and performed an experimental evaluation of five junc-
tions’ cells (2.2/1.7/1.4/1.05/0.73 eV) with an efficiency of 35.1% for 1 sun and AM 0. Here,
“1 Sun” refers to the standard solar irradiance of 1000 watts per square meter (W/m2),
representing the intensity of sunlight under ideal conditions at noon on a clear day. It
is commonly used to test and compare the performance of solar panels. In their work,
Chiu and colleagues employed a novel and expensive technology known as Semiconductor
Wafer Bonding (SWB). They detailed the bonding process and presented the performance
of the SWB cells under concentrated light conditions. However, the cells were found to
withstand no more than 10 suns, making them unsuitable for high-concentration systems.

In the case of cell arrangement, it constitutes one of the main underlying factors
limiting its efficiencies because the conventional triple-junction solar cell is based on serial
sub-cell connections [7,17,18]. This allows many drawbacks, including the dependency of
the tunnel junction, the lattice mismatching between materials band gap, and the current
mismatching produced by the sub-cells [19,20] To minimize these obstacles, the challenge
associated is the optimal arrangement choice under conditions of CPV systems. So, various
solar cell structures have been cited in the literature [21,22]. T. W. Hsiech et al. [23] utilized
a series-parallel solar cell arrangement with diverse bandgaps under different spectrum
and concentration factors to improve the current matching restrictions. The performance
results are compared to those of conventional triple cells. Y. Ahn et al. [24] presented a
theoretical efficiency and the optimum band gap combination of a new structure called
the Hybrid Connected Triple Junction (HCTJ) under high illumination at a fixed operating
temperature. Unfortunately, these papers that consider the arrangement of solar cells are
only developed by the theoretical method of Shockley.

So, the modeling of triple-junction cells requires an electrical model based on single-
or/and double-diode equivalent circuits that describe J-V solar cell characteristics. In fact,
many papers developed these electrical models for PN junction solar cells [24], but few of
them treated the case of triple-junction solar cells [25].

In this work, two models are developed to predict the electrical performance produced
by concentrator solar cells with varying concentration intensities and high temperatures.
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The models are applied to a comparative study of the single- and double-diode for four
proposed solar cell structures, such as series, Hybrid 1, Hybrid 2, and parallel. The four
TJC structures comprise the same materials (GaInP/GaInAs/Ge) and the same thickness.
Then, the J-V and P-V characteristics are determined using MATLAB/Simulink software
(version9.0.0.341360 (R2016a)) through the cells’ input parameters. The series structures
are well-validated with experimental data under variable conditions of standard, high
concentration, and temperatures. Then, the four TJC are compared and discussed in terms
of open circuit voltage Voc, efficiency η, fill factor FF, and temperature coefficient. Based on
the current results, a new structure will be adopted and can be indicated as a promising
direction for further creation of the cell performance model. This paper is organized as
follows: Section 1 provides the introduction, while Section 2 covers the modeling of single-
and double-diode sub-cells. Section 3 discusses the development of various structures and
electrical models. The implementation of triple-junction cells using MATLAB/Simulink
is presented in Section 4. Section 5 presents the results and discussion. Finally, Section 6
concludes this paper with the main findings and observations.

2. Triple-Junction Cell Models

To examine the performance of different triple-junction cell structures, two electrical
models are selected, which are based firstly on the single-diode model and secondly on the
double-diode model for each sub-cell. The single-diode model, frequently referenced in
photovoltaic literature, is chosen for its simplicity and capacity to capture the fundamental
electrical characteristics of photovoltaic cells. However, under non-standard conditions
such as high concentrations or elevated temperatures, the double-diode model proves supe-
rior, offering enhanced sensitivity to resistive and recombination losses that are significant
in TJC systems. This model is particularly effective in representing efficiency trends in
high-concentration environments, where the single-diode model often falls short due to its
limited capacity to capture these losses.

2.1. Single-Diode Model of Triple-Junction Cell

The Ji-Vi and Pi-Vi characteristics of each junction of a triple-junction cell are de-
termined by the single-diode model because it is the most used in the literature [26,27].
Figure 1 presents the equivalent single-diode circuit model of each sub-cell.

D iJ
sh iJ

s iR

sh iRiD
iV

ph iJ iJ

 
Figure 1. The single-diode equivalent circuit sub-cell model.

Based on Figure 1 and by applying the Kirchhoff law, the sub-cell output current
density is described by Equation (1):

Ji = Jph,i − JD,i − Jsh,i (1)
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The photocurrent density of the sub-cell Jph,i is proportional to the absorbed concen-
tration factor. It is defined by Equation (2):

Jph,i = CJsc,i(1=sun) (2)

where
C =

G
Gre f

(3)

The sub-cell diode current density JD,i is given by Equation (4) [28]:

JD,i = Js,i exp
[(

(Vi + JiSRs,i)

niVth

)
− 1
]

(4)

The diode reverse current density of each sub-cell Jsh,i is highly dependent on the
operating cell temperature. It is given by Equation (5) [29]:

Js,i = κiT(3+γ/2) exp
( −Eg,i

niKBT

)
(5)

where κi and γ are constants, and ni is the sub-cell diode ideality factor (typically between
1 and 2).

The sub-cell band gap energy Eg,i is inversely proportional to the cell operating
temperature. It is obtained by Equation (6) using the Varshni relation [30]:

Eg,i(T) = Eg,i(0) +
αiT2

T + βi
(6)

where Eg,i(0) is the sub-cell band gap energy at 0 K, and αi, βi are constants parameters
of Varshni.

When the sub-cell in a triple-junction cell is made from an alloy composition selected
by the manufacturer (e.g., GaInP, GaInAs). The sub-cell band gap energy is expressed by
Vergad’s law [31]:

Eg,i(A1−xBx) = (1 − x)Eg,i(A) + xEg,i(B)− x(1 − x)Pi (7)

where A1−xBx represents the semiconductors’ alloy composition, and Pi is an alloy-dependent
parameter that accounts for the deviation from linear approximation.

The thermal voltage of the cell can be defined by Equation (8) [32]:

Vth =
KBT

q
(8)

The sub-cell shunt current density Jsh,i is given by Equation (9):

Jsh,i =
Vi + JiSRs,i

SRsh,i
(9)

Then, the sub-cell output current, resulting from Equations (1), (4) and (9), is given by
Equation (10):

Ji = Jph,i − Js,i exp
[(

(Vi + JiSRs,i)

niVth

)
− 1
]
− Vi + JiSRs,i

SRsh,i
(10)

2.2. Double-Diode Model of Triple-Junction Cell

The single-diode model, although widely used in the photovoltaic literature for its
simplicity, only captures the basic electrical characteristics of photovoltaic cells, making it
suitable for standard test conditions (STCs). However, it is less accurate when modeling
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advanced structures like triple-junction cells (TJCs) under high concentration or elevated
temperature conditions, where more complex phenomena such as recombination losses
become more significant. To overcome these limitations, the double-diode model is often
employed, as it introduces a second parallel diode that improves the model’s sensitivity to
resistive and recombination losses, particularly in high-concentration environments.

The double-diode model is particularly advantageous for TJCs because it provides a
more detailed representation of the internal phenomena occurring in each sub-cell of the triple-
junction structure. By adding a second diode, this model accounts for recombination in the
space charge region, which is crucial for accurately capturing the behavior of these cells under
varying conditions [33,34]. As illustrated in Figure 2 and by applying Kirchhoff’s law, the output
current density for each sub-cell in the double-diode model is given by Equation (11):

Ji = Jph,i − JD1,i − JD2,i − Jsh,i (11)

D iJ
sh iJ

s iR

sh iR
iD

iV

ph iJ

iD
D iJ

iJ

 
Figure 2. The double-diode equivalent circuit sub-cell model.

The double-diode current density can be written as [35]:

JD1,i = Js1,i exp
[(

(Vi + JiSRs,i)

n1Vth,i

)
− 1
]

(12)

JD2,i = Js2,i exp
[(

(Vi + JiSRs,i)

n2Vth,i

)
− 1
]

(13)

where the idealities factors n1 and n2 are fixed at values of 1 and 2, respectively.
The two-diode saturation current densities as a function of operating triple-junction

cell temperature are given as follows [36,37]:

Js1,i = κ1,iT3 exp
( −Eg,i

n1KBT

)
(14)

Js2,i = κ2,iT(5/2) exp
( −Eg,i

n2KBT

)
(15)

where κ1,i and κ2,i are constants.
Finally, the current density equation of each sub-cell of the triple-junction cell, resulting

in Equations (9) and (11)–(13), is given by Equation (16):

Ji = Jph,i − Js1,i exp
[(

(Vi+JiSRs,i)
n1Vth

)
− 1
]

−Js2,i exp
[(

(Vi+JiSRs,i)
n2Vth

)
− 1
]
− Vi+JiSRs,i

SRsh,i

(16)
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3. Structures of Triple-Junction Cells

For comparison purposes, we have designed four types of triple-junction cells with
different arrangements that are based on series, Hybrid 1, Hybrid 2, and parallel structure,
as shown in Figures 3–6, respectively.

 

 
Figure 3. Schematic structure of a series TJC.

 

Figure 4. Schematic structure of a Hybrid 1 TJC.
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Figure 5. Schematic structure of a Hybrid 2 TJC.

 

 

  

0 
 

Figure 6. Schematic structure of a parallel TJC.

Therefore, each type is described by electrical models of single and double equivalent
circuits in Figures 7–10.
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(a) (b) 

Figure 7. Electrical equivalent circuits of a series TJC. (a) Single equivalent circuit of a series TJC;
(b) double equivalent circuit of a series TJC.

 
(a) (b) 

Figure 8. Electrical equivalent circuits of a Hybrid 1 TJC. (a) Single equivalent circuit of a Hybrid 1
TJC; (b) double equivalent circuit of a Hybrid 1 TJC.

The first type of triple-junction cell denoted “series” is presented in Figure 3 and
described by the single and double equivalent circuit, as shown in Figure 7, respectively.
The series TJC consists of a series of connected sub-cells in order to obtain high conversion
efficiency. Each layer is separated by a special junction called a tunnel junction. From experi-
ment [18], this series structure presents a conventional type of TJC that is composed of three
sub-cells (In0.49Ga0.51P/In0.01Ga0.99As/Ge) with a matching lattice. Two tunnel junc-
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tions consist of p-AlGaAs/n-InGaP, and p-GaAs/n-GaAs placed between InGaP/InGaAs
and InGaAs/Ge, respectively, which are modeled by series resistors as part of Rs,i.

 

(a) (b) 

Figure 9. Electrical equivalent circuits of a Hybrid 2 TJC. (a) Single equivalent circuit of a Hybrid 2
TJC; (b) double equivalent circuit of a Hybrid 2 TJC.

The second type defined as “Hybrid 1” is composed of series and parallel sub-cells,
which are presented in Figure 4. In this structure, the top sub-cell (InGaAs) is electrically
connected in parallel to the middle (InGaP) and the bottom (Ge) sub-cells by changing
the current matching to voltage matching and the replacement of the tunnel junction to a
simple transparent layer. Thus, only one tunnel junction is presented for the carrier path
through the middle and bottom sub-cells. Two Transparent Conducting Oxide (TCO) layers
for the electrode between the (InGaAs) and (InGaP) sub-cells are separated by a transparent
insulating layer. Figure 8 presents the electrical circuit of this structure.

  
(a) (b) 

Figure 10. Electrical equivalent circuits of a parallel TJC. (a) Single equivalent circuit of a parallel TJC;
(b) double equivalent circuit of a parallel TJC.

The third type defined as “hybrid 2” is also established by series and parallel sub-cells,
which are presented in Figure 5, and electrically modeled by single- and double-diode
models, as shown in Figure 9. The arrangement indicates that the bottom sub-cell (Ge) is
electrically connected in parallel to the middle (InGaP) and the top (InGaAs) sub-cells. In
this case, the junction replacement was inverse to that affected in Hybrid 1.

The fourth type is considered a parallel junction, as presented in Figure 6. The sub-cells
are laterally aligned to eliminate the requirement of current matching. In this structure, tunnel
junctions are replaced by simple, transparent conducting layers, and the voltage matching rule
is followed. In two TCO layers, transparent insulating layers are placed to be electrically isolated
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from each other, each receiving a certain part of the solar spectrum. Consequently, this structure
is electrically modeled by three parallel circuits as illustrated in Figure 10.

4. Implantation of Triple-Junction Cells on MATLAB/ Simulink

The behavior of different structures of triple-junction cells under various conditions,
such as concentration factors and a high temperature, were investigated and compared.
MATLAB/Simulink are accurate and accessible simulation research tools based on mod-
eling and providing consistent results with a simple structure such as a single-junction
solar cell [37,38]. They are suited for investigating triple-junction cell structures. Thus, we
created numerical simulation models for the four types of triple-junction cells based on
the theories and equations cited in the previous section. The Simulink models considered
single- and double-diode equivalent circuits.

To keep consistency with the reference publication, the values of standard test conditions
(STCs) of conventional triple-junction cells are considered where 1 sun, temperature, and spectral
irradiance are defined, respectively, at 1 KW/m2, 25 ◦C, and AM = 1.5. The main parameters of
triple-junction cell for single- and double-diode models are indicated in Table 1.

Table 1. Cell input parameters.

GaInP [18,30] GaInAs [18,30] Ge [30]

GaP InP GaAs InAs _
Eg (T = 0K) 2.857 1.41 1.519 0.42 0.7347

α × 10−4 (eV/K) 5.771 3.63 5.405 4.19 4.774
β (K) 372 162 204 271 235

Alloy composition In0.49Ga0.51P In 0.01Ga0.99As _
P (eV) 1.018 1.192 _

Jsc (mA/cm2) for C = 1, T = 25 ◦C 13.78 15.74 20.60
n 1.97 1.75 1.96

The TJC structures with single- and double-diode models have been implanted in
Simulink to generate the J-V and P-V electrical characteristics at different values of STCs,
concentration factors, and high temperatures. Founded on the simulation results, perfor-
mance parameters can be determined in terms of open circuits voltages Voc, efficiencies η,
fill factors FF, and temperature coefficients as a function of the variable conditions treated
with the aim of investigating the behavior of TJC structures.

So, we have adopted from the available experimental data [17,18] the range of temperature
and concentration factors, which are, respectively, 25 < T < 125 ◦C and 1 < C < 300.

Figure 11 shows the Simulink model of the top sub-cell (GaInP) using a single diode.
In particular, (a) the band gap energy Eg calculation, (b) the reverse saturation current
density J1 calculation, and (c) the basic model of a (GaInP) sub-cell. This model presents
one sub-system that can join the others to create a series TJC Simulink model.
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(a) 

(b) 

Figure 11. Cont.
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(c) 

Figure 11. Simulink models of series TJC (GaInP) sub-cell with (a) Eg calculation, (b) J1 calculation,
(c) basic model of (GaInP) sub-cell.

5. Results and Discussion

5.1. Single-Diode Model

Based on Simulink models, we have plotted the current density–voltage (J-V) and the
power density–voltage (P-V) characteristics of the series TJC under STCs. The numerical
results are indicated below in Figure 12.

 
(a) (b) 

Figure 12. Electrical characteristics of series TJC at STC (C = 1, T = 25 ◦C, and AM = 1.5).
(a) J-V characteristics of series TJC and its sub-cells at STCs; (b) P-V characteristics of series TJC
and its sub-cells at STCs; by using the single-diode model.

After obtaining the electrical characteristics, it was noted that the current density output
due to the series connection is given by the minimum sub-cell current density (J = min (J1, J2, J3)).
For the voltage output V, it is the sum of the sub-cell voltage (V ≈ V1 + V2 + V3).
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In the aim of extracting and calculating the performance parameters from their J-V
and P-V characteristics indicated in Figure 12, we defined these parameters by short circuit
density output Jsc, open circuit voltage output Voc, fill factor FF, and cell efficiency η.

The fill factor FF is a parameter that indicates the quality of the solar cell. It is defined
by the maximum power density Pm divided by the Voc and Jsc:

FF =
Pm

Jsc · Voc
(17)

The efficiency cell η is defined using the following equation:

η =
Jsc · Voc · FF

C · Gre f
(18)

Therefore, the model of the series TJC is validated by an experimental study by [18]
and cited in Table 2. The comparison study shows good correlations between our results
and those found in the literature [18] in terms of Isc, Voc, FF, and η under STCs.

Table 2. Performances parameters of series TJC–single-diode model.

Voc (V) Isc (mA) FF η (%)

Experimental results [18] 2.53 6.74 0.849 29.5
Numerical results 2.54 6.755 0.852 29.86

5.1.1. Concentration Effect

As presented in Equation (18), the performance parameters are strongly influenced by
the concentration factors. Consequently, the J-V and P-V are affected by the illumination
level. The effect of concentration factor variation from 1 to 300 suns is shown in Figure 13
for the series TJC and in Figures 14 and 15 for different TJC structures.

Figure 13 presents the variation of predicted electrical efficiency using a single-diode
model compared with the experimental data [7,39] under variable concentration factors
at a fixed temperature of 25 ◦C. We remarked that the predicted efficiency is higher and
more perfect than the experimental data. The η of the series TJC increased linearly with the
concentration factor and reached a maximal value of 40.59% at 300 suns compared to exper-
imental data which achieved 36.44% and 38.78% for 206 and 210 suns, respectively. This can
be explained by the logarithmic (weakly) and linear increase of Voc and Jsc correspondingly
with the increase in concentration factors.

η

Figure 13. η prediction of series TJC against experimental data under variable concentration factors
at T = 25 ◦C; by using the single-diode model.
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η

η

η

η

 
(a) (b) 

Figure 14. Performance parameters variation of different TJC structures under variable concentration
factors at T = 25 ◦C: (a) efficiency η and (b) fill factor FF; by using the single-diode model.

Figure 15. Voc prediction of series TJC against experimental data under variable temperatures at
C = 1; by using the single-diode model.

Figure 14a depicts the η of the predicted variations of different TJC structures under
variable concentration factors at T = 25 ◦C using a single-diode model. We noticed that the
TJC structures can be divided into two categories; the first is the TJC with high efficiency
(series and Hybrid 1), and the second is the TJC with low efficiency (Hybrid 2 and parallel).
We observed that the series TJC achieves the highest efficiency with a maximum suns
number compared to the other TJC structures. This structure increased to a maximal
value of 40.59% at 300 suns compared to Hybrid 1, Hybrid 2, and the parallel type, which
achieved 6.69%, 35.53%, and 10.17% at 20 suns, respectively.

Figure 14b shows the FF-predicted variations of different TJC structures under variable
concentration factors using a single-diode model. The series TJC obtained the higher FF
with a maximum suns number compared to the other TJC structures. The series TJC
increased to a maximal value of 0.87 at 300 suns compared to Hybrid 1, Hybrid 2, and
parallel, which achieved 0.59, 0.68, and 0.58 at 20, 12, and 12 suns, respectively. We
concluded that Hybrid 2 can hold a good performance under a high concentration factor,
and its FF values are in the range of [0.6–0.8].
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5.1.2. Operating Temperature Effect

As we know, the operating temperature is considered an important factor that affects
all kinds of solar cells. In our case, we remarked that the operating temperature of a TJC
has a dominant effect on the J-V and P-V characteristics as well as their performances. From
these results, firstly, we have plotted and compared the Voc predicted values of the series
type against those of the experimental conditions [18], as presented in Figure 15. Secondly,
we have determined the various parameters of the four types in terms of their open-circuit
voltages Voc, cell efficiency η, and fill factors FF, as shown in Figures 16 and 17.

Figure 16. Voc variation of different TJC under variable temperatures at C = 1; by using the single-
diode model.

η

 
(a) (b) 

Figure 17. Performance parameters variation of different TJC structures under variable temperature
at C = 1: (a) efficiency η and (b) fill factor FF; by using the single-diode model.

Figure 15 presents the variation of Voc predicted electrical open circuit voltage of
conventional TJC (series type) using a single-diode model compared with the experimental
data [18] under variable temperature at a concentration factor of 1 sun. We noted that
the experimental and the predicted values of Voc have a linear decrease with an increase
in cell operating temperature. Also, we considered that the Voc predicted values are
nearly estimated for low operating temperatures (lower than 80 ◦C) and overestimated for
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high temperatures. We observed that the predicted Voc temperature coefficient dVoc/dt is
−0.049 V/◦C compared to the measured data 0.06 V/◦C [18].

Figure 16 illustrates the Voc variation of different TJC structures under variable temper-
atures and at C = 1 using a single-diode model. We have observed that the Voc temperature
coefficient of series TJC with operating cells temperature was higher than the other types.
The voltage decreases with −5.4 × 10−3 V/◦C compared to −1.4 × 10−3, −3.3 × 10−3, and
−1.4 × 10−3 V/◦C in Hybrid 1, Hybrid 2, and the parallel type, respectively.

Figure 17 shows the variation in the η and fill factors FF of different TJC structures as
a function of their operating temperatures and at C = 1 using a single-diode model.

More explication is in the following:

• From Figure 17a, the increase in temperature has separated the structures into two cat-
egories as the effect of concentration factors. Therefore, the TJC with high performance
decreased linearly in the range of [30–20%].

• From Figure 17b, the variation of FF decreased but it does not maintain 0.7. On the
other hand, the TJCs with low performance presents poor efficiencies, which decreased
less than 5%, and their FF shows a linear decrease in the range of [0.2, 0.5].

5.2. Double-Diode Model

After evaluating the single-diode model results of series TJCs, we have also investi-
gated the variation of their electrical characteristics under STCs by using the double-diode
model. The simulation results are presented in Figure 18.

 
(a) (b) 

Figure 18. Electrical characteristics of series TJC at STCs (C = 1, T = 25 ◦C and AM = 1.5):
(a) J–V characteristics of series TJC and its sub-cells at STCs; (b) P–V characteristics of series TJC and
its sub-cells at STCs; by using the double-diode model.

In the aim of determining the performance parameters from their J-V and P-V char-
acteristics indicated in Figure 18, the model of the series TJC was validated with the
experimental study by [18] and cited in Table 3. The comparison study shows a good
correlation between our results and those found in the literature [18] in terms of Isc, Voc, FF,
and η under STCs.

Table 3. Performances parameters of series TJC–double-diode model.

Voc (V) Isc (mA) FF η (%)

Experimental results [18] 2.53 6.74 0.849 29.5
Numerical results 2.543 6.79 0.848 29.9
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5.2.1. Concentration Effect

Figure 19 presents the predicted η variation of series TJC using a double-diode model
compared with the experimental data [7] under variable concentration factors at a fixed
temperature of 25 ◦C. We remarked that the predicted efficiency is under the limits of exper-
imental variation [7]. Hence, the model overestimated the efficiency for low concentration
(lower than 20). Then, it followed the experimental trend and reached a maximal value of
36.46% at 90 suns compared to experimental data which achieved 36.44% and 38.78% for
206 and 210 suns respectively, after that it decreased. This decrease is explained by power
density losses (J2 × Rs) which increase rapidly with concentration intensities.

η

Figure 19. η prediction of series TJC against experimental data under variable concentration factors
at T = 25 ◦C; by using the double-diode model.

Figure 20a depicts the η predicted variations of different TJC structures under variable
concentration factors using a double-diode model. As in the previous case of the single-
diode model, we remarked that the TJC structures can be divided into two categories; the
first is the TJC with high efficiency (series and Hybrid 1), and the second is the TJC with
low efficiency (Hybrid 2 and parallel). In this model, we observed that the Hybrid 2 of the
TJC obtained higher efficiency with a maximum suns number compared to the other TJC
structures. This structure increased to a maximal value of 38.48% at 118 suns compared to
the series, Hybrid 1, and parallel types, which achieved 36.64%, 13.2%, and 8.58% at 90, 20,
and 20 suns, respectively.

η

η

η

η

η

 
(a) (b) 

Figure 20. Performance parameters variation of different TJC structures under variable concentration
factors at T = 25 ◦C: (a) efficiency η and (b) fill factor FF; by using the double-diode model.
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Figure 20b shows the FF-predicted variations of different TJC structures under variable
concentration factors using a double-diode model. The Hybrid 2 of the TJC obtains a higher
FF with a maximum number of suns compared to the other TJC structures. The Hybrid 2 of
the TJC increased to a maximal value of 0.926 at 12 suns compared to the series, Hybrid 1,
and parallel types, which achieved 0.916, 0.738, and 0.715 at 12, 12, and 20 suns, respectively.
As a result, we concluded from the second model that the Hybrid 2 can offer a high η
under a high concentration factor, and its FF values are in the range of [0.6–0.8], which is
an optimal performance quality.

5.2.2. Operating Temperature Effect

From the simulation results, we have first plotted and compared the Voc predicted values of
the series type against those of the experimental conditions, as presented in Figure 21. Secondly,
we have determined the various parameters of the four types in terms of their open-circuit
voltage Voc, cell efficiency η, and fill factor FF, as shown in Figures 22 and 23.

Figure 21. Voc prediction of series TJC against experimental data under variable temperatures at
C = 1; by using the double-diode model.

Figure 22. Voc variation of different TJC under variable temperatures at C = 1; by using the double-
diode model.
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Figure 21 presents the variation in the predicted electrical open-circuit voltage Voc
of the conventional TJC (series type) using a double-diode model compared with the
experimental data [18] under variable temperature at a concentration factor of 1 sun. We
noted that the experimental and the predicted values of Voc have a linear decrease with an
increase in cell operating temperature. Also, we considered that the Voc predicted values
are nearly estimated for low operating temperatures (lower than 80 ◦C) and overestimated
for high temperatures. We observed that the predicted Voc temperature coefficient dVoc/dt
is −0.055 V/◦C compared to the −0.0049 V/◦C calculated with the single-diode model (the
measured datum is −0.06 V/◦C [18]).

η

 
(a) (b) 

Figure 23. Performance parameters variation of different TJC structures under variable temperature
at C = 1: (a) efficiency η and (b) fill factor FF; by using the double-diode model.

Figure 22 illustrates the Voc variation of different TJC structures under variable temper-
atures and at C = 1 using a double-diode model. We have observed that the Voc temperature
coefficient of series TJC with operating cells temperature was higher than the other types.
The voltage decreases with −5.4 × 10−3 V/◦C compared to −1.4 × 10−3, −3.1 × 10−3, and
−1.5 × 10−3 V/◦C in Hybrid 1, Hybrid 2, and the parallel type, respectively.

Figure 23 shows the variation of the η and fill factors FFs of different TJC structures as
a function of their operating temperatures and at C = 1 using a double-diode model.

For Figure 23a, the predicted efficiency temperature coefficient of the series TJC
is −0.072%/◦C compared to −0.077%/◦C by the single-diode model (the measured is
0.073%/◦C [18]). Again, the trend in the double-diode model follows the trend in the
single-diode model. The increase in temperature has separated the structures into two
categories as the effect of concentration factors. Therefore, the TJC with high performance
decreased linearly in the range of [30–20%].

For Figure 23b, the predicted FF temperature coefficient of type 1 is −0.00055/◦C
compared to −0.005/◦C by the single-diode model (the measured is 0.0006/◦C [19]). In
the case of the high-performance TJC, the FF decreased, but it does not maintain 0.7. On
the other hand, the TJCs with the low-performance TJC present poor efficiencies, which
decreased less than 5%, and their FF shows a linear decrease in the range of [0.2, 0.5].

5.3. Comparison of Single- and Double-Diode Model Results

This study utilizes both single- and double-diode models to simulate the behavior
of triple-junction cells (TJCs) in MATLAB Simulink, offering valuable insights into TJC
performance under varying concentration factors and temperature conditions. Selecting the
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appropriate diode model is essential, as each model provides distinct advantages in terms
of simplicity, accuracy, and computational efficiency, which facilitate effective simulations
within the MATLAB/Simulink environment.

We developed equivalent circuit models for four TJC configurations using both single-
and double-diode models, analyzing their electrical performance across different tem-
perature and concentration intensities. To compare the impact of each model on TJC
performance, Figure 24 illustrates the predicted efficiency of the series TJC under various
concentration factors at a fixed temperature. This comparison highlights the double-diode
model’s improved alignment with observed efficiency trends, especially at higher concen-
tration levels where resistive losses are more pronounced.

η

Figure 24. Efficiency prediction of series TJC under variable concentration factors.

As shown in Figure 24, the results from both models align well with experimental data
trends [7]. However, the double-diode model demonstrates greater sensitivity, especially
near the optimal concentration efficiency, and accurately reflects a decline in efficiency
beyond 200 suns—a behavior not captured by the single-diode model. This decline is
primarily due to a series of resistive losses, which represent cumulative power losses in the
contact and neutral regions of the semiconductor.

In photovoltaic cell modeling, particularly for triple-junction cells (TJCs), the
Shockley–Queisser limit defines a theoretical efficiency cap based on detailed balance
principles for single-junction cells. Initially set at 33.7% under one sun illumination, this
limit can be exceeded in multi-junction architectures like TJCs, where layered structures
capture a broader range of the solar spectrum. However, surpassing this limit in practical
applications relies on advanced material properties and quantum effects—such as photon
absorption in photoactive layers—especially in designs incorporating quantum dots or
plasmonic enhancements.

This study employs a simplified MATLAB Simulink model to simulate TJCs under
varying concentration and temperature conditions. While effective for modeling general
performance trends, this model does not incorporate quantum mechanical effects, limiting
its ability to capture certain quantum efficiency characteristics seen in more complex designs.
Consequently, while our model accurately reflects general trends, it does not account for
phenomena such as photon recycling, multi-exciton generation, or photon management via
plasmonic structures. These aspects represent potential areas for enhancement in future
modeling efforts.

This context defines the current model’s limitations and places it within the
Shockley–Queisser framework, highlighting its computational simplicity. The model is
well-suited for studies under standard conditions, but it has limitations when applied to
advanced photovoltaic architectures.
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The observed lower efficiencies of the Hybrid 1 and parallel configurations, compared
to the series and Hybrid 2 configurations in both the single- and double-diode models, can
be attributed to several factors:

1. Electrical Configuration Differences: The series and Hybrid 2 configurations allow
for efficient current matching across the sub-cells, optimizing energy conversion.
However, the Hybrid 1 and parallel configurations encounter current mismatches,
especially in high-concentration scenarios, which leads to greater resistive losses and
subsequently lower efficiencies.

2. Temperature Coefficients: The series and Hybrid 2 configurations exhibit lower tem-
perature coefficients for Voc, FF, and efficiency, which enables them to sustain higher
performance under varying concentration and temperature conditions. By contrast, the
Hybrid 1 and parallel configurations are more sensitive to temperature changes, resulting
in performance degradation, particularly under high-concentration conditions.

3. Limitations in Current Matching: Effective current balancing across sub-cells is crucial
for maintaining high efficiency across different diode models. The series and Hybrid
2 configurations achieve this balance more effectively, while the Hybrid 1 and parallel
configurations face inherent limitations in current matching, resulting in efficiency
losses, as observed in Figures 14a and 20a.

Moreover, the efficiency of conventional TJCs (series type) is highly dependent on the
series resistance (Rs) of the solar cell, particularly under high-concentration intensities. Thus,
the efficiency parameter can be expressed in relation to Rs, as shown in the following equation:

η(x)Rs = η(1)
[

1 +
nkT

qVoc(1)
Ln(x)− RsxSJ2

sc
G

]
(19)

The calculated temperature coefficients of the series type are compared to the exper-
imental parameters in Table 4. In both diode models, we remarked a good agreement
between the predicted values and the experimental data [18] in terms of Voc, FF, and η,
whereas the double-diode model results are close to the experimental values.

Table 4. Series temperature coefficient: experiment and models.

dVoc/dT dFF/dT dη/dT

Exp [6] −0.0062 −0.0073 −0.006
Single diode −0.0049 −0.0077 −0.0051

Double diode −0.0054 −0.0072 −0.0055

Also, the temperature coefficients of the TJCs, such as Voc, FF, and η, are calculated
using single- and double-diode models and compared in Table 4. In both diode models,
we observed that all the temperature coefficients are converged. Moreover, we have
remarked that dVoc/dT and dη/dT have a similar dependency. This can be explained by
the approximation shown in Equation (20):

1
η

dη

dT
≈ 1

Voc

dVoc

dT
(20)

However, it should be noted that this approximation may not be valid with an increase
in concentration factors due to the strong decrease in dVoc/dT, as discussed in the literature.

As can be seen from Table 5, the Hybrid 2 type has lower temperature coefficients in
terms of Voc, FF, and η than the series type. Therefore, we concluded that this type can be a
good candidate for triple-junction cells under a high variation in operating temperature.
We also encourage elaborating on this type because the Hybrid 2 type demonstrates optimal
efficiency under a high concentration factor with a high quality of performance (fill factor).
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Table 5. TJC temperature coefficients: single- and double-diode models.

Single Diode Double Diode

dVoc/dT

Series −0.0049 −0.0054
Hybrid 1 −0.0014 −0.0014
Hybrid 2 −0.0031 −0.0033
parallel −0.0015 −0.0014

dFF/dT

Series −0.072 −0.0775
Hybrid 1 −0.025 −0.025
Hybrid 2 −0.082 −0.09
parallel −0.041 −0.051

dη/dT

Series −0.0051 −0.0055
Hybrid 1 −0.0019 −0.0019
Hybrid 2 −0.0042 −0.0051
parallel −0.002 −0.0014

In this study, relative errors for performance parameters such as open-circuit volt-
age Voc, fill factor FF, and efficiency η were computed and compared to experimental results
to validate the single- and double-diode models, as seen in Equation (21).

Relative Error(%) =
Experimental Value-Simulated Value

Experimental Value
×100 (21)

The low relative errors obtained (mostly below 5%), seen in Table 6, confirm the validity
of the models, although larger discrepancies were observed under certain conditions, such
as at high temperatures or extreme concentration factors. This analysis not only quantifies
the robustness of the models but also highlights areas for improvement to better reflect cell
performance under varying conditions.

Table 6. Comparison of experimental and simulated values with relative errors.

Parameter
Experimental

Value
Single-Diode

Model
Relative Error

Single (%)
Double-Diode

Model
Relative Error

Double (%)

Voc (V) 2.53 2.54 0.39 2.543 0.51
Isc (mA) 6.74 6.755 0.22 6.79 0.74

FF 0.849 0.852 0.35 0.848 0.12
η (%) 29.5 29.86 1.22 29.9 1.35

However, while the relative errors provide a strong indication of model accuracy
under standard and moderate conditions, they also point to certain limitations of the
MATLAB/Simulink simulation method when applied to high-concentration environments.
In these scenarios, resistive and recombination losses become significant, with the single-
diode model underestimating power losses and the double-diode model offering limited
accuracy under extreme thermal variations. Furthermore, the models do not fully account
for complexities such as non-uniform current effects or rapid junction temperature increases,
which restrict their ability to faithfully reflect TJC behavior in extreme conditions. Thus,
while robust for low to moderate concentrations, these models require further refinement
to enhance their applicability under high-concentration scenarios.

6. Conclusions

In this work, we presented single- and double-diode equivalent circuit models for four
triple-junction cell structures—series, Hybrid 1, Hybrid 2, and parallel—under varying
conditions of high concentration and high temperature. These structures, composed of
identical materials with realistic parameters, were evaluated using both models. Validation
of the series structure’s performance against experimental data [7,19,39] confirmed that
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both models yield consistent results, with the double-diode model offering slightly higher
accuracy. Importantly, the results revealed that these configurations can be categorized into
two performance groups: low efficiency (Hybrid 1 and parallel) and high efficiency (series
and Hybrid 2). The low-efficiency group demonstrates relatively high efficiency at 20 suns,
making these configurations suitable for low-concentration systems. In contrast, Hybrid 2
shows optimal performance, achieving an efficiency of 38.48% at 118 suns with a high fill
factor (FF = 0.873) and lower temperature coefficients for Voc, FF, and efficiency η compared
to the series type. This makes Hybrid 2 a strong candidate for high-concentration systems,
with a performance surpassing that of the conventional series configuration.

Furthermore, our study observed that both Hybrid 2 and series configurations demon-
strate superior efficiency, especially in high-concentration conditions, as illustrated in
Figures 14 and 20. While Hybrid 1 and parallel configurations may be effective in low-
concentration applications, series and Hybrid 2 consistently deliver enhanced efficiency
across both low- and high-concentration levels. This distinction provides valuable guidance
for selecting configurations based on specific concentration requirements, with Hybrid 1
and parallel suited for low-concentration applications and series and Hybrid 2 performing
well at higher concentrations.
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Nomenclature

C Concentration factor
TJC Triple-junction cell
i Sub-cell number
Eg Band gap energy (ev)
FF Fill factor
G Incident flux irradiance on the cell area (W/cm2)
Gref Reference flux irradiance on the cell area (=10 W/cm2)
J PV cell ouput current density (mA/cm2)
Jph Photocurrent density (mA/cm2)
JD Diode current density (mA/cm2)
Js Diode reverse saturation current density (mA/cm2)
Jsc,ref Short circuit current density of PV cell (mA/cm2)
Ji Sub-cell current density (mA/cm2)
KB Boltzmann constant (1.38 × 10−23 J/K)
S PV cell area (cm2)
n Diode ideality factor
Pm Maximum power density (W/cm2)
Pi Sub-cell power density (W/cm2)
Rs Cell series resistor (Ω)
Rsh Cell shunt resistor (Ω)
STCs Standard test conditions
T Cell operating temperature (K)
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Tref Cell temperature at STCs (=298.18 K)
V PV cell output voltage (V)
Voc PV cell open circuit voltage (V)
Vth Thermal voltage of the cell (V)
Vi Sub-cell voltage (V)
x Suns number
q Electronic charge
η PV cell electrical efficiency (%)
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Abstract: In recent years, research communities have shown significant interest in solar energy
systems and their cooling. While using cells to generate power, cooling systems are often used for
solar cells (SCs) to enhance their efficiency and lifespan. However, during this conversion process,
they can generate heat. This heat can affect the performance of solar cells in both advantageous and
detrimental ways. Cooling cells and coordinating their use are vital to energy efficiency and longevity,
which can help save energy, reduce energy costs, and achieve global emission targets. The primary
objective of this review is to provide a thorough and comparative analysis of recent developments in
solar cell cooling. In addition, the research discussed here reviews and compares various cooling
systems that can be used to improve cell performance, including active cooling and passive cooling.
The outcomes reveal that phase-change materials (PCMs) help address critical economic goals, such
as reducing the cost of PV degradation, while enhancing the lifespan of solar cells and improving their
efficiency, reliability, and quality. Active PCMs offer precise control, while passive PCMs are simpler
and more efficient in terms of energy use, but they offer less control over temperature. Moreover, an
innovative review of advanced cooling methods is presented, highlighting their potential to improve
the efficiency of solar cells.

Keywords: solar energy; water colling; solar photovoltaic; active cooling; passive cooling

1. Introduction

Today, one of the primary challenges for photovoltaic (PV) systems is overheating
caused by intense solar radiation and elevated ambient temperatures [1–4]. To prevent
immediate declines in efficiency and long-term harm, it is essential to utilize efficient
cooling techniques [5]. Each degree of cooling of a silicon solar cell can increase its power
production by 0.4–0.5%. Therefore, achieving additional cooling of a cell by more than
1.5 ◦C beyond the existing standard module practices in any location could be beneficial.
The primary goal of lowering the temperature of PV modules is to increase the energy
yield of solar panel systems. Both air- and water-based cooling methods are employed to
reduce the operational temperatures of PV modules. Solar cell cooling plays a crucial role
in optimizing the performance, reliability, and longevity of solar panel systems. Effective
strategies maximize energy production and reduce temperature stress, making solar energy
systems more reliable and cost-effective. Researchers have evaluated cooling system
techniques and intelligent control systems, focusing on solar cell cooling systems and phase-
change materials (PCMs) [6]. Cooling systems are essential for regulating the temperature
of PV modules in large installations, and it is crucial that these methods are cost-effective
The following paragraph provides some reasons as to why cooling solar cells is necessary.
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Solar cells are temperature-sensitive, and their efficiency decreases as the temperature
rises. Most solar cell technologies experience a diminution in performance of roughly
0.5% to 0.8% for every 1-degree Celsius rise in temperature. By cooling solar cells, their
operating temperature can be lowered, allowing them to maintain higher efficiency. The
operational temperature of a PV module affects its electrical effectiveness and power gener-
ation, demonstrating a strong correlation between temperature and the power conversion
technique. According to the authors of [7], solar cells capture sunlight and transform it into
electrical energy. In this conversion process, some of the absorbed energy is altered into
heat. In the case that this heat is not dissipated effectively, it can accumulate within the
solar cells, leading to increased operating temperatures and reduced efficiency. Cooling
solar cells helps dissipate excess heat, preventing performance degradation. In [8], the solar-
based refrigeration system was shown to effectively dissipate heat, reducing resistance and
enhancing power output by keeping solar cells cooler. Cooler temperatures help reduce
resistive losses and allow the solar cells to operate closer to their optimal voltage and cur-
rent levels, maximizing their electrical generation capacity and the dissipation of energy [9]
as heat during peak sunlight, which diminishes the power output and effectiveness of
a PV module. High temperatures can accelerate the degradation of solar cell materials,
reducing their lifespan. By cooling the solar cells, the overall operating temperature is
lowered, reducing the stress on the materials and prolonging their lifespan. Lower opera-
tional temperatures additionally augment the long-standing reliability of the solar cells [10].
The photovoltaic industry enhances the efficiency and durability of polymer-based mod-
ules through high-speed and high-resolution surface inspection for extended longevity,
superior quality, and increased product yield. Concentrated solar power (CSP) systems
distillate sunlight by utilizing lenses or mirrors to generate high temperatures. Cooling
mechanisms are crucial in these systems to prevent overheating, maintain cell efficiency,
and protect the system components [11]. In [12], researchers extensively studied thermal
regulation techniques for PV modules, with a particular focus on PCMs for regulating PV
system temperature.

The Web of Science portal has published an updated review on PCM technologies,
highlighting the increased amount of research in the domain of cooling solar PV systems
over the past five years [13]. Figure 1 illustrates the annual number of relevant publications
and citations, showcasing the growing importance of this topic among researchers. Last
year, the topic peaked, with over 600 articles published. However, in the 2020–2021 period,
the publication growth rate decreased, likely due to the COVID-19 pandemic, while cita-
tions increased dramatically. Therefore, it is estimated that, by the end of 2024, the number
of research publications, as well as citations, will reflect the trends in and importance of
this area, indicating future attention from researchers. This trend underscores the resilience
and continued relevance of the topic within the scholarly community.

Figure 1. Number of articles in the area of solar cooling published in WOS.
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This review is organized into nine sections. Section 1 provides an overview of both
solar energy and the cooling systems used to increase efficiency. Section 2 describes the
factors that influence the efficiency of solar cells. Section 3 describes an overview of cooling
technologies. Section 4 provides an overview of active cooling and a table of the most
important studies in the literature that used this system. Section 5 explains passive cooling
and provides a table of the most important studies in the literature that used this system.
Section 6 provides an overview of the cooling of phase-changing materials and includes a
table of the most important studies in the literature that used this system. Section 7 provides
an overview of cooling by active phase-changing materials and includes a table of the most
important studies in the literature that has used this type. Section 8 provides a comparison
of the cooling systems mentioned in this research paper in terms of usefulness, limitations,
and impact. Section 9 provides the conclusion and suggestions for future studies. Figure 2
shows the structure of this review paper.

 

Figure 2. The review paper structure and steps.

2. The Factors Affecting Cooling Performance

Various factors affect the cooling system that enhances the productivity of PV pan-
els, which is essential for maximizing their efficiency and productivity, as presented in
Figure 3 [14,15]. Key factors include temperature management, dust, materials, design,
environmental challenges, and long-term performance [16,17]. Solar cells are sensitive to
temperature changes; higher temperatures can decrease their efficiency, leading to reduced
energy generation. The cooling system helps maintain optimal temperatures, thereby
enhancing the efficiency and lifespan of the PV panels [18]. Additionally, another important
factor affecting the productivity of solar panels is dust accumulation on their surfaces,
which can significantly reduce light transmission. The cooling system also aids in the
regular cleaning of panels to prevent dust buildup and maintain optimal performance. One
of the primary factors influencing cooling system performance is the materials used in its
construction. The choice of materials directly impacts the heat transfer rate, durability, and
overall effectiveness of the cooling system.
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Figure 3. Factors affecting cooling systems.

Long-term performance is another critical factor that must be considered when evaluat-
ing the effectiveness of a cooling system. Factors such as material degradation, fouling, and
wear can impact the system’s efficiency over time. Implementing regular maintenance and
monitoring procedures can help mitigate these issues and ensure the long-term reliability of
the cooling system. Environmental challenges such as fluctuating temperatures, humidity,
wind, rain, hail, sand, and salt can reduce the efficiency and lifespan of PV modules. The
cooling system helps in mitigating these effects by maintaining the cleanliness and integrity
of the panels. For instance, high humidity can lead to condensation and corrosion, while
low humidity can cause overheating. Wind can aid in heat dissipation but also poses
challenges in dust accumulation. Rain can clean panels but also lead to temporary drops in
performance. Hail and sand can cause physical damage, and salt accumulation in coastal
areas can corrode materials [19]. The cooling system must be designed to withstand and
adapt to these varied conditions. Figure 3 shows the most common factors that affect
cooling performance.

3. Overview of Cooling System Technique

Various cooling techniques can be employed to cool solar cells, including passive
cooling methods, such as natural convection and radiation, and active cooling methods,
involving the use of a water-spray cooling technique (Figure 4) [20]. Figure 5 shows
the immersion of polycrystalline solar cells in water [21]. Figure 6 shows the process of
active air cooling [22]. Figure 7 shows the cooling process with PCM [23]. The choice of
cooling method is contingent on elements such as the specific solar cell technology, system
design, and environmental conditions. In summary, the cooling of solar cells is essential
in maintaining their efficiency, preventing performance degradation, increasing power
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output, extending their lifespan, and ensuring the reliable operation of solar energy systems.
Overall, and by reviewing the literature, we can see that water-active cooling systems offer
more precise control and higher cooling capacities, making them suitable for applications
used in solar cell cooling. Figure 8 shows the most common cooling techniques.

 

Figure 4. Water-spray cooling technique.

 

Figure 5. Panel immersed in water.

 

Figure 6. Air-based cooling technique.
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Figure 7. PV/TEG/PCM layout.

Figure 8. Most common cooling techniques.

The detrimental effect of increasing the surface temperature of PV solar systems, par-
ticularly in terms of cooling, is a significant concern for researchers [24]. Passive cooling
systems lessen the temperature of PV modules by 6–20 ◦C, leading to a maximum boost
in electrical efficiency of up to 15.5%. Active cooling solutions enhance performance by
lowering the temperature of PV modules by up to 30 ◦C. In [24], the researchers suggested
various cooling techniques for photovoltaic panels. The aluminum fins and PCM ther-
moelectric (TE) were selected for cooling. In [25], the specialists devised a pulsed-spray
water cooling system for PV panels that aimed to enhance the efficiency of solar systems
while conserving water usage for cooling purposes. The water-spraying approach involves
applying a spray of water over the surfaces of PV panels as an alternative method. Another
cooling technique involves simultaneously cooling both sides of the PV panel. In [26], the
primary performance metrics were detailed for each specific coolant type analyzed, includ-
ing air, water, and nanofluids. Less-explored cooling methods, namely those associated
with concentrated photovoltaic (CPV) systems, have received limited attention. A small
number of studies have explored the use of nanofluids in a cooling method for PV systems,
highlighting their potential in improving efficiency and longevity.

4. Active Cooling

Active cooling refers to a cooling mechanism that actively removes heat from a system
or device. A notable rise in the operating temperature of a cell during the absorption of
solar radiation adversely affects its electrical efficiency [27]. Active cooling systems aid in
preventing solar cells from reaching elevated operating temperatures, which may poorly
affect their performance and efficiency. Active cooling is especially beneficial in regions
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with high ambient temperatures or in situations where solar panels experience higher
heat loads due to factors like concentrated sunlight or limited airflow. It allows for better
control and management of the solar cell temperature, ensuring optimal performance and
maximizing energy generation. The specific implementation of active cooling methods can
vary based on system design, available resources, and cooling requirements. Direct water
cooling is a method in which water flows directly over the solar cells’ surface, either in
contact with the cells or through a separate heat sink. The water absorbs heat from the cells
and carries it away, dissipating it through a heat exchanger or a cooling tower.

Another way to active cooling is spray cooling; spray cooling involves the use of
nozzles or atomizers which can spray a fine mist or droplets of water onto the solar cell
surface. The water droplets evaporate, absorbing heat from the cells and cooling them
down. This method provides effective cooling while minimizing water usage. Some
researchers have used microchannel cooling; microchannel cooling systems consist of
small channels embedded within the solar panel structure. Water flows through these
channels, absorbing heat from the solar cells and transferring it away. Microchannel
cooling offers high heat transfer efficiency and effective temperature control Others have
used heat pipe cooling; here, heat pipes are sealed, closed-loop systems containing a
working fluid that transfers heat through evaporation and condensation. Heat pipes are
crucial for temperature regulation in solar panels, ensuring efficient heat transfer and the
dissipation of heat from cells to the panel structure. To sum up, active cooling is vital for
averting overheating and sustaining ideal operational states across various applications.
The selection of cooling techniques relies on factors such as device characteristics, efficiency
demands, space availability, and cost factors. Table 1 summarizes the findings and details
of recent studies in the area of active cooling techniques.
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5. Passive Cooling

Our thorough examination of the literature showed that most investigated passive
cooling solutions incorporate PCM, with air-based and liquid-based methods (such as
water, nanofluids, etc.) following closely behind [26]. In [36], passive cooling using an
aluminum heat sink was studied to evaluate its effect on silicon solar cell performance. The
outcomes exhibited a notable improvement in the efficiency of power conversion, exergy,
and energy of the solar cell with this cooling method. In [37], researchers used the design of
experiment (DOE) methodology to find the best design parameters for fins, such as height,
pitch, thickness, number, and tilt angle. Passive fin heat sinks were evaluated in real-world
conditions using their optimal design parameters. In [38], the mechanism of passive cooling
was devised to tackle the overheating issue of photovoltaic modules. This system involves
the utilization of the capillary action of hessian fabric attached to the rear surface of the
module and water evaporation to enhance its performance. Air that is static and air that
is ventilated are used to cool the modules that have fins. The authors of [39] introduce an
innovative passive cooling method for PV modules harnessing the natural flow of cooling
water. The system includes a segmented fin heatsink designed to lower the operational
temperature of solar modules while maintaining their efficiency intact. The performance
of this heatsink under different wind-attack situations is superior to that of the typical
continuous fin profile heatsink design [40]. A proposal was made to enhance passive cooling
for a solar module by placing it in a heat sink designed as a finned container. This research
used palm wax as a PCM, based on the findings of [41], as it costs significantly less than
rival commercial PCMs, it exhibits selective spectral cooling, and because passive radiative
cooling relies on the PV module’s natural ability to reduce heat [42]. In [43], a novel PV
panel passive cooling solution is introduced. A segmented aluminum sheet was suggested
as a way of enhancing cooling in high-irradiation environments through enhanced airflow.
In [44], passive cooling was implemented by adding perforated aluminum fins to the back
of the PV panel, resulting in a synergistic design approach when combined with PV systems.
The integration of these technologies not only improves energy efficiency and performance
but also contributes to a greener and more resilient energy future. Table 2 summarizes the
findings and details of recent studies in the area of passive cooling techniques.
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6. Passive PCM Cooling System

Recently, there has been a significant increase in the installed capacity of solar pho-
tovoltaic cells, particularly crystal silicon cells. Research has focused on enhancing the
photovoltaic (PV) conversion efficiency of the cells by exploring methods to cool PV sys-
tems, as elevated PV temperatures can reduce conversion efficiency. The efficiency of
cooling photovoltaic cells relies on phase-change materials (PCMs) with high latent heat
capacities [23]. In fact, PCMs are being studied as a solution for reducing the surface
temperature of PV cells during sunlight exposure, with a goal of improving the electrical
efficiency of the cells. PCMs can control temperatures by absorbing and releasing thermal
energy when they change from one phase to another. This allows them to act as a thermal
buffer, maintaining a stable temperature within a desired range. PCM cooling effectively
manages heat by absorbing and dissipating excess thermal energy. It acts as a heat sink,
preventing overheating and protecting sensitive components or equipment [53]. PCM
cooling improves energy efficiency by stabilizing temperatures and reducing reliance on
energy-intensive cooling systems. It leads to lower electricity consumption and operating
costs. PCMs are effective in storing and releasing large quantities of latent heat during
phase transitions, making them valuable for thermal energy storage. This stored energy
can be utilized for either cooling or heating purposes [54]. PCM cooling is environmentally
friendly as it reduces reliance on energy-intensive cooling methods, leading to lower green-
house gas emissions. Additionally, PCMs can be derived from renewable or bio-based
sources, making them a sustainable cooling option. Figure 9a [55] and Figure 9b [56] show
some uses of PCMs. Table 3 summarizes the findings and details of recent studies in the
area of PCM cooling techniques.

Figure 9. Three-dimensional illustration of PV/PCM configurations featuring aluminum (a);
schematic representation of an air-based PV/T collector incorporating PCM (b).
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7. Active PCM Cooling System

The integration of PCMs into photovoltaic (PV) cooling systems has emerged as a
promising approach for enhancing the performance and longevity of PV modules. PCMs are
substances that absorb and release thermal energy during their phase transition, typically
between solid and liquid states, at a specific temperature range. This property makes
them ideal for stabilizing the temperature of PV cells by absorbing excess heat during peak
sunlight hours and releasing it when the ambient temperature drops [66].

Active PCM cooling systems involve the circulation of a heat transfer fluid (HTF)
through a network of channels or pipes that are in thermal contact with the PCM. This
active approach ensures that the heat absorbed by the PCM is effectively removed and
dissipated, preventing the PV cells from overheating. The result is a significant reduction
in the PV module temperature (TPV), which has a direct positive impact on the electrical
efficiency of the PV cells [67]. The benefits of active PCM cooling are multifaceted. Firstly, by
keeping the PV cells at a lower temperature, the systems can mitigate the inherent decrease
in conversion efficiency that occurs as PV cells heat up. This is particularly beneficial in
regions with high solar irradiance and ambient temperatures, where the efficiency of PV
modules can be significantly compromised.

Moreover, active PCM cooling can extend the operational life of PV modules. High
temperatures can lead to accelerated aging and degradation of the module components,
including the encapsulant, back sheet, and even the solar cells themselves. By reducing
the thermal stress on these components, PCM cooling can delay the onset of degradation
mechanisms such as potential-induced degradation (PID), hot spot formation, and corro-
sion, thereby enhancing the reliability and durability of the PV system [68]. The economic
implications of PCM cooling are also noteworthy. By improving the efficiency and longevity
of PV modules, active PCM cooling systems can contribute to a higher return on investment
for PV system owners. The initial cost of installing such cooling systems can be offset by the
increased power output over the lifetime of the PV system, making it an attractive option
for both residential and commercial applications. In addition to these advantages, active
PCM cooling systems can contribute to the overall sustainability of PV technology. By
reducing the energy losses associated with overheating, these systems can help to maximize
the energy yield from renewable sources, aligning with global efforts to reduce carbon
emissions and combat climate change [68]. As the PV industry continues to evolve, the
development of advanced PCM cooling solutions is likely to play a crucial role in the
optimization of PV system performance. Ongoing research is focused on improving the
thermal conductivity of PCMs, enhancing their heat exchange properties, and integrating
them more seamlessly into PV module designs. The ultimate goal is to create a synergistic
cooling system that not only protects the PV cells from thermal stress but also contributes
to the aesthetic and structural integrity of the PV installation.

In conclusion, active PCM cooling systems represent a significant advancement in
the thermal management of PV modules. By effectively reducing TPV and enhancing
performance, these systems are poised to become an integral part of the next generation
of PV technologies, driving the industry towards higher efficiency, greater reliability, and
increased sustainability. Figure 10 represents one of the types of active PCM cooling [69].
Table 4 shows the most common studies in this area.
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Figure 10. Experimental test facility in PCM active cooling PVT system.

8. Comparison of the Cooling Systems

The comparison of cooling systems in photovoltaic (PV) systems is a critical aspect
in undertaking research to enhance the overall efficiency and performance of solar energy
conversion. The literature review presented here revealed that cooling methods can sig-
nificantly affect the temperature regulation of PV modules, which in turn influences their
electrical output and longevity. Active cooling techniques, such as those involving water
or air circulation, can effectively remove heat from the PV cells, but they often require
energy input from pumps or fans, which can offset some of the energy gains. Several
cooling techniques are employed for solar PV, and how these technologies impact solar PV
is discussed in [61]. In [77], active and passive cooling techniques for a CPV system. In the
functioning process, a wide microchannel heat sink (WMCHS) and manifold microchannel
heat sink (MMCHS) are used to achieve better thermal management of the CPV system.
Passive cooling methods, on the other hand, rely on natural heat transfer processes and do
not require external energy input. PCMs are a popular choice for passive cooling as they
absorb and release heat during their phase transition, helping to stabilize the temperature
of the PV modules. The integration of PCMs with other passive techniques, such as the
use of metal fins for heat dissipation, can further enhance the cooling effect. The study of
microchannel heat sinks in [77] for concentrated photovoltaic (CPV) systems shows promise
due to their ability to efficiently remove heat over a large surface area. The comparison
between wide microchannel heat sinks (WMCHSs) and manifold microchannel heat sinks
(MMCHS) provides valuable insights into the design considerations for effective thermal
management in CPV systems. Moreover, the development of numerical models for proton
exchange membrane fuel cells in [78] demonstrates the complexity of thermal management
in energy conversion systems. These models can be adapted and applied to PV systems
to predict and optimize cooling performance. The experimental investigation in [79] into
the cooling of electronic chipsets using both active and passive methods is particularly
relevant to PV systems. The findings that the combination of active and passive cooling can
significantly improve thermal management are applicable to the design of cooling systems
for PV modules.

The impact of operating temperature on the electrical and thermal efficiency of PV
panels cannot be overstated. High temperatures can lead to a decrease in power output
and accelerated degradation of the PV material. Therefore, research into various cooling
methods is essential for the advancement of PV technology. The use of PCMs, as highlighted
in [80], is a promising area of research. PCMs can provide a stable temperature environment
for PV cells, which is crucial for maintaining high performance. The comparison between
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systems with and without active PCM cooling in [81] clearly shows the benefits of using
active PCMs, such as improved temperature regulation and, consequently, higher energy
conversion efficiency. In conclusion, the comparison of cooling systems in photovoltaic
systems reveals that there is no one-size-fits-all solution. The choice of cooling method
depends on various factors, including the specific type of PV system, the climate in which
it is installed, and the balance between cooling efficiency and energy consumption for
the cooling process. Ongoing research and development in this area are crucial for the
continued improvement of solar PV technologies and their widespread adoption as a
sustainable energy source. In summary, the choice between active and passive cooling
and active and passive PCMs depends on the specific requirements of a given application.
Dynamic systems are suitable for precise control and high heat loads, but they are energy-
intensive. Passive systems are more energy-efficient but may have limited control or may
not handle extreme conditions well. Active PCMs offer precise control, while passive PCMs
are simpler and more efficient in terms of energy use but offer less control over temperature.

Figure 11 shows the variables which are important in designing a cooling system.
The figure presents a comprehensive overview of cooling system techniques, structured
as a pyramid to illustrate the hierarchy and interrelation of different strategies. At the
base of the pyramid, the focus is on improving efficiency through foundational methods
such as determining the best cooling system and designing a smart control system. These
elements are crucial as they provide the groundwork for more advanced cooling strategies.
The integration of hybrid systems and techniques for overheat tracking ensures a balance
between passive and active cooling methods, aiming to control temperatures effectively
and prevent hotspots.

 

Figure 11. Cooling system strategies.

As we move up the pyramid, the emphasis shifts towards increasing the lifespan of the
cooling systems. This involves employing advanced active techniques and smart control
designs, which offer precise control over temperature management. The use of PCMs
is highlighted for their ability to provide precise thermal regulation. The color gradient
from low to high DT intensity underscores the increasing complexity and effectiveness of
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these methods. Overall, the pyramid visually encapsulates the progression from basic to
advanced cooling strategies, emphasizing the importance of both efficiency and longevity
in system design.

Table 5 provides a comparative analysis of different cooling techniques for solar PV
systems, including both passive and active methods. It delves into the advantages and
disadvantages of each technique, shedding light on how these cooling mechanisms impact
the overall performance of solar energy systems. Passive cooling, relying on natural heat
dissipation, offers simplicity and low cost but may be insufficient in high-temperature envi-
ronments. Active cooling, on the other hand, utilizes energy to remove heat more effectively,
potentially increasing system efficiency, but this comes at the expense of higher operational
costs and greater complexity. The table also explores the impact of these techniques on the
longevity of PV modules and their environmental footprints, helping to inform decisions
on the most suitable cooling approach for various solar energy applications.
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9. Conclusions and Future Study

In conclusion, this examination of cooling systems in photovoltaic (PV) systems has
underscored the importance of effective thermal management in enhancing the efficiency
and longevity of solar energy conversion. The literature review has shown that both active
and passive cooling methods have their merits and drawbacks. Active systems provide
more immediate and controllable cooling at the expense of energy consumption, while pas-
sive systems offer a more sustainable and energy-efficient approach, albeit with potentially
less cooling capacity. The exploration of microchannel heat sinks and the integration of
phase-change materials (PCMs) with other passive techniques have demonstrated innova-
tive strategies for managing heat in PV modules. The development of numerical models for
predicting thermal behavior in PV systems has also provided valuable tools for optimizing
cooling designs.

As the demand for renewable energy sources continues to grow, further research
into PV cooling systems is imperative. Future studies could focus on the following areas:
hybridization of cooling methods, combining the strengths of both active and passive
systems to achieve optimal thermal management with minimal energy consumption;
exploration of new materials for PCMs with improved thermal properties and phase
change temperatures more suited to PV applications; environmental impact—conducting a
life-cycle analysis of different cooling technologies and assessing their overall sustainability;
economic viability, performing cost–benefit analyses, and examining return-on-investment
assessments for PV system operators; scalability—addressing the scalability of cooling
solutions from small-scale laboratory tests to large-scale commercial PV installations; field
studies and long-term performance evaluations—conducting field studies and long-term
performance evaluations in various climatic conditions to validate the effectiveness of these
cooling technologies in real-world scenarios.

It is important to note that, while currently available research has laid a solid founda-
tion for understanding and improving PV cooling systems, there is still much to be explored.
The pursuit of more efficient, sustainable, and cost-effective cooling solutions will be a
critical component in the continued evolution of photovoltaic technologies, ensuring their
competitiveness in the global energy market. We are committed to continuing this line
of research and will be undertaking future studies to address the topics outlined above.
Our goal is to contribute to the development of advanced cooling technologies that can
significantly enhance the performance and sustainability of photovoltaic systems.
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Abstract: Solar photovoltaic power plants typically consist of rows of solar panels, where the accurate
estimation of solar irradiance on inclined surfaces significantly impacts energy generation. Existing
practices often only account for the first row, neglecting shading from subsequent rows. In this
work, ten transposition models were assessed against experimental data and a transposition model
for inner rows was developed and validated. The developed model incorporates view factors and
direct and circumsolar irradiances shading from adjacent rows, significantly improving global tilted
irradiance (GTI) estimates. This model was validated against one-minute observations recorded
between 14 April and 1 June 2022, at Évora, Portugal (38.5306, −8.0112) resulting in values of mean
bias error (MBE) and root-mean-squared error (RMSE) of −12.9 W/m2 and 76.8 W/m2, respectively,
which represent an improvement of 368.3 W/m2 in the MBE of GTI estimations compared to the
best-performing transposition model for the first row. The proposed model was also evaluated in an
operational forecast setting where corrected forecasts of direct and diffuse irradiance (0 to 72 h ahead)
were used as inputs, resulting in an MBE and RMSE of −33.6 W/m2 and 169.7 W/m2, respectively.
These findings underscore the potential of the developed model to enhance solar energy forecasting
accuracy and operational algorithms’ efficiency and robustness.

Keywords: solar radiation; solar energy; transposition model; solar power plant; forecast

1. Introduction

In recent decades, there has been a significant surge in the installed capacity of PV
systems. In 2022 alone, solar photovoltaics comprised two-thirds of the new renewable
energy capacity added to the grid, totaling 239 GW [1]. This growth is driven by global
efforts to decarbonize the economy and achieve net-zero greenhouse gas emissions by 2050.
The International Energy Agency (IEA) estimates that PV systems will continue to expand,
with new capacity projected to exceed 700 GW by 2028 [2]. With the rapid increase in
the installed capacity of solar energy systems worldwide and the characteristic variabil-
ity of solar radiation, accurate estimation and forecasting of power output is becoming
increasingly important. The factor that most affects this output is the irradiance incident on
the solar energy collectors. However, weather stations, satellites, and numerical weather
prediction (NWP) models usually provide global (GHI) and diffuse (DIF) irradiance data
on the horizontal plane and direct irradiance on a plane normal to the sun’s rays (DNI).
Therefore, transposition models that can compute the irradiance incident on a tilted surface
from the available variables are essential.

Various transposition models have been developed and studied over the years. They can
be divided into analytical, semi-empirical, and empirical models [3]. Analytical models are
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based on the laws of physics and only require the geometric characteristics and position data
of the surface, while semi-empirical and empirical models also rely on observation data.

Physical models are usually based on the sum of the direct, diffuse, and reflected
irradiances on the tilted surface. The computation of the direct and reflected components
is often the same for all models, with the computation of the diffuse irradiance being the
distinct factor [4]. Among these models, some assume a uniform sky dome radiance with
the same intensity in all directions, termed isotropic. Anisotropic models, on the other
hand, define indices representing the irradiance intensity from different regions of the sky
dome, such as the circumsolar region (an annular region surrounding the sun disk), the
horizon-brightening region (a band along the horizon), and the background or remaining
region often called the isotropic region.

Transposition models also tend to show varying degrees of performance depending
on sky conditions, whether clear, cloudy, or overcast [5]. The complexity and variability of
the shape and position of clouds make the accurate instantaneous evaluation of the diffuse
component extremely difficult without knowing the distribution of sky radiance. A model
considering this would be more complex and require not only the simple measurement
of the irradiance on the tilted plane but many more variables that are not commonly mea-
sured, such as the spectral radiance. Thus, physical models must rely on assumptions
that can result in high transient errors [6]. Some of the most referenced analytical physical
models in the literature are reviewed in this work, such as the Klucher [7], Hay–Davies [8],
and Modified Bugler [9] models. On the other hand, abundant research on the compar-
ison of the different models at different locations and positions of the surfaces has been
published [3,4,10,11]. From these, no single model emerges as the best for all studied lo-
cations/positions, but it has been widely demonstrated that anisotropic models tend to
outperform isotropic models when compared to measured data because they consider the
angular dependence of sky radiance, thus reflecting real-world conditions more closely
compared to isotropic models.

Semi-empirical and empirical models, including machine learning approaches which
are data-driven, tend to be site-dependent, which means that they are biased towards
specific locations and/or tilt and azimuth angles [12–16], and will not be considered
here. While these models are gaining relevance and can provide substantial benefits in
some situations, their applicability is often limited because extensive local experimental
data are required for the model calibration. This increases the challenge and difficulty of
generalizing them to different geographic locations or environmental conditions. Given the
focus of this study on developing a transposition model that is applicable across various
conditions without the need for site-specific parameter adjustments, these models were
excluded to maintain a broader applicability and robustness of proposed approach.

Most transposition models have been developed for a tilted surface in an open field.
However, a solar energy power plant, such as photovoltaic power plants, comprises several
rows of modules, where rows other than the first have a different view of the sky dome
and the ground compared to the first row. Therefore, when computing the global tilted
irradiance (GTI) on a panel not located in the front row, the transposition model should
be adjusted to account for the fraction of the sky dome obscured by the rows at the front,
as well as the possible blocking of the direct beam and circumsolar irradiance from the
sun disk and the reflected irradiance coming from the front row and the ground between
them. Since in large solar power plants the number of panels in the first row can be
much smaller than the number of panels in the remaining rows, having a more accurate
transposition model for these panels can improve the estimation of power output. Few
authors have focused on this aspect, with the most notable and recent works being those
by Applebaum et al. [17], Varga and Mayer [18], and Tschopp et al. [19].

As mentioned above, one aspect of higher complexity in transposition models is the
parametrization of diffuse irradiance. This component of the GTI is strongly related to
the diffuse horizontal irradiance (DIF) and the global horizontal irradiance (GHI), which
are typically measured in radiometric stations. However, if only GHI is measured, a
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separation method is needed to estimate DNI and DIF. If there are no measurements
at the location of interest, estimations or forecast values need to be used instead. This
increases the uncertainty associated with the estimation of GTI and, consequently, of power
output. Of particular interest in this work is the usage of forecast values of solar radiation
components, with the goal of predicting power output in a time horizon up to three days
with an acceptable accuracy. In this regard, when utilizing forecast DNI and DIF as inputs,
a transposition model allows for the forecasting of GTI and power output of photovoltaic
systems if coupled with thermal and electric models of photovoltaic systems.

These forecasts can be obtained from a global operational numerical weather pre-
diction model (NWP) such as the Integrated Forecasting System (IFS) of the European
Centre for Medium-range Forecasts (ECMWF) [20]. By incorporating constitutive and
state equations describing physical phenomena in the atmosphere, subject to boundary
and initial conditions, NWP models provide the evolution of the atmospheric state, which
include surface-level GHI. In the case of IFS/ECMWFS, DNI is also included, allowing for
the study and assessment of solar resources and operational forecasts [21,22].

This work presents a comprehensive review of transposition models, categorizing
models that do not include shading or irradiance masking as “first-row models”, and those
that include these aspects as “inner-row models”. The development of a transposition
model for inner rows is also presented, which can be applied to a desired first-row model.
The proposed model is validated using experimental values, which are also used for the
assessment and comparison of all models. The use of operational forecasts of solar irradi-
ance is assessed to estimate the impact of the accuracy of the transposition model on GTI
prediction at different time horizons. The primary aim is to develop a transposition model
for inner rows of solar power plants, validate the proposed model against experimental
measurements, and evaluate its performance using operational solar radiation forecasts.
This study addresses gaps in the existing literature, which mainly focuses on the first row of
panels, neglecting the impact of direct and anisotropic diffuse shading on inner rows. The
hypotheses focus on the expected improvement in the accuracy of the developed model’s
results over existing models for the first row, as well as its robustness when used with
forecasted irradiance data as input.

This paper is organized as follows: An initial review of the most used analytical
models and recent models developed for rows that are not the first is presented in Section 2.
Section 3 details the development of a transposition model based on the works of Tschopp
et al. and Varga and Mayer [18,19] for surfaces not located in the first row. Section 4 presents
the experimental setup and procedure for testing the different models, and Section 5
discusses the evaluation and results. Section 6 establishes a connection with solar irradiance
forecasting by applying the developed model to forecasted values of direct normal and
diffuse horizontal irradiance, integrating it as an essential part of an operational algorithm
for forecasting solar irradiance on a tilted surface. Finally, Section 7 presents the conclusions
of this work.

2. Solar Irradiance Transposition Models for Tilted Surfaces

This section provides a review of analytical transposition models, ranging from the
most widely used and commonly referenced transposition models that do not consider
shading and obscuration to the few and most recently proposed models designed for inner
rows in solar power plants.

2.1. Transposition Models for the First Row of Collectors in Solar Power Plants

For modeling solar irradiance on a tilted surface (GTI), nine of the most commonly
used analytical transposition models are reviewed, where one is isotropic and the remaining
are anisotropic models. In all the following equations, α is the solar height, Φ is the solar
zenith angle, γs is the solar azimuth, θ is the incidence angle on the surface, β is the tilt
angle of the surface, and γp is the azimuth of the surface, taking the horizontal plane and
the local meridian as references.
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Analytical transposition models include the computation of tilt factors for determining
the beam (Rb), diffuse (Rd), and reflected (Rr) irradiances on the tilted surface. These factors
are used in Equation (1) for determining GTI, where DHI is the direct horizontal irradiance
as defined in Equation (2):

GTI = RbDHI + RdDIF + RrGHI (1)

DHI = DNI × cos(Φ) (2)

For the first row of photovoltaic panels, assuming no obstruction of the sun’s rays, the
direct irradiance on the tilted plane can be calculated at any given instant by multiplying
DHI with the beam radiation tilt factor described in Equation (3):

Rb =
cos(θ)
cos(Φ)

(3)

The irradiance reflected onto the tilted surface by the surrounding surfaces is assumed
isotropic and is modeled by multiplying GHI with the reflected irradiance tilt factor Rr
(Equation (4)), which consists of the product of the albedo of the surrounding ground (ρg)
and the view factor Fg (Equation (5)).

Rr = ρgFg, (4)

Fg =
1 − cos(β)

2
(5)

Numerous models have been proposed for determining the diffuse tilt factor Rd since
the diffuse radiation is highly variable due to its dependency on atmospheric conditions.
Models that consider the diffuse irradiance on a tilted surface coming from the entire
sky dome to have the same intensity are isotropic, while others that divide the sky dome
into regions with different intensities of diffuse radiance are called anisotropic models.
These regions are usually the circumsolar region, which constitutes an annular region
surrounding the sun, i.e., the horizon-brightening region, which is the region of the sky
dome near the horizon, and the remaining sky dome region is termed the isotropic region.

In the following, several models are presented, including the widely used isotropic
model that was developed by Liu and Jordan [23]. It assumes that the diffuse solar radiation
is uniformly spread across the sky, which simplifies the calculation of solar radiation on
inclined surfaces by considering the sky as a homogenous light source. This model only
considers the tilt angle of the surface as input, as presented in Equations (6) and (7), where
the diffuse tilt factor is simply a view factor between the surface and the sky. Its advantages
lie in its simplicity and widespread adoption for preliminary solar energy designs and
studies. However, the model’s accuracy can be compromised due to its isotropic assumption,
leading to potential inaccuracies in non-homogenous sky conditions and environments with
significant obstructions. Despite these limitations, it remains a significant tool in solar energy
research and engineering, often serving as a benchmark for more complex anisotropic models
that account for the directional distribution of diffuse radiation.

Liu and Jordan model (LJ):
Rd = Fs (6)

Fs =
1 + cos(β)

2
(7)

The remaining models analyzed are anisotropic models, which are often more repre-
sentative of real sky conditions.

Bugler model (B):
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The Bugler model [24] includes a circumsolar region in which its contribution to the
diffuse irradiance is assumed to be 5% of DNI and can be computed using Equation (8),
where Fs is the sky view factor given by Equation (7). Bugler derived this model by analyz-
ing solar radiation data and developing equations that incorporate these anisotropic factors,
resulting in more accurate predictions of solar irradiance on tilted surfaces. However, this
model overlooks the contribution of the circumsolar region to the isotropic irradiance and
was later modified.

Rd = Fs + 0.05
DHI × Rb

DIF
(8)

Temps and Coulson model (TC):
The Temps and Coulson [25] model, defined by Equation (9), considers the circum-

solar region through the factor
[
1 + cos2(θ)sin3(Φ)

]
and the horizon brightening through[

1 + sin3
(

β
2

)]
. This model was obtained through measurements of direct and diffuse

solar flux incident on slopes of various orientations for clear-sky conditions through a
pyranometer.

Rd = Fs

[
1 + cos2(θ)sin3(Φ)

][
1 + sin3

(
β

2

)]
(9)

Klucher model (K):
The Klucher model [7], given by Equation (10), is similar to the Temps and Coulson

model, except for the inclusion of the clearness index f , defined by Equation (11). Under
overcast conditions, this model reduces to the isotropic model (where f tends to 0). It was
derived from a 6-month dataset of measured hourly diffuse and total solar radiation on a
horizontal plane and total radiation on surfaces with 0◦ azimuth and tilts of 37◦ and 60◦.

Rd = Fs

[
1 + f sin3

(
β

2

)][
1 + f cos2(θ)sin3(Φ)

]
(10)

f = 1 −
(

DIF
DHI + DIF

)2
(11)

Hay–Davies model (HD):
The Hay–Davies model [8], which does not consider horizon brightening, is given by

Equation (12). Here, A is named the anisotropy index, also termed direct or beam irradiance
index, and is defined in Equation (13), where ENI is the extraterrestrial normal irradiance.
This index represents the total transmittance of the atmosphere for beam radiation and
is used to define the portion of circumsolar (A × Rb) and isotropic (Fs(1 − A)) diffuse
irradiance on the tilted surface.

Rd = A × Rb + Fs(1 − A) (12)

A =
DNI
ENI

(13)

Ma Iqbal model (MI):
The Ma Iqbal model [26], described through Equation (14), is similar to the Hay–Davies

model but uses the clearness index kT (Equation (15)) to define the circumsolar portion of
diffuse irradiance instead of the direct irradiance index. The clearness index is computed as
the ratio of global horizontal irradiance (GHI) to extraterrestrial horizontal irradiance (EHI).
This formulation allows the Ma Iqbal model to account for varying sky conditions and solar
geometry, enhancing its applicability in solar energy studies and irradiance forecasting.

Rd = kT Rb + Fs(1 − kT) (14)
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kT =
GHI
EHI

(15)

Modified Bugler model (MB):
The Modified Bugler model [9] improves the Bugler model by considering the contri-

bution of the circumsolar region to the background isotropic diffuse radiance, computed
through Equation (16). This model was validated using extensive datasets from various lo-
cations around the world. These datasets included measured solar radiation data collected
under different sky conditions, such as clear sky, cloudy sky, and overcast sky conditions.
Additionally, the model was validated against experimental data that accounted for various
surface orientations, including horizontal, tilted, and vertical surfaces.

Rd =

(
1 − 0.05

DHI
DIF

)
Fs + 0.05

DHI × Rb
DIF

(16)

Modified Ma Iqbal model (MMI):
The modified Ma Iqbal model (Equation (17)) [3] is similar to the original model

proposed by this author but uses a clearness index (Equation (18)) adjusted with an optical
air mass as defined in Equation (19) [27].

Rd = k′T Rb + (1 − k′T)Fs a = 1, (17)

k′T =
kT

1.031exp
(

−1.4
0.9+ 9.4

M

)
+ 0.1

(18)

M =
1

cos(Φ) + 0.15(93.885 − Φ)−1.253 (19)

Reindl model (R):
The Reindl model [28], based on the Hay–Davies model, uses the same anisotropic

index, A (Equation (13)), but includes an additional term to account for horizon brightening
(Equation (20)). This model was developed based on datasets from locations across the USA.

Rd = A × Rb + Fs(1 − A)

[
1 +

√
DHI

DHI + DIF
sin3

(
β

2

)]
(20)

Perez model (P):
The Perez model, one of the most widely used transposition models in the literature,

is included in this work even though it cannot be classified as an analytical model since it is
built upon measured data and is subject to continuous revisions for this reason. The version
of the Perez model [29] used in this work, often referred to as Perez3, is considered the most
widely accepted version of this model [4]. This model categorizes the sky in three zones:
the circumsolar zone, horizon band, and isotropic zone. The diffuse irradiance tilt factor is
computed using Equations (21)–(27), with the assumption that the circumsolar irradiance
originates from a point source and irradiance from the horizon from an infinitesimally thin
region. The zenith angle is exceptionally used in radians for Equation (26). The coefficients
Fij were determined using data from 10 American and 3 European locations and can be
consulted in [4,29].

Rd = F1
a
b
+ (1 − F1)Fs + F2sin β (21)

a = max(0, cos θ) (22)

b = max[cos 85◦, sin(90◦ − θz)] (23)
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F1 = max[0, F11(ε) + F12(ε)Δ + F13(ε)θz] (24)

F2 = F21(ε) + F22(ε)Δ + F23(ε)θz (25)

ε =
GHI/DIF + 1.041θ3

z

1 + 1.041θ3
z

(26)

Δ =
DIF

ENIcos θz
(27)

2.2. Transposition Models for Surfaces Not Located in the Front Row of a Solar Power Plant

The models presented in Section 2.1 were developed for a single row. In the case of
photovoltaic power plants, for instance, which are composed of various parallel rows, there
is a partial obscuring of the sky radiance and, eventually, the blocking of direct sun rays
by the front rows over the second and subsequent rows, thus affecting the global tilted
irradiance on these surfaces. An obscuring of the ground between rows can also occur,
which affects the reflected irradiance.

Some authors have considered this, namely Appelbaum et al. [17], who adjusted the
Klucher transposition model [7] by computing the sky view factor for the second row
and adjusting the indices of the circumsolar and horizon-brightening diffuse regions. For
this, the authors considered the circumsolar irradiance coming from a point source (the
sun) which would be completely obscured when the obscuring angle from the sun to the
base of the second row caused by the front row is higher than the sun elevation angle.
The correction for the horizon-brightening region was considered near sunrise and sunset.
This adjusted model was validated with data obtained in Tel Aviv, showing that for rows
other than the first, the effect of the anisotropic region defined as horizon brightening
is negligible.

Varga and Mayer [18] modified the Hay–Davies model [8], which does not include a
horizon-brightening region, to calculate the distribution of solar irradiance along a tilted
surface for rows behind the first. Besides the adjustment of the view factors, the circumsolar
irradiance was corrected through the modeling of the fraction of the region obscured by
the front row by considering a circumsolar region with an apparent angular radius of 15◦,
and the ground was divided into two sections: a shaded section that reflects only isotropic
diffuse irradiance and an unshaded section that reflects global irradiance. The model was
validated against power generation data from Hungary showing a clear improvement
when compared to a model that only considers shading of the direct irradiance.

Tschopp et al. [19] also adjusted the Hay–Davies model for surfaces that are not
on the front row by dividing the length of the surface of the row being evaluated, the
back surface of the row at its front, and the ground between them in segments and then
computing diffuse and direct irradiance in each segment. For this, the view factors between
all segments and between each segment and the sky are computed, while the obscuring
of the direct and circumsolar irradiances are determined based on a simple formula for
the shadow height on the surface. The model showed a significant improvement in the
estimation of GTI for rows other than the first compared to the original transposition model.

Considering this, it is expected that combining the higher detail in the modeling of
shadow and circumsolar irradiance obscuration presented in [18] and the inclusion of the
back surface of the row at the front and the ground between rows presented in [19] will
provide better estimations of GTI for rows that are not at the front of a solar power plant.

3. Development of Transposition Model for Surfaces Not Located in the Front Row of
a Solar Power Plant

The model proposed in this work for determining solar irradiance on tilted rows
adjacent to the first row builds upon the models presented in [18,19].Similar to these
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models, it assumes rows of panels with lengths much greater than their heights, resulting
in a 2D representation as commonly used in the literature [17–19,30,31].

While the aforementioned models only consider cases when the sun is positioned at
the front of the rows, here, the modeling of the direct and circumsolar irradiance shading
for all involved surfaces is also included, considering any position of the sun, resulting
in a more realistic model. Additionally, the developed model was made generic and
can be applied to any first-row transposition model as long as it clearly considers direct,
circumsolar, and isotropic irradiance, instead of relying on a predefined first-row model.
Extra detail was also included in the modeling of ground shading by considering rows
beyond the two main rows being modeled.

The three surfaces considered in this model, namely the front of the panel being
evaluated, the back of the panel at its front, and the ground between rows, are divided
into segments, as shown in Figure 1, where L, D, h0, and β are the length of the panels,
the horizontal distance between rows, the vertical distance between the ground and the
base of the rows, and the tilt angle, respectively. The value of GTI is computed for each
segment c of the panel being evaluated and considers the reflected solar irradiance from
each segment of the ground u and the back of the front panel v. The number of segments
into which these surfaces are divided is defined by the user and can be adjusted, namely
the number of segments of the panel being evaluated i = 1 : n, the number of segments of
the ground j = 1 : p, and the number of segments of the back of the front panel k = 1 : q.

Figure 1. Schematic for modeling GTI in rows that are not the front row.

For each segment of both panels and ground, the GTI is computed as in [19] using

Equation (28), where
→

GTI,
→
I r, and

→
D are vectors with the values of the global tilted

irradiance, the direct normal irradiance, and the diffuse horizontal irradiance, respectively,
on each segment of the panel, ground, and front panel. I is the identity matrix while F
is the view factor matrix between all segments and R is the reflectivity matrix for each
segment. The view factors between all segments are computed using the Hottel crossed
string rule [32], and the reflectivity of the front of the panel is assumed to be 0 as in [19].

→
GTI = (I − FR) −1

(→
I r +

→
D
)

, (28)

→
I r = DHI ×→

Rb (29)
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→
D = DIF ×→

Rd (30)

→
Rb = max

⎛
⎝0,

cos
→
θ

cos
→
Φ

⎞
⎠(1 −

→
S
)

(31)

→
Rd =

→
F sXi + Xcs

(
1 −

→
S cs

)
(32)

For the computation of the transposed direct normal (Equation (29)) and diffuse

(Equation (30)) irradiance on each segment, the vectors
→
Rb and

→
Rd are obtained from

Equations (31) and (32) which consist of the tilt factors for the direct (beam) and diffuse
irradiances. The shading of the direct irradiance in each segment is taken into consideration

in the direct tilt factor through the vector
→
S , whose values are either 0, when direct

irradiance is not obscured, or 1, when the direct irradiance is obscured, depending on
the geometrical characteristics of the installation and the apparent position of the sun in
the sky. Regarding the diffuse tilt factor, an isotropic component, Xi, and a circumsolar
component, Xcs, are modeled as in a first-row transposition model, which, as mentioned
above, can be any first-row model as long as it includes direct, circumsolar, and isotropic
irradiance components. In the present work, a set of analytical transposition models for
first rows are firstly assessed against experimental values and then one is selected, which
will then be used in this model evaluation, as reported in the following sections. The sky
view factors are computed for each segment considering the summation and reciprocity

rules. The fraction of circumsolar irradiance that is obscured is modeled by the vector
→
S cs

ranging from 0, when there is no obscuration, to 1, when all irradiance from the considered
circumsolar region is obscured.

The vectors
→
S and

→
S cs (Equations (33) and (34), respectively) are determined based on

the model proposed by Varga and Mayer [18] with various modifications for the inclusion
of cases in which the sun is positioned at the back of the row and the computations for the
different segments of the back surface of the row in front of the one being evaluated and
the ground. Depending on the surface of each segment, namely the surface of the panel
being evaluated, c, the back surface of the panel of the row at its front, v, or the surface of
the ground between them, u, the way the shading vectors are modeled differs. Since this is
a two-dimensional model, firstly, the projection of the solar elevation angle to the azimuth
of the panels, α′, is needed, which is obtained through Equation (35), where γs is the solar
azimuth and γp is the azimuth of the surfaces.

→
S =

⎡
⎢⎢⎣
→
S c→
S u→
S v

⎤
⎥⎥⎦ (33)

→
S cs =

⎡
⎢⎢⎣
→
S cs,c→
S cs,u→
S cs,v

⎤
⎥⎥⎦ (34)

α′ = tan−1

⎛
⎝ tan α

cos
(

γs−γp

)
⎞
⎠ (35)

The shading of direct beam and the fraction of obscured circumsolar irradiance are
determined for each segment of the panel, ground, and back of the front panel according to
the projected solar elevation angle relative to each of the angles shown in Figure 2. These
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angles are computed using Equations (36)–(43), where i, j, and k are the indices of the
segments in the panel being evaluated, at the back of the front panel, and on the ground
between the rows of panels, respectively. The angles with subscript c are obtained for each
segment of the panel being evaluated, those with subscript v are obtained for each segment
of the back of the front panel, and those with subscript u are obtained for each segment
of ground between the two rows. The angles δ and ε result from the view of the top of an
adjacent panel from a segment, the angles ζ and ξ result from the view of the bottom of an
adjacent panel from a ground segment, and the angles λ and σ result from the view of the
top of a subsequent panel from a ground segment.

δc(i) = tan−1

⎡
⎣

(
L − c(i+1)−c(i)

2

)
sinβ

D +
(

c(i+1)−c(i)
2 − L

)
cosβ

⎤
⎦Πa = 1, (36)

δv(k) = tan−1

⎡
⎣
⎛
⎝
(

L − v(k+1)−v(k)
2

)
sinβ

D

⎞
⎠
⎤
⎦ (37)

δu(j) = tan−1

[
Lsinβ+ h0

u(j+1)−u(j)
2 − Lcosβ

]
(38)

εu(j) = tan−1

[
Lsinβ+ h0

D − u(j+1)−u(j)
2 + Lcosβ

]
(39)

ζu(j) = tan−1

[
h0

u(j+1)−u(j)
2

]
(40)

λu(j) = tan−1

[
Lsinβ+ h0

D + u(j+1)−u(j)
2 − Lcosβ

]
(41)

ξu(j) = tan−1

[
h0

D − u(j+1)−u(j)
2

]
(42)

σu(j) = tan−1

[
Lsinβ+ h0

2D − u(j+1)−u(j)
2 + Lcosβ

]
(43)
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Figure 2. Schematic of the various angles for the computation of shadows and obscuring of circumso-
lar radiation for (a) a segment of the panel being evaluated, (b) the back of the front panel, and (c) the
ground between the rows of panels.

The shading of direct irradiance for each segment of the panel surface, i, is given by
Equation (44). Shading can occur (Sc(i) = 1) when the sun is positioned either in front of
or behind the rows. Specifically, shading occurs when the projected solar elevation angle is
positive and lower than the angle from the middle of the segment to the top of the front
row (indicating that the sun is behind the front row), or when the projected solar elevation
angle is negative and lower than the tilt angle of the surfaces (indicating that the sun is
behind the panel). For the remaining cases, the segments are not shaded.

Sc(i) =

⎧⎨
⎩

1,
[

δc(i) > α′ ∧
∣∣∣γs−γp

∣∣∣ < 90◦
]
∨
(
β > |α′| ∧

∣∣∣γs−γp

∣∣∣ ≥ 90◦
)

0,
[

δc(i) ≤ α′ ∧
∣∣∣γs−γp

∣∣∣ < 90◦
]
∨
(
β ≤ |α′| ∧

∣∣∣γs−γp

∣∣∣ ≥ 90◦
) (44)

The shading of direct irradiance for each segment of the back surface of the front row,
denoted by index k, is computed through Equation (45). Each segment is always shaded
if the sun is positioned in front of the rows. Additionally, if the sun is not in front of the
rows, shading occurs when the projected solar elevation angle exceeds the tilt angle of the
surfaces or when it is lower than the angle from the middle of the segment to the top of the
panel being evaluated.

Sv(k) =

⎧⎨
⎩

1,
∣∣∣γs−γp

∣∣∣ < 90◦ ∨
(∣∣∣γs−γp

∣∣∣ ≥ 90◦ ∧ [δv(k) > |α′| ∨ β < |α′|]
)

0,
∣∣∣γs−γp

∣∣∣ ≥ 90◦ ∧ δv(k) ≤ |α′| ∧ β ≥ |α′|
(45)

98



Energies 2024, 17, 3444

The computation of the shading of direct irradiance on the ground between the rows is
performed through Equation (46), which involves comparing the projected solar elevation angle
with six other angles as depicted in Figure 2 and calculated through Equations (38) to (43).

Each ground segment, denoted by index j, is shaded under the following conditions:
when the sun is positioned in front of the rows and behind the row in front, or when its
projected solar elevation angle is lower than the angle of the middle of the segment to the
top of the subsequent row in front. Additionally, ground segments are shaded if the sun
is behind the row being evaluated or when the projected solar elevation angle is lower
than the angle from the middle of the segment to the top of the subsequent row behind.
Moreover, for ground segments positioned below the front row, shading occurs when the
projected solar elevation angle exceeds the tilt of the surfaces.

Su(j) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

1,

∣∣∣γs−γp

∣∣∣ < 90◦ ∧ ([ζu(j) < α′ < δu(j) ∧ δu(j) > 0] ∨ λu(j) > α′ ∨ [δu(j) ≤ 0 ∧ α′ > ζu(j)])∨∣∣∣γs−γp

∣∣∣ ≥ 90◦ ∧
(

[εu(j) > ξu(j) ∧ εu(j) > |α′ | > ξu(j)] ∨ [εu(j) ≤ ξu(j) ∧ εu(j) < |α′ | < ξu(j)]∨
[δu(j) < 0 ∧ |δu(j)| < |α′ |] ∨ |α′ | ≤ σu(j)

)

0,

∣∣∣γs−γp

∣∣∣ < 90◦ ∧ ([δu(j) ≥ 0 ∧ δu(j) ≤ α′] ∨ [λu(j) ≤ α′ ≤ ζu(j)])∨∣∣∣γs−γp

∣∣∣ ≥ 90◦ ∧
(

[δu(j) ≥ 0 ∧ εu(j) ≤ |α′ | ∧ ξu(j) ≤ |α′ |] ∨ [σu(j) ≤ |α′ | ≤ ξu(j) ∧ |α′ | ≤ εu(j)]∨
[δu(j) < 0 ∧ εu(j) ≤ |α′ | ∧ ξu(j) ≤ |α′ | ∧ |δu(j)| ≥ |α′ |]

)
(46)

The modeling of the circumsolar irradiance obscuring follows a similar approach,

albeit with the utilization of the vector
→
S cs to represent the fraction of circumsolar irradiance

that is obscured. Circumsolar irradiance is assumed as being uniformly distributed within
the annular region surrounding the sun disk, with an apparent external angular radius, r,
of 15◦. The obscured area of the circumsolar region is given by Equation (47) as in [18]:

C(x) =
sin−1

√
r2−(|α′ |−x)2

r
180

−
√

r2 − (|α′| − x)2

2πr
(47)

In the case of the segments of the panel being evaluated (Equation (48)), several
conditions dictate the obscuring of circumsolar irradiance. When the sun is positioned in
front of the rows, total obscuration (Scs,c(i) = 1) occurs if the entire circumsolar region
is below the angle defined by the middle of the segment to the top of the front row,
denoted as δc(i). Substantial obscuration (more than 50%, Scs,c(i) = |1 − C(δc(i))|) occurs
if this angle is higher than the projected solar elevation angle and the difference between
these two angles is smaller than the angular radius. It is less obscured (less or equal to
50%, Scs,c(i) = C(δc(i))) if the projected solar elevation angle is higher than δc(i) and
the difference between these two angles is smaller than the angular radius. Finally, no
obscuration (Scs,c(i) = 0) occurs if the projected solar elevation angle exceeds δc(i) and the
difference between these two angles is higher than the angular radius. A similar principle
applies when the sun is behind the rows, with the difference that instead of using the angle
δc(i), the comparison is made with the tilt angle β.

Scs,c(i) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

1,
[∣∣∣γs−γp

∣∣∣ < 90◦ ∧ α′ − δc(k) ≤ −r
]
∨
(∣∣∣γs−γp

∣∣∣ ≥ 90◦ ∧ |α′| − β ≤ −r
)

|1 − C(δc(i))|,
∣∣∣γs−γp

∣∣∣ < 90◦ ∧ −r < α′ − δc(i) < 0

|1 − C(β)|,
∣∣∣γs−γp

∣∣∣ ≥ 90◦ ∧ −r < |α′| − β < 0

C(δc(i))
∣∣∣γs−γp

∣∣∣ < 90◦ ∧ 0 ≤ α′ − δc(i) < r

C(β),
∣∣∣γs−γp

∣∣∣ ≥ 90◦ ∧ 0 ≤ |α′| − β < r

0,
[∣∣∣γs−γp

∣∣∣ < 90◦ ∧ α′ − δc(i) ≥ r
]
∨
(∣∣∣γs−γp

∣∣∣ ≥ 90◦ ∧ |α′| − β ≥ r
)

(48)

The fraction of circumsolar irradiance obscured for each segment of the back surface
of the front panels is given by Equation (49). It is assumed that all circumsolar irradiance
is obscured when the sun is positioned in front of the rows. When the sun is positioned
behind the rows, the projected solar elevation angles plus or minus the circumsolar angular
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radius are compared in a similar manner to Equation (48), but with reference to the tilt
angle of the surface and the angle of the middle of the back surface segment to the top of
the panel being evaluated.

Scs,v(k) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

1,
( ∣∣∣γs−γp

∣∣∣ < 90◦
)
∨
(∣∣∣γs−γp

∣∣∣ ≥ 90◦ ∧ [|α′| − δv(k) ≤ −r ∨ |α′| − β ≥ r]
)

|1 − C(δv(k))|,
∣∣∣γs−γp

∣∣∣ ≥ 90◦ ∧ −r < |α′| − δv(k) < 0

|1 − C(β)|,
(∣∣∣γs−γp

∣∣∣ ≥ 90◦ ∧ 0 < |α′| − β < r
)

C(δv(k))
∣∣∣γs−γp

∣∣∣ ≥ 90◦ ∧ 0 ≤ |α′| − δv(k) < r

C(β),
(∣∣∣γs−γp

∣∣∣ ≥ 90◦ ∧ −r < |α′| − β ≤ 0
)

0,
[∣∣∣γs−γp

∣∣∣ ≥ 90◦ ∧ |α′| − δv(k) ≥ r ∧ |α′| − β ≤ −r
]

(49)

The computation of circumsolar irradiance obscuration for each segment of the ground
between rows is more complex (Equation (50)). Complete obscuration is assumed when
the entire circumsolar region is positioned either behind the front row panel or the panel
being evaluated, considering the middle of the ground segment. Additionally, complete
obscuration occurs when the angle of the top of the circumsolar region is lower than the
angle of the top of the subsequent rows of panels, whether in front or behind. Similarly to
the equations above (Equations (48) and (49)), the projected solar elevation angles plus or
minus the circumsolar angular radius are compared with the six different angles shown
in the scheme at the bottom of Figure 2 for the computation of the fraction of circumsolar
irradiance that is obscured.

Scs,u(j) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

1,

⎡
⎢⎢⎣
∣∣∣γs−γp

∣∣∣ < 90◦ ∧

⎛
⎜⎜⎝

[δu(j) ≥ 0 ∧ α′ − ζu(j) ≥ r ∧ α′ − δu(j) ≤ −r]∨
α′ − λu(j) ≤ −r∨
[δu(j) < 0 ∧ α′ − ζu(j) ≥ r]∨
[α′ − r ≤ λu(j) ∧ α′ + r ≥ ζu(j)]

⎞
⎟⎟⎠
⎤
⎥⎥⎦∨

⎡
⎢⎢⎢⎢⎣
∣∣∣γs−γp

∣∣∣ ≥ 90◦ ∧

⎛
⎜⎜⎜⎜⎝

[|α′ | − ξu(j) ≥ r ∧ |α′ | − εu(j) ≤ −r]∨
|α′ | − σu(j) ≤ −r∨
[δu(j) ≤ 0 ∧ |α′ | − |δu(j)| ≥ r]∨
[|α′ | − r ≤ σu(j) ∧ |α′ |+ r ≥ εu(j)]∨
[|α′ | − r ≤ σu(j) ∧ |α′ |+ r ≥ ξu(j)]

⎞
⎟⎟⎟⎟⎠

⎤
⎥⎥⎥⎥⎦

|1 − C(|δu(j)|)|,
[∣∣∣γs−γp

∣∣∣ < 90◦ ∧ δu(j) ≥ 0 ∧−r < α′ − δu(j) < 0
]
∨[∣∣∣γs−γp

∣∣∣ ≥ 90◦ ∧ δu(j) < 0 ∧ 0 ≤ |α′ | − |δu(j)| < r
]

|1 − C(εu(j))|,
∣∣∣γs−γp

∣∣∣ ≥ 90◦ ∧ −r < |α′ | − εu(j) < 0

|1 − C(ζu(j))|,
∣∣∣γs−γp

∣∣∣ < 90◦ ∧ α′ − r > λu(j) ∧ 0 < α′ − ζu(j) < r

|1 − C(λu(j))|,
∣∣∣γs−γp

∣∣∣ < 90◦ ∧ α′ + r < ζu(j) ∧−r < α
′ − λu(j) < 0

|1 − C(ξu(j))|
∣∣∣γs−γp

∣∣∣ ≥ 90◦ ∧ |α′ | − r > σu(j) ∧ 0 < |α′ | − ξu(j) < r

|1 − C(σu(j))|,
∣∣∣γs−γp

∣∣∣ ≥ 90◦ ∧ |α′ |+ r < ξu(j) ∧−r < |α′ | − σu(j) < 0

C(|δu(j)|)
[∣∣∣γs−γp

∣∣∣ < 90◦ ∧ δu(j) ≥ 0 ∧ 0 ≤ α′ − δu(j) < r
]
∨[∣∣∣γs−γp

∣∣∣ ≥ 90◦ ∧ δu(j) < 0 ∧−r ≤ |α′ | − |δu(j)| < 0
]

C(εu(j)),
∣∣∣γs−γp

∣∣∣ ≥ 90◦ ∧ 0 ≤ |α′ | − εu(j) < r

C(ζu(j)),
∣∣∣γs−γp

∣∣∣ < 90◦ ∧ α′ − r > λu(j) ∧−r < α′ − ζu(j) < 0

C(λu(j)),
∣∣∣γs−γp

∣∣∣ < 90◦ ∧ α′ + r < ζu(j) ∧ 0 < α′ − λu(j) < r

C(ξu(j)),
∣∣∣γs−γp

∣∣∣ ≥ 90◦ ∧ |α′ | − r > σu(j) ∧−r < |α′ | − ξu(j) < 0

C(σu(j)),
∣∣∣γs−γp

∣∣∣ ≥ 90◦ ∧ |α′ |+ r < ξu(j) ∧ 0 < |α′ | − σu(j) < r

0,

[ ∣∣∣γs−γp

∣∣∣ < 90◦ ∧
(

[δu(j) ≥ 0 ∧ α′ − δu(j) ≥ r]∨
[α′ − ζu(j) ≤ −r ∧ α′ − λu(j) ≥ r]

)]
∨[∣∣∣γs−γp

∣∣∣ ≥ 90◦ ∧
( |α′ | − εu(j) ≥ r∨

[|α′ | − ξu(j) ≤ −r ∧ |α′ | − σu(j) ≥ r ∧ |α′ | − εu(j) ≤ −r]

)]

(50)
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4. Experimental Setup and Procedure

In order to obtain observational data for both a first row and subsequent rows of panels
with varying tilt angles and inter-row distances, a structure featuring a pyranometer for
measuring GTI was constructed in an open field near Évora, Portugal (38.5306◦, −8.0112◦),
as shown in Figures 3–5.

The experimental setup consists of three frames: a base, a front frame, and a rear frame,
with a pyranometer installed on the rear frame. The base was leveled, and two transversal
bars on the sides ensured that both front and rear frames maintained the same tilt angle.
The apparatus allows for adjustment with three degrees of freedom: tilt angle of the front
and rear frames (β, from 20◦ to 90◦) through the solidary adjustment of the inclination of
both frames; distance between frames (D, from 0.80 m to 1.10 m) through three positions
of where the front frame can be fixed to the base; and position of the pyranometer along
the length of the rear frame (cs, from 0.08 m to 1.08 m) by sliding the instrument along its
supporting bar. The uncertainty on the measurements of each of these variables is 1 cm in
the cases of distances and 1◦ in the case of the tilt angles.

To represent the adjacent row, three Alveopan bilaminate white polypropylene boards,
with a total width W of 3.03 m and length L of 1.08 m, were installed in the front frame. The
reflectivity of these boards was measured using a FieldSpec HandHeld 2 spectroradiometer
(ASD, Inc., Boulder, CO, USA) [33], yielding an average reflectivity of 0.921. Although
potential edge effects were acknowledged due to board sizes, these were not factored into
the general model. For data collection purposes relevant to the assessment of transposition
models applied to the first rows, these boards were removed.

 

Figure 3. Experimental setup for measuring global tilt irradiance for different positions.

101



Energies 2024, 17, 3444

 

Figure 4. Overview of the experimental setup including (a) the Évora–PECS station and (b) the
pyranometers used for albedo computations.

Figure 5. Schematic for modeling GTI on the sensor in the experimental apparatus.

Global tilted irradiance was measured using a Kipp & Zonen CMP11 pyranometer
(Kipp & Zonen, Delft, The Netherlands), while global horizontal irradiance and reflected
irradiances (for the computation of ground albedo) were measured using a Kipp & Zonen
CM7B albedometer (Kipp & Zonen, Delft, The Netherlands). Both sensors were connected
to a CR300 datalogger from Campbell Scientific (Shepshed, Loughborough, UK). Addition-
ally, DNI, DIF, and GHI observation data were obtained from the Évora–PECS station of
the DNI-ALENTEJO project network [34], located 5 m from the experimental setup.

The internal clock of the CR300 data logger used in the apparatus was synchronized
with the data logger of the Évora–PECS station, both set to UTC time. Sensor outputs
were sampled at 1 Hz and mean, maximum, minimum, and standard deviation values
were recorded every minute. Observations were corrected following the best practices
in the field, namely the WMO recommendations and the BSRN (Baseline Solar Radiation
Network) guide, including corrections for sensor zero offset and filters according to the
BSRN quality control procedure, considering the extremely rare limits [35] and removing
measurements for zenith angles equal or above 85◦.

Prior to the field measurements, a calibration procedure was conducted specifically
for the CMP11 pyranometer and CM7B albedometer using a reference CMP21 pyranometer
(Kipp & Zonen, Delft, The Netherlands), according to the ISO 9847:1992 standard [36].

For the accurate application of transposition models, the ground albedo value is
needed. While a standard value of 0.2 is often used, this study estimated the ground
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albedo using Equation (51) [37], where BSA and WSA represent the black-sky albedo
and white-sky albedo, respectively. BSA is defined as the albedo in the absence of the
diffuse component and is a function of the solar zenith angle, while the WSA is the albedo
considering the diffuse component as isotropic and in the absence of the direct component.
The mean values of BSA and WSA were obtained by fitting Equation (44) to experimental
data, where the albedo, ρ, was computed by applying the ratio of reflected (GRI) to global
horizontal (GHI) irradiance observations from the albedometer. Following data treatment,
including filtering and removal of the records for solar zenith angles lower than 70◦, BSA
and WSA were found to be 0.206 and 0.208, respectively, across all recorded data periods.

ρ = BSA + (WSA − BSA)
DIF
GHI

(51)

Observations were conducted between 14 April and 1 June 2022. For first-row tests,
5 datasets or periods were generated, each corresponding to a specific tilt angle, as shown
in Table 1, with the pyranometer positioned at cs = 0.50 m. Testing of the developed model
for other rows resulted in 19 periods with various tilt angles, distance between rows, and
pyranometer positions, as shown in Table 2. Periods 4, 9, and 19 include instances in which
the pyranometer is shaded.

It should be noted that measurements were conducted during a period of relatively
high solar elevation, minimizing shading effects. To better capture shading effects, the
inter-row distance during experimental tests were shorter than typical photovoltaic power
plant configurations. Nonetheless, the developed model is designed to encompass diverse
real-world conditions in the field.

Table 1. Structure position and number of 1 min data points for each testing period of the first-row tests.

Period β (◦) Number of Data Points

1 20 551
2 38 582
3 50 620
4 70 545
5 90 508

All - 2806
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Table 2. Structure position and number of 1 min data points for each testing period of the proposed
model for rows other than the first.

Period D (m) β (◦) cs (m) Number of Data Points

1 1.10 38 0.08 585
2 1.10 38 0.58 604
3 1.10 38 1.08 1528
4 0.81 38 0.18 2345
5 0.81 38 0.38 605
6 0.81 38 0.58 615
7 0.81 38 0.78 608
8 0.81 38 0.98 585
9 0.80 50 0.15 581
10 0.80 50 0.35 2412
11 0.80 50 0.55 617
12 0.80 50 0.75 632
13 0.80 50 0.95 651
14 0.84 20 0.26 1807
15 0.84 20 0.46 365
16 0.84 20 0.66 648
17 0.84 20 0.86 612
18 0.84 20 1.06 633
19 0.81 38 0.18 718

All - - - 17,151
Shaded - - - 2163

Unshaded - - - 14,988

5. Results and Discussion

The different transposition models, including the developed model for rows that
are not the first, were applied to the observations of DNI and DIF from the Évora–PECS
station. Subsequently, the model outputs were compared with GTI observations from the
experimental setup using multiple evaluation metrics developed in the software MATLAB
R2018b. These metrics comprised the coefficient of determination (R2), mean bias error
(MBE), and root-mean-squared error (RMSE) along with a global performance index (GPI)
based on R2, MBE, and RMSE, where a higher value represents the better accuracy of the
model [22].

Given the significant influence of atmospheric conditions, particularly cloud cover, on
global irradiance, the mean and standard deviation of the clearness index were computed
for each period based on 1 min observations. The clearness index, typically ranging from
0 to 1, represents the ratio of global horizontal irradiance measured at ground level to its
counterpart estimated at the top of the atmosphere [34] (Equation (15)). It serves as an
indicator of the total transmittance of the atmosphere, reflecting higher values under clear-
sky conditions and lower values under overcast conditions. The subsequent subsections
provide detailed tables presenting these clearness index values for each period.

Some clearness index values exceeded unity, with a maximum value of 1.079, attributed
to cloud enhancement events. These phenomena occur when partly cloudy skies lead to a
temporary increase in local GHI above the extraterrestrial irradiance, facilitated by multiple
scatterings and reflections by clouds [35]. These values were kept in the analysis, as they
capture the transient nature of atmospheric conditions during the observation periods.

5.1. Results for the First Row

The transposition models presented in Section 2.1 were computed for the periods
shown in Table 1, with the resulting mean and standard deviation of the clearness index
and GTI, alongside various evaluation metrics, summarized in Table 3. Across all models,
GTI values were generally underestimated, with the exception of the Bugler and Modified
Bugler models, where GTI was overestimated. This discrepancy could stem from the
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treatment of the direct normal component within the factor Rb used for modeling the diffuse
component. Nevertheless, the Modified Bugler model showed better results compared
with the other models. The Modified Bugler model tends to perform best except for vertical
surfaces (period 5), where the Klucher model seems to show better results. Given that the
global performance index (GPI) for the overall data presented the Modified Bugler model
as the best performing model, it was chosen as the primary model for first-row applications
in the proposed model. Despite its tendency to overestimate GTI, with an overall MBE of
23.8 W/m2 and RMSE of 30.5 W/m2, it delivered optimal results for period 3, characterized
by a tilt angle of 50◦ and small variation in sky conditions (standard deviation of clearness
index of 0.087).

Table 3. Mean and standard deviation of the clearness index and GTI and metrics of GTI from the
transposition models analyzed for each and all measuring periods of the first-row tests. The best
performing model is represented in bold for each indicator and period and the clearness index data
are repeated for each metric for better readability.
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R2

1 0.697 0.100 700.0 322.0 0.9995 0.9992 0.9995 0.9995 0.9995 0.9995 0.9994 0.9995 0.9987 0.9994
2 0.720 0.081 702.1 330.0 0.9991 0.9988 0.9991 0.9992 0.9991 0.9991 0.9990 0.9991 0.9985 0.9991
3 0.674 0.087 585.5 297.9 0.9955 0.9941 0.9965 0.9967 0.9959 0.9959 0.9946 0.9957 0.8341 0.9975
4 0.686 0.141 474.8 288.4 0.9946 0.9936 0.9945 0.9938 0.9944 0.9944 0.9942 0.9944 0.9317 0.9934
5 0.676 0.102 327.7 202.8 0.9982 0.9963 0.9978 0.9953 0.9979 0.9978 0.9991 0.9987 0.9837 0.9993

All 0.690 0.105 558.1 323.6 0.9959 0.9969 0.9974 0.9975 0.9970 0.9970 0.9938 0.9947 0.9216 0.9978

MBE
(W/m2)

1 0.697 0.100 700.0 322.0 −44.4 −28.8 −36.6 −36.4 −38.6 −38.4 58.1 29.8 −43.7 −31.5
2 0.720 0.081 702.1 330.0 −53.7 −40.7 −44.6 −43.9 −46.9 −46.7 51.2 23.6 −34.6 −36.5
3 0.674 0.087 585.5 297.9 −66.5 −32.4 −48.6 −42.4 −53.9 −53.5 23.0 5.3 −157.4 −24.1
4 0.686 0.141 474.8 288.4 −51.4 −28.4 −45.1 −38.4 −46.5 −46.5 37.2 19.7 −75.0 −24.0
5 0.676 0.102 327.7 202.8 −23.2 −2.0 −27.3 −18.3 −25.8 −26.2 57.9 44.6 −19.6 −10.3

All 0.690 0.105 558.1 323.6 −48.7 −27.1 −40.9 −36.4 −42.9 −42.8 44.8 23.8 −68.7 −25.6

RMSE
(W/m2)

1 0.697 0.100 700.0 322.0 49.7 36.1 41.3 41.2 43.5 43.3 59.1 30.4 45.8 37.5
2 0.720 0.081 702.1 330.0 56.1 43.5 46.3 45.6 48.8 48.5 53.9 25.8 36.1 38.9
3 0.674 0.087 585.5 297.9 71.9 38.0 51.7 45.1 57.6 57.2 27.4 15.2 181.8 26.9
4 0.686 0.141 474.8 288.4 56.5 34.8 48.7 42.7 50.4 50.3 42.9 26.7 94.8 30.8
5 0.676 0.102 327.7 202.8 24.9 11.8 28.3 21.7 27.0 27.3 62.6 48.2 41.9 11.3

All 0.690 0.105 558.1 323.6 54.9 35.0 44.5 40.7 47.1 47.0 50.2 30.5 100.2 30.9

GPI All 0.690 0.105 558.1 323.6 1.068 1.848 1.412 1.569 1.324 1.329 1.195 1.959 −1.000 1.953

5.2. Results for Other Rows

For the evaluation of the developed transposition model for rows other than the first,
some adjustments were implemented to accommodate the experimental setup (refer to
Figure 5). Given the absence of panels in the second row, this row was not considered in
the modeling. Instead, GTI was computed for each segment of the back of the front panel
and ground, followed by the calculation of GTI at a designated point which represents
the sensor. In this case, the angles εu, λu, ξu, σu, and δv used for shadow computation and
circumsolar irradiance obscuration were not applicable. Another modification involved
the length of ground considered in the model. Since the setup comprised only one panel,
reflections from the ground beyond the modeled rows could significantly impact the
measured GTI and were thus incorporated into the model validation process (depicted in
Figure 5).

GTI estimation was performed using both the developed model and the Modified
Bugler model for reference and comparison, which is a common practice in the absence
of a specific model for other rows. It is important to note that the configurations used in
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periods 4, 9, and 19 result in direct shading of the pyranometer for a certain time span
of the day. As example, periods 1 and 12, when there was no shading, and period 19,
when there was shading and obscuration of the pyranometer by the front row, are shown
in Figures 6–8 (the small data gaps during the day are a result of the filtering procedure
mentioned in Section 4). Despite the fact that slightly lesser improvements are observed for
period 12 (Figure 6), which is attributed to partially cloudy conditions, the effectiveness of
the developed model over the Modified Bugler is evident across the evaluated periods.

Figure 6. Global tilted irradiance observed and modeled by the Modified Bugler model (first-row
model for reference and comparison) and the developed model for period 1 (1 min timestep).

Figure 7. Global tilted irradiance observed and modeled by the Modified Bugler model (first-row
model for reference and comparison) and the developed model for period 12 (1 min timestep).

106



Energies 2024, 17, 3444

Figure 8. Global tilted irradiance observed and modeled by the Modified Bugler model (first-row
model for reference and comparison) and the developed model for period 19 (1 min timestep).

The results for each period, all periods, and for the data when the pyranometer is
shaded or unshaded are presented in Table 4. When compared with the original Modified
Bugler model, which overestimates the GTI, the proposed model improves the MBE for
most periods, albeit with a slight underestimation. Typically, the Modified Bugler performs
better in periods characterized by higher pyranometer positioning and greater frame-
to-frame distances, resembling first-row irradiance conditions. During periods of direct
irradiance shading (periods 4, 9, and 19), the Modified Bugler model, which does not
consider shading, shows significantly higher errors. Another aspect to highlight is the
impact of clouds in the performance of the model. In periods 9 and 14, for example, when
the mean clearness index is lower and its standard deviation is higher (indicating cloudier
skies) the metrics show lower performance of both models.

Table 4. Mean and standard deviation of the clearness index and metrics of GTI from the Modified
Bugler model and proposed model for other rows.

Period
kt GTI Modified Bugler Model Developed Model for Other Rows

Mean Std
Mean

(W/m2)
Std

(W/m2) R2 MBE
(W/m2)

RMSE
(W/m2) R2 MBE

(W/m2)
RMSE
(W/m2)

1 0.687 0.077 566.1 342.1 0.9905 100.0 106.1 0.9921 −31.1 39.5
2 0.675 0.108 646.2 324.4 0.9988 75.6 76.6 0.9987 −38.5 44.8
3 0.584 0.204 456.2 338.0 0.9413 57.9 96.2 0.9410 −24.7 82.0
4 0.641 0.191 176.2 126.3 0.0873 521.5 651.9 0.9844 −15.7 22.7
5 0.704 0.095 627.8 335.9 0.9984 76.4 78.5 0.9990 −38.6 42.3
6 0.690 0.103 599.6 356.2 0.9995 68.4 70.8 0.9991 −39.4 42.3
7 0.672 0.098 582.9 345.2 0.9996 69.3 71.0 0.9996 −39.4 43.8
8 0.684 0.104 634.2 335.2 0.9990 36.6 37.6 0.9988 −69.5 77.3
9 0.540 0.206 248.4 187.0 0.1385 290.2 376.0 0.3225 −81.1 161.5

10 0.590 0.190 420.5 307.1 0.9769 103.4 112.0 0.9944 −42.3 50.6
11 0.674 0.145 548.9 307.6 0.9986 61.2 62.1 0.9962 −51.6 57.8
12 0.622 0.157 432.0 270.4 0.9949 52.4 55.2 0.9946 −54.0 62.1
13 0.561 0.134 436.4 272.7 0.9962 37.9 40.6 0.9961 −44.7 58.7
14 0.351 0.192 124.5 79.55 0.4669 250.6 304.9 0.4610 87.0 141.2
15 0.636 0.154 440.7 300.0 0.9980 28.3 30.3 0.9987 −62.7 69.6
16 0.524 0.275 481.7 370.5 0.9792 35.1 61.7 0.9793 −50.3 78.2
17 0.695 0.172 679.9 360.3 0.9907 41.5 50.6 0.9909 −65.9 78.0
18 0.677 0.147 643.9 334.1 0.9966 37.4 42.4 0.9964 −63.4 69.0
19 0.644 0.177 248.6 232.2 0.0372 373.2 570.2 0.9063 −12.4 75.5

All 0.638 0.188 323.8 304.6 0.4698 381.2 301.2 0.9543 −12.9 76.8
Shaded 0.682 0.197 203.7 169.2 0.0028 717.3 775.0 0.2585 −28.9 84.2

Unshaded 0.632 0.186 421.6 336.7 0.9047 88.9 131.0 0.9552 −26.5 75.7
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Due to the variation in sky conditions along the different periods, the comparison be-
tween the different positioning of the setup proved challenging and thus, more importance
is given to the overall results instead of each period. In this regard, the developed model
for rows affected by the presence of rows in front showed an MBE of −12.9 W/m2 and a
root-mean-squared error of 76.8 W/m2. As expected, this model outperforms the first-row
model when the pyranometer is shaded. Even under unshaded conditions, the developed
model is better than the model for the first row, showing the impact of the obscuring of
the sky dome due to the other rows, considering the sky radiance anisotropy, namely the
circumsolar region, and of the reflections from the front row and ground on the GTI.

To quantify the impact of the proposed model on reducing the error for each irradiance
component on a tilted surface compared with the Modified Bugler model, a weight (wi) for
each component i of GTI was computed through Equation (52):

wi =
1
n∑

iD − iMB
GTID − GTIMB

(52)

Here, D stands for developed model and MB for the Modified Bugler model. The
results are presented in Table 5 for the direct, Ib, diffuse circumsolar, Dcs, diffuse isotropic,
Diso, and reflected, Ire f l , components and for both unshaded and shaded conditions. For
the proposed model, the reflected component includes reflections in the ground and in the
back side of the front panel. The mean bias error of each model is also included in the table
for reference.

Table 5. MBE and weight of each component of GTI on the reduction in bias error when comparing
the developed model with the Modified Bugler model.

Period
MBE Modified
Bugler (W/m2)

MBE Developed
Model (W/m2)

wIb (%) wDcs (%) wDiso (%) wIrefl (%)

Unshaded 88.9 −26.5 0.0 0.5 56.6 42.9
Shaded 717.3 −28.9 66.5 2.6 28.7 2.2

All 381.2 −12.9 8.4 0.8 53.1 37.7

Overall, the masking of the isotropic diffuse irradiance has the highest weight in
the difference between the Modified Bugler and the developed model followed by the
modeling of reflected irradiance. As expected, when the direct irradiance is shaded, this
becomes the most impactful component, while for unshaded conditions, it has no impact.

6. Operational Algorithm for Forecasting of Solar Irradiance on Tilted Surfaces

This section presents the application of the developed model to predict irradiance on
tilted surfaces using operational direct normal and diffuse irradiance forecasts as inputs.

6.1. Forecast Input Data

The transposition models presented in this work, in particular the developed model
for rows that are not the first, require several geometrical details on the solar panels of the
power plant as input. However, only two meteorological variables, specifically DNI and
DIF, are necessary for the determination of the GTI. The European Centre for Medium-
range Weather Forecasts (ECMWF) developed the Integrated Forecasting System (IFS),
which issues global hourly forecasts every day at 00 UTC up to 10 days ahead. These
forecasts include the GHI and DNI variables, while DIF can be computed through the
closure function GHI = BHI + DIF (where BHI is given by Equation (2)).

In the work by Pereira et al. [22], a method based on artificial neural networks (ANNs)
was developed to generate improved spatial and temporal downscaled DNI forecasts using
operational forecast outputs from the ECMWF/IFS and the Copernicus Atmospheric Mon-
itoring Service (CAMS). This work employs the same models and procedure, while also
including the analysis and usage of GHI as compared with previous work. Figures 9–11 pro-
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vide a direct comparison between ECMWF/IFS forecasts and observations made through
calibrated sensors at Évora–Verney station in Portugal (38.5678, −7.9114). These figures
show data for DNI, GHI, and DIF for each forecast day of the forecast horizon (day 0: 1 h
to 24 h; day 1: 25 h to 48 h; day 2: 49 h to 72 h) over the period from 1 December 2016 to 31
May 2021, with a timestep of 10 min.

Figure 9. Comparison between downscaled 10 min forecasts of the ECMWF/IFS and observations
made at Évora–Verney of DNI, DIF, and GHI for forecast day 0 (the colormap represents the number
of data points in each bin; bin size: 20 × 20 W/m2).

Figure 10. Comparison between 10 min downscaled forecasts of the ECMWF/IFS and observations
made at Évora–Verney of DNI, DIF, and GHI for forecast day 1 (the colormap represents the number
of data points in each bin; bin size: 20 × 20 W/m2).
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Figure 11. Comparison between 10 min downscaled forecasts of the ECMWF/IFS and observations
made at Évora–Verney of DNI, DIF, and GHI for forecast day 2 (the colormap represents the number
of data points in each bin; bin size: 20 × 20 W/m2).

As expected, shorter forecast horizons correspond to smaller errors in the forecasts.
Improved DNI forecasts were obtained using artificial neural network models, accounting
for the nonlinear relationships between the DNI and various meteorological forecasted
variables, such as GHI, cloud cover, and aerosol optical depth, as well as the variation in
DNI over a given period before the forecasted instant. A brief explanation of this model and
procedure can be found in Appendix A. The application of this procedure results in the metrics
shown in Figure 12, where the diffuse component was computed using the GHI forecasted by
the ECMWF/IFS and the improved DNI forecasts generated by the ANN models.

The application of the ANN model shows improvements in the forecasting of both DNI
and DIF over a dataset that encompasses different sky conditions. The same procedure was
applied by retrieving weather forecasts for the measurement periods used in this work to
evaluate the different transposition models (Section 4). The resulting 10 min improved DNI
and computed DIF forecasts were then evaluated against the 10 min mean observations
obtained from the experimental data presented in Section 4.

Table 6 shows the results for first-row and inner-row tests. Detailed results for each
testing period can be found in Appendix B. Similar to the larger dataset, the longer the
forecast horizon, the higher the errors. However, the errors obtained tend to be greater
than the ones aforementioned. This discrepancy is due to the smaller dataset used for this
analysis, where even minor differences between forecasts and observations can lead to
significant errors. Forecasts of DNI and DIF tend to have larger errors compared to global
variables such as GHI or GTI, since accurate forecasting of clouds, specifically their location,
is critical for this temporal resolution. The GTI results from the transposition models, based
on the output of these forecast models, are presented in the following.
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Figure 12. Comparison between improved 10 min forecasts and observations made at Évora–Verney
of DNI and DIF for forecast days 0, 1, and 2 (the colormap represents the number of data points in
each bin; bin size: 20 × 20 W/m2).

Table 6. DNI and DIF forecast results for all data of first-row tests and for all shaded and unshaded
data of the developed model testing (MBE, MAE, and RMSE in W/m2).

Data and
Variable

Day 0 Day 1 Day 2
R2 MBE MAE RMSE R2 MBE MAE RMSE R2 MBE MAE RMSE

First-row tests

All DNI 0.4859 −38.5 87.2 132.1 0.2568 −41.5 107.4 169.2 0.2373 −99.8 151.2 225.7
DIF 0.5258 −1.6 44.2 62.1 0.5540 4.0 41.3 60.3 0.5382 7.7 48.6 62.4

Inner-row
tests

All DNI 0.5386 34.0 146.3 208.7 0.5458 39.4 145.1 208.6 0.4930 31.8 156.0 224.6
DIF 0.4252 66.4 66.5 94.6 0.4720 64.0 64.0 91.5 0.4316 68.3 68.3 95.2

Shaded DNI 0.6166 126.4 185.6 267.4 0.6488 134.8 183.6 263.8 0.5840 121.6 196.2 272.8
DIF 0.4670 −49.7 92.8 126.8 0.5025 −53.1 97.1 126.9 0.4255 −44.4 101.0 131.0

Unshaded DNI 0.5351 16.9 139.0 196.0 0.5389 21.8 138.0 196.7 0.4876 15.2 148.5 214.6
DIF 0.3884 −8.9 61.6 87.4 0.4437 −17.6 57.8 83.3 0.4038 −15.6 62.3 87.1

6.2. Operational Analysis of Transposition Models

To understand how the selected transposition models perform in an operational
forecast context, the transposition models were applied using the resulting forecasts of DNI
and DIF for the testing location with a 10 min timestep. The results were then compared
with the observations.

Table 7 presents the results for the first row using the Modified Bugler model and for
inner rows using the developed model for each day of the forecast horizon.
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Table 7. GTI results of the developed model for rows that are not the front row for each day of
forecast horizon using DNI and DIF forecasts (MAE and RMSE in W/m2; MAPE and RMSPE in %).

Data
Day 0 Day 1 Day 2

R2 MBE MAE RMSE R2 MBE MAE RMSE R2 MBE MAE RMSE

First-row tests
All 0.9646 6.7 34.5 48.7 0.9607 15.5 39.4 55.0 0.8001 71.5 67.3 128.5

Inner-row tests
All 0.7197 −31.5 100.6 164.0 0.7162 −32.1 101.1 165.6 0.6727 −37.2 106.8 179.4

Shaded 0.0074 −115.3 152.4 285.1 0.0242 −116.7 152.4 281.8 0.0078 −113.9 151.3 284.5
Unshaded 0.8031 −16.0 91.0 129.8 0.7907 −16.5 91.6 133.6 0.7318 −23.0 98.6 152.2

Regarding first-row results, when compared with the results using DNI and DIF
measurements instead of forecasts (Table 3), it is evident that for the analyzed periods, the
use of forecasts shows better results for days 0 and 1 regarding MBE. However, there is a
deterioration for day 2 and across all forecast horizons regarding the MAE and RMSE.

As for the inner-row test results, when compared with GTI based on DNI and DIF
measurements instead of forecasts (Table 4), there is a general deterioration in the results,
except for the MBE in unshaded conditions for forecast days 0 and 1. Detailed results for
each testing period can be found in Appendix B. The use of the developed transposition
model resulted in overall MBE and RMSE values of 33.6 W/m2 and 169.7 W/m2, respec-
tively, for the entire forecast horizon. These values show that the model is eneficial for
linking irradiance forecast models with energy generation modeling in solar power plants,
aiding in the production of power output forecasts. These forecasts are essential for better
decision-making by operators of such energy systems due to the variability of resource and
energy demand.

To understand how the mean bias error of DNI and DIF forecasts affects the bias of the
computed GTI values, Figure 13 was created. This figure shows the difference between the
MBE of GTI from the developed model using forecasts and experimental data as input as a
function of the MBE of DNI and DIF predictions for the forecast at day 0. Positive values
of this difference are represented with blue circles, while negative values are represented
with white circles. For better readability, only periods with an MBE difference of less than
100 W/m2 are represented, which resulted in excluding only period 1.

Since the MBE of the proposed model is typically negative for the tests carried out
(Tables A5 and 7), and considering the relationship between the MBE values for the fore-
casted DNI and DIF components (when one tends to higher positive values, the other tends
to more negative values (Tables A3 and 6) as a consequence of the closure equation and
knowing that the MBE of the GHI forecasts is lower), the bias of the GTI using prediction
values may decrease as shown in Figure 13 due to a favorable combination of forecast
and model errors. This is the reason why the MBE for unshaded conditions using forecast
values (Table 7) is lower than the bias error for the same conditions using experimental
values (Table 4). However, this trend is not observed for the shaded conditions, where the
mean bias error is still lower when using ground-based measurements. A more detailed
analysis of these aspects is needed in the future, which extends beyond the scope of the
present work. Also, due to spatial resolution limitations, the forecasted variables from
ECMWF (current operational horizontal resolution: ~9 km) are identical for the first and
second rows in this experiment. In future work, this algorithm should be validated for
a larger power plant that encompasses multiple grid points of a high-resolution forecast
model at a hectometric scale.
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Figure 13. Difference between mean bias errors of GTI from the developed model results using
forecasted or experimental data as input for day 0 (negative differences in white and positive
differences in blue).

7. Conclusions

This work presented a comprehensive analysis of nine analytical transposition models
based on physics alongside the Perez transposition model to compute the global tilted
irradiance on photovoltaic module surfaces. Additionally, it presented a model for the com-
putation of this variable in rows of modules other than the first, which usually comprises
most rows of solar power plants. The developed model can be applied to any first-row
transposition model, provided it considers direct, circumsolar, and isotropic diffuse irradi-
ance. This model computes the GTI for different longitudinal segments of the surfaces of
the row of modules, the back of the row in front, and the ground between the rows. It takes
into consideration the different view factors and the obscuring of direct and circumsolar
irradiance for each of the segments for any apparent solar position and includes the shading
effect of the succeeding rows on the ground segments.

The evaluation of these models utilized data collected in Évora, Portugal, for different
tilt angles for first-row tests and also for different inter-row distances, including shading
conditions, to assess the performance of the developed model. The clearness index helps
address potential confounding variables by providing a baseline for sunshine conditions.
However, we acknowledge that factors such as wind, relative humidity, precipitation, and
aerosols also affect the experiment to some extent. In future research, these factors should
be considered. Also, our dataset is limited to our experimental setup. While expanding to
diverse locales would enhance generalizability, the focus of this study was on addressing
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challenges specific to inner rows of solar panels, rather than aiming for global applicability.
Thus, while our findings offer valuable insights, they may not directly apply to all regions.

Results showed that the best analytical transposition model for the first row is the
Modified Bugler model, showing an overall MBE of 23.8 W/m2 and RMSE of 30.5 W/m2.
Conversely, for other rows, the developed model showed an MBE of −12.9 W/m2 and
RMSE of 76.8 W/m2, resulting in an improvement of 368.3 W/m2 and 224.4 W/m2, respec-
tively, compared to using the selected reference transposition model for first rows. This
shows the importance of considering the direct shading and obscuring of the sky dome
when computing GTI for surfaces in rows that are not the first.

Furthermore, the operational performance of transposition models was evaluated for
GTI forecasting, using improved irradiance forecast values instead of measurements of
DNI and DIF. These forecast values were obtained from artificial neural network models
using numerical weather prediction and aerosol forecast data. Results of the first-row
tests showed a MBE and RMSE for all data of 6.7 W/m2 and 48.7 W/m2 for forecast day
0, 15.5 W/m2 and 55.0 W/m2 for forecast day 1, and 71.5 W/m2 and 128.5 W/m2 for
forecast day 2. This shows an increased error compared to results using observations which
are a mean MBE and RMSE increase across the three days of forecast of 7.4 W/m2 and
46.9 W/m2. It also shows how the forecast performance tends to deteriorate with time. The
same is visible for the tests performed for other rows, which show an overall MBE and
RMSE of −31.5 W/m2 and 164.0 W/m2 for forecast day 0, −32.1 W/m2 and 165.6 W/m2

for forecast day 1, and −37.2 W/m2 and 179.4 W/m2 for forecast day 2.
This work demonstrated that transposition models that neglect shading and irradiance

obscuration are not suitable for the accurate estimation of GTI in surfaces that are not in
the front row of a solar power plant. The use of a dedicated model for these conditions,
such as the one presented in this work, is of great importance, given that GTI is the main
factor influencing the energy generation of solar photovoltaic systems.
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Glossary

Nomenclature

A Anisotropy index
BHI Beam horizontal irradiance (W/m2)
C Fraction of circumsolar area obscured by the adjacent row
c Length along the panel (m)
cs Position of the pyranometer along the length of the panel (m)
D Distance between rows in the horizontal plane (m)
→
D Vector of diffuse horizontal irradiance vector (W/m2)
Dcs Circumsolar diffuse component of GTI (W/m2)
DIF Diffuse horizontal irradiance (W/m2)
Diso Isotropic diffuse component of GTI (W/m2)
DNI Direct normal irradiance (W/m2)
EHI Extraterrestrial horizontal irradiance (W/m2)
ENI Extraterrestrial normal irradiance (W/m2)
F View factor matrix
Fg Ground view factor
Fs Sky view factor
f Clearness index as defined in the Klucher model
GTI Global tilted irradiance (W/m2)
GRI Global reflected irradiance (W/m2)
h0 Vertical distance between the ground and the panel base (m)
I Identity matrix
Ib Direct component of GTI (W/m2)
→
I r Vector of direct horizontal irradiance vector (W/m2)
Ire f l Reflection component of GTI (W/m2)
kT Clearness index
L Length of the panel (m)
MAE Mean absolute error (W/m2)
MBE Mean bias error (W/m2)
MAPE Mean absolute percentage error (%)
R Reflectivity matrix
Rb Beam irradiance tilt factor
Rd Diffuse irradiance tilt factor
RMSE Root-mean-squared error (W/m2)
RMSPE Root-mean-squared percentage error (%)
R2 Coefficient of determination
Rr Reflected irradiance tilt factor
r Apparent angular radius of circumsolar irradiance (◦)
S Shading of direct component coefficient
Scs Shading of circumsolar component coefficient
u Length along the ground (m)
v Length along the back of the front panel (m)
W Row width (m)
wi Weight of irradiance component i to the bias reduction (%)
Xi Isotropic component of first-row model
Xcs Circumsolar component of first-row model
Acronyms

ANN Artificial neural networks
CAMS Copernicus Atmospheric Monitoring Service
ECMWF European Centre for Medium-range Weather Forecasts
IFS Integrated forecasting system
NWP Numerical weather prediction
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Greek symbols

Φ Solar zenith angle (◦)
α Solar elevation angle (◦)
α’ Projection of α in the vertical plane of the local meridian (◦)
β Surface tilt angle (◦)
γp Surface azimuth (◦)
γs Solar azimuth (◦)
δ Angle between the horizontal and the top of the front panel (◦)
ε Angle between the horizontal and the top of the panel being considered (◦)
ζ Angle between the horizontal and the bottom of the front panel (◦)
θ Angle of incidence (◦)
λ Angle between the horizontal and the bottom of the panel

being considered (◦)
ξ Angle between the horizontal and the top of the panel

in front of the front panel (◦)
ρ Ground albedo
σ Angle between the horizontal and the top of the panel behind the panel

being considered (◦)

Appendix A

The flowchart of the model used to generate forecast data of direct normal irradiance
(DNI) [22] used in this work is shown in Figure A1.

 

Figure A1. Flowchart of the model used to generate DNI forecasts [22].

The model takes as input data the variables shown in Table A1 from the operational
Integrated Forecasting System (IFS) of the European Centre for Medium-range Weather
Forecasts (ECMWF) and the Copernicus Atmospheric Monitoring Service (CAMS). These
are run every day at 00 UTC, providing hourly forecast values up to 90 h ahead at discrete
points of a global grid with a horizontal spatial resolution of 0.125◦ × 0.125◦.

A temporal and spatial downscaling is performed on these variables, which results
in forecasts for a specific location and higher temporal resolution. This downscaling
is obtained through a bi-linear interpolation of the values in the four surrounding grid
points of the desired location for the spatial downscaling and a piecewise cubic hermite
interpolation of the hourly values into smaller timesteps (in this work, it was 10 min values)
for the temporal downscaling.
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Table A1. Input variables obtained from numerical weather prediction models.

Variables Obtained from IFS/ECMWF Variables Obtained from CAMS

Direct normal irradiance Total aerosol optical depth at 670 nm
Global horizontal irradiance Total aerosol optical depth at 865 nm

Low cloud cover Total aerosol optical depth at 1240 nm
Medium cloud cover Sea salt aerosol optical depth at 550 nm

High cloud cover
Total cloud cover

Wind speed
Air temperature

Solar zenith angle

The downscaled variables are then fed to an artificial neural network (ANN model A),
which is a feed-forward network with one hidden layer comprising seven neurons and uses
(i) a backpropagation learning function, namely Bayesian regularization backpropagation;
(ii) a linear layer output with an initialization function that initializes the weights and biases
of the layers according to the Nguyen–Widrow initialization algorithm; (iii) the hyperbolic
tangent sigmoid transfer function; and (iv) the mean-squared error as a performance
function. The input and output data are processed by removing rows with constant
values and scaling the mean of each row to 0 and deviations to 1. This ANN takes into
consideration the nonlinear relationships between the different atmospheric and aerosol
variables and DNI resulting in improved DNI forecasts for the specified location and
temporal resolution.

A second artificial neural network (ANN model B) is similar to ANN model A, but
uses the Levenberg–Marquardt backpropagation algorithm and has eight neurons in the
hidden layer, taking as input a time series of 12 timesteps of the improved DNI forecasts
prior to the forecast moment (from the output of the ANN model A) along with the season
and time of day. This model takes into consideration the temporal variation in DNI and
further improves the DNI forecasts from ANN model A.

Appendix B

Table A2. Metrics of DNI and DIF forecasts for the measuring periods used for first-row tests (MBE,
MAE, and RMSE in W/m2).

Period and
Variable

Day 0 Day 1 Day 2

R2 MBE MAE RMSE R2 MBE MAE RMSE R2 MBE MAE RMSE

1
DNI 0.5114 −33.1 57.0 87.6 0.6120 −14.9 38.3 67.9 0.4664 −15.3 72.2 99.5
DIF 0.1228 18.5 26.5 39.1 0.2874 6.0 11.0 13.7 0.0912 −2.8 32.0 37.9

2
DNI 0.9082 −68.7 68.9 72.7 0.7794 −30.4 39.5 58.6 0.6228 −36.1 61.6 85.1
DIF 0.8119 40.8 41.1 46.5 0.0063 6.8 15.9 21.1 0.0019 7.0 31.7 36.5

3
DNI 0.3542 −50.9 92.0 115.0 0.0803 −17.7 175.5 204.5 0.0014 −13.2 131.0 164.0
DIF 0.6937 −8.7 59.7 70.4 0.5290 0.6 78.9 86.8 0.6843 −9.4 70.4 77.7

4
DNI 0.2470 47.4 74.0 127.7 0.2273 −33.2 79.1 128.7 0.1022 −322.1 322.1 391.3
DIF 0.2873 −57.5 58.4 94.0 0.4425 −24.5 40.2 69.2 0.4884 11.7 43.2 69.3

5
DNI 0.4456 −86.6 149.2 220.4 0.1410 −121.6 206.9 283.7 0.2980 −132.1 180.7 256.1
DIF 0.5380 −3.2 32.5 39.9 0.0513 33.5 57.9 70.8 0.0195 36.9 65.1 76.6
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Table A3. DNI and DIF forecast results for the measuring periods used for testing of the developed
model (MBE, MAE, and RMSE in W/m2).

Period and
Variable

Day 0 Day 1 Day 2

R2 MBE MAE RMSE R2 MBE MAE RMSE R2 MBE MAE RMSE

1
DNI 0.1957 26.3 101.8 141.4 0.1127 14.1 92.3 146.1 0.0151 −28.4 128.6 162.6
DIF 0.1687 −59.2 64.2 76.0 0.4663 −36.4 36.9 52.9 0.0006 4.7 59.5 67.6

2
DNI 0.9552 55.4 55.6 66.8 0.4768 28.5 59.8 80.9 0.9153 9.4 21.7 33.9
DIF 0.5153 −48.5 48.5 52.3 0.0240 −20.4 31.3 40.1 0.2740 −23.8 30.7 39.8

3
DNI 0.6753 24.0 121.2 190.3 0.6811 −16.6 134.1 187.7 0.6930 2.9 134.2 184.3
DIF 0.6857 −19.4 48.7 72.4 0.6798 −15.5 51.3 71.1 0.5439 −15.4 60.7 85.3

4
DNI 0.0879 46.2 178.6 273.2 0.1934 59.5 162.1 253.6 0.2277 51.8 162.0 251.3
DIF 0.2560 −55.3 63.1 97.3 0.5052 −60.9 65.2 90.1 0.4056 −55.6 64.6 91.0

5
DNI 0.1872 −58.2 106.8 140.4 0.0197 −45.0 133.4 184.8 0.0065 0.4 83.2 149.6
DIF 0.1999 21.2 40.3 46.0 0.0189 −11.8 38.5 58.5 0.0143 −4.1 35.6 56.4

6
DNI 0.3289 −147.5 169.6 210.3 0.3673 46.18 47.2 89.7 0.3013 38.0 46.6 89.3
DIF 0.0152 88.0 96.9 129.0 0.0550 −33.5 33.5 46.3 0.0019 −25.4 28.5 44.2

7
DNI 0.8260 −24.4 36.7 44.5 0.8981 11.9 31.0 37.3 0.8394 37.6 49.0 65.9
DIF 0.6205 14.6 22.6 28.4 0.4374 −3.9 23.9 26.6 0.0125 −25.9 38.1 49.2

8
DNI 0.8672 25.8 53.5 60.2 0.8169 30.5 74.9 85.3 0.8656 57.5 61.8 69.2
DIF 0.5586 −3.2 11.8 15.8 0.3760 −13.7 26.8 30.6 0.0822 −26.5 26.5 30.9

9
DNI 0.1415 160.6 213.8 270.0 0.1635 99.9 184.8 223.0 0.0117 190.2 290.4 341.6
DIF 0.3964 −102.6 115.7 143.9 0.0298 −96.5 126.6 157.6 0.0196 −102.5 131.1 161.4

10
DNI 0.3396 93.7 196.6 266.0 0.2661 33.3 204.1 268.5 0.4108 −20.3 201.3 235.9
DIF 0.2564 −42.3 90.2 122.9 0.2894 −20.0 85.2 113.8 0.3719 −17.3 87.1 105.8

11
DNI 0.2717 −129.9 170.9 207.2 0.6058 −42.8 83.0 111.2 0.6257 22.0 69.2 103.2
DIF 0.0832 55.7 70.8 96.5 0.0929 22.9 37.4 45.3 0.3765 −7.9 23.0 30.9

12
DNI 0.0420 45.0 197.2 228.6 0.1069 95.6 258.8 310.0 0.3188 197.5 295.7 363.3
DIF 0.5633 −63.8 97.1 113.2 0.6490 −114.3 128.1 152.1 0.7377 −108.5 121.3 150.0

13
DNI 0.2652 200.3 217.9 265.3 0.2650 231.0 252.1 300.2 0.2762 262.2 299.9 341.5
DIF 0.1240 −77.5 104.1 127.2 0.1153 −99.3 119.9 141.8 0.1656 −119.1 135.3 154.5

14
DNI 0.3747 101.8 137.5 163.5 0.4259 156.6 162.3 210.6 0.2201 107.0 145.8 186.7
DIF 0.4555 26.2 89.6 111.4 0.4369 14.8 85.0 112.2 0.4314 55.2 95.9 122.8

15
DNI 0.1945 −102.7 125.5 161.5 0.2203 −148.3 173.5 190.0 0.2292 −116.1 139.4 170.9
DIF 0.3872 66.8 68.7 93.0 0.4400 81.7 81.7 97.4 0.4533 73.0 76.7 102.6

16
DNI 0.0805 20.7 230.0 265.3 0.1606 −34.3 209.9 246.7 0.0197 −197.8 326.9 405.4
DIF 0.5675 18.9 53.0 65.6 0.4792 31.2 64.2 77.2 0.7111 −15.6 46.0 52.8

17
DNI 0.3496 −15.5 92.7 146.0 0.4274 −37.6 119.2 158.3 0.4238 −96.0 151.4 205.5
DIF 0.1479 14.3 29.4 38.5 0.2745 11.2 31.1 39.7 0.3782 31.2 41.1 50.6

18
DNI 0.0262 5.2 145.8 211.6 0.0983 19.4 139.8 198.7 0.0154 39.0 142.2 210.7
DIF 0.0994 9.8 76.4 102.3 0.1921 3.7 72.6 95.8 0.0518 −4.0 81.5 111.6

19
DNI 0.7739 −27.3 65.6 99.7 0.8940 0.1 42.2 67.5 0.7421 −33.4 89.0 121.4
DIF 0.4384 8.1 20.8 27.4 0.8150 −2.1 12.9 18.2 0.0654 34.8 45.4 60.6

118



Energies 2024, 17, 3444

Table A4. GTI metrics of first-row tests for each day of forecast horizon and for each period using the
Modified Bugler transposition model with DNI and DIF forecasts (MBE, MAE, and RMSE in W/m2).

Period
Day 0 Day 1 Day 2

R2 MBE MAE RMSE R2 MBE MAE RMSE R2 MBE MAE RMSE

1 0.9795 29.2 33.5 46.4 0.9798 29.5 35.6 46.4 0.9719 23.0 41.4 48.7
2 0.9980 8.9 13.8 16.6 0.9941 12.7 22.6 25.6 0.9933 11.0 23.8 27.7
3 0.9224 −29.4 45.4 63.9 0.9511 31.6 45.7 65.9 0.9345 16.3 36.4 56.3
4 0.9177 9.8 44.7 59.4 0.8715 19.8 51.8 74.6 0.0893 −203.9 210.1 277.7
5 0.9633 21.6 34.9 40.6 0.9329 21.8 41.7 48.4 0.9742 47.0 29.9 34.6

Table A5. GTI results of the developed model for rows that are not the front row for each day of
forecast horizon and for each period using DNI and DIF forecasts (MAE and RMSE in W/m2, MAPE
and RMSPE in %).

Period
Day 0 Day 1 Day 2

R2 MBE MAE RMSE R2 MBE MAE RMSE R2 MBE MAE RMSE

1 0.0043 −163.0 207.1 364.9 0.0059 −163.5 195.8 364.0 0.0048 −179.4 215.5 365.9
2 0.9913 −30.7 34.9 38.8 0.9835 −41.0 42.7 57.2 0.9768 −50.3 53.2 70.5
3 0.6449 −17.4 117.5 175.0 0.6302 −36.0 129.9 181.5 0.5980 −25.8 128.2 187.2
4 0.3640 −3.7 81.8 137.8 0.3764 −3.0 84.0 138.3 0.3630 1.1 85.3 142.8
5 0.4550 −87.7 108.9 214.5 0.4017 −99.6 131.8 234.1 0.4038 −72.3 105.8 217.9
6 0.9196 −105.8 113.3 141.0 0.9651 −29.2 45.2 57.8 0.9636 −30.8 46.8 59.7
7 0.9938 −43.3 43.8 48.8 0.9981 −31.1 31.6 35.0 0.9971 −26.5 27.0 30.9
8 0.9958 −48.0 50.0 52.5 0.9963 −50.2 51.5 53.8 0.9949 −49.7 51.7 54.6
9 0.1442 −82.6 112.5 166.3 0.1479 −93.7 114.7 166.2 0.0815 −84.5 127.3 179.2

10 0.1607 −62.4 142.8 242.5 0.1907 −78.1 143.9 239.9 0.2246 −105.8 147.0 242.8
11 0.8884 −92.8 97.4 125.5 0.9728 −62.1 67.4 78.0 0.9823 −37.5 44.1 51.3
12 0.5099 −43.6 108.8 150.6 0.4232 −36.7 136.7 181.2 0.5488 44.0 111.4 167.7
13 0.9111 19.9 57.1 71.5 0.9154 28.6 54.7 71.8 0.9025 41.8 64.9 87.6
14 0.1142 95.4 105.1 135.2 0.1097 107.8 113.6 155.5 0.0710 111.3 121.3 155.7
15 0.8651 −61.9 74.8 91.6 0.8613 −68.5 87.4 96.9 0.8723 −64.5 78.0 91.8
16 0.4764 5.2 166.3 204.4 0.4233 −30.8 172.6 212.8 0.0174 −227.0 295.8 380.3
17 0.9180 −43.9 70.8 85.8 0.9211 −59.2 76.7 91.8 0.9147 −79.1 90.5 107.8
18 0.8772 −41.7 81.4 99.7 0.8803 −39.9 78.1 97.9 0.8741 −41.9 83.2 100.8
19 0.6672 −55.3 65.9 114.3 0.6605 −51.8 62.1 114.6 0.6384 −39.4 51.7 109.7
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Abstract: This paper aims to propose a new sizing approach to reduce the footprint and optimize
the performance of an LCL filter implemented in photovoltaic systems using grid-connected single-
phase microinverters. In particular, the analysis is carried out on a single-phase full-bridge inverter,
assuming the following two conditions: (1) a unit power factor at the connection point between the
AC grid and the LCL filter; (2) a control circuit based on unipolar sinusoidal pulse width modulation
(SPWM). In particular, the ripple and harmonics of the LCL filter input current and the current
injected into the grid are analyzed. The results of the Simulink simulation and the experimental
tests carried out confirm that it is possible to considerably reduce filter volume by optimizing each
passive component compared with what is already available in the literature while guaranteeing
excellent filtering performance. Specifically, the inductance values were reduced by almost 40% and
the capacitor value by almost 100%. The main applications of this new design methodology are
for use in single-phase microinverters connected to the grid and for research purposes in power
electronics and optimization.

Keywords: passive filters; DC-AC power converters; photovoltaic systems; SPWM

1. Introduction

Solar energy is transformed into electrical energy using photovoltaic panels (PVs). This
electrical energy is then connected to the grid or isolated loads through power converters.
This collection of components is known as a photovoltaic system [1–6]. The basic block
diagram of a typical single-phase PV is shown in Figure 1. This system consists of a
photovoltaic panel, a DC–DC converter, a link capacitor between the DC–DC converter and
the inverter, an output filter, and the grid [4,7]. The blocks shown are those present in a
commercial PV system. This work is focused on the design of the output LCL filter.

Prior studies have offered mathematical formulations for computing the LCL filter
connected to the grid in single-phase systems [8–11]. Recently, optimization methods for
three-phase LCL filters based on complex algorithms have been proposed [12–19]. Few
optimization methods have been reported for single-phase systems [11,20–22], and the
proposed methods are based on the analyses performed in [8–10]. Methods based on cost
minimization have also been reported for three-phase systems [23,24].

This paper analyzes the LCL filter using phasor analysis for the fundamental harmonic
and an nth harmonic. The analysis considers the ripple percentage at the input and output
of the LCL filter. The value of the inductors and capacitors are based on two parameters
called Alpha (α), where alpha is the ratio between the reactance of the inductor L1 and
the reactance of the filter capacitor LCL (Cf) and Beta (β), where Beta is the ratio between
the values of L1 and L2. These parameters are the ones that are optimized, resulting in
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the minimum and optimum values of the capacitor and inductors. These analysis and
optimization methods are not found in the literature at present; therefore, they constitute
the main contribution of this paper. The main applications of this research are photovoltaic
systems connected to the grid that can be used in microgrids [25]. The main limitations of
this work are that the method can only be used in single-phase systems connected to the
grid and that it cannot be used for three-phase systems and isolated systems.

Figure 1. Photovoltaic system with LCL filter.

The theoretical calculations were validated with simulations in SIMULINK and exper-
imentally. The paper is organized as follows: Section 2 presents the proposed mathematical
analysis of the LCL filter. Section 3 presents the proposed optimization method. The
simulation results are presented in Section 4. Section 5 presents the experimental valida-
tion. Section 6 presents a discussion of the traditional methods for calculating the LCL
filter [8,11,26–29] and the methodology proposed in this paper. Finally, the conclusions are
shown in Section 7.

2. LCL Filter Mathematical Analysis

The analyzed system uses an LCL filter, connected to a single-phase full bridge inverter
and the grid as shown in Figure 2. The SPWM modulation activates and deactivates the
gates that make up the full bridge inverter. The generated signal passes through the LCL
filter, which is used to reduce the harmonics of the current to be injected into the grid.

M1 M2

M3 M4

L2

g
C link

dc

L1

C fiinv
ig

Figure 2. Grid-connected full bridge inverter with an LCL filter.

2.1. Mathematical Analysis of the LCL Filter for the Fundamental Component

One previous analysis of this type was performed for an L-filter connected to the grid
and was published in [4]. In this paper, to analyze the performance of the LCL filter, a
Fourier analysis was performed to identify each of the harmonics in the inverter output
voltage. Figure 3 shows a flow chart describing step by step how the mathematical analysis
with the fundamental and n-harmonics is organized.
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Figure 3. General diagram of mathematical analysis using harmonics.

Figure 4 shows a step-by-step diagram of the mathematical analysis of the current
ripple percentage from which the proposed values and parameters for the LCL filter are
obtained.
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Figure 4. Step-by-step diagram for LCL filter calculation and proposed parameters.

First, the circuit is analyzed for the fundamental harmonic at the frequency of the grid
and after for the next harmonic that appears according to the modulation technique of the
output inverter. For the fundamental harmonic, the simplified circuit to be analyzed is
shown in Figure 5.
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jXL1

-jXCf

jXL2

Figure 5. LCL filter connected to the grid for the fundamental harmonic.

Vi is the phasor of the fundamental harmonic at the LCL filter input, Iinv is the phasor
of the LCL filter input current, Ig is the phasor of the grid current, Vg is the phasor of the
grid voltage, and XL1 and XL2 are the inductive reactances of the inverter-side inductor (L1)
and the grid-side inductor (L2). XCf is the capacitive reactance of the filter capacitor (Cf).
Filter input voltage and grid voltage are defined as shown in Equations (1) and (2).

Vi = Vi∠φi (1)

Vg = Vg∠0◦ (2)

where Vi is the peak voltage magnitude of the phasor Vi at LCL filter input, φi is the phase
angle caused by the LCL filter in the inverter voltage, Vg is the peak grid voltage magnitude,
and 0◦ is the grid reference angle for a unity power factor connection. The reactances of
each element of the LCL filter are defined as shown in Equations (3)–(5).

XL1 = ωL1 (3)

XCf =
1

ωCf
(4)

XL2 = ωL2 (5)

where ω is the grid angular frequency. The impedances of each element of the LCL filter
are defined as shown in Equations (6)–(8).

ZL1 = jXL1 (6)

ZCf = −jXCf (7)

ZL2 = jXL2 (8)

where ZL1 is the impedance of inductor L1, j is the imaginary number, ZCf is the LCL
filter capacitor impedance, and ZL2 is the impedance of the grid side inductor. Applying
the superposition theorem to the circuit shown in Figure 3 results in the circuit shown
in Figure 6.
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jXL1

-jXCf

jXL2 jXL1

-jXCf

jXL2

Figure 6. LCL filter divided by superposition theorem.

Solving the circuit on the left, which is fed by the peak voltage of the fundamental
harmonic of the output in unipolar SPWM modulation, XL2 and XCf are in parallel. Solving
the parallel is shown in Equation (9).

Zeq =
ZL2 ZCf

ZL2 + ZCf

=
jXCf XL2

XCf − XL2

(9)

Applying voltage divider on the Zeq. This is shown in Equation (10).

VCf =
ViZeq

Zeq + ZL1

=
Vi∠φiXCf XL2

XCf XL1 + XCf XL2 − XL1 XL2

(10)

where VCf is the voltage phasor in the parallel formed by XL2 and XCf. The current to be
injected into the grid of the left-hand side (Ig1) circuit is solved using Equation (11).

Ig1
=

VCf

ZL2

= −
Vi∠φi jXCf

XCf XL1 + XCf XL2 − XL1 XL2

(11)

Solving the LCL filter for the right side of Figure 4. ZL1 and ZCf are in parallel, solving
the parallel. This is shown in Equation (12).

Zeq2 =
ZL1 ZCf

ZL1 + ZCf

=
jXCf XL1

XCf − XL1

(12)

Solving for grid current from the right-hand side (Ig2) of the circuit. This is shown
in Equation (13).

Ig2
=

Vg

ZL2 + Zeq2
= −

Vg∠0◦
(

XCf − XL1

)
j

XCf XL1 + XCf XL2 − XL1 XL2

(13)

Adding (11) and (13), Equation (14) is obtained, which is the total current injected into
the grid at the fundamental harmonic (Ig).

Ig = −
Vg∠0◦ j

(
XCf − XL1

)
− Vi∠φi

(
jXCf

)
XCf XL1 + XCf XL2 − XL1 XL2

(14)

2.2. Mathematical Analysis of the LCL Filter for a Harmonic n

An LCL filter analysis was performed for any harmonic n. The circuit to be analyzed
is shown in Figure 7. The analysis omits the grid voltage since the grid provides only the
fundamental harmonic.
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jXL1n

gn

Ln

jXCfn

jXL2n

invn

Figure 7. LCL filter for any harmonic n.

The reactances of each LCL filter element for Figure 5 are defined as shown in the
following (Equations (15)–(17)).

XL1n
= ωnL1 (15)

XCfn
=

1
ωnCf

(16)

XL2n
= ωnL2 (17)

where XL1n is the inductive reactance for a harmonic n in the inductor L1, ωn is the angular
frequency for a harmonic n, XCfn is the capacitive reactance for a harmonic n in the LCL
filter capacitor, and XL2n is the inductive reactance for a harmonic n in the grid side inductor.
Defining the filter input voltage and the grid voltage, this is shown in Equation (18)

Vin = Vin∠φin (18)

where Vin is the phasor of the LCL filter input voltage for one harmonic n, Vin is the Peak
magnitude of the LCL filter input voltage for one harmonic n, φn is the phase angle of the
LCL filter input voltage for one harmonic n.

The impedances of each element of the LCL filter for Figure 5 are defined as shown
in Equations (19)–(21).

ZL1n
= jXL1n

(19)

ZCfn
= −jXCfn

(20)

ZL2n
= jXL2n

(21)

Figure 5 shows that ZCfn and ZL2n are in parallel, solving the given Equation (22).

Zeq3 =
ZCfn

ZL2

ZCfn
+ ZL2

=
jXL2n

XCfn

XCfn
− XL2n

(22)

where Zeq3 is the equivalent impedance of the parallel between ZCfn and ZL2n. The inverter
side current for one harmonic n in the LCL filter is calculated using Equation (23)

Iinvn =
Vin∠φin

ZL1n
+ Zeq3

(23)
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Substituting (19) and (22) into Equation (23), it results in (24).

Iinvn =
Vin∠φin j

(
XCfn

− XL2n

)
−XCfn

XL1n
− XCfn

XL2n
+ XL1n

XL2n

(24)

where Iinvn is the phasor of the inverter-side current for one harmonic n. The magnitude of
Equation (24) is shown in (25).

Iinvn = |Iinvn | =
Vin

(
XCfn

− XL2n

)
XCfn

XL1n
+ XCfn

XL2n
− XL1n

XL2n

(25)

where Iinvn is the peak magnitude of the inverter-side current for harmonic n. The maximum
grid current of the fundamental harmonic (Ig) is defined by Equation (26). For a unity
power factor.

Ig =
2Pavg

Vg
(26)

where Pavg is the average power in the connection point. The current ripple at the input of
the LCL filter (%rinv) is approximately equal to Equation (27) as shown in [4]. The current
ripple analyzed in this paper is the L1 ripple, as most of the articles are the proposed
current ripple [30–32]

%riinv ≈ (2Iinvn)(100)
Ig

(27)

Substituting (25) and (26) into (27), Equation (28) results in the following:

%rinv =
100VgVin

(
XCfn

− XL2n

)
Pavg

(
−XCfn

XL1n
− XCfn

XL2n
+ XL1n

XL2n

) (28)

2.3. Mathematical Analysis to Calculate LCL Filter Elements

Defining the Alpha and Beta parameters shown in Equations (29) and (30).

α =
XL1n

XCfn

=
ωnL1

1
ωnCf

= ωn
2L1Cf (29)

β =
XL1n

XL2n

=
ωnL1

ωnL2
=

L1

L2
(30)

where α is the ratio between XL1n and XCfn and β is the ratio between inductors L1 and L2.
The reactance of L1 as a function of Alpha is shown in Equation (31)

XL1n
= αXCfn

(31)

By subtracting XL2n from Equation (30), the result is (32).

XL2n
=

αXCfn

β
(32)

Substituting (31) and (32) in Equation (28) and simplifying results in (33).

%riinv =
100VgVin(α − β)

XCfn
Pavgα(−β + α − 1)

(33)
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Substituting the capacitive reactance (16) in the current ripple, Equation (33) results
in (34).

%riinv =
100VgVin(α − β)

1
ωnCf

Pavgα(−β + α − 1)
(34)

By subtracting Cf from Equation (34), the result is shown in Equation (35).

Cf =
%riinv Pavgα(−β + α − 1)

100VgVin ωn(α − β)
(35)

Combining (35) and (16), substituting in (31), Equation (36) results in the following:

XL1n
= ωnL1 =

100VgVin(α − β)

%riinv Pavg(−β + α − 1)
(36)

Solving for L1 of Equation (36), the result is (37).

L1 =
100VgVin(α − β)

ωn%riinv Pavg(−β + α − 1)
(37)

By subtracting L2 from Equation (30) and substituting into (37), the result is (38).

L2 =
100VgVin(α − β)

βωn%riinv Pavg(−β + α − 1)
(38)

2.4. Resonance Frequency

In most articles [8,28,33,34], the resonant frequency for the LCL filters is reported.
Equation (39) shows how to calculate the resonant frequency using an LCL filter.

fres =
1

2π

√
L1 + L2

L1L2Cf
(39)

Substituting the design Equations (35), (37), and (38), into Equation (39). The result for
the resonant frequency is the expression (40).

fres =
1

2π

√
ωn2(β + 1)

α
(40)

According to the literature [9,26,33], the resonant frequency must satisfy the condition
shown in (41).

10 fg ≤ fres ≤ fsw

2
(41)

2.5. DC Bus Calculation

Solving for the Vi of Equation (14). This is shown in (42).

Vi∠φi =
Vg∠0◦

(
jXCf − jXL1

)
− Ig

(
XCf XL1 + XCf XL2 − XL1 XL2

)
(

jXCf

) (42)

Substituting (3), (4) and (5) into Equation (42), the magnitude of Vi is obtained as
follows in (43).

Vi =

√(
Vg − ω2L1Cf Vg

)2
+
(

ωL1 Ig + ωL2 Ig − ω3L1L2Cf Ig

)2
(43)
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Substituting (35), (37), and (38) in Equation (43). The result is shown in Equation (44).

Vi =

√(
Vg

(
1 − αω2

ωn2

))2

+

(
200Vin ω(α − β)(βωn2 − αω2 + ωn2)

β%riinv ωn3(−β + α − 1)

)2

(44)

The gamma parameter (γ) is defined by Equation (45).

γ =
ωn

ω
(45)

where γ is the ratio of the angular frequency of a harmonic n to the angular frequency of
the fundamental harmonic. Combining (45) into Equation (44) results in (46):

Vi =

√(
Vg

(
1 − α

γ2

))2
+

(
200Vin(α − β)(γ2β − α + γ2)

β%riinv γ3(−β + α − 1)

)2

(46)

The modulation index (m) relates the DC bus voltage (Vdc) and the input voltage (Vi)
of the fundamental harmonic in the LCL filter [35,36]. This is shown in Equation (47).

Vi = mVdc (47)

Substituting Vi and clearing Vdc from Equation (47) results in Equation (48).

Vdc =

√(
Vg

(
1 − α

γ2

))2
+

(
200Vin (α−β)(γ2β−α+γ2)

β%riinv
γ3(−β+α−1)

)2

m
(48)

For a periodical waveform, the Fourier series expression is calculated with Equation
(49) [37,38].

Vin =
a0

2
+

∞

∑
n=1

an cos(nθ) + bn sin(nθ) (49)

where α0 is the constant DC term, αn is the Fourier cosine coefficient, and bn is the Fourier
sine coefficient. A unipolar SPWM modulation only has bn components, and the harmonics
after the fundamental appear at double the switching frequency and are odd [38–40]. This
is shown in Equation (50).

bn =
4Vdc
nπ

[
N

∑
i=1

(−1)i cos(nαi)

]
(50)

where n is the harmonic order and αi is the ith switching angle. With the Fourier analysis
performed in [41–43], the harmonics of the highest magnitude after the fundamental are
located at n = 2f sw − fg and n = 2fsw + fg, where fsw is the switching frequency and fg is
the grid frequency. Evaluating (49) and (50) for the n harmonic, the relationship shown in
Equation (51) is established.

Vin = mnVdc (51)

Vin is the input voltage of the LCL filter at harmonic n; mn is a ratio of Vdc and Vin.
mn has a direct relationship to the modulation index (m). This value can be obtained from
Equation (50). The calculated values are shown in Table 1.

Substituting (51) in (48). Equation (52) results.

Vdc =

√(
Vg

(
1 − α

γ2

))2
+

(
200(mnVdc)(α−β)(γ2β−α+γ2)

β%riinv
γ3(−β+α−1)

)2

m
(52)
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Table 1. Relationship between modulation index and mn parameter.

Modulation Index (m) mn

1 0.2116
0.9 0.2824
0.8 0.3917
0.7 0.5061
0.6 0.6178
0.5 0.7220
0.4 0.8140

By dividing Equation (52) into two parts (A and B), Equations (53) and (54) result in
the following:

A =

(
Vg

(
1 − α

γ2

))2
(53)

B =

(
200(mn)(α − β)

(
γ2β − α + γ2)

β%riinv γ3(−β + α − 1)

)2

(54)

After compacting Equation (52) and clearing Vdc, the result is shown in Equation (55).

Vdc =

√
A + BVdc

2

m
=

√
A

m2 − B
(55)

Substituting (53) and (54) into (55). This is shown in Equation (56).

Vdc =

√√√√√√√
(

Vg

(
1 − α

γ2

))2

m2 −
(

200(mn)(α−β)(γ2β−α+γ2)
β%riinv

γ3(−β+α−1)

)2 (56)

With Equation (56), it is possible to calculate the dc bus level as a function of the
Alpha, Beta, and Gamma parameters, the grid voltage (Vg), the percentage of ripple current
(%rinv) on the inverter side, the mn parameter, and the modulation index (m). Substituting
Equation (56) in Equation (51) results in (57).

Vin = mn

√√√√√√√
(

Vg

(
1 − α

γ2

))2

m2 −
(

200(mn)(α−β)(γ2β−α+γ2)
β%riinv

γ3(−β+α−1)

)2 (57)

Equation (57) is evaluated for different values of Alpha and Beta. The values obtained
from Equation (57) are substituted into Equations (35)–(37), which correspond to the LCL
filter elements.

2.6. Attenuation Coefficient to Determine Beta

To calculate the grid side inductor (L1), some papers [10,44,45] use the parameter (Ka)
attenuation coefficient, which is defined as the ratio of the grid side current to the inverter
side current at the n-harmonic. This is shown in Equation (58).

Ign

Iinvn

∼= Ka =
1∣∣∣1 + r

[
1 − L1Cf ωsw2

]∣∣∣ (58)

where r is the relationship between L2 and L1, ωsw is the angular frequency of commutation
and Ka is the attenuation coefficient. Figure 6 shows the relation between Ka, y, and r.
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Figure 8 shows that to have a lower attenuation coefficient, the beta should be close to
1. In this work, the beta chosen in this paper—β—is the ratio of L1 and L2. Therefore, β is
the inverse of r. This is shown in Equation (59). In this paper, the parameter beta will be
equal to 1.

β =
1
r

(59)

Figure 8. Attenuation factor (Ka) versus r.

3. Design and Optimization of an LCL Filter Connected to the Grid

To validate the above equations, a step-by-step design methodology is proposed in
this work. The design specifications are based on the information shown in Table 2. Where
it is shown that the frequency fn = 2fsw – fg, as explained in Section 2.3 of this paper and in
Equations (49) and (50). A design and optimization of the LCL filter are proposed under
the specifications shown in the following table.

Table 2. General design specifications.

Parameter Symbol Value

Average power Pavg 90 W
Peak grid voltage Vg 180 V

Switching frequency fsw 10 KHz
Frequency of harmonic n fn 19.94 kHz

Angular frequency at harmonic n ωn 2π (19,940)
Gamma γ 332.33

Peak grid current Ig 1 A
Alpha α Variable
Betha β 1

Modulation index m 0.9
Relationship between Vdc and Vin mn 0.28242
Percentage of current ripple in L1 %riinv 15%

Grid frequency fg 60 Hz

Table 3 shows the step-by-step design methodology for the inverter and LCL filter.
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Table 3. Proposed design methodology for the inverter and LCL filter.

Step Parameter Symbol Equation

1 DC bus voltage Vdc Vdc =

√√√√√
(

Vg

(
1− α

γ2

))2

m2−
(

200(mn )(α−β)(γ2 β−α+γ2)
β%riinv

γ3(−β+α−1)

)2

2 Inverter output voltage
on harmonic n Vin Vin = mn

√√√√√
(

Vg

(
1− α

γ2

))2

m2−
(

200(mn )(α−β)(γ2 β−α+γ2)
β%riinv

γ3(−β+α−1)

)2

3 Inductor L1 L1 L1 =
100VgVin (α−β)

ωn%riinv Pavg(−β+α−1)

4 Inductor L2 L2 L2 =
100VgVin (α−β)

βωn%riinv Pavg(−β+α−1)

5 Filter capacitor Cf Cf =
%riinv Pavgα(−β+α−1)

100VgVin ωn(α−β)

6 Resonance frequency fr fres =
1

2π

√
ωn2(β+1)

α

3.1. Step 1. Vdc Calculation

Equation (56) was evaluated using the data from Table 2 to obtain the value of the DC
bus. This is shown in Figure 9.

Figure 9. The voltage on the DC bus as a function of alpha.

Figure 9 shows a curve that is asymptotic at 200 V. Therefore, this would be the
minimum value of the voltage on the DC bus.

3.2. Step 2. Vin Calculation

Equation (57) was evaluated using the data from Table 2 to obtain the value of the DC
bus. This is shown in Figure 10.

Figure 10 shows that vin as a function of alpha is asymptotic at 56.4 V. This can be
shown by substituting the dc bus value (see Figure 7) into Equation (51) with a modulation
index of 0.9, which results in (0.282) × (200 V) = 56.4 V.
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Figure 10. Vin as a function of alpha.

3.3. Step 3. Inductance L1 Calculation

Referring to Figure 8, r is selected as equal to 1 to ensure the lowest attenuation factor
(Ka). Equation (37) is evaluated for β = 1 and different values of alpha. The graph is shown
in Figure 11. Using a Pareto optimal point at alpha = 3.29, a value of L1 equal to 10.68 mH
is obtained.

Figure 11. Proposed value for L1.

134



Technologies 2024, 12, 89

3.4. Step 4. Inductance L2 Calculation

Equation (38) is evaluated for β = 1 and different values of alpha. The same graph is
shown in Figure 11. Using a Pareto optimal point at alpha = 3.29, a value of L2 equal to
10.68 mH is obtained.

3.5. Step 5. LCL Filter Capacitor Calculation (Cf)

Equation (35) is evaluated for β = 1 and different values of alpha. Using the alpha
obtained in L1 and L2 results in Cf equal to 0.0269 μF. This is shown in Figure 12.

Figure 12. Proposed value for Cf.

Figure 10 shows that the higher the alpha, the higher the capacitor value of the LCL
filter increases linearly. It also shows a comparison between the value calculated with the
equation published in [12,13,17,26] and the value calculated with the equation proposed in
this work. The values obtained for alpha, beta L1, L2, and Cf are shown in Table 4.

Table 4. Values calculated with the design methodology.

Parameter Symbol Value

DC Bus Voltage Vdc 200.1 V
Inverter side voltage at harmonic n Vin 56.4 V

Alpha α 3.29
Inductor 1 L1 10.68 mH
Inductor 2 L2 10.68 mH

LCL filter capacitor Cf 0.0269 μF

3.6. Step 6. Resonance Frequency Calculation (fr)

Equation (40) was evaluated using the data obtained in Table 4. A resonance frequency
of 15.54 KHz was obtained.
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3.7. Step 7. Calculation of Link Capacitor (Cf)

The equation published in [4] is used to calculate the required link capacitor (Clink).
This is shown in Equation (60).

Clink =
Pavg(2 − cos(φi))

VgωgΔVdc
(60)

where φi is the phase angle required in SPWM modulation to ensure connection to the grid
with a unity power factor. ΔVdc is the proposed DC bus voltage ripple. The angle φi is the
phase obtained from Equation (42) as shown in (61).

φi = tan−1 ωL1 Ig + ωL2 Ig − ω3L1L2Cf Ig

Vg − ω2L1Cf Vg
(61)

Substituting Equation (61) into (60) gives the expression shown in Equation (62), which
is used to calculate the required link capacitor as a function of the value of the LCL filter
elements and the phase shift caused by the LCL filter. This phase shift is compensated by
the closed-loop control to obtain the connection to the grid with a unity power factor.

Clink =

Pavg

(
2 − cos

(
tan−1 ωL1 Ig+ωL2 Ig−ω3L1L2Cf Ig

Vg−ω2L1Cf Vg

))
VgωgΔVdc

(62)

Regarding the data in Tables 2 and 4, assuming a voltage ripple of 29 Vpp or 14.5%
results in a link capacitor equal to 45.78 μF.

4. Simulation Results

To verify the performance of the design, a closed-loop simulation was performed
with Simulink software version 9.0. The block diagram is shown in Figure 13, where the
LCL filter is connected to the inverter and the grid. The control is performed using a
phase-locked-loop (PLL) with a proportional resonant (PR) current controller.

Inverter

 

Iref

g

L2

g

L1

C f

ig

ig

DC

Figure 13. LCL filter control diagram connected to the grid.

Figure 11 shows the block diagram of the implemented control. The grid voltage
is sensed by the PLL to calculate the angle to be implemented in the modulation. The
reference current is 1 A, which is compared with the error current to obtain the error to be
introduced to the controller. The schematic of the inverter is shown in Figure 14.
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Figure 14. Full bridge inverter with LCL filter connected to the grid.

The control implemented in Simulink is shown in Figure 15.

Figure 15. Schematic of control implemented in Simulink.

Figure 16 shows the simulation results for voltage, current, instantaneous power, and
average power in the grid. The theoretical value of the grid current is 1 A, and the value
obtained in the simulation is 1.06 A, resulting in an error of 5.6%. The theoretical value of
the maximum instantaneous power is 182 W, and the measured value is 182.8 W, resulting
in an error of 1.5%. The calculated average power is 90 W, and the measured value is 89.1
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W, which is a 1.01% error. The current and voltage are at a fundamental frequency of 60 Hz,
and the instantaneous power is at a frequency of 120 Hz.

Figure 16. Results of simulation.

The FFT computed with MATLAB shows on the (y) axis the magnitude of the har-
monics concerning the peak magnitude of the fundamental harmonic; however, in this
work, it was calculated for the peak-to-peak magnitude; therefore, Equation (34) must be
divided by two as shown in Equation (63). The current signal on the inverter side is shown
in Figure 17.

%Iinv =
%rinv

2
= 7.5% (63)

Figure 17. Current in L1.
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The percentage of current ripple on the inverter side was proposed to be 15%; therefore,
by substituting this value in Equation (64), we obtain a percentage of 7.5%, which is what
is shown in the FFT (Figure 18).

Figure 18. FFT of the inverter side current signal.

Zooming from Figure 18 to the harmonics near 20 kHz, these are shown in Figure 19.
The ripple percentage of the proposed harmonic n was 7.5%, and the simulation result was
6.64%, resulting in an error of 12.95%.

Figure 19. FFT of harmonics near harmonic n for the inverter side current.

The grid side current is shown in Figure 20.

139



Technologies 2024, 12, 89

Figure 20. Grid side current.

The FFT of Figure 20 is shown in Figure 21. The THD of the grid current is 5.12%,
which complies with the IEEE 519-2022 standard [46].

Figure 21. FFT of the grid side current signal.

If one zooms in from Figure 21 to the harmonics near harmonic n (see Figure 22), it
becomes apparent that the harmonics associated with the resonant frequency are lower
than the harmonics associated with harmonic n.
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Figure 22. FFT of Ig (harmonics near harmonic n).

5. Experimental Results

A prototype was implemented experimentally to validate the design methodology
and the calculations performed. The values obtained from Tables 2 and 4 were used. The
prototype used is shown in Figure 23.

Figure 23. Prototype implemented.

Figure 24 shows the grid voltage, L1 current, and the instantaneous power. The data
obtained are shown in Table 5.
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Figure 24. Measured inverter-side current and grid voltage.

Table 5. Experimental results of L1 current, grid voltage, and instantaneous power.

Parameter Symbol Measured Value % Error

Inductor Current L1 Iinv 1.01 A 0.99%
Average Power Pavg 91.26 1.38 W

With the data obtained from the oscilloscope, the FFT is computed in Simulink, and
this is shown in Figure 25.

Figure 25. Experimental FFT of the L1 current.
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The magnitude of the harmonic n for the inverter side current (Figure 25) is 8.5%, and
the proposed theoretical value was 7.5%. This results in an error of 11.76%. The grid current
was measured with a spectrum analyzer. This is shown in Figure 26.

Figure 26. Measured grid current with a spectrum analyzer.

Figure 26 shows the grid voltage (upper signal) with a peak magnitude of 180 V
on a scale of 60.0 V/div. Also shown is the grid current (lower signal) with a measured
magnitude of 1 A on a scale of 1.00 A/div. The data obtained from the spectrum analyzer
are exported to Simulink, and the FFT shown in Figure 25 is calculated.

Figure 27 shows the magnitude of the harmonics obtained with the data (Figure 24).
The magnitude of harmonic n (19,940 Hz) is less than 2%. The magnitude of the harmonics
close to the resonance frequency is smaller than the magnitude of the harmonics close to
harmonic n. The THD calculated from the experimental data for the grid current was 4.4%,
thus complying with the IEEE standard.

Figure 27. Experimental FFT of grid current.
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6. Discussion

The LCL filter design for single-phase grid-connected systems published in [8–11,26,44,47]
uses the following equations. For inductor L1, Equation (64) is used.

L1 =
Vdc

8 fswΔI
(64)

where ΔI is the ripple of the current proposed. This current ripple is calculated using
Equation (65).

ΔI =
%rinv

√
2Pavg

100Vgrms

(65)

where Vgrms is the rms grid voltage. For the inductor on the grid side, Equation (66) is used.

L2 = rL1 (66)

where r is the relation between L2 and L1. This relation is shown in Figure 6. The relation r
produces values from 0 to 1. For the LCL filter capacitor, the base impedance (Zb) is shown
in Equation (67).

Zb =
Vgrms

2

Pavg
(67)

Zb is used to define a base capacitance (Cb). This is shown in Equation (68).

Cb =
1

ωgZb
(68)

where ωg is the grid angular frequency. For the calculation of the LCL filter capacitor; it is
proposed that the capacitor should handle a maximum of 5% reactive power; therefore, Cb
is multiplied by 0.05, as shown in Equation (69).

Cf = 0.05Cb (69)

Equation (69) calculates the maximum value of the capacitor [10,45,48]. However, this
formula is not used in this work since the aim is to minimize this value. Table 6 shows the
values obtained with the equations. The values are calculated using Equations (35), (37),
and (38) proposed in this work.

Table 6. Comparison of the values reported in the literature and those proposed in this work for the
LCL filter.

Element
Equations from the

Literature
Value Obtained Proposed Equations Value Obtained

L1 L1 = Vdc
8 fswΔI

16.63 mH L1 =
100VgVin (α−β)

ωn%riinv Pavg(−β+α−1)
10.68 mH

L2 L2 = rL1 16.63 mH L2 =
100VgVin (α−β)

βωn%riinv Pavg(−β+α−1)
10.68 mH

Cf Cf = 0.05Cb 740 nF Cf =
%riinv Pavgα(−β+α−1)

100VgVin ωn(α−β)
19.62 nF

The main objective of this work is to optimize the values of an LCL filter. This objective
has been achieved and is shown in Table 6. The values of the inductors have been reduced
by 39.1% while the capacitor is the element with the highest reduction of 97%.

7. Conclusions

In this paper, a mathematical analysis and a Pareto-based optimization method for
the design of LCL filters in single-phase grid-connected photovoltaic systems have been
presented. New design equations have been proposed for the calculation of the inductances

144



Technologies 2024, 12, 89

and capacitors of an LCL filter. The errors presented using the current ripple at harmonic
n are less than 10%. The THD of the grid current is lower than the IEEE standard. The
inductor size has been reduced to 39.31% and the capacitor value by 97%. This reduction
in capacitor value is because the equation reported in the literature is obtained from a
maximum value of reactive power that will handle a capacitor with a maximum value of
this capacitor. However, in this work, it was calculated based on the value of the inductors,
the grid voltage, the current ripple in the inductors, and the average power, resulting in a
minimum value of the capacitor. These are the main contributions of this work. The main
applications of this work are as follows: use in microinverters for photovoltaic applications
that are interconnected to the grid through an LCL filter, as well as use in the microgrids of
the proposed LCL filter. A limitation of this work is that it is only applicable to single-phase
connections connected to the grid. In three-phase and isolated systems, it is not possible to
use the proposed methodology to design the filters.
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Abstract: The current review offers a critical survey on published studies concerning the simultaneous
use of PCMs and nanofluids for solar thermal energy storage and conversion processes. Also, the
main thermophysical properties of PCMs and nanofluids are discussed in detail. On one hand,
the properties of these types of nanofluids are analyzed, as well as those of the general types of
nanofluids, like the thermal conductivity and latent heat capacity. On the other hand, there are
specific characteristics of PCMs like, for instance, the phase-change duration and the phase-change
temperature. Moreover, the main improvement techniques in order for PCMs and nanofluids to be
used in solar thermal applications are described in detail, including the inclusion of highly thermal
conductive nanoparticles and other nanostructures in nano-enhanced PCMs and PCMs with extended
surfaces, among others. Regarding those improvement techniques, it was found that, for instance,
nanofluids can enhance the thermal conductivity of the base fluids by up to 100%. In addition, it
was also reported that the simultaneous use of PCMs and nanofluids enhances the overall, thermal,
and electrical efficiencies of solar thermal energy storage systems and photovoltaic-nano-enhanced
PCM systems. Finally, the main limitations and guidelines are summarized for future research in the
technological and research fields of nanofluids and PCMs.

Keywords: nanofluids; PCMs; heat transfer; thermal energy storage; photovoltaic/thermal systems

1. Introduction

The general usage of nanomaterials has been intensively studied in recent decades,
given that these materials have considerable potential for scientific and technological
progress and offer some beneficial features that can be closely related to the exploration of
nanomaterials in different applications. Nanotechnology can be implemented in distinct
technological areas, including IT technologies, innovative materials, biomedicine, and heat
transfer enhancement, among many others. In particular, the energy field is one of the most
appealing application vectors of nanotechnology, as nanomaterials may lead to remarkable
advancements in diverse engineering applications.

Nanoparticles and their applications have been one of the main research topics because
of the numerous potential fields of implementation. This review is focused mainly on the
energy-related field since the addition of nanoparticles to base fluids to compose nanofluids
and to phase-change materials to compose nano-enhanced phase-change materials and
the corresponding applications in thermal energy storage and conversion processes will
be relevant.

The employment of binary nanofluids for solar absorption cooling was reported by the
authors Nourafkan et al. [1]. Their work analyzed the photo-thermal conversion efficiency
under laboratory conditions with the utilization of a solar simulator. Hybrid nanoparticles
with 50% wt. of lithium bromide were dispersed in 50% wt. of water. The results confirmed
that the addition of the nanoparticles led to light-trapping efficiency enhancements and
consequently to an increase in the bulk temperature, ranging between 4.9% and 11.9%.
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Hence, the authors concluded that the nanoparticles used were very suitable for solar
absorption cooling purposes.

In addition, the potential use of enhanced nanomaterials for thermoelectric generation
was evaluated by the researchers Siddique et al. [2]. In their work, the Seebeck and Thomson
effects of a nanostructured bulk alloy were determined with the addition of 0.1% vol. of
silicon carbide nanoparticles, along with heat conduction capability and heat transfer
loss into the surroundings. In view of the obtained results, it was confirmed that the
inclusion of the silicon carbide nanoparticles increased the thermal efficiency to between
7.3% and 8.7%. Furthermore, the researchers Natividade et al. [3] studied the thermal
efficiency of an evacuated tube solar collector system with a parabolic concentrator using
a graphene nanofluid. The results demonstrated that the thermal efficiency of the solar
collector increased from 31% to 76% with respect to that attained with the base fluid only.

Also, the usage of nanoparticles for photovoltaic/thermal purposes was investigated
by the researchers Salem et al. [4]. In their work, the authors explored photovoltaic
cell cooling with the enhancement of phase-change materials. In this direction, hybrid
nanoparticles composed of an alumina phase-change material mixture were added to a
water-based fluid in different concentration values. The obtained results revealed that it
was possible to achieve a performance improvement in the delivered power output from
the photovoltaic panel. The optimal concentration of the nanoparticles of 1% wt. provided
the highest enhancement in the power output of the photovoltaic panel.

Also, the addition of silica nanoparticles to fatty acids was investigated by the re-
searchers Martín et al. [5] to create a potential effective nano-enhanced phase-change
material with increased thermal conductivity that is suitable for building applications. The
experimental results confirmed that the addition of nanoparticles increased the thermal
conductivity and heat transfer capability. The study also involved long-term performance
experiments with cycling stability tests.

Additionally, the researchers Ren et al. [6] examined the phase-change material melting
velocity for latent heat thermal energy storage, and the inclusion of nanoparticles was
also analyzed. The results showed that the energy storage efficiency decreased with
increasing volumetric concentration of nanoparticles, with the authors interpreting this
result that way based on the enhanced viscosity and low energy storage capability of the
phase-change material.

Balakin et al. [7] carried out an analysis of direct absorption collectors using the appli-
cation of nanofluids. For this purpose, the authors conducted a computer fluid dynamics
analysis in which the incorporation of nanoparticles induced an efficiency enhancement
of the absorption collector by nearly 10%. In addition, the greatest collector performance
enhancement was verified when magnetic nanoparticles were added, causing an increase
in the efficiency of around 30%.

Bonab et al. [8] used aqueous copper oxide, aluminum oxide, and carbon nanotube
nanofluids in a numeric simulation of a solar collector with absorbing pipes. The re-
searchers reported that the thermal performance of the solar collector was enhanced with
the incorporation of the nanoparticles in comparison to that of the one with water alone.
The highest-efficiency enhancements were observed for concentrations inferior to 5% vol.
in comparison to the ones obtained at higher concentrations.

Wang et al. [9] investigated the implementation of titanium nitride nanofluid as
a plasmonic fluid in solar thermal applications. The obtained results showed that the
titanium nitride nanofluid presented a superior photothermal conversion efficiency than
those achieved with other commonly used nanofluids like, for example, carbon nanotubes
or graphene, gold, or silver nanofluids.

A numerical analysis of the performance of gallium arsenide plasmonic solar cells
with the addition of silver and gold nanoparticles was reported by the researchers Zhang
et al. [10]. The research team verified that the incorporation of the nanoparticles enhanced
the light absorption capability of the gallium arsenide solar cells. The highest increase in
the optical–electrical conversion efficiency was achieved with the inclusion of gold nanopar-

149



Technologies 2023, 11, 166

ticles. It was noticed that, with the proper optimization of the nanoparticle properties, it
was possible to reduce the thermalization losses and increase the electrical performance.

An experimental work focusing on the analysis of different factors that affect the
thermal performance of flat-plate solar collectors was presented by the researchers Zayed
et al. [11], with an assumed application of nanofluids. The obtained results confirmed that
the most adequate nanoparticles in terms of energy/exergy were carbon-based ones. The
efficiency of the system increased from 6.3% to 37.3% with respect to that attained with
conventional nanofluids with concentration values of up to 2% wt.

Abdelrazik et al. [12] carried out an analytical study on the performance amelioration
of hybrid photovoltaic/thermal solar collectors. In this sense, the authors added nanoparti-
cles above the photovoltaic module and on the back side of the photovoltaic panel, together
with a nano-enhanced phase-change material. The numerical simulation analysis revealed
that the overall performance of the photovoltaic/thermal system decreased by approxi-
mately 6.7% with the incorporation of the nanoparticles. Nonetheless, in the case of the
optical filtration above the photovoltaic panel, the efficiency of the system was enhanced
by between 6% and 12%.

Innovative emulsions of paraffin waxes and water were experimentally evaluated by
the authors Agresti et al. [13] with concentrations ranging from 2% to 10%, and the stability
over time of the emulsions was investigated. According to the results, the melting heat was
reduced when compared to the base fluid; however, the thermal capacity improved by up
to 40%.

The incorporation of organic nanoparticles in phase-change materials for thermal
energy storage purposes was investigated by the authors Sheikholeslami et al. [14]. An
external magnetic field was applied to the system, and in concentrations of up to 4% wt., a
14% decrease in the solidification time was verified. The application of the magnetic field
over the nano-enhanced phase-change material was demonstrated to be a very effective
option for considerably increasing the solidification in energy storage applications.

De Matteis et al. [15] examined nano-encapsulated phase-change materials as potential
effective choices for thermal management purposes for residential buildings. The research
team found that the use of a nano-encapsulated phase-change material could decrease the
heating/cooling energy requirements in residential buildings to between 1% and nearly
4%. The toxicity of the proposed solution was also investigated, and no harmful effects
were detected with respect to human exposure.

The previous briefly addressed research works proved the importance of nanotech-
nology in various engineering applications. The review presented herein mostly deals
with the experimental research dealing with nano-enhanced fluid and nano-enhanced
phase-change materials. Therefore, the current contribution investigates both types of
materials. A detailed literature review of nanofluid phase-change materials integrating
photovoltaic/thermal systems is carried out in the current review paper, which is antici-
pated to provide useful insights for the researcher community.

This review paper addresses advanced nanofluid phase-change materials integrated
into photovoltaic/thermal systems and principles from recently reported works. In addi-
tion, the design, operation, and research findings of different types of photovoltaic/thermal
systems are also addressed. Figure 1 schematically illustrates the overview methodology
used in the present study.

The primary selection was obtained with respect to the targeted keywords. The subject
area was limited to energy, science, and technology and to nanofluids and phase-change
materials. Articles written in English with the year of publication between 2000 and 2023
were selected. After the primary selection, the scientific articles discussing nanofluids and
phase-change materials were subjected to secondary selection, where the main objective
was to group the papers considering the areas of renewable energy, heat transfer, and solar
thermal energy storage and conversion.
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Figure 1. Schematic representation of the overview methodology followed in this work.

The final selection was carried out based on the combined exploration of the final
solar thermal energy applications of nanofluids and phase-change materials. Therefore, it
was not possible to describe each individual paper with respect to the specific applications,
preparation techniques, and thermophysical property characterization. Instead, each article
was classified with respect to the focus of its content considering the application, synthesis
routes, and thermophysical characteristics. Depending on the specific selection criteria,
some papers were addressed in multiple groups, based on the general content of the paper
and the specific research findings.

The highest increase in interest regarding the released publications was in the period
between 2015 and 2023 in the field of phase-change materials enhanced with nanoparticles
in an amount superior to 100%.

The second highest increase in publications was in the case of energy storage appli-
cations in an amount of more than 90% from 2015 to 2023. In any case, the interest of
the research community in nanotechnology applications is still progressing. The benefits
related to the combined usage of nanofluids and phase-change materials and the addition
of nanoparticles to these materials are remarkable and often closely related to the improve-
ment of the performance of diverse systems, devices, and procedures. Nonetheless, the
nature, size, and amount of the incorporated nanoparticles together with the preparation
methods are the fundamental influencing factors. Since the potential implementation areas
of nanoparticles are rather broad, this review focused on the simultaneous use of nanofluids
and phase-change materials. Regarding the application area, the energy field was the focus
of the review.

Also, the present work provides some guidelines for researchers dealing with phase-
change materials, providing useful insights into the potential applications of combined
nanofluids and phase-change materials. Figure 2 summarizes the main passive and active
cooling techniques for the thermal management of photovoltaic/thermal systems.
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Figure 2. Main passive and active cooling techniques for photovoltaic/thermal systems.

2. Preparation Methodologies for Nanofluids

Nanofluids are normally employed as heat transfer fluids and thermal energy storage
media. They also can be used as PCMs, and that is the case, for instance, for aqueous-based
nanofluids. The nanofluids are synthesized through the dispersion of nanoparticles in a
base fluid. First, a uniform and stable dispersion of nanoparticles is a critical issue con-
cerning the stability over time of nanofluids. Consequently, there are several commonly
followed strategies to improve the stability of nanofluids, such as the addition of surfactants,
the application of strong ultrasonic force to break up the usual clustering of nanoparticles,
and surface modification of nanoparticles. The one-step and two-step approaches are the
main methods to produce nanofluids. Nonetheless, the emerging chemical processes are
promising alternative methods of synthesis. In the one-step method, the procedures inher-
ent to the drying, transportation, storage, and dispersion of nanoparticles are eliminated.
For example, nanofluids can be synthesized via the physical vapor deposition technique,
in which evaporation and condensation are conducted directly in the base fluid. This
methodology prepares a stable nanofluid with uniform nanoparticles with comparatively
low levels of aggregation and sedimentation over time. Nonetheless, the fundamental
problems associated with the one-step method are the existence of residual reactants left
in the nanofluids and the relatively high investment cost. On the other hand, the cost-
effective two-step method is very suitable for the large-scale production of nanofluids. In
this method, nanoparticles are prepared according to distinct methods and, after that, are
dispersed into the base fluids. The main associated limitation is the usual aggregation of
the incorporated nanoparticles in the base fluid. To overcome such a drawback and to im-
prove the stability over time of the nanofluid, the addition of a surfactant is often explored.
Figure 3 schematically represents a typical two-step method to produce nanofluids.

The following paragraph briefly describes some examples of the possible nanofluid
synthesis routes. For instance, the researchers Altohamy et al. [16] dispersed nanoparticles
of gamma alumina in water and studied the cool storage behavior of this water-based nano-
enhanced PCM. The nanoparticles were added in concentrations of 0.5% vol. to 2% vol. The
mixing was conducted by means of a sonicator at 30 ◦C for 90 min. Moreover, the authors
Shao et al. [17] investigated the solidification behavior of hybrid nanofluids with titanium
oxide nanotubes and nanoplatelets. Hybrid nanofluids with different titanium nanoparticle
percentages and titanium oxide concentrations of 0.1% wt. to 0.3% wt. were prepared. The
nanofluids were based on deionized water that was mixed for 30 min with nanomaterials
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using firstly a magnetic stirrer and then an ultrasonic cleaner. It is not clear whether the
30 min period refers to a magnetic stirrer or an ultrasonic cleaner, nor is it indicated at which
temperature, revolutions, and frequency the mixing was performed. The main research
findings showed that different parameters affected the thermo-physical characteristics of
the nanofluids and the mixing process. The size and shape of the nanoparticles were found
to be critical, as was the sonication stage. It was also found that size and shape were mostly
dependent on the preparation of the nanoparticles. The stability of the nanofluids was also
affected by the surface charge, which was closely linked to the sonication step. It can be
highlighted that the mixing process and the preparation of the nanoparticles were the most
critical parameters and strongly affected the thermophysical properties of the nanofluids
and their thermal stability and stability over time. Nanofluids present some disadvantages
that have hindered their widespread use. Many of the discrepancies easily observed in
the literature are related to differences in experimental results for the thermal conductivity
of these mixtures [18]. An increase in thermal conductivity would be one of the main
reasons for enhanced heat transfer in thermal systems. Although most researchers tend
towards an increase in thermal conductivity with an increase in nanoparticle concentration,
excess nanoparticles favor sedimentation and the formation of clusters in the base fluid. In
thermal systems involving fluid flow, higher pumping energy may be required, especially
in compact systems [19–21]. In these cases, in addition to stability-related issues, effects on
viscosity and flow in channels with more complex geometries may suffer from clogging
and pressure drops [22].

 
Figure 3. Typical two-step preparation method for nanofluids.

To overcome the problems related to long-term sedimentation, a series of techniques
are employed, such as the use of stabilizing agents (surfactants), ultrasound, pH control,
modification of the nanoparticle surface (such as size and shape), functionalization of the
nanoparticles, and the use of different base fluids and concentrations of nanofluids in
varying amounts. Surfactants act on the particle surface, preventing them from aggregating,
which generally improves the wettability of the nanoparticles and reduces their surface
tension [23].

The effect of nanoparticle size on nanofluids is still a highly controversial topic in the
literature [21]. Whereas some authors argue that reducing the size of the nanoparticles
increases the effective surface area for thermal exchange and intensifies the Brownian
motion, resulting in an increase in thermal conductivity [24], other authors have reported a
linear increase in conductivity with increasing particle size [18,25]. Ultrasound is part of the
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so-called physical or mechanical methods, during which nanofluids are subjected to vibra-
tions for a predetermined period to homogenize the mixtures and break up agglomerated
nanoparticles or clusters, as they are commonly known as [26].

With proper pH control, nanoparticle agglomeration can be avoided, as particle electric
charges are related to the pH of the medium, allowing for the alteration of repulsive and
attractive forces between nanoparticles [27,28]. The functionalization of nanoparticles
in nanofluids is a process that involves modifying nanoparticles with specific functional
groups [21,29]. These functional groups aim to improve the stability, dispersion, and
properties of the nanofluid according to its application. Furthermore, such modifications
can increase the affinity of nanoparticles with the base fluid, promoting a more uniform
dispersion and preventing long-term sedimentation.

Although the use of nanofluids may pose challenges, especially regarding long-term
sedimentation due to the gain in thermal conductivity, interest in techniques to enhance sta-
bility and pursue better thermal properties of these colloidal mixtures has been intensifying.

Regarding the direct comparison between the two main preparation methods, it is
noteworthy to mention the experimental work conducted by the authors Mohammadpoor
et al. [30], who synthesized a copper–ethylene glycol nanofluid using different methods.
The researchers compared the stability and heat transfer properties of nanofluids prepared
by the one-step method and the two-step method. They confirmed that the nanofluid
prepared with the one-step prepared was more stable without the incorporation of any
stabilizer. They also verified that the single step nanofluid increased thermal conductivity
by around 21%, whereas the two-step nanofluid increased it by 39.4% at a concentration of
0.01% wt. In general, the two-step method is preferred for the preparation of oxide nanopar-
ticle nanofluids, whereas the one-step method is preferred for metal nanoparticles [31].

3. General Types and Characteristics of PCMs

The capability of storing substantial quantities of latent energy of between 100 MJ/m3

and 250 MJ/m3 and energy densities of from 150 MJ/m3 to 430 MJ/m3 for organic and
inorganic PCMs [32], respectively, makes them very promising alternatives for thermal
energy storage purposes. The increased latent heat capacity is the primary factor for a
PCM to be applied in thermal energy storage applications. PCMs operate in narrow phase-
change temperature ranges, which makes the evaluation of their suitability based on the
operating temperatures and corresponding energy storage capacities. Figure 4 summarizes
the main types of PCMs.

Figure 4. Main types of PCMs.
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Nonetheless, PCMs possess relatively poor thermal conductivity, which is a limitation
that negatively affects the charging rate of these materials. This thermal conductivity
shortcoming is more noticeable in organic PCMs in comparison to inorganic PCMs [33].
Nevertheless, recent research efforts have been made to overcome such limitations by
enhancing the thermal conductivity of PCMs. The transient hotwire method, transient
plane-source method, laser flash method, and 3ω method are the most used thermal con-
ductivity measurement techniques for PCMs. In the transient hotwire method, a hotwire
is buried into solid, powder, or fluid samples, and the heat transfer process is initiated
by a heating pulse from the hotwire to the sample. By monitoring the temperature re-
sponse of the hotwire, the thermophysical parameters of the sample PCM can be rapidly
acquired. Examples include multi-walled carbon nanotubes and graphene nanoparticles in
stearic acid nano-enhanced PCMs [34]. Additionally, this method is also widely used for
the measurement of PCM-based colloidal suspensions, including double-walled carbon
nanotubes in palmitic acid [35] and carbon nanotubes in paraffin wax [36]. Nonetheless,
the method poses some practical drawbacks, such as the damage inflicted on the internal
structure of the samples, which is provoked by the insertion of the hotwire into them.
Moreover, the transient plane-source method is also widely explored for the determination
of the thermal conductivity of PCMs. The thermophysical features of the samples are
detected through the heat flow from a plane-shape sensor. The sensor heats the samples
and detects the heat flow rate, which is affected by the thermal transport ability of the
sample PCMs. A relevant issue for the test structure is that both sides of the sensor must be
in direct contact with the samples. In addition, the uniformity of the samples is also vital,
given that the heating is one dimensional. For instance, the transient plane-source method
measures the thermal conductivity of graphite nanoparticle nano-enhanced PCMs [37]
and titanium oxide foam skeleton-reinforced PCMs [38]. As a practical restriction, this
method makes it hard to determine with accuracy the thermal conductivity of uneven
samples. Furthermore, the laser flash method is a non-contact method that heats PCM
samples via a short energy pulse on one side of them. The thermophysical properties can
be determined by measuring the temperature increase on the other side of the samples.
On one hand, this method has the advantage of saving the sample preparation stages
needed for contact measurement techniques, which may involve the risk of breaking up
the internal structure of the samples. On the other hand, the method requires the use of
uniformly opaque samples, small-width energy pulses, total absorption of the energy pulse
by the illuminated side of the sample, and that there are only minor heat losses on the
surface of the sample being analyzed. The laser flash method is mainly used to measure the
thermal conductivity of bulk PCMs, such as, for example, aluminum–carbon nanoparticle
paraffin wax PCMs [39] and expanded graphite–paraffin PCMs [40]. Additionally, the
3ω method uses a metal strip to heat the bulk material. The main beneficial feature is
that a small sinusoidal current at angular frequency ω is fed into the metal strip, and the
voltage response of the strip contains the first and third harmonics of the voltage, which
improves the quality of the measurement of the thermophysical characteristics of the PCM.
The 3ω method has the benefits of involving a minimized radiation effect and allowing for
quick determination of the temperature dependence of the thermal conductivity over the
steady-state method, although it usually takes more time than other measuring techniques.
The 3ω method measures the thermal conductivity of PCMs in the form of nanopowders,
bulk, coatings, fluids, and nanoparticles at an extended temperature range of between 10 K
and 800 K. This method has also been employed, for instance, for the measurement of the
thermal conductivity of adipic acid/sebacic acid–graphene nanoparticle PCMs [41] and
multilayer film PCMs [42]. Moreover, the researchers Qiu et al. [43] proposed a freestand-
ing sensor-based 3ω method with enhanced applicability to a broad range of dense and
porous materials via non-destructive measurement and extraction of the thermal contact
resistance. Urea formaldehyde paraffin PCM microcapsules were characterized with the
freestanding sensor-based 3ω method. This measurement provided a reliable basis for the
study of the thermal conduction mechanisms of PCM microcapsules. Figure 5 illustrates
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the main measuring methods for the thermal conductivity of PCMs. Figure 6 summarizes
the fundamental strategies for the thermal conductivity enhancement of PCMs. Most PCMs
perform poorly in latent thermal energy systems due to their low thermal conductivity.
PCMs’ low thermal conductivity leads to a lower heat transfer rate from heat transfer fluid
to PCMs. In consequence, it reduces the energy storage and release capacity of the latent
thermal energy storage system and increases the time required for complete melting and
solidification processes as well. To overcome this challenge, researchers have introduced
new techniques, namely, extended surface, composites, multiple PCMs, and encapsulation,
which are helpful for increasing the heat transfer rate between the heat transfer fluid and
the PCM. As is known, during the melting process, convective heat transfer is dominant
and conductive heat transfer vanishes as the process progresses, which is contrary to the
solidification process. If fin configuration is used along with a PCM, it accelerates the
melting and solidification processes by means of encouraging conductive heat transfer
in both processes throughout. Numerical investigation on heat transfer enhancement of
PCMs with a fin array system was studied for carrying out the effect of the fin pitch, the
thickness of the module, the vertical/horizontal orientation of the modules, and the driving
temperature gradient [44]. The obtained results indicated that a decrease in fin spacing
caused a significant decrease in the amount of time required for complete melting for
both horizontal and vertical modules. In addition, the authors Castell et al. [45] evalu-
ated the heat transfer coefficient using external vertical fins and found that the vertical
fins in PCM modules decreased the heat transfer coefficient more than the one attained
with the PCM modules without any fins. But, in contrast, the exploration of vertical fins
increased the heat transfer rate between the PCM and the heat transfer fluid because of
the increased heat transfer area of the vertical fins. Also, the authors Nayak et al. [46]
numerically evaluated the effectiveness of fins in improving the thermal conductivity of
PCMs for cooling electronics. In view of the results, it was found that an increase in the
number of fins used in the PCM increased the heat transfer rate. Nonetheless, beyond
increasing a certain number of fins, there was no noticeable increase in the heat transfer
rate. It was also found that rod-shaped fins performed better than plate-shaped fins, as
they were able to maintain a better temperature distribution within the PCM. Moreover,
the researchers Zhao et al. [47] inferred the thermal performance of PCMs embedded with
metal foams experimentally and numerically. Compared to the results of the pure PCM,
the effect of metal foams on the heat transfer rate was increased by up to 20 times and
10 times during the solidification and melting processes, respectively. Additionally, the
heat transfer enhancement by metal beads was investigated for energy storage and release
in single spheres during the solidification and melting of paraffin wax-enclosed spherical
capsules [48]. The experiments were conducted as a function of the number and diameter
of the metal beads. The combined thermal conductivity of the PCM and the metal beads
increased significantly, thereby accelerating the heat transfer rate, which, in turn, provoked
a decrease in the solidification and melting times. High-thermal-conductivity materials
like graphite can be impregnated with PCMs with low thermal conductivity to achieve im-
proved heat transfer features and phase-change performance of those PCMs. Furthermore,
the authors Sari and Karaipekli [49] prepared palmitic acid and an expandable graphite
composite to form a stable PCM via vacuum impregnation. The thermal conductivity of the
form-stable composite of the palmitic acid-expandable graphite was 2.5 times higher than
that of the pure palmitic acid of 0.17 Wm−1K−1. Also, the researchers Rao and Zhang [50]
prepared graphite–paraffin nano-enhanced PCMs and found that, with higher weight
concentrations of graphite, there was a decrease in the latent heat storage capability. For
this reason, it was necessary to find the ideal concentration of graphite that would induce
the maximum enhancement in the thermal conductivity of the PCM. Moreover, the re-
searchers Wang et al. [51] synthesized a stearic acid–polymethylmethacrylate PCM for
latent heat thermal storage purposes through ultraviolet curing dispersion polymeriza-
tion. The melting and freezing temperatures and the latent heats of the stable form of the
stearic acid–polymethylmethacrylate PCM were determined to be 60.4 ◦C and 50.6 ◦C and
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92.1 J/g, and 95.9 J/g, respectively. Based on the obtained results, the authors concluded
that nano-enhanced PCMs can be successfully explored as latent heat storage materials
for passive solar building applications. In the multiple-PCM approach, the PCMs are
usually arranged in order of decreasing melting points, maintaining an almost constant
temperature difference during the melting process, even though the heat transfer fluid
temperature decreases in the flow direction [52]. This leads to an almost constant heat flux
to the PCM. During discharge, if the heat transfer fluid flow direction is just opposite to
charging, then the PCMs remain in increasing order of their melting points. The overall
energy efficiency can be enhanced by using multiple PCMs rather than only one PCM in
a photovoltaic/thermal system. This research work can also help with determining the
required number of PCMs and their respective melting point temperatures to improve
system efficiency in the practical design of thermal storage systems. In another research
work, similar work was carried out for multiple PCMs with fins in a latent heat storage
unit [53]. The authors summarized that the multiple-PCM model resulted in a considerable
amount of stored energy in the form of latent heat compared to the single-PCM model. A
nearly uniform outlet temperature of the heat transfer fluid was obtained with the multiple-
PCM latent heat storage modules compared to the single-PCM module. Moreover, the
authors Shaikh and Lafdi [54] performed a numerical analysis on a combined diffusion and
convection heat transfer in varied configurations of composite slabs employing multiple
PCMs. It was observed that the total energy charge rate could be considerably enhanced by
using composite PCMs compared to a single PCM. The authors Cui et al. [55] performed a
numeric simulation carried out on a solar receiver thermal storage module operating with
three different PCMs and a single PCM separately, in which the maximum heat transfer
temperature, fluid outlet temperature, and liquid PCM fraction of the total heat transfer
tube were obtained and compared with those attained with the single PCM. Compared with
the single PCM, the multiple PCMs enhanced the energy rate, improving the performance
of the receiver and profoundly decreasing the fluctuation of the fluid outlet temperature.
Furthermore, in the PCM encapsulation method, micro-sized PCM particles are enclosed in
a sphere or cylinder. The PCM inside the capsule is designated as the core and the solid
capsule as the shell. The shell can be made of a wide range of materials, including natural
and synthetic polymers. The encapsulation of PCMs can be performed chemically through,
for instance, co-acervation, and physically through, for instance, spray drying. The authors
Hawlader et al. [56] prepared an encapsulated paraffin wax and inferred its phase-change
behavior during energy storage and release processes. Both complex coacervation and
spray-drying methods were employed to prepare the encapsulated paraffin particles. The
microcapsules had high energy storage and release capacities in the range of 145 to 240 J/g.
Also, polymethylmethacrylate microcapsules containing n-octacosane as a phase-change
material for thermal energy storage were investigated [57]. The melting and freezing
points and the latent heats of the microencapsulated octacosane as a PCM were found
to be 50.6 ◦C and 53.2 ◦C and 86.4 J/g and −88.5 J/g, respectively. In addition, thermal
gravimetric analysis indicated that the microencapsulated octacosane had good chemical
stability. It was understood that the prepared microencapsulated octacosane has good
energy storage potential. Though the microencapsulated PCMs exhibited good energy
storage and release capacities, it was not able to perform well under repeated cycling, even
though the large particles of the microencapsulated PCM not only increased the viscosity
of the fluid but were also often crushed during pumping. For this reason, it is necessary to
prepare nano-encapsulated PCMs with smaller nanoparticle sizes of up to 150 nm.

Also, organic PCMs exhibit high flammability, tend to leak in the course of the melting
process, and have low volumetric heat storage capabilities [58]. On the other hand, inor-
ganic PCMs exhibit enhanced volumetric heat storage capacities [59], with metals and salt
hydrates demonstrating improved thermal conductivity and latent heat capacities, making
inorganic PCMs a very suitable choice, especially for applications in solar thermal energy
systems and devices [60]. Nevertheless, these materials often present supercooling and
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incongruent phase transitions. Figure 7 summarizes the fundamental beneficial features of
PCMs that determine their selection for specific applications.

Figure 5. Main methods of measuring the thermal conductivity of PCMs.

Figure 6. Main strategies for the enhancement of the thermal conductivity of PCMs.

Still concerning the beneficial features of PCMs, recently published research studies
attempted to produce environmentally friendly PCMs [58]. These green PCMs are derived
from bio-degradable and eco-friendly sources, including soya-oil, palm oil, and coconut
oil [61]. The published research efforts in this field include the studies by the authors Bouss-
aba et al. [62], who revealed that the exploration of palm kernel vegetable oil for thermal
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energy management of residential buildings is feasible. The use of coconut oil was also
suggested in [63] for air temperature regulation. Bio-based PCMs are highly promising yet
are represented less in the literature compared to paraffin-based PCMs, and consequently,
further studies on the exploration of eco-friendly PCMs for thermal energy storage applica-
tions are welcome. The solid–liquid type of PCMs is greatly employed in thermal energy
storage systems because of their enhanced latent heat capacity and facile reversibility to
either state during the charge and discharge processes [64]. Organic PCMs exhibit desirable
latent heat of fusion, congruent fusion, thermal stability, minimal supercooling, recyclabil-
ity, low toxicity, and thermal insulation due to their low thermal conductivity [65]. Organic
PCMs are also compatible with the building materials and polymeric materials of latent
heat storage tanks. Paraffins are organic PCMs with the general chemical formula CxH2x+2.
They have a volumetric latent heat capacity of 179 MJ/m3 and a thermal conductivity of
0.2 W/m ◦C [60]. Non-paraffin PCMs include esters, glycols, fatty acids, alcohols, and
other organic PCMs. Inorganic PCMs include water, salts, hydrated salts, and metallic
alloys in association with additives. The general form of salts is AxBy and the general form
of hydrated salts is AuBv·n(H2O), and they are widely studied for thermal energy storage
purposes. In addition, inorganic PCMs often present significant heat of fusion per unit
volume; better thermal conductivity than that of their organic counterparts, being twice that
of paraffin-based PCMs; minimal volume change during phase change; non-flammability;
compatibility with polymeric materials; and cost-effectiveness, making them very attractive
options for thermal energy storage applications. The main problems associated with the use
of inorganic PCMs are their supercooling effect, poor thermal stability, comparatively poor
nucleation, and segregated phase change [66]. Also, it should be stated that the metallic
alloy PCMs require further research work, since their elevated weight may hinder their
applicability in thermal energy storage purposes [64]. On the other hand, eutectic mixtures
are obtained from mixing two or more compounds, either organic or inorganic or both,
such that they take on a suitable operating temperature [64]. The main benefits of eutectic
mixtures comes from their high phase temperature for the intended application [59]. Eutec-
tic mixtures also demonstrate increased enthalpy, do not undergo supercooling, and have
congruent phase transition, unlike inorganic PCMs. Nonetheless, these mixtures are costly,
at two or three times the price of their individual constituent PCMs. Hence, further studies
should be conducted to overcome this price limitation, and the challenges of cost-effective
feasibility and scalability of the exploration of eutectic mixture PCMs in energy storage
applications should be better understood. It should be noted that the published literature
in the field also covers the solid–gas and solid–solid classes. That is the case, for example,
of the study performed by the authors Das et al. [67], who studied the application of
liquid–gas PCMs in photovoltaic/thermal solar energy systems. Moreover, the researchers
Kong et al. [68] studied the use of solid–solid PCMs for thermal energy storage purposes.
The investigated PCMs exhibited a latent heat of 111.7 J/g and improved thermal stability.
Also, the authors Du et al. [69] applied flame-retardant solid–solid phase-change composite
nanosheets in solar thermal energy storage technology, resulting in enhancements of 88.5%
and 69.4% in the energy efficiency and thermal conductivity, respectively. The current
review pays special attention to the solid–liquid PCMs that absorb considerable thermal
energy amounts during the melting process (charging stage) and release this energy dur-
ing the solidification process when a cold inlet airstream is applied over it (discharging
stage) [70]. Such practical characteristics are very suitable for thermal applications using
the temperature changes between day and night. Many studies are completely focused
on the general exploration of solid–liquid PCMs because of their improved properties in
practical applications. Nonetheless, the gap still remains in overcoming their fundamen-
tal problems [71], hindering their best thermal performance potential in thermal energy
storage systems.
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Figure 7. Fundamental benefits of PCMs.

4. Thermophysical Properties of Nanofluids and PCMs

4.1. Thermal Conductivity

The thermal conductivity of nanofluids depends on various factors like the type, mor-
phology, and concentration of the added nanoparticles; the type of base fluid; the addition
of surfactants; and the operating temperature. Nonetheless, the recent findings about
their contribution to the effective thermal conductivity of nanofluids are inconsistent and
often persist with some discrepancies and somewhat unexpected results. For example, the
researchers Philip et al. [72] investigated thermal conductivity changes with a volumetric
concentration of oleic acid-coated magnetite nanoparticles dispersed in kerosene-based
fluid. No thermal conductivity increase was reported up to a concentration value of 1.7%
vol. Beyond this value, the thermal conductivity of the developed nanofluid changed
linearly with the concentration of nanoparticles. The authors stated that the thermal con-
ductivity remained unchanged at low concentrations because of the uniformly dispersed
nanoparticles, whereas at higher concentrations the existing nanoparticle clusters in the
kerosene could have been the responsible for the verified thermal conductivity increase.

Chon et al. [73] evaluated the impact of nanoparticles added in the sizes of 11 nm,
47 nm, and 150 nm on the thermal conductivity of alumina aqueous nanofluids. The
authors observed a greater thermal conductivity enhancement when they added the smaller
nanoparticles of 11 nm. This was interpreted based on the enhanced Brownian motion of
the smaller nanoparticles.

Beck et al. [74] found that the thermal conductivity of the nanofluids increased with in-
creasing nanoparticle size. The research team argued that the verified thermal conductivity
decrease for the smaller particles was caused by the enhanced phonon scattering at the inter-
face between the nanoparticles and the base fluid. Indeed, when dealing with nanoparticle-
based fluid suspensions, the actual size of the nanoparticles is their hydrodynamic size
because of the contribution from the ordered liquid layer around the nanoparticles and the
surfactant molecules around the surface of the dispersed nanoparticles.
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Jeong et al. [75] studied the thermal conductivity of aqueous nanofluids containing
zinc oxide nanoparticles with different morphologies and in different concentrations. The
obtained results revealed a 12% increase in the thermal conductivity of the nanofluids
with spherical nanoparticles, whereas the increase was of 18% when the authors added
rectangular zinc oxide nanoparticles to water.

Murshed et al. [76] observed an increase in thermal conductivity of 17.5% with respect
to that of ethylene glycol alone in the nanofluid composed of 5% vol. titanium oxide
spherical nanoparticles dispersed in ethylene glycol-based fluid. The increase was of 20%
when the same concentration of titanium oxide cylindrical nanoparticles was added. Also,
the authors Zhu et al. [77] verified a higher thermal conductivity enhancement of 38% for
iron oxide nanofluids than for titanium oxide, copper oxide, and alumina nanofluids (30%
increase), though the thermal conductivity of the iron oxide of 7 W/mK was lower than
that of the titanium oxide (11.7 W/mK), copper oxide (20 W/mK), and alumina (36 W/mK).
The observed enhancement for Fe3O4-based nanofluid was attributed to the alignment of
the nanoparticles as clusters, where the thermal conductivity increased with increasing
concentration because of the increased length of the aligned particles.

Hong et al. [78] reported a higher thermal conductivity increase for iron nanofluids
than for copper nanofluids, even though the bulk iron had a lower thermal conductivity of
80 W/mK than the bulk copper, of 384 W/mK. In fact, the iron nanofluids demonstrated
an 18% increase in the thermal conductivity at a 0.55% vol. of nanoparticles, whereas the
copper nanofluid at the same concentration value exhibited a 14% increase.

The last two studies demonstrated that, contrary to what was expected, the incorpora-
tion of highly thermal conductive nanoparticles is not always the best choice for enhancing
the thermal conductivity of nanofluids. Instead, the wetting of the surface of the nanoparti-
cles and the heat transfer capability at the solid–liquid interface are usually determining
factors for the thermal conductivity enhancement verified in the nanofluids.

On the other hand, the researchers Dadwal et al. [79] examined the influence of the
size of the nanoparticles on the thermal conductivity of magnetite nanoparticles suspended
in kerosene and toluene. The researchers reported distinct tendencies of the thermal
conductivity evolution with the size of the nanoparticles in the two base fluids, given
that a thermal conductivity increase with increasing nanoparticle size was observed for
the kerosene, whereas, with toluene as base fluid, the smaller nanoparticles promoted
a thermal conductivity increase. The authors argued that the different evolutions of the
size-dependent thermal conductivity could have been caused by the different nanoparticle-
based-fluid interactions. The interaction between the nanoparticles and the molecules of
the base fluid determines the thickness of the interfacial layer. This interaction is different
for different base fluids, and it fundamentally decides the density of the nanolayer at the
solid–liquid interface, which in turn affects the heat transfer performance at this interface.

Accordingly, the authors Kamalvand et al. [80] analyzed the enhancement in thermal
conductivity of nanofluids with the adsorption of the molecules of the solvent onto the
nanoparticles at distinct temperature values. The investigation team found a linear increase
in thermal conductivity with the adsorption of the base fluid molecules onto the surface of
the dispersed nanoparticles. Also, the authors confirmed that the adsorption level of the
molecules of the base liquid increased with increasing bulk temperature.

Altan et al. [81] investigated the impact of the base fluid on the thermal conductivity of
iron oxide nanoparticles coated with capric acid and oleic acid surfactants and suspended in
hexane, heptane, and mineral oil. The research team verified a greater thermal conductivity
increase when using hexane as the base fluid, followed by heptane and mineral oil. The
researchers stated that the greater increase was not directly linked to the low thermal
conductivity of the base fluid, and that, instead, the interactions between the base fluid
and the added surfactant at the solid–liquid interface could be the main reason behind the
thermal conductivity enhancement.

Shao et al. [17] evaluated an aqueous hybrid nanofluid containing nanoparticles of
titanium oxide under the form of nanotubes of 9 nm to 10 nm and nanoplatelets of 50 nm
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to 80 nm. It was confirmed that the nanofluid at 0.1% wt. of titanium oxide with 25%
of titanium nanoparticles showed the greatest enhancement in thermal conductivity, of
22.3%, in comparison to that of the water-based fluid. The impact of the super-cooling
degree of the hybrid nanofluids decreased by up to 4.97 ± 0.2 ◦C and 5.27 ± 0.2 ◦C,
respectively, compared to mono nanofluids. The freezing time for the hybrid nanofluid was
also diminished by up to 54.9% in comparison to the titanium nanoplatelet nanofluid and by
56.4% compared with the nanofluid with titanium nanoparticles. Concerning the thermal
conductivity of the phase-change materials with the incorporation of nanoparticles, it can
be stated that most of the available papers on the subject focus on thermal conductivity
enhancement as a direct effect of the addition of nanomaterials to phase-change materials.

The only exception was the study conducted by Colla et al. [82], where the addition
of alumina nanoparticles to paraffin caused a 7–8% lower thermal conductivity compared
with that of pure paraffin. There is no clear explanation for this phenomenon in the
mentioned study. Generally, due to the improved thermal conductivity of nanocomposites
and nanofluids, a reduction in heating, melting, and solidification times can be expected.
Usually, the expected improvement in thermal conductivity is in the range of 20–100%,
but there are examples of even higher improvements being reported—for instance, in
the case of the lauric acid phase-change nanocomposite with graphene nanoplatelet [83],
carbon-based phase-change material [84], or magnesium chloride hexahydrate phase-
change material composites [85]. Generally, it can be concluded that an increase in the
concentration of nanomaterials dispersed in the phase-change materials increases the
thermal conductivity. This may be misleading, since there is a limit to the amount of
nanomaterial in the phase-change material—i.e., nanomaterials in larger fractions tend to
agglomerate. Agglomeration may lead to a decrease or increase in thermal conductivity. It
is hard to predict when agglomeration will occur since it depends on many parameters,
such as the mass or volume fraction, size, and morphology of the nanomaterials, among
others. Furthermore, the type, phase, and temperature of the phase-change material may
also have a significant influence on this phenomenon.

Sharma et al. [86] prepared a nano-enhanced phase-change material composed of
palmitic acid and nanoparticles of titanium oxide. The authors stated that the increase in
the mass fraction of the nanoparticles causes the nano-enhanced phase-change material
thermal conductivity to increase. A maximum increase in thermal conductivity of about
80% was recorded for 5% wt. loading of nanoparticles. For the same concentration of
nanoparticles, there was a 15.5% decrease in latent heat of fusion with respect to the pure
phase-change material.

Mayilvelnathan and Arasu [87] reported on the thermal conductivity measured by
the laser flash method of pure erythritol phase-change material, i.e., erythritol with 0.1%,
0.5%, and 1% of graphene nanoparticles before as well as after thermal-cycling periods.
The thermal conductivity of pure erythritol was 0.733 W/mK, whereas, when considering
the erythritol with 0.1% wt., 0.5% wt., and 1% wt. of graphene nanoparticles, the thermal
conductivity increased to 1.074, 1.095, and 1.122 W/mK. The thermal conductivity was
0.692, 0.899, 0.921, and 1.020 W/mK for pure erythritol without and with 0.1% wt., 0.5% wt.,
and 1% wt. of graphene nanoparticles, respectively. Additionally, the authors Putra
et al. [88] studied the thermophysical characteristics of nano-enhanced phase-change
materials based on Rubitherm paraffin wax, RT22 HC, and graphene nanoplatelets. The
thermal conductivity of the phase-change material was increased by around 90% with the
addition of 0.3% wt. of graphene.

Nourani et al. [89] modified paraffin with different mass fractions of alumina nanopar-
ticles. The authors in the article claim that the character of the relationship between the
effective thermal conductivity and increasing the alumina mass fraction was nonlinear
for both the solid and the liquid phase. The enhancement ratio of the effective thermal
conductivity was 31% in the solid phase and 13% in the liquid phase for the nano-enhanced
phase-change material at 10% wt. of alumina. A reduction of 27% of the heating and
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melting times was also detected for the same concentration of nanoparticles in the phase-
change material.

Wang et al. [90] produced a stable OP10E and water emulsion enhanced by the in-
clusion of graphite nanoparticles. The authors argued that the supercooling effect of the
emulsion could be prevented by the addition of graphite nanoparticles with a concentration
superior to 2% wt. Furthermore, it was stated that the addition of graphite nanoparticles to
the OP10E/water emulsion did not affect the latent heat. In the same study, it was found
that 2% wt. of graphite nanoparticles resulted in a thermal conductivity increase of 88.9%.

4.2. Specific Heat

The specific heat of nanofluids depends primarily on the type, morphology, and
concentration of the incorporated nanoparticles in the base fluid. Considering water as a
base fluid, the published studies confirmed a considerable reduction in the specific heat of
the water-based nanofluids, with the fundamental influencing factor for that to happen
being the concentration of the nanoparticles added to the water. In this scope, the authors
Zhou and Ni [91] prepared an aqueous alumina nanofluid at different concentrations
ranging from 1.4% vol. to 21.7% vol. The differential scanning calorimetry technique was
used to measure the specific heat of the nanofluids in a temperature range of between
20 ◦C and 45 ◦C. The research team observed decreases in the specific heat capacity of
between 6% and 45% at concentrations of 1.4% vol. and 21.7% vol., respectively. Several
other studies have investigated aqueous nanofluids with silica particles with dimensions
of 32 nm [92] and 20 nm [93] and copper oxide particles with dimensions of 30 nm [94] and
23–37 nm [95] at various particle concentrations. These studies reported large decreases in
the specific heat value with increasing nanoparticle concentrations. These lower specific
heat values could have been a result of agglomerated nanoparticles in these samples, but a
comprehensive characterization was reported. Like water-based nanofluids, ethylene glycol
and ethylene glycol–water nanofluids showed decreases in specific heat from the values of
pristine fluid. Although ethylene glycol had a lower specific heat value than water, it was
still much higher than that of the particle materials. Thus, the proper trend of decreasing
specific heat at higher particle concentrations was upheld in these studies. Additionally,
the researchers Teng et al. [96] evaluated the specific heat of multi-walled carbon nanotubes
dispersed in a mixture of ethylene glycol and water nanofluid at concentrations of 0.1%
wt., 0.2% wt., and 0.4 wt.%, employing chitosan as a surfactant. The authors found that the
inclusion of the multi-walled carbon nanotubes reduced the specific heat capacity of the
base fluid mixture by between 2% and 8%, with the highest reduction shown by the most
concentrated nanofluid. Furthermore, the researchers De Robertis et al. [97] analyzed the
specific heat of a copper–ethylene glycol nanofluid at a 0.5% wt. of nanoparticles and at two
different pH values. The pH of the primary nanofluid was 2.2, and a solution of sodium
hydroxide was used to increase the pH to 10. The specific heat measurement revealed a
decrease in specific heat in the nanofluids compared to the ethylene glycol-based fluid. The
experiments showed a decrease of around 4% for the copper–ethylene glycol with the pH
adjusted to 2.2 and a 12% decrease when the pH was adjusted to 10. It is likely that an
increase in the pH moved the solution around the isoelectric point, perhaps resulting in
an agglomeration of the nanoparticles in this case. From these available studies, it can be
concluded that water and ethylene glycol nanofluids exhibit a decrease in specific heat with
an increase in particle concentration and an increase in specific heat with an increase in
temperature. In a more comprehensive pursuit of enhanced nanofluid-specific heat, a study
by Starace et al. [98] explored various nanoparticle and base fluid combinations at different
concentrations. The study used 36 different nanofluids with negligible changes in the heat
capacity with respect to the base fluid. The authors used nanoparticles of silica, fumed silica,
alumina needles, aluminum nitride, exfoliated graphite, iron core/iron oxide shell, bismuth,
and mesoporous silica. The nanoparticles were dispersed in mineral oil, poly-α olefin,
ethylene glycol, 60/40 by mass ethylene glycol/water, and calcium nitrate tetrahydrate. As
some nanoparticles were suspended easily in some fluids and others required the use of
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surfactants, the researchers defined specific mixing procedures for each combination. The
results showed only small changes in the specific heat considering the overall scatter of
measured specific heats over the temperature range investigated. It was suggested that
a change in overall specific heat could be possible only if a rearrangement of the base
fluid molecules to a higher heat capacity configuration was caused by the nanoparticles.
Molecular dynamic simulations of copper nanoparticles in ethylene glycol [99] have shown
an ordering layer of 0.75 nm thick around the nanoparticle; however, the specific heat of
this predicted ordered layer has not been studied. Despite the high number of available
experimental methods for evaluating the thermal transport of PCMs during the phase-
change process, numerical simulations are also powerful tools for the optimized design of
PCMs. Numeric simulations can accurately describe the phase-change heat transfer process
by exploring diverse models like the energy balance method, finite element simulation, or
commercially available computational fluid dynamics (CFD) software such as Ansys Fluent
or COMSOL Multiphysics with Heat Transfer Module. The structural and operational
parameters after optimization can provide guidance for the thermal enhancement of PCMs
and thermal energy storage systems containing PCMs. As the most common analytical
methods for solving engineering problems, the energy balance method and the enthalpy
method are widely used to simulate the thermal transport behavior of PCMs during the
solidification/melting stages. To simulate the thermal transport of PCMs in thermal energy
storage systems more efficiently, the finite element method and the CFD modeling method
are introduced, which can easily accomplish the simulation. The energy balance method is
usually used to study the flow of energy based on energy conservation and to analyze the
thermal enhancement effect in PCMs. The energy equation for a system without energy
generation can be given by Equation (1):

Est = Ein − Eout (1)

where, in the cases of solar energy modules operating with PCMs, Est is the energy transfer
and energy retention between the different modules of the system, Ein is the received
solar energy, and Eout is the energy loss of the system. When Est of the PCMs needs to be
considered, the energy equation between the PCMs and other parts should be used. Based
on the flow and change in energy, the thermal enhancement effect can be reliably addressed
and regulated, which further improves the thermal energy storage ability of PCMs. The
enthalpy method is based on the enthalpy modifications of the different modules of a solar
thermal energy system. The fundamental benefit of the enthalpy method is closely related
to the capability of avoiding direct front tracking when dealing with materials that melt
or solidify over a range of temperatures, which enable numeric simulation using complex
geometries. The enthalpy equation for the solidification and melting processes can be
expressed by Equation (2):

∂(ρH)

∂τ
+∇·(ρνH) = ∇·(k∇T) + S (2)

where H is the total enthalpy, ρ is the density of the operating fluid, ν is the velocity of the
operating fluid, and S is the source term defined by the condition of the sample. The total
enthalpy can be determined by Equation (3):

H = h + ΔH (3)

where h is the sensible heat enthalpy and ΔH is the latent heat enthalpy. The sensible heat
enthalpy is expressed by Equation (4):

h = href +
∫ T

Tref

CpdT (4)
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where Cp is the specific heat capacity of the operating fluid and Href and Tref are reference
values. The initial condition Ti = T(x,y,z,τ0) and boundary conditions like k·∂T/∂n = q0 and
−k·∂T/∂n = hs(T − To) should be used in the numeric simulation, where q0 is the heat flux,
hs is the air surface heat transfer coefficient, and To is the ambient temperature. The gov-
erning equation of the enthalpy method is similar to the single-phase equation, providing
an easier solution to the phase-change problems. Also, in the enthalpy method, there are
no conditions to be satisfied at the solid–liquid interface, and this method yields a solution
involving both solid and liquid phases [100]. For example, the researchers Han et al. stud-
ied the thermal energy storage and release processes in multi-cavity-microstructured PCM
microcapsules and found that the charge and discharge velocity of PCMs were accelerated
by increasing the number of cavities and cavity interlayers in the microcapsules [101].
The feature is that the enthalpy method possesses great suitability to be applied in the
field of engineering thermal energy storage systems, providing a reliable evaluation for
engineering applications of PCMs. The finite element simulation method subdivides a large
phase-change energy storage system into smaller and simpler elements and simulates them
separately, which is called the discretization strategy. There are many types of discretization
strategies, such as the h-version and the p-version. Both of these versions are numerical
methods for solving partial differential equations. Their main difference is that the polyno-
mial degrees of the elements are fixed and the mesh is refined in the h-version, whereas
the finite element mesh is fixed and the polynomial degrees of elements are enhanced in
the p-version [102]. After the simulation, the subdivided elements are then assembled into
a larger system, which makes it easier to model the thermal transport problem during
the phase-change process. The finite element simulation method offers many options for
regulating the complexity of both modeling and analysis in a heat transfer system. At the
same time, it can also balance the necessary accuracy and computational processing time
that can assess many of the concerns associated with engineering applications. The thermal
performance of PCMs, as one of the most studied research topics in the technological field,
can be reliably described via finite element simulations [103]. For instance, the researchers
Wang et al. [104] studied the impact of the porosity and thermal conductivity of a metal
foam on the thermal conductivity and melting of PCMs. The optimum fin structure was
attained, which considerably increased the rate of solidification of the PCMs, opposite
to the velocity increase via the action of the dispersed copper nanoparticles studied by
the authors Lohrasbi et al. [105]. The finite element simulation method provides accurate
prediction of the thermal enhancement effect for micro-/nano-PCMs. To achieve a highly
efficient finite element simulation, CFD modeling was developed to analyze engineering
situations with inherent complex problems, such as the solidification and melting processes
in PCMs for solar thermal purposes. This method also involves fluid mechanics such as
turbulence models and two-phase flow, which focus on the flow of gas and liquid and can
resolve the intricate restriction of the fluid flows in solar thermal research and technology,
like the flow of heat transfer fluids at various flow rates. Therefore, to analyze the thermal
enhancement during the solidification process of PCMs or the heat exchange process of col-
loidal suspensions, CFD is undoubtedly an ideal numerical simulation method. Moreover,
the researchers Mahdi et al. [106] combined nanoparticles with metal foam or metal fins in
a thermal energy storage system containing triplex-tube PCMs and confirmed the thermal
enhancement provoked by this solution for the improvement of the thermal energy storage
system. Further work on PCM thermal energy storage analysis will undoubtedly require
the development of CFD modeling with enhanced computing processing capacity. Also, to
seize the internal and external thermal energy exchange of PCMs or PCMs operating in
thermal energy storage systems, the combined exploration of experimental findings and
numeric simulations is a vital tendency that should be maintained. For thermal conductiv-
ity and the drastic augmentation of the latent heat of PCMs or the use of the thermal energy
in a thermal energy storage system, this combination provides accurate data and reliable
evidence for the optimized design of thermal energy storage systems using PCMs. Figure 8
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summarizes the fundamental formulations for the numerical simulations involving PCMs
and nano-enhanced PCMs.

Figure 8. Main formulations for numerical simulations involving PCMs.

Moreover, the authors Starace et al. [98] also referred to many experimental works
investigating the ordered layer of the water around proteins and hydrophobic molecules,
where the water molecules are almost immobile in that layer, providing an increase in
the specific heat of the system proportional to the volume of the ordered layer interface.
Hence, the authors concluded that, to have an increase in the specific heat of nanofluids,
the layered structure should have a specific heat many times higher than that of the
base fluid. This ordered interfacial structure will be discussed in more detail in the next
section. Furthermore, the authors Shin and Banerjee [107] and Tiznobaik and Shin [108]
investigated the binary eutectic salt Li2CO3-K2CO3 (62:38) with the addition of 1% wt. of
silica nanoparticles in different sizes. Their experimental works reported enhancements
of around 25% in the specific heat regardless of the size of the nanoparticles. In addition,
the obtained TEM images of the nano-enhanced salts after a melting and freezing process
showed the formation of needle-like nanostructures in the salt, which could be the main
reason behind the improved specific heat. Nonetheless, these special nanostructures within
the molten salt were not observed in other published studies. Moreover, the researchers
Dudda and Shin [109] investigated the binary eutectic salt NaNO3-KNO3 (60:40), commonly
designated as solar salt given its suitability for commercial solar thermal power plants as a
thermal energy storage medium, with the incorporation of silica nanoparticles. In their first
study, the authors added 1% wt. of silica nanoparticles in two different sizes and confirmed
a 19% enhancement in the specific heat for the 5 nm nanoparticles and a 25% increase when
adding 30 nm nanoparticles. In their subsequent experimental work [110], the researchers
added the same fraction of silica nanoparticles and found enhancements in the specific heat
of 8%, 12%, 19%, and 27% with nanoparticles in sizes of 5 nm, 10 nm, 30 nm, and 60 nm,
respectively. Furthermore, the authors Lu and Huang [111] evaluated the specific heat of
molten NaNO3-KNO3 (60:40) salt containing alumina nanoparticles 9 nm and 13 nm in
size. The concentrations used were superior to 1% wt., and a decrease in the specific heat
capacity of the nanofluid was found. Also, it was verified by the authors that the specific
heat decreased with increasing concentration and size of the nanoparticles. Additionally,
the researchers Chieruzzi et al. [112] studied NaNO3-KNO3 (60:40) salt with the addition of
alumina nanoparticles at concentrations of between 0.5% wt. and 1.5% wt. and reported an
increase in the specific heat of 5.9% at 1% wt. and decreases in the specific heat at 0.5% wt.
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and 1.5% wt. Also, the researchers Ho and Pan [113] confirmed a nearly 20% enhancement
in the specific heat at a very reduced concentration of 0.063% wt. of alumina nanoparticles
in the ternary eutectic salt KNO3-NaNO2-NaNO3. Interestingly, increases in temperature
were shown to decrease the specific heat of the salt, which is not in agreement with any
other study, all of which showed constant or increasing specific heat with temperature.
The specific heat enhancement of the molten salts with the addition of nanoparticles was
attributed by the authors Shin and Banerjee [114,115] to three different possible mechanisms.
The first one is related to the higher specific heat capacities of nanoparticles themselves,
which is possible when the size of the particles is decreased. At present, nanoparticle-
specific heat values have only been investigated up to 350 K [116], indicating that their
properties at the high operating temperatures of molten salts is still largely unknown—a
topic that should be investigated further. Also, the authors suggested that a high surface
area per unit mass of nanoparticles increases the interfacial thermal resistance between
nanoparticles and the surrounding liquid molecules. This high interfacial thermal resistance
acts as additional thermal storage due to the interfacial interaction of the vibration energies
between nanoparticle atoms and the interfacial molecules. This phenomenon could cause
an increase in the specific heat of the salts [115]. Finally, the semi-solid behavior of layered
liquid molecules at the surface of solid particles must be considered. The semi-solid layer
can be visualized as a liquid–solid phase change at the surface and has been shown to
have higher thermal properties than the bulk liquid and be equivalent to a latent phase
change heat. Also, the researchers Jung and Banerjee [117] carried out molecular dynamics
simulations to investigate this mechanism and introduced an analytical model to determine
the specific heat of the salts. The empirical model for this mechanism simply assumes
values for the semi-solid layer thickness, which could vary for different salts and particle
materials and sizes. Moreover, the authors Shin and Banerjee [115] estimated that the
semi-solid layer of liquid molecules on a crystalline surface can reach 2–5 nm in thickness—
with this range depending on the surface energy of the crystalline interface. Thus, the
mass fraction of the semi-solid layer should increase proportionally with the reduction in
the size of the nanoparticles (for the same concentration of nanoparticles). Consequently,
smaller nanoparticles should cause a greater enhancement in the specific heat of nanofluids.
However, constant enhancement with different sizes of nanoparticles [115] and more
enhancements with larger particles [112] have been reported, which seems to contradict this
part of the theory. It is possible, though, that these unexpected trends could be explained
by clustering at high temperatures, resulting in different particle size distributions during
testing. The ionic liquid-based solvation force stability, as previously described, is also
based on the existence of layered structures of ions in the vicinity of the solid–liquid
boundary. Therefore, the common concept of the ionic liquid interfacial structure and
semi-solid layers indicate a plausible mechanism to produce a stable colloidal system with
enhanced specific heat. However, this is unproven for molten salts and still requires further
investigation. On the other hand, the nanocomposites had lower specific heat compared
to the base PCM, such as, for example, in the case of the improvement in photo-thermal
performance [90], for PCM-filled cylinders [88], and in thermoelectric applications [118].
On the contrary, the authors Chieruzzi et al. [119] found that nanocomposites had a higher
specific heat than that of the corresponding base PCM. The researchers prepared a nanofluid
based on a nitrate salt mixture of 60% wt. NaNO3 and 40% wt. KNO3, Tm 220 ◦C. To
create the nano-enhanced PCM, silica (7 nm), alumina (13 nm), and a mixture of silica and
alumina (2–200 nm) nanoparticles at 1% wt. were added to the nitrate salt mixtures. The
best results were achieved for the nanofluid with 1% wt. of silica/alumina nanoparticles.
The specific heat in the solid phase was improved by around 52 and in the liquid phase by
around 19%. The stored heat was increased by 13.5% compared with that of the PCM itself.
On the other hand, the researchers Liu and Yang [120] enhanced the thermal properties of
inorganic hydrate salt with titanium oxide–P25 nanoparticles with a dimension of 21 nm.
The specific heat was improved by 83.5% in the solid phase and by 15.1% in the liquid
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phase by adding 0.3% wt. of nanoparticles. Furthermore, the latent heat was increased
by 6.4%.

4.3. Latent Heat

In most studies, the addition of nanomaterials caused a slight decrease in the latent
heat, except in [119] in relation to the passive cooling application and in [120] for the case
of hydrate salts, where increases of 10.8% and 6.4% were reported, respectively, whereas
in [121], the addition of graphite nanoparticles to an OP10E/water emulsion did not affect
the latent heat. Also, the authors Warzoha et al. [122] found that the latent heat of fusion of
organic paraffin decreased with the percentage of herringbone graphite nanofibers. The
latent heat of fusion of the pure paraffin PCM was 271.6 J/g, whereas the latent heat of
fusion of the nano-enhanced PCM with 11.4 vol% of graphite nanofibers was 242.7 J/g.
The thermal conductivity and diffusivity increased with the increase in volume fraction
of the HGNF. Furthermore, the authors Colla et al. [82] added alumina and carbon black
nanoparticles to the paraffin waxes RUBITHERM®RT20 and RUBITHERM®RT25. The
authors claimed that the addition of 1% wt. of alumina nanoparticles caused a degradation
in thermal conductivity in both PCMs by 7–8%, whereas 1% wt. of carbon black nanoparti-
cles increased the thermal conductivity by more than 25%. When alumina nanoparticles
were added to RT20, the improvement in the latent heat was 10.8%, whereas in the case of
carbon black nanoparticles the improvement was only 3.4%. The addition of carbon black
nanoparticles to RT25 caused a reduction in latent heat of 11.6%. Moreover, the authors
Muthoka et al. [123] prepared barium chloride dehydrate solutions in which nanoparti-
cles of magnesium oxide and multi-walled carbon nanotubes were added. The authors
stated that a 7% reduction in latent heat was detected for 1% wt. of multi-walled carbon
nanotube0-enhanced fluid and a 5.2% reduction for 1% wt. magnesium oxide-enhanced
fluid. Furthermore, the researchers Ebadi et al. [118] enhanced coconut oil with nanoparti-
cles of copper oxide to create biobased nano-enhanced PCMs. A nanocomposite with 1%
wt. of nanoparticles had 7.5% higher thermal conductivity than the base PCM, whereas the
specific heat and latent heat of fusion decreased by 0.75% and 8.2%, respectively.

In Section 3, the literature results related to the most relevant thermophysical proper-
ties of nanofluids were presented, and several discrepancies were discussed. Regarding
thermal conductivity, such divergences may have arisen from the techniques used to mea-
sure this property, as exemplified in Figure 5 of this paper. Many of these techniques
are adaptations of methods traditionally used to measure solids, powders, and gases, as
mentioned in [124]. Another factor to be considered concerns the methodology used by
researchers in the literature; the possibilities for preparing nanofluids can vary considerably
between different studies, as seen in Figure 3. Even in two independent studies that use the
same nanofluids, with identical concentrations and particle diameters, the lack of a common
protocol that considers the pH, the dispersion technique adopted, whether surfactants were
used, and the type of base fluid can influence the measurements of the thermal properties.

5. Main Solar Thermal Conversion and Harvesting Applications

5.1. Solar Thermal Energy Storage Systems

Most nano-enhanced PCMs are very suitable for the thermal energy storage techno-
logical field. Thermal energy storage systems based on a nano-enhanced PCM operate
according to the passive energy storage principle of latent heat. Such systems allow an
active thermal management of the release and storage of latent heat. The main limiting
parameter is the phase-change temperature value or temperature value range. Also, the
choice of the most suitable nano-enhanced PCM and nanofluid for a given system should
be based on the ease of the preparation method and the cost, as well as on their improved
thermophysical properties. The fundamental interest of researchers was directed towards
the amelioration of the thermal conductivity of nano-enhanced PCMs. The authors Lin
and Al-Kayiem [125] conducted an experimental study on the thermophysical properties
of nano-enhanced PCMs used in a solar collector. The experimental results demonstrated
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that the addition of 1% wt. of copper nanoparticles to the base paraffin wax increased
the solar collector efficiency by 1.7% compared to that attained with a pure PCM. Also,
the authors Natividade et al. [3] studied the thermal efficiency of a solar collector system
with a parabolic concentrator. In their experiments, a nanofluid composed of water and
multilayer graphene at extremely low volume fractions of 0.00045% vol. and 0.00068% vol.
to prevent agglomeration and sedimentation was used. Despite having only a shallow
description of the preparation method, with no references about the synthesis parameters
or the equipment used, the nanofluid at 0.00045% vol. increased the thermal efficiency
by 31% and the nanofluid at 0.00068% increased the same parameter by 76% compared
to the results obtained with the water-based fluid alone. Additionally, the researchers
Altohamy et al. [16] studied the inclusion of an aqueous alumina nanofluid in a latent heat
thermal energy storage system. The authors confirmed that the use of the nanofluid had an
impact on the solidified mass fraction and charging time of the system, which decreased
considerably. Moreover, the authors found appreciable improvements in the charging rate
and amount of energy stored. The charging time was reduced by up to 30% at a volume
fraction of 2% vol. compared to that achieved with pure water. Additionally, the authors
Kannan and Nadaraj [126] improved the efficiency of a solar flat-plate collector simultane-
ously employing nanofluids and PCMs. The researchers used the solar water heater during
the off-shine hours using a PCM, which maintained the heat even after the sunshine was
gone. Therefore, during off-sunshine hours, it yielded a better thermal performance. The
performance of the solar collector could be improved by increasing the absorber plate area
and the size of the water tubes. The performance of the solar water heater with a PCM was
improved by selecting an appropriate PCM with a high thermal storage capacity. It was
also improved by increasing the quantity of the PCM and heat transfer area by fixing the
absorber with better performance. By using an alumina nanofluid as a heat transfer fluid at
a concentration of 0.01% wt., the instantaneous efficiency of the collector was enhanced
from 0.9% to 3.4% and from 0.1 to 3.5 under mass flow rates of 20 L per h and 40 L per
h. The thermal efficiency of the collector was increased from 1% to 2.9% and from 0.05 to
1.9 under the same mass flow rates. Figure 9 shows the schematic representation of the
adopted photovoltaic/thermal system configuration.

Figure 9. Configuration of the photovoltaic/thermal system. Adapted from [126].

5.2. Photovoltaic/Thermal Systems

The incoming solar radiation on the surface of the photovoltaic/thermal equipment
may produce a large amount of electric power. Nonetheless, the absorbed solar radiation
increases the temperature of the photovoltaic module and, consequently, decreases its
overall efficiency. It is often stated in the published literature in the field that an increment
in the temperature of photovoltaic panels causes an efficiency reduction of nearly 0.5% per
degree [127], depending on the explored photovoltaic technology. Figure 10 schematically
represents a typical photovoltaic/thermal system.
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Figure 10. Schematic representation of a typical photovoltaic/thermal system.

Figure 11 schematically represents the energy and exergy associated with the control
volume of a photovoltaic/thermal system.

Figure 11. Energy and exergy of the control volume of a photovoltaic/thermal system.

The overall performance of a photovoltaic/thermal system can be evaluated based on
a thermodynamic approach from the viewpoint of the first and second laws. The first and
second laws may be referred to as energy and exergy analyses, respectively. Whereas an
energetic analysis determines the quantity of the energy, an exergetic analysis determines
its quality. Hence, considering the photovoltaic module and the thermal collector as a
single control volume, the input energy is the quantity of solar irradiation and the output
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energies are the electrical and thermal ones. Assuming a steady-state condition, the control
volume energy balance can be given by Equation (5):

Ein = Eel + Eth − Eloss (5)

where Ein is the incident solar irradiation to the photovoltaic/thermal system, Eel is the
output electrical power, Eth is the thermal energy gained from the collector, and Eloss is
the energy loss for the control volume. Moreover, the overall efficiency of a photovoltaic
thermal system ηPV is the ratio of the output energies to the input energy during a defined
period and is given by Equation (6) [128]:

ηPV =
Eth + Eel

Ein
=

∫ t2
t1

(
AcE’

th + ApvE’
el

)
dt

Ac
∫ t2

t1
G’

effdt
= ηth + rηel (6)

where Ac is the area of the collector, Apv is the area of the photovoltaic cells, E’
th is the rate

of output thermal energy per unit area of the collector, E’
el is the rate of output electrical

energy per unit area of photovoltaic cells, Geff is the rate of the effective incident radiation
per unit area of the collector, ηth is the thermal efficiency of the system, ηel is the electrical
efficiency of the system, and r is the packing factor given by the ratio Apv/Ac. Furthermore,
the term Eth can be determined by Equation (7):

Eth = m · Cp · (Tfo + Tfi) (7)

where m is the mass flow rate through the collector of the operating fluid, Cp is the specific
heat capacity of the operating fluid, Tf0 is the outlet temperature of the fluid, and Tfi is the
inlet temperature of the fluid. The electrical efficiency ηth can be expressed by Equation (8):

ηel =
Eel
Ein

=
VOC × ISC × FF

Geff
(8)

where VOC is the open-circuit voltage, ISC is the short-circuit current, and FF is the filled
factor that defines the maximum power conversion efficiency of the photovoltaic module,
which can be determined by Equation (9) [129]:

FF =
Pm

VOC × ISC
(9)

where Pm is the ideal output power. In Equation (8), G´eff can be given by Equation (10):

Geff = τg·αcell·G (10)

where τg is the glass surface transmissivity, αcell is the cell absorptivity, and G is the rate of
the incident irradiation. To infer the thermal energy of the photovoltaic/thermal systems,
the output electrical energy should be converted into thermal energy using a conversion
factor cf. For most of the developed photovoltaic/thermal fluid systems, Cf values of 0.35 to
0.40 have been proposed [130]. Therefore, the overall equivalent photovoltaic/thermal
system can be given by Equation (11):

ηPV,TH = ηth + r
ηel
Cf

(11)

Similar to the energy analysis, by considering the photovoltaic module and the thermal
collector as a unified control volume, the exergy balance can be expressed by Equation (12):

Exin = Exel + Exth − Exloss (12)

171



Technologies 2023, 11, 166

The terms in Equation (12) are defined similarly to the terms of the energy balance,
but in an exergy expression. In addition, the overall exergetic efficiency of the photo-
voltaic/thermal system can be given by Equation (13) [128]:

εpv =
Exth + Exel

Exin
=

∫ t2
t1

(
AcEx’

th + APVEx’
el
)
dt

Ac
∫ t2

t1
Ex’sundt

= εth + rεel (13)

where εpv is the overall exergetic efficiency, εth is the thermal exergetic efficiency, εel is the
electrical exergetic efficiency, Ex´th is the rate of output thermal exergy per unit area of the
collector, Ex´el is the rate of output electrical exergy per unit area of the cells, and Ex´sun
is the rate of the incident irradiation exergy per unit area of the collector. In the equation
above, the thermal and electrical output exergies can be linked with the output energies by
Equations (14) and (15), respectively:

Exel = Eel (14)

Exth = Eth·(1 − Ta

Tfo
) (15)

where the temperatures are expressed in Kelvin and Ta is the ambient temperature. The
received input exergy can be determined by Equation (16) [131]:

Exsun = G

[
1 − 4

3
Ta

Tsun
(1 − cosβ)

1
4 +

1
3

(
Ta

Tsun

)4
]

(16)

where Tsun is the equivalent temperature of the sun as a blackbody of nearly 5800 K and β

is the half-angle of the cone subtended by the sun disc, where β is around 0.0047 radian on
a clear day for a beam sunlight and around π/2 radian for diffuse sunlight [132]. Figure 12
summarizes the fundamental thermal mechanisms associated with a photovoltaic/thermal
system. The temperature at which a photovoltaic module operates is at equilibrium be-
tween the heat generated by the photovoltaic module and the heat loss to the surrounding
environment. The various thermal processes of heat loss are reflection, radiation, convec-
tion, and conduction. The conductive heat loss is derived from the different temperatures
between the photovoltaic module and the other materials with which the photovoltaic
module is in contact. The capability of the photovoltaic module to transport heat to its
surroundings can be symbolized by thermal resistance. The convective heat transfer arises
from the transport of heat away from a surface as the result of one material moving across
the surface of another. In a photovoltaic module, the forced convective heat transfer is
generated by the wind blowing across the surface of the cell. The free or natural convection
exchange of the panel with the area surrounding it has a smaller impact. This natural
convection is caused by the air temperature and can be defined by Newton’s law of cooling.
The free convection becomes considerable in cases where only a little wind blows under
cold climates, in which the temperature gradient between the surface of the photovoltaic
module and the ambient air is relatively large. Also, the photovoltaic module may transfer
heat to the surrounding environment through reflection and radiation. In the exchange of
heat via radiation, long-wave radiation may be involved. To determine its contribution
to the heat balance, it is necessary to consider the value of the radiative conductance or
emissivity between the surfaces of both sides of the photovoltaic panel with both the
ground and the sky.

Hence, considering the efficiency and economic feasibility of photovoltaic/thermal
systems, it is reasonable to consider that their innovative thermal regulation and the
beneficial thermophysical characteristics of nano-enhanced PCMs may be very suitable
for this end. In recent years, many different new photovoltaic/thermal technologies have
emerged other than those of air, water, and employing two thermal fluids with some
desirable output. The heat transfer capability depends on the thermal conductivity of
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the cooling media. Dispersing highly conductive nanoparticles into the cooling fluid
improves the thermal conductivity of the cooling medium, and the heat transfer rate is also
increased. Figure 13 summarizes the fundamental design of and operating parameters for
a photovoltaic/thermal system to operate with nanofluids and PCMs.

Figure 12. Main heat transfer mechanisms associated with a photovoltaic/thermal system.

Figure 13. Main design parameters for a photovoltaic/thermal system operating with nanofluids
and PCMs.

Table 1 summarizes the benefits and disadvantages of the different cooling media in
photovoltaic/thermal systems.
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Table 1. Main benefits and disadvantages of the different cooling media in photovoltaic/thermal
systems.

Photovoltaic/Thermal
System

Cooling
Medium

Benefits Problems Applications

PCM-integrated
photovoltaic/thermal

system
Air

Low investment cost
Easy to install and

maintain
Less bulky system

Air availability

Poor thermal
conductivity

Low heat transfer
capability

Low photovoltaic panel
temperature reduction

Low thermal performance
Fan is required for
circulating the air

Some of the PCMs may leak
during melting

HVAC
Residential
buildings

Thermal space
management

PCM-integrated
photovoltaic/thermal

system
Water

Higher heat transfer
capability than the one

with air as a coolant
Suitable for different

fluidic coolants

High investment cost
Low thermal conductivity

High maintenance cost
Risk of equipment

corrosion
Freezing
Leakage

High power consumption

HVAC
Residential
buildings
Thermal

space management

PCM-integrated
photovoltaic/thermal

system
Nanofluid

Advanced technology
Enhanced heat transfer

capability
Broad range of

commercially available
nanoparticles

High pumping power
is required

Stability of the dispersion of
nanoparticles in

the base fluid
High cost of

nanoparticles
Leakage and fouling risks

HVAC
Residential
buildings
Thermal

space management

Nano-enhanced
PCM-integrated

photovoltaic/thermal
system

Air Advanced technology
Fan or blower is required

Only average thermal
performance

HVAC
Water heating
Snow and ice

removal
All-season

thermal comfort
Clothing washing

and drying

Nano-enhanced
phase-change

material-integrated
photovoltaic/thermal

system

Water

Well -developed
technologySuitable for

different fluidic
coolants

Enhanced heat transfer
capability

Settling of
nanoparticles after several

operating cycles
Leakage

HVAC
Water heating
Snow and ice

removal
All-season

thermal comfort
Clothing washing

and drying

Nano-enhanced
phase-change

material-integrated
photovoltaic/thermal

system

Nanofluid

Well-developed
technology

Very high thermal
performance

Broad range of
commercially available

nanoparticles

High pumping power
is required

Stability over time of
the dispersion of the

nanoparticles in the PCM and
base fluid
Settling of

nanoparticles

HVAC
Water heating
Snow and ice

removal
All-season

thermal comfort
Clothing washing

and drying
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In this direction, the authors Nada and El-Nagar [133] evaluated the efficiency of
PCMs and nano-enhanced PCMs in the thermal management of integrated photovoltaic
modules. In view of the obtained results, it was found that, for the integrated modules, the
inclusion of a PCM composed of paraffin wax and Rubitherm® RT55 and a nano-enhanced
PCM with the addition of 2% vol. of alumina nanoparticles resulted in an increase in the
photovoltaic efficiency of the system. The researchers reported that the daily efficiency
was increased from nearly 5.7% using the PCM and from around 13.1% employing the
nano-enhanced PCMs. Moreover, the researchers Al-Waeli et al. [134] added silicon carbide
nanoparticles with concentrations of up to 4% wt. to a paraffin PCM to determine the
thermal and electrical performance of a hybrid photovoltaic/thermal panel. The authors
found that the heat dissipation from the photovoltaic/thermal panel was more uniform
when the PCM was incorporated. Also, the PCM enhanced the efficiency of the system from
7.1% to 13.7% in comparison to common photovoltaic systems. Furthermore, the combined
effect of aqueous zinc oxide nanofluids and a paraffin wax PCM was experimentally
investigated by the authors Sardarabadi et al. [135] in a photovoltaic/thermal system. The
concentration of the nanofluids varied from 0.1% wt. and 0.4% wt. and the researchers
observed that the electrical efficiency of the system was increased by 13%. The efficiency
of the photovoltaic/thermal system incorporating the nanofluids was 5% higher than the
one with water. Also, the paraffin wax further improved the efficiency of the photovoltaic
panel by 9%. Figure 14 schematically illustrates a typical configuration of the combined use
of nanofluids and PCMs in a photovoltaic/thermal system.

 
Figure 14. Typical configuration of a photovoltaic thermal system operating simultaneously with
nanofluids and PCMs.

Additionally, the authors Hosseinzadeh et al. [136] evaluated the energy and exergy
efficiency of a photovoltaic module, a photovoltaic/thermal system using a nanofluid, and
a photovoltaic/thermal system operating with a nanofluid and a PCM. A zinc oxide–water
nanofluid and a paraffin PCM were used. The obtained results indicated that the electrical
efficiencies of the photovoltaic module, the nanofluid photovoltaic/thermal system, and
the nanofluid and PCM photovoltaic/thermal system were around 12.6%, 13.4%, and
14.1%, respectively. The overall efficiencies were approximately 12.6%, 53.3%, and 65.7%,
respectively. The thermal efficiencies of the nanofluid photovoltaic/thermal system and
the nanofluid and PCM photovoltaic/thermal system were around 39.9% and 51.7%,
respectively. Also, the exergy efficiencies of the possible alternatives were about 10.7%,
13.6%, and 12.4%, respectively. In addition, the nanofluid and PCM photovoltaic/thermal
equipment provided an increase of 26% in the thermal efficiency in comparison to that
attained with the conventional system. Moreover, the researchers Sardarabadi et al. [135]
evaluated the performance of a PCM photovoltaic/thermal system operating according
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to distinct configurations and with diverse heat transfer fluids. A conventional water
operating system, a zinc oxide aqueous nanofluid operating system, a water- and PCM-
integrated system, and, finally, a zinc oxide nanofluid- and PCM-integrated system were
studied. The obtained results indicated that this last approach exhibited the greatest
overall thermal and electrical efficiencies and the most reduced photovoltaic panel surface
temperature. The research team concluded that the nanofluid–PCM-integrated system
provided increased electrical and overall efficiencies of 13% and 23%, respectively, with
respect to those achieved with a conventional photovoltaic system without requiring
any extra consumption of energy. This system also yielded a 48% increase in thermal
energy in comparison with the one provided by the nanofluid operating system. Also,
the temperature reduction of the photovoltaic panel was of only 10 ◦C when the system
operated with water cooling, whereas the use of the nanofluid–PCM-integrated system
reduced the homologous temperature by 16 ◦C. Figure 15 schematically presents the general
view of the experimental setup developed by the authors.

 

Figure 15. General view of the experimental setup developed by the authors Sardarabadi et al.
Adapted from [135].

Moreover, the authors Hassan et al. [137] investigated the performance of a photo-
voltaic/thermal system using a PCM and nanofluids simultaneously. Flow rates of between
20 and 40 L per min and volumetric concentrations of nanofluids of 0.05% vol. to 0.15% vol.
were imposed. A conventional photovoltaic system, a PCM operating system, a water- and
PCM-integrated operating system, and a nanofluid- and PCM-integrated operating system
were examined. The investigation team concluded that the nanofluid–PCM-integrated
system achieved the best performance at 0.1% vol. and with a flow rate of 40 L per minute.
This system attained electrical energy, thermal energy, and overall performances of 14%,
45.8%, and 60.3%, respectively.

The researchers Al-Waeli et al. [134] developed nanofluid nano-enhanced PCM photo-
voltaic/thermal equipment with an imposed flow rate of 0.17 kg/s. The authors verified
that there was a considerable decrease in the temperature of the surface of the photovoltaic
panel. The temperature of the photovoltaic panel was reduced by up to 30 ◦C during
the peak solar irradiation time. Also, the obtained results showed that the open-circuit
voltage, power, and electrical efficiency increased from 13 V to 21 V, from 61.1 W to 120.7 W,
and from 7.1% to 13.7%, respectively. The researchers also reported a 72% increase in the
thermal efficiency of the device. Furthermore, the researchers Al-Waeli et al. [138] evalu-
ated various cooling methodologies for a photovoltaic/thermal system using experimental
data and artificial neural network software. The results confirmed that the integrated
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nano-enhanced PCM–nanofluid approach exhibited superior performance with respect
to the other photovoltaic/thermal systems. Additionally, the integrated nanofluid–PCM
system had superior performance, and the electrical current and electrical efficiency in-
creased from 3.69 A to 4.04 A and from 8.07% to 13.2%, respectively, compared to the
conventional photovoltaic systems. Also, the authors compared the experimental results
with artificial neural network software and discovered that the neural model was in good
agreement with the experimental results. On the other hand, the researchers Sarafraz
et al. [139] analyzed the experimental and theoretical work of a photovoltaic/thermal PCM
system. In their study, the authors analyzed the optimum pH value of the solution and
flow rate of the cooling fluid to obtain a uniform dispersion and enhanced performance.
The highest electrical and thermal performance was attained at 0.2% vol. of multi-walled
carbon nanotubes for the nano-enhanced PCM and nanofluid. The results showed that
the thermal and electrical performances were improved by 130% and 20%, respectively
using the multi-walled carbon nanotubes dispersed in paraffin as a nano-enhanced PCM
and multiwalled carbon nanotubes dispersed in WEG50 as nanofluids. The authors also
found a considerable reduction in the temperature of the photovoltaic panel. Also, the
equivalent electrical and thermal powers at the maximum time were 276.3 W/m2 and
307.9 W/m2, respectively.

The researchers Al-Waeli et al. [140] analyzed the enhancement of the power produc-
tion performance of a photovoltaic/thermal device using an artificial neural network and
a mathematical model with three different cooling methods. The authors proposed three
linear models. The first model is to find the best parameters to predict the production of
power. The second one is to obtain identities that are closer to experimental results, and it
is represented by its speed, low cost, and ease of use. The third model is to speed up the
reflection of the best conditions for any innovative system to be designed or developed.
The developed model aids to minimize the errors of further studies and find the best condi-
tions for the photovoltaic/thermal device to operate. Moreover, the researchers Al-Waeli
et al. [141] studied an artificial neural network model and experimentally evaluated the
photovoltaic/thermal device under the same environmental conditions. They examined
a conventional photovoltaic system, a water photovoltaic/thermal system, a nanofluid
operating photovoltaic/thermal system, and a nanofluid–PCM-integrated system. The
investigation team noted that the nanofluid–PCM system yielded the best performance,
with thermal and electrical efficiencies of 72% and 13.3%, respectively. Additionally, the
artificial neural network model results were found to be consistent with the obtained
experimental results and with those published earlier. Al-Waeli et al. [142] developed a
photovoltaic thermal system to ameliorate the performance and reduce the number of re-
quired materials and parts and compared them with the proposed experimentally recorded
values and modeled results. It was concluded that the electrical and thermal performance
of the simulation and experimental results were 13.7% and 13.2%, and 72% and 71.3%,
respectively. The overall efficiency was measured at 85.7%, and the peak photovoltaic panel
temperature was observed to be 41.2 ◦C. The modeled outcomes were in good agreement
with the experimentally obtained ones.

A novel approach of comparing the performance of a conventional photovoltaic system
and a nanofluid photovoltaic/thermal system with a nanofluid–PCM-integrated system
through experimental investigation was proposed by the authors Sardarabadi et al. [143].
For this purpose, monocrystalline silicon photovoltaic panels of 40 W for all alternatives
were used outdoors in Mashhad, Iran, for several days in August and September. A zinc
oxide aqueous nanofluid at 0.2% wt. flowing at 30 kg/h in a copper sheet and a tube
collector attached to the rear of the photovoltaic panel were used. The employed PCM was
paraffin wax with a melting point in the temperature range of between 42 ◦C and 72 ◦C,
and it was positioned in the surroundings of the third system’s tubes. The authors reported
a maximum temperature decrease of approximately 7 ◦C and 16 ◦C for the nanofluid
photovoltaic/thermal system and the nanofluid–PCM-integrated system, respectively, with
respect to that of the conventional photovoltaic system. The PCM absorbed an additional
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amount of heat from the photovoltaic panel in its latent heat, lowering and stabilizing
the average surface temperature of the photovoltaic panel. The zinc oxide nanofluid also
absorbed a considerable amount of heat because of its high thermal conductivity derived
from the incorporation of nanoparticles, and this absorption of heat also resulted in en-
hanced thermal power. The increases in the electrical efficiency enhancements were of 8%
and 23% for the system working with nanofluid and for the nanofluid–PCM-integrated
system, respectively, in comparison to the traditional photovoltaic system. Hence, the
research team concluded that the nanofluid–PCM operating system was the best perform-
ing one. Moreover, the researchers Al-Waeli et al. [144] determined the overall efficiency
of a photovoltaic/thermal system using a nanofluid and a nano-enhanced PCM for the
efficient cooling of the photovoltaics with a focus on improving the electrical efficiency.
Silicon carbide nanoparticles were added to water and to paraffin wax. The nano-enhanced
PCM was synthesized in an ultrasonic mixer with the addition of from 0.1% wt. to 4% wt.
of silicon carbide. At 3% wt., the maximum thermal conductivity increase was reached,
which, consequently, was the concentration used for the nano-enhanced PCM. Similarly,
the prepared nanofluid also had a 3% mass fraction of SiC in water. The photovoltaic
average surface temperature decreased with increasing flowrate in the copper tubes, with
an imposed flow rate of 0.170 kg/s. The incorporation of the nanoparticles enhanced
the heat transfer capability of both the water and the paraffin. The PCM first absorbed
the extra photovoltaic panel heat and then transferred it to nanofluid flowing in tubes,
leading to more heat extraction from the photovoltaic module. By simultaneously ex-
ploring a nanofluid and a nano-enhanced PCM in the photovoltaic/thermal system, a
reduction in the temperature of the photovoltaic cell of around 17 ◦C was obtained. Also,
this system provided an approximately 42.5% heat gain increase in comparison with a
photovoltaic/thermal system operating with water and paraffin.

The combined use of nanofluids with PCMs has been an influential thermal manage-
ment methodology for photovoltaic/thermal systems in the recent years. Many experimen-
tal works and numerical simulations have been performed in this area. PCMs together
with nanofluids have been a very attractive alternative to researchers in comparison with
other materials, mainly due to the synergistic effect derived from the enhanced thermal
conductivity and diffusivity offered by nanofluids and the enhanced heat storage capability
of PCMs. The latter are integrated with nanofluids to overcome the poor heat transfer
coefficient and insufficient contact area problem associated with PCMs. Furthermore, the
authors Salem et al. [4] studied the cooling effect provided by an alumina/PCM mixture
on a photovoltaic thermal system. The researchers circulated the alumina/PCM mixture
and/or water at nanoparticle concentrations of up to 1% wt. and mass fluxes of up to
5.31 kg/s.m2 in aluminum channels underneath the photovoltaic cells. The authors stated
that the cooling process using this compound solution performed better than cooling with
ordinary water. The highest photovoltaic performance of 110% achieved with the mixture
was translated into the highest photovoltaic electrical output. Additionally, the researchers
Al-Waeli et al. [140] evaluated the thermal performance of a photovoltaic/thermal sys-
tem deploying diverse heat transfer enhancement routes: a PCM with a silicon carbide
nanofluid, a PCM and water, and only water. The authors found that the nano-enhanced
PCM and the nanofluid compound solution enhanced the electrical efficiency from 8% to
around 13.3% and the electrical current output from nearly 3.7% to 4% compared with
those attained with a common photovoltaic/thermal system. Also, it should be emphasized
that the authors arrived at a consistent comparison between the experimentally obtained
results and the ones estimated through the artificial neural network, multilayer perceptron,
and support vector machine methodologies. The proposed model results were compared
with the experimental ones with coefficient of determination R2, MSE, and RMSE values of
0.99, 0.006, and 0.009, respectively. Similarly, the authors Al-Waeli et al. [144] proposed a
hybrid photovoltaic/thermal system using a PCM and a nanofluid to enhance the over-
all efficiency of the system. The developed nano-enhanced PCM was one composed of
paraffin with a dispersion of silicon carbide nanoparticles. The experiment was conducted
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outdoors, employing a fluid flow rate of around 0.2 Kg/s. The electrical performance with
this technological solution was enhanced from nearly 7% to 14%, the circuit voltage was
enhanced from 11 V to 13 V to 20–21 V, and the power output increased from nearly 61 W
to around 121 W. Also, there was a considerable cell temperature decrease, and the thermal
efficiency reached 72%.

The authors Hassan et al. [137] reported on an experimental study on the simultane-
ous usage of a nanofluid and a PCM for thermal regulation in photovoltaic modules. The
authors used an aqueous graphene nanofluid and a TR-35HC PCM with varying graphene
nanostructure concentrations of 0.05% vol. to 0.15% vol., and different flow rates of between
20 L/min and 40 L/min. The authors found that the best thermal performance was attained
using a graphene concentration of 0.1% vol. and a flow rate of 40 L/min. The average
temperature decrease of the photovoltaic panels was of nearly 24 ◦C, 16 ◦C, and 12 ◦C with
the system working with water and a PCM, a nano-enhanced PCM, and a PCM, respec-
tively. The performance of the system employing a nano-enhanced PCM was improved by
12% with respect to that attained with water and a PCM, and the electrical efficiency was
approximately 24% superior to the one for the common photovoltaic/thermal system. Fur-
thermore, the authors Naghdbishi et al. [145] studied the combined effect of multi-walled
carbon nanotubes dispersed in water nanofluid and paraffin wax on one hybrid photo-
voltaic/thermal PCM system. The maximum electrical energetic and exergetic efficiencies
were attained in the cases where the multi-walled carbon nanotubes/water nanofluid was
employed. The enhanced thermal fluid increased the electrical and thermal efficiencies of
the system to nearly 4.2% and 23.6%, respectively, with respect to those obtained with a
traditional photovoltaic module. Similarly, the researchers Salari et al. [146] elaborated a
numerical simulation on a nanofluid photovoltaic/thermal system integrated with PCMs.
In this direction, magnesium oxide nanoparticles, multi-walled carbon nanotubes, and
a combination of both were added to water and used as working fluids. The obtained
results showed that the surface temperature of the system using the multi-walled carbon
nanotube nanofluid decreased by 0.3 ◦C when the concentration of the carbon nanotubes
was increased from 3% wt. to 6% wt. Also, energy efficiencies of nearly 60.7%, 61.1%, 60.1%,
and 55.2% were achieved using the hybrid form of the nanofluid, only multi-walled carbon
nanotube fillers, only magnesium oxide fillers, and pure water, respectively. The authors
also found that the outflow as well as the surface temperatures were diminished with the
increase in the PCM layer thickness. Table 2 summarizes the fundamental recent published
works on the simultaneous use of nanofluids and PCMs in photovoltaic/thermal systems.

Table 2. Main published works on the combined usage of nanofluids and PCMs in photo-
voltaic/thermal systems.

Authors Nanofluid Concentration
Phase-Change

Material
Main Findings Reference

Salem et al. Alumina–water Up to 1% wt. Calcium chloride
hexahydrate

The best performance was achieved with the
compound cooling technique with an

alumina–PCM mixture.
[4]

Abdelrahman
et al. Alumina–water 0.1 to 0.8% vol. RT35HC

The mixture of the alumina nanoparticles into
the RT35HC PCM with an increase in

nanoparticle concentration from 0.11 to 0.77%
vol. reduced the surface temperature of the

photovoltaic cell by 53.2%.

[147]

Abdollahi and
Rahimi Boehmite–oil 0.9% wt.

Coconut
oil/sunflower oil

mixture

The highest efficiency was achieved using the
nano-enhanced PCM with an increase in

power output of up to 48.2%.
[148]

Hassan et al. Graphene–water 0.05 to 0.15% vol. RT35HC

The effectiveness of the
nano-photovoltaic/thermal PCM device was
17.5% higher and the overall efficiency was

12% higher than those of the water
photovoltaic/thermal PCM system.

[137]
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Table 2. Cont.

Authors Nanofluid Concentration
Phase-Change

Material
Main Findings Reference

Al-Waeli et al. Silicon
carbide–water 0.1 to 4% wt. Paraffin wax

Combined silicon carbide nanofluid and a
nano-PCM was the best cooling option, with a
13.3% electrical efficiency compared with only
8.1% in the conventional photovoltaic system.

[141]

Al-Waeli et al. Silicon
carbide–water 0.1 to 4% wt. Paraffin wax

The performance of the proposed combined
nano-PCM and nanofluid

photovoltaic/thermal system enhanced the
electrical efficiency from 7.1% to 13.7%, the

power from 61.1 W to 129.7 W, and the
open-circuit voltage from 11 to 13 V to 20–21 V,

and the thermal efficiency reached 72%.

[134]

Al-Waeli et al. Silicon
carbide–water 0.1 to 4% wt. Paraffin wax

The technoeconomic evaluation of the
nano-enhanced PCM and nanofluid-based
PVT system revealed that the specific yield,

the capacity factor, the efficiency of the
inverter, the cost of electricity, and the payback

period were 190.4 kWh/kWp, 25%, 97.3%,
0.125 USD/kWh, and 5–6 years, respectively.
The ANN model findings were found to be

consistent with those of recent published
experimental works, demonstrating the

reliability of this model.

[138]

Al-Waeli et al. Silicon
carbide–water 0.1 to 4% wt. Paraffin wax

Proposition of linear projection models to
reduce the error of the potential outcomes and

determine the optimal conditions for every
solar thermal energy system

[140]

Hosseinzadeh
et al. Zinc oxide–water Paraffin wax

The overall exergy efficiencies of the
photovoltaic, nanofluid photovoltaic, and

nanofluid–PCM-integrated system were 10.7%,
13.6%, and 12.4%, respectively. There was a
decrease in entropy generation of 1.6% and
3.2% in the nanofluid and nanofluid–PCM
systems, respectively. An electrical power
efficiency of 13.6% and a thermal power

efficiency of 29.6% were attained.

[136]

Sardarabadi et al. Zinc oxide–water Paraffin wax

The photovoltaic/thermal system operating
with a PCM and zinc oxide nanofluid had

higher thermal, electrical, and overall
efficiencies and more photovoltaic panel
surface temperature reduction. It had a

thermal power efficiency 46% greater than that
of the photovoltaic system with water as a

coolant.

[135]

Sarafraz et al. MWCNTs–water 0.2% wt. Paraffin wax

The best thermal and electrical performance
was attained at 0.2% of the multi-walled

carbon nanotubes for the nano-enhanced PCM
and nanofluid. An electrical power efficiency

of around 276 W/m2 and a thermal power
efficiency of around 308 W/m2 were attained.

[139]

5.3. Thermal Management of Residential Buildings

To meet the ever-increasing thermal energy demands in the residential building uni-
verse, the researchers Lari and Sahin [149] developed an upgrade to a nanofluid photo-
voltaic/thermal retrofitting PCM thermal battery. The authors conducted daily and yearly
technoeconomic analyses of the system using the Engineering Equation Solver (EES) soft-
ware considering the annual performance of the system without heat storage and with
uncooled photovoltaics. Compared to the uncooled photovoltaic systems, the researchers
found an almost 12% increase in the electric output of the developed thermal battery and
better thermal regulation in the photovoltaic panel. It was concluded that the proposed
system could fulfil the power demand with 77% electrical power and 27.3% thermal power.
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6. Limitations and Prospects for Further Research

The main limitations and prospects for further investigation into the combined use of
PCMs and nanofluids for solar thermal heat transfer enhancement can be summarized in
the following points:

• The technological approaches described herein are very promising but exhibit some
disadvantages, including the absence of standard preparation methods for nanofluids
and nano-enhanced PCMs and some inconsistencies in the measurement methodolo-
gies for the different factors to determine the behavior of PCMs. Moreover, nanoflu-
ids and nano-enhanced PCMs may have agglomeration and settling problems after
only a limited number of cycles of operation. Additionally, some potential PCMs
and nano-enhanced PCMs possess leakage problems inherent to the solid–liquid
phase transition.

• There is a lack of knowledge and internationally recognized standards for monitor-
ing and testing photovoltaic/thermal systems operating with nanofluids and PCMs
simultaneously, which limits the growth of this technological approach.

• There is a very limited number of commercially available photovoltaic/thermal sys-
tems due to some key challenges that need to be overcome, such as their thermal
and electrical efficiencies, long-term performance details, and the compatibility of the
thermal systems with the different types of photovoltaic panels. This may hinder im-
proved knowledge of the practical technical design limitations and long-term real-life
reliability studies of photovoltaic/thermal systems in general and of those assisted
with the combined employment of nanofluids and PCMs.

• Further experimental works should be conducted and more accurate preparation
routes should be developed for thermal management systems using PCMs and nanoflu-
ids. In the available published studies about this hybrid heat transfer route, some
relevant details are still missing for the sake of the repeatability of the results and
representative sampling, including the different types of base fluids and optimal
concentration of nanofluids, synthesis methodologies, and safety procedures.

• A limited number of researchers investigating PCMs have carried out specific heat
determination. Additionally, the scarce experimental works regarding the specific heat
are not consistent with each other, normally presenting considerable variations. In
some of the published studies, the specific heat of PCMs increased with increasing
concentration of nanoparticles, and in others, the opposite evolution was observed.
Considering these facts, further studies on the specific heat capacity of PCMs and the
influencing factors are most welcome.

• The major concerns about the synthesis, characterization, and employment of PCMs
together with nanofluids are the initial investment cost and the inherent economic
analysis. Nonetheless, the economic viability and overall cost are issues that have still
not yet been sufficiently addressed, and, consequently, further in-depth studies on the
subject are needed.

• It is highly recommended to conduct further analysis on the environmental impact of
nanofluid and phase-change material combinations to acquire enriched knowledge
on the topic. Most of the scientific articles lack an explanation of the environmental
impact in the synthesis, utilization, and final disposal stages of these materials. Also,
the available literature does not present extensive guidelines for the safety procedures
associated with the handling, use, and characterization of nanofluids and PCMs.
Hence, it is strongly suggested to publish an environmental impact evaluation through
life cycle assessment analysis and a description of the safety procedures to ensure
a safe working environment for the researchers and potential users of nanofluids
and PCMs.

• Additional issues that should be addressed include the need for a decrease in the
cost of PCM synthesis methods and active equipment and the thermal stability and
stability over time of nanofluids explored in solar thermal energy systems.
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• Most of the PCMs employed in the technological area of solar energy storage and
conversion are single materials like, for instance, paraffin waxes, and, consequently,
further experimental works involving mixtures of different PCMs along with the use
of nanofluids should be carried out. These works would provide useful insights into
the synergistic benefits coming from the high thermal energy storage density and
stability of such mixtures.

• The high-grade exergy and environmental effects of the developed photovoltaics/thermal
systems with the combined usage of nanofluids and PCMs should be evaluated. For
this purpose, it is suggested to conduct further life cycle investigation and comparison
analysis between the conventional and enhanced systems. Such studies would enable
the determination of the accumulated exergies and carbon dioxide emissions during
the diverse working stages of the system’s lifespan.

• The search for more environmentally friendly PCMs with less toxicity should be
continued. Also, one of the future research topics should address attempts to improve
the thermal properties of PCMs, namely, their relatively poor thermal conductivity.

7. Conclusions

The main concluding remarks of this review on the combined usage of nanofluids and
PCMs in energy storage and conversion systems are highlighted in the following points:

• PCMs and nanofluids are very suitable to being applied in solar energy recovery
systems because of their intrinsic beneficial features like improved thermal stability,
recyclability, and lack of supercooling. Hence, it is predictable that the improved
thermal energy storage equipment and systems using PCMs and nanofluids simul-
taneously will have an important role in future thermal solar energy conversion and
harvesting processes.

• The combination of PCMs and nanofluids is the most effective photovoltaic thermal
management choice with respect to the separated contribution of PCMs and nanofluids
because of the additional heat dissipation of photovoltaic panels. Improved solar
thermal energy management is attained in cases where nanofluid is used simultaneously
with a nano-enhanced PCM and used as working fluid in photovoltaic/thermal systems.

• The combined usage of nanofluids and PCMs appreciably increases the thermal energy
storage capacity and extends the working time of solar thermal energy storage sys-
tems considerably. Also, photovoltaic/thermal systems using nanofluids and PCMs
simultaneously can considerably reduce the overreliance on fossil fuels to produce
electricity and decrease carbon dioxide and greenhouse gas emissions.

• The simultaneous exploration of nanofluids and PCMs significantly increases the
thermal conductivity and diffusivity and the convective heat transfer coefficient of
photovoltaic/thermal systems. These benefits entail much lower convective and
radiant losses derived from the overall improvement of the heat transfer performance.
Nonetheless, it should be noted that increasing the concentration of the nanoparticles
in the nanofluids increases the viscosity and pressure drops of the solar thermal system,
requiring additional pumping power, which results in a higher overall investment
cost of the produced electricity.

• The combined usage of nanofluids and PCMs has proven to be more effective for
photovoltaic/thermal systems cooling than the individual exploration of either PCMs
or nanofluids. Such a synergetic route normally gives rise to extra heat removal capa-
bility for photovoltaic panels because the heat is extracted in sequence by the PCM and
nanofluid. The combination of the PCM and nanofluid lowers the surface temperature
and, at the same time, improves the temperature uniformity of the photovoltaic panels.
Such effects mainly derive from the uniform contact of the PCM with the panels.

• The not-converted incident thermal solar energy in photovoltaic/thermal systems can
be stored by PCMs in the form of latent heat, which may reduce the average surface
temperature of the panels by more than 30 ◦C. Additionally, the adoption of a particular
PCM should be based on many factors, including the environment typical temperature
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values and latitude, solar irradiation intensity, and wind velocity, among others, given
that the effectiveness of a PCM is more intense during the summer than the winter
because the PCM absorbs more heat in summer, leading to an increased efficiency.

• The thermal performance of photovoltaic/thermal systems using PCMs and nanoflu-
ids simultaneously can be improved with different approaches, using, for instance,
different PCMs, nanoparticles and base fluids, flow rates, channel configurations,
operating fluid inlet temperatures, and heat dissipation methodologies of photovoltaic
panels. An extra measure could be the jet impingement of nanofluids for the thermal
management of photovoltaic panels and to extract a great quantity of energy in the
form of heat.

• The increase in the overall electrical efficiency and thermal performance of photo-
voltaic/thermal systems may lead to a reduction in the corresponding payback periods.
Innovative methods like the tolerance capital cost method accurately predict the eco-
nomic feasibility of photovoltaic/thermal systems. Nonetheless, negative effects like
the deposition over time of dust on photovoltaic panels can diminish the output of the
system’s life cycle cost.

• PCMs should be carefully selected to operate in photovoltaic/thermal systems in-
stalled in areas with hot climates. In these cases, among the diverse possibilities, salt
hydrates have already been demonstrated to perform better and make the systems
technically and financially viable when implemented in hot climates.

• The artificial neural network, multilayer perceptron, and support vector machine pre-
dicting methodologies can be explored for an accurate estimation of the efficiencies of
photovoltaic/thermal systems employing PCMs and nanofluids. These methodologies
are also very useful for optimizing the operating parameters of the systems to attain
superior thermal performance.
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Abstract: Surfaces with light-trapping structures are widely used in solar cells to enhance light
capturing and to transform efficiency. The study of light-trapping character is important for light-
trapping structures in solar cells. In the present study, the light-trapping character for the regular
hemisphere pit arrays (RHPAs) in solar cells was intensively investigated in terms of reducing light
reflection, suppressing light escape, and increasing the length of the optical path. Results show that
the RHPAs can decrease surface reflectivity by ~54% compared with the plane structure, and can
reflect ~33% of the light that has not been absorbed back into the absorption layer of the solar cell.
The total optical path of the cell with the RHPAs structure remarkably increased from 2ω to 4ω. To
verify the theoretical research conclusions, we produced the glass structure samples with different
aspect ratios by using micro/nanometer-processing technology. The reflection ratios for silicon wafers
covered by plane and RHPAs glass samples were tested. The test results were compared with the
theoretical calculation results, which showed consistency.

Keywords: light-trapping character; regular hemisphere pit arrays (RHPAs); anti-reflection; optical
path length

1. Introduction

Photovoltaic energy has broad prospects for green energy development. However,
compared with traditional energy resources, solar energy experiences deficiencies such as
high manufacturing cost and unideal transform efficiency, which seriously limit its wide ap-
plication. To improve the conversion efficiency, researchers have developed light-trapping
structures for various solar cells, such as nano/micro-pyramids [1–4], nanowires [5–7],
nanocone [8–12], nanosphere [13–16], and porous silicon structures [17,18]. Light-trapping
structures possess broadband optical absorption abilities, which can effectively lower the
loss of light caused by reflection and raise the valid length of optical paths in the active
layer of solar cells [19]. The fabrication of the trapping structures often relies on the rel-
atively expensive micro-nano processing technology, such as lithographic development,
dry and wet etching, and reactive ion etching. Considering that the processes are often
manufactured internally within the solar cells, it is easy to damage the primitive structure,
which may reduce the lifetime of the devices. Therefore, the prospect of scaled production
of the light-trapping structures prepared inside the cells remains uncertain.

Surface light-trapping technology has been proposed for the significant improvement
with two distinct advantages of high reliability and non-disruption of the devices. Quarter-
wavelength anti-reflection (AR) coating is among the most common surface light-trapping
technologies, which has been widely used for different types of photovoltaic devices or
modules [20–23]. However, its conversion effectiveness is dependent on wavelength and the
angle of incidence. The preparation of efficient multistory AR coatings is also inseparable
from many complex chemical and physical processes, such as sol-gel and magnetron
sputtering. Alternative technology is based on a low-cost, flexible, polydimethylsiloxane

Photonics 2023, 10, 855. https://doi.org/10.3390/photonics10070855 https://www.mdpi.com/journal/photonics190



Photonics 2023, 10, 855

(PDMS) thin film, which is processed into 3D nanopit and covered in the outer face of
the solar cell without a binding agent [24,25]. Experimental results show that the PDMS
thin membrane has superb anti-reflection performance and can be applied to many types
of solar cell to promote the transform efficiency. However, the absorption of incident
light by the PDMS and the air stored between the PDMS and solar cell may result in
wasted light energy. In addition, SiO2 microparticles with distinct optical characteristics
are also attractive [26–29]. It can effectively increase the light absorption through proper
arrangement on the cell surface. SiO2 hemisphere texture surface shows a perfect function
and prospect in the application field of high-efficiency photovoltaic cells. However, the
preparation of large-area and uniform SiO2 microsphere surfaces on the surface of the solar
cell is difficult.

A novel and efficient surface-trapping technology has attracted the attention of re-
searchers. Wang et al. used an effective light-coupling method, in which a periodic
quasi-hemisphere micro-nanostructure was prepared on the front glass surface to improve
the property in thin-membrane solar cells [30–32]. This process does not require a change
in the processing technology of thin-film solar cells with a flat glass substrate. Experimental
results show that the pit arrays have good light-trapping properties in the solar cell, partic-
ularly for Si thin-membrane solar cells, including single and tandem solar cells. Shen et al.
have reported that, compared with the classical plane surface solar cell, the efficiency of the
surface of an a-Si:H/μc-Si:H tandem solar cell of periodic pit array increased from 11.67%
to 12.23%, and the short-circuit current density (Jsc) increased by 4.6%. In the present study,
compared with the flat cell, the trapping structure of hemispherical pit arrays can increase
the transformation efficiency by ~6% and the short-circuit current by ~7% for a single a-Si:H
thin-film solar cell with a textured surface. The surface with periodic micro-structured ar-
rays has shown good light-capture properties in solar cells. Although there have been many
reports on the trapping mechanism of light-trapping structures in solar cells [33–35], there is
still a lack of in-depth theoretical research on the surface-trapping mechanism, especially on
the surface of the light-capture mechanism. The light-capture mechanism is important for
further understanding the nature of the light capture and ameliorating the high-efficiency
light-capture structures for solar cells. In this work, numerical analyses and geometrical
optics simulations were carried out to investigate the light-capture mechanism of surface
pit arrays with different aspect ratios in silicon solar cells, including anti-reflection charac-
teristics, overall reflection ratio, and overall length of light path. Moreover, the theoretical
research conclusions were verified by manufacturing the glass structure samples by using
micro/nanometer-processing technology. The reflection ratios of silicon wafers covered
by the plane and RHPAs glass samples were measured for comparison. Lastly, theoretical
calculations were carried out for comparison with the experimental measurements.

2. Fabrication and Simulation of the RHPA Structures

2.1. Fabrication Process and Characterization

Figure 1 shows a thin-film silicon solar cell with the RHPAs on its surface, and a quasi
RHPA structure was fabricated on smooth quartz glass. First, a 3-inch optical glass was
washed with ethanol and acetone, and then boiled at 180 ◦C in the admixture of dense
H2SO4 and H2O2 with bulk ratio of 3:1 for the removal of various residual organic matter.
Second, a semispherical pit array structure was fabricated on an optical glass by using
various types of micro-nanometer processing techniques, including UV lithography, the
sputtering of metal seed mask, HF (buffered hydrofluorocarbon acid solution) etching, and
ion beam etching. Figure 2 schematically shows the key fabrication process. The pit array’s
depth and period (the distance between two adjacent pits) could be improved by altering
the isotropical etching time in the HF solution and the mask size. A mask with a period
of 10 μm and diameter of 2.5 μm was used, because a 10 μm feature size structure can
obtain a better aspect ratio of the pit arrays and meet the spectral range of the solar cell to
absorb light.
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Figure 1. Schematic diagram of the thin-film Silicon solar cell with regular pit arrays.

 
Figure 2. Schematic of key fabrication process of regular pit arrays on glass substrate: (a) washing
glass substrate; (b) sputtering metal seed layer; (c) spinning photoresist layer; (d) lithography and
developing; (e) etching metal layer; (f) moving photoresist; (g) etching glass with HF solution;
(h) removing metal seed layer.

Notably, the aspect ratio (DW = Depth/Width) of the pit array is equal to or below 0.5
(DW ≤ 0.5) owing to the isotropic properties of glass materials. Thus, the ultimate RHPA
prepared from the above-mentioned approach is a quasi-hemisphere pit array (DW ≈ 0.45).
If the pit structure with high aspect ratio (DW ≥ 0.5) needs to be prepared on the surface
of the glass, the combined processing of HF etching and reactive-ion etching (RIE) needs to
be carried out. First, RIE was used to prepare the high-aspect-ratio pit arrays, and then HF
etching was carried out to obtain the smooth surface. Other processes are similar to those
as described above.

The morphology of the RHPAs’ glass experimental products was observed using a
field emission scanning electron microscope. The transmission spectrum and light reflection
ratio were observed using a UV-vis-NIR spectrophotometer.

2.2. Simulation of Optical Transmission Property

The optical transmission property for the structure of RHPAs in solar cells was studied
by using the particle tracing module of COMSOL Multiphysics. For the convenience of
research, during the simulation process, the refractive indices of Si, air, and glass were
set to 3.5, 1, and 1.5, respectively. At the same time, the imaginary part of their refractive
indices was ignored, and the incident optical wavelength was set to 650 nm. The process of
light propagation was visualized using a hemispherical pit model (radius = 1, dimension-
less) for simulating the propagation of light in the RHPAs. Furthermore, the reflectivity,
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transmittance, scattering rate, and light path length were calculated using the Visual Basic
(VB) program.

3. Light-Trapping Mechanisms and Discussions

Figure 3 shows the light transmission properties in a solar cell model with the RHPAs’
surface, in which the aspect ratio was DW = 0.5. It shows that the hemisphere of the
RHPAs can achieve partial incident light re-absorption via the total reflection inside pit
arrays. It also depicts that the light incident from region I (0 < x < 0.5), where x is the
distance from the center of the pit, cannot be trapped in the pit, as shown in Figure 3a.
However, the light from the II (0.5 ≤ x < 0.81) or III (0.81 ≤ x ≤ 1) area can be adjusted
using the refraction and total internal reflection of the side of the pit to achieve a two- and
three-fold increase in light injection, respectively. The repeated injection of the incoming
optical evolved the total reflectance (R) of the solar cells to Rk, where k is a multiple of the
injection. The PHRAs’ structure can scatter the incident light and enter the solar cells at a
certain angle, as shown in Figure 3b. It is beneficial for improving the light path in the cells.
The other significant property of RHPAs is that they may return the light that has not been
absorbed to the absorbing layer once more. As shown in Figure 3c, when the internal optical
ray is transmitted from the glass to the air, if the ray does not meet the requirements of total
reflection (θ < θC), the glass would stop it, whereas when θ > θC, the optical ray would be
reflected by the RHPAs and would return to the active layer, where θ is the incident angle,
and θC is the critical angle of total reflection. Therefore, the light-trapping mechanism of the
RHPAs can be summarized in terms of reducing light reflection, suppressing light escape,
and increasing optical path length, as shown in Figure 3d. Each aspect of the mechanisms
was investigated as detailed in the following sections.

 

Figure 3. Transmission properties of light in a solar cell model with RHPA surface. The reflection
path of incoming rays in area I (a1), II (a2), and III (a3), and a view of the whole reflection (a4).
(b) Scattering light of the hemisphere pit. (c) Transmission or reflection path of rays hitting from itself
to the RHPAs. (d) PHRAs’ total light capture mechanism in the solar cell.

(a) Reducing Light Reflection

Generally, the surface reflectivity of glass is ca. 4%. However, if the light can be
reflected twice, the reflectivity will reach as low as 0.16%. The higher the time of reflection,
the lower the reflectivity is. The hemispherical pit’s radius was set to 1. Accordingly,
the critical conditions for multiple incidence could be determined with programming
calculations, and the schematic diagram is shown in Figure 4, where rI, rII, and r are the
critical conditions when light is injected into the cell the first, second, and greater than
or equal to the third time with values of 0.5, 0.81, and 1, respectively. The corresponding

193



Photonics 2023, 10, 855

areas of SI = πrI
2, SII = π(rII

2 − r2
I ), and SIII = π(r2 − r2

II) are rI, rII, and r, respectively.
Therefore, for the hemisphere pit arrays, the surface reflectance is as follows:

Rhemisphere = (
S0 − S

S0
+

SI

S
)R1 +

SII

S
R2 +

SIII

S
R3 = 0.4625R + 0.406R2 + 0.3439R3 (1)

where R is the reflection coefficient of the glass, S = πr2 is the total area of the hemisphere
pit, and S0 = (2r)2 is the area of the square cell. For glass with a refractive index n = 1.5,
R ≈ 0.04, which is much less than 1. At r = 1, Rhemisphere ≈ 0.4625R = 0.0185, indicating
that the hemispherical pit structure model can reduce surface reflectance by more than half
(~54%) compared with the flat structure. In the actual structure, its surface reflectance may
be lower. Thus, the hemisphere pit arrays can reduce the light reflection and capture the
majority of the optics into solar cells.

Figure 4. (a) Mathematical and physical model of the hemispheric pit. (b) The schematic diagram of
the interaction between the incident light in different regions and the hemispherical pit structure.

(b) Suppression of Escaped Light

In solar cells, escaping light is another crucial problem. The suppression of escaped
light will further enhance the absorption of incoming light. When light arrives at the
active layer of solar cells through the glass, it interacts with the active layer or becomes
reflected back into the air. The more light that is not absorbed or reflected, the lower the
conversion efficiency of the cell. Otherwise, the efficiency will be improved. Therefore,
surface-trapping technology is expected to play an active role in this aspect. The RHPA
structure plays such an important role because it can return part of the unabsorbed light
back to the active layer once more. When internal light is transmitted from the glass to the
air, if the light does not reach the requirements of total reflection, it will stop at the glass.
Otherwise, it will be reflected into the solar cell again. The critical angle is θC = 41

◦
, when

the indexes of refraction of air and RHPAs were nair = 1 and nRHPAs = 1.5, respectively.
Figure 5a shows the diagrammatic sketch of the optical ray in the RHPAs with

DW = 0.5. It is assumed that the entire optical ray will be totally reflected at the bot-
tom of the RHPAs. When the internal optical ray is transmitted from the RHPAs to the air, it
will stop the RHPAs if θ < θC. By contrast, the optical ray would be reflected by the RHPAs
and returned to the active layer of the cells again. Based on the total reflection theorem,
by using the VB programming method, the quantitative relationship among incoming,
transmission, and reflection light was calculated, and the results are shown in Figure 5b.
In the figure, ptra and pre f represent the percentage of transmission light and reflection
light of each position in all incoming light, respectively. By using the integral method, the
probability of total reflection and total transmission was obtained as follows:

Sre f =
∫ ∞

x=0
Pre f dx = 64.66 and Stra =

∫ ∞

x=0
Ptradx = 129.51 (2)

194



Photonics 2023, 10, 855

Ptotal−re f =
Sre f

Stra + Sre f
= 33.21% and Ptotal−re f =

Stra

Stra + Sre f
= 66.79% (3)

where Sre f and Stra are the weighted integral of the area of pre f and ptra, and Ptotal−re f
and Ptotal−tra are the probability of total reflection and total transmission, respectively.
Therefore, the hemisphere RHPAs can return 33.21% of the light that has not been absorbed
to the absorbing layer once more. This unabsorbed light will be absorbed for a second time.
The probability of light that escapes directly without being absorbed is 66.79%, and this
part of light escapes directly. These important data show that about 30% of light recycling
can be obtained by the hemisphere RHPAs. Therefore, RHPAs can impede the escaping
light and enhance the utilization of incoming light as the second aspect of the light-trapping
mechanism in this investigation.

Figure 5. (a) (Total reflection.) The diagrammatic sketch of optical rays in RHPAs. (b) (Position of
light reflection or escape (X).) The diagrammatic sketch of the percentage of transmitted light and
reflected light of each position for all incoming light.

(c) Increasing Light Path Length

In addition, RHPAs can scatter light and raise the propagation length of optical rays
in the active layer. Reference [36] studied the absorption layer conditions in an ideal suede
structure [36], and referring to the physical ideas within it, we will discuss the degree of
increase in optical path of silicon thin-film solar cells caused by the hemisphere RHPAs’
structure relative to plane structure. Figure 6a shows the propagation of the optical ray
in the cell model with RHPAs. Figure 6b shows the comparison of light propagation in
the cell model of the plane structure and the cell model of RHPAs, where x0 represents the
point of incidence of light, θ1 is the incident angle in glass, θ2 is the refracted angle in the
cell, and θ3 is the scattering angle in Si. The lopt represents the propagation length of the
incident optical ray in the silicon layer, ω represents the silicon thickness, and d represents
the glass thickness. The values n1 = 1, n2 = 1.5, and n3 = 3.5 were chosen as the refractive
index of air, glass, and silicon, respectively. Figure 6c shows the mathematical relationship
between x0, ω, and lopt. As shown in Figure 6d, the relationship between θ and x0 and the
relationship between lopt and x0 were observed.

In summary, and combined with statistical methods, the average optical scattering
angle and optical path length can be obtained using the following formula:

< θ >=
1
j

j

∑
i=1

θ3 = 6.67
◦

and < lopt >=
1
j

j

∑
i=1

lopt = 1.0069ω (4)

The scattering angle θ increased with the change in incident position x0. However,
considering that Si has a much higher refractive index than glass, the scattering angle varied
from 0 to 20◦. Accordingly, an average scattering angle of 6.67◦ was obtained. Similarly,
the optical path of scattered light lopt will also change with the location of incoming light.
However, it is relatively limited in increasing the propagation length of light according to
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the incoming position of light, and the increase will be in evidence only near the pit edge.
Therefore, the average optical path of scattering light is about 1.0069ω.

Figure 6. (a) The diagram of propagation of the optical ray in the pit texture cell. (b) The comparison
diagram of light propagation in the plane structure cell and the pit texture structure cell. (c) The
conversion relationship among light incident positions, cell thickness, and light path length. (d) The
relationship between scattering angle and incident light position, and the relationship between the
optical path and the incident light position.

The above analysis about the optical path and the probability of transmission and
reflection was synthesized, and the Lambert surface method can be used to estimate
the total optical path length of light in solar cells, which is also a relatively reasonable
method [37,38].

Lopt = ∑ dlopt = 2lopt + ptralopt + 3ptra pre f lopt + 5ptra p2
re f lopt + · · · (5)

For hemisphere pit arrays,Pre f = 33.21% and lopt =< lopt >= 1.0069ω, Equation (5) is
convergent:

Lopt ≈ 4ω (6)

The above calculation results indicate that the total optical path length is increased
from initial 2ω to 4ω by the hemisphere pit arrays. Therefore, the light transmission
length in RHPAs has risen twice compared with the plane structure glass. Compared with
the textured structure inside the solar cell, the limited raise in light propagation length
is not obvious for improving the transform efficiency of solar cells, but it has provided
rare opportunities and favorable space for reducing the active layer thickness and saving
manufacturing expense for cells.
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4. Experimental Verification

The light-trapping mechanism of RHPAs is mainly characterized via reduce surface
reflectivity for solar cells, because RHPAs can refract and reflect incoming light multiple
times before it reaches the active layer of the solar cell. Experimental methods were
employed to compare the total reflection capability of solar cells with flat panel and RHPA
structures. To verify the theoretical research results, the above-mentioned manufacturing
method was used to obtain a PDMS film with flat and RHPA structures.

Figure 7a1,a2 shows the photograph of the quasi-hemispherical pit array textured glass
and its diffraction pattern with the laser beam (500 nm) passing through. The diffraction
pattern illustrates outstanding regular surface and superior diffraction result of the textured
glass sample. Figure 7 shows the scanning electron microscope image of RHPA glass
(inclination angle, 30). The pit array has a period of about 20 μm and an aspect ratio of
about 0.5. Figure 7c shows the SEM images of the pits at different aspect ratios. Figure 7d
provides a comparison of the reflectivity spectrum of flat and textured glass samples. The
transmissivity for the quasi-PHRA glass has altered greatly compared with the plane glass.
When the light passed through the surface structure, the transmissivity increased by several
percent. However, when the light came into the surface structure from the inverse side,
the transmissivity decreased to 70–75%. Figure 7e illustrates the light reflection feature of
a silicon wafer-covering glass with a quasi-hemisphere pit array structure, and shows a
comparison with plane glass. Based on the diagram, the total reflectance of the Si wafer
covered by the PDMS film is as follows:

Rtotal = R1 + R2 (7)

For the flat glass sample (without the RHPA structure),

R1− f lat =

(
nglass − nair

nglass + nair

)2

, R2− f lat =

(
nSi − nglass

nSi + nglass

)2

(8)

Meanwhile, for the textured glass sample (with the RHPA structure),

R1−RPAs = 0.4625R1− f lat, R2−RPAs = 0.3321R2− f lat (9)

where nair represents the air refractive index, nglass represents the glass refractive index,
and nSi represents the Si refractive index.

Figure 7f expresses the silicon wafer theory and experiment reflectivity for samples
separately covered with plane and hemisphere-pit-array glass when light with a wavelength
of 350–800 nm is vertically incident. In order to reduce the impact of the air layer between
the silicon and the structured glass on the test results, we introduced a refractive-index-
matching solution between the silicon and the structured glass. In order to eliminate the
influence of the air layer between the silicon and the structured glass on the test results, we
introduced refractive index matching between the silicon and the structured glass, which
was prepared with ethanol C2H5OH, liquid paraffin, and sodium bromide C10H7Br in a
ratio of 1:1:1. The refractive index was equivalent to that of glass, about 1.5. The small
image inserted in the figure is the refractive index curve of the silicon wafer used in the
theoretical calculations of this section.

It shows that the theoretical and experimental results are in agreement. Notably, in
the theoretical calculation, a strict hemisphere model was obtained, but in the experiment,
only a quasi-hemispherical model was used. The aspect ratio of the quasi-hemisphere is ca.
0.45. In the theoretical calculations, the refractive indexes of Si were related to wavelength,
which is the famous optical database refractive index [39,40]. In the theoretical calculations,
the refractive index of the matching solution is taken as 1.5.
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Figure 7. (a1,a2) Photograph of quasi-hemispherical pit array textured glass and its diffraction
pattern with the laser beam (500 nm) passing through. (b) SEM image with RHPA array structure
with 30-degree inclination. (c) SEM images of the pits with different aspect ratios. (d) Comparison of
reflectivity spectrum of flat and textured glass samples. (e) Diagrammatic sketch for light reflectivity
of the silicon wafer covered by the plane glass and the pit-array-structured glass. (f) The reflectivity
curves of a silicon wafer with or without RHPA structure and RHPA-structured glass. The inset is the
silicon reflectance graph, which is used in the theoretical calculations.

The theoretical and experimental results were compared digitally by using the follow-
ing formulas to calculate the total reflectance < R > and relatively reduction ΔR:

R =
1

λ2 − λ1

∫ λ2

λ1

r(λ)dλ and ΔR =
R f lat glass − RRPAs−glass

R f lat glass
(10)

where r(λ) represents the theoretical or experimental values as a function of λ, λ1 = 350 nm,
and λ2 = 800 nm. Table 1 shows the comparison results between the theory and the experi-
ment. The theoretical and experimental results of ΔR are 32.95% and 29.64%, respectively,
indicating that the RHPA structure can effectively decrease the reflectance of the silicon
wafer by about 30%. Although the experimental values are lower than the theoretical
values, these discrepancies are caused by the glass used in the experiment. In theoretical
calculations, silicon is an ideal semiconductor material, and the designed glass sample
is regarded as an ideal shape with a smooth plane and perfect hemispherical pits. How-
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ever, in the experimental measurement, the surface of the prepared glass sample was
not completely smooth, and the cut pits had a hemispherical-like structure. In addition,
the refractive index of silicon may not be consistent with the theoretical refractive index.
Therefore, the method for analyzing the light-trapping characteristics of RHPAs in this
study is reasonable.

Table 1. The values of <R> and ΔR under the conditions of theory and experiment.

<R>
ΔR

Flat RHPAs

Theory 26.28% 17.62% 32.95%
Experiment 28.51% 20.06% 29.64%

Both the experimental and theoretical results effectively express the pit array texture
with good light-trapping properties. The decrease in surface reflectivity indicates an
increase in light energy in the solar cell. In other words, the utilization of sunlight is
improved. The photoelectric transformation efficiency for solar cell needs to be enhanced,
especially for silicon thin-film solar cells.

5. Conclusions

The light-trapping characteristics of regular pit arrays with different aspect ratios in
Si solar cells were studied. Numerical analysis and geometrical optics simulation were
used to study the antireflection characteristics of the cell surface, the total light reflectivity,
and the path length. The theoretical research results were verified using the micro/nano
manufacturing method to obtain the flat and the quasi-hemisphere pit array glass samples.
For the hemisphere pit arrays, theoretical derivation results indicate that it can reduce
surface reflectance by more than half and can cause one third of the unabsorbed light to
return to the active layer of the solar cell. Furthermore, the total optical path length for the
cells with RHPAs increased from 2ω to 4ω, thus providing a favorable space for reducing
the active layer thickness and saving manufacturing expense for cells. Simultaneously,
regular pit arrays inhibited the inside light from escaping from the solar cells and returned
the unabsorbed light back to the active layer. Thus, regular pit arrays have outstanding AR
capability, which could decrease the total reflectivity for solar cells. The research in this
article not only helps us to delve deeper into the mechanism of light-trapping, but also
provides a reference for improving and researching more effective light-trapping structures.
At the same time, it also has significant implications for the design of trapping structures
for various optoelectronic devices.
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Abstract: Concentrating PV thermal (CPVT) collector with spectral splitting technology is a promising
solution for heat and electricity production. To extend the use of this technology, a novel and
cost-effective CPVT collector for harsh environments, such as those in Saudi Arabia, is presented
and evaluated using theoretical energy, economy, and environmental analysis. Two questions are
answered in this study, namely: which is the best operation strategy, and which is the best energy
storage technology for CPVT. The potential of using a CPVT under the climate conditions of six
cities in Saudi Arabia is also evaluated. It is found that a heat/electricity production strategy and
a thermal energy storage are the most suitable for the CPVT technology. The economic assessment
shows a levelized cost of electricity (LCOE) of $0.0847/kWh and a levelized cost of heat (LCOH) of
$0.0536/kWh when water is used as a spectral filter, and a LCOE of $0.0906/kWh and a LCOH of
$0.0462/kWh when ZnO nanoparticles are added. The CO2-equivalent emissions in a 20 MW CPVT
plant are cut from 5675 tonnes to 7822 tonnes per year for Saudi Arabian weather and present power
generation conditions.

Keywords: CPVT; spectral filtering; solar energy

1. Introduction

Solar energy can play an important role in a sustainable worldwide energy supply
to address carbon emission and climate change. The range and the applications of solar
energy conversion devices have expanded dramatically in recent years, with the objective
of reducing reliance on fossil fuels. Solar energy can be converted into useful energy using
thermal and photovoltaic (PV) collectors.

Traditional PV collectors convert part of the solar spectrum into electricity (typical
efficiency of traditional PV panels is about 20%). The rest of the energy received by the PV
panel is converted into heat, decreasing its performance. This constraint has led research
groups all around the world to seek ways to use the solar radiation that cannot be converted
by the PV cells into electricity, in other words, to be able to exploit the entire solar spectrum
while preventing photovoltaic cell from overheating.

In this regard, spectrum beam splitting (SBS) has been the technique that has under-
gone the greatest progress in recent years. It employs filters that split the incoming solar
radiation into different wavelengths. The solar radiation within the spectral window, useful
for the photovoltaic effect, is directed to PV panels, while the unutilized energy by the PV
panels is directed and absorbed by a heat transfer fluid (HTF) to generate heat. The PV
panel and the solar thermal collector is combined into a single unit, which is known as,
concentrating solar photovoltaic thermal (CPVT) collector.

There are three main methods to split solar radiation into different ranges of wave-
lengths: interference filtering, use of semi-transparent PV panels, and selective absorption.
The challenge of using interference filters is their complicated manufacturability and high
cost [1,2]. Some limitations of the semi-transparent PV panels include development of
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semi-transparent electrodes [3], insulation issues [4] and that some materials are made semi-
transparent by reducing the semiconductor’s layer thickness; however, doing so results in
a reduction in performance [5]. Alternatively, selective absorbers employing HTFs could be
a more affordable approach. An HTF that is transparent to the desired wavelengths for PV
cells is located in front of them, letting those wavelengths be transmitted to the cells. The
HTF is highly absorbing in the rest of the spectrum [2]. From the economic point of view,
selective absorption is a cost-effective technique since the working fluid can be water [6].

Several researchers have been working to develop the CPVT technology. One of the
first studies was performed by Soule [7], who proposed, in 1987, a CPVT using dome-
shaped linear Fresnel lenses as the concentrator with a dielectric-Au-dielectric multilayer
filter. The system produced electricity, low-temperature thermal energy (50–70 ◦C), and
high-temperature thermal energy (150–250 ◦C). The corresponding efficiencies are 9.5%,
41.9%, and 17.8%, respectively. A CPVT with SBS and a parabolic trough collector (PTC)
has been proposed by Zhang et al. [8]. The system achieved a maximum electrical efficiency
of 22.64%. Some studies showed that a CPVT with PTC can reach an overall thermal
efficiency of 70% and an overall electrical efficiency of 25%, while a system with a Linear
Fresnel Collector (LFC) can achieve a thermal efficiency of more than 60% and an electrical
efficiency of more than 20% [9].

Ling et al. [10] investigated a CPVT with LFC and a selective filter and found a
levelized cost of electricity (LCOE) of $0.20/kWh. Recently, Liew et al. [11] proposed
a photovoltaic/concentrated solar power hybrid plant to increase the performance of a
concentrated solar power plant currently operating in California, USA. The proposed
hybrid system performed 9% better than the actual one and was also 4% more efficient
than the virtual photovoltaic-alone scenario.

Instead of using solid filters for SBS, liquid absorptive filters can be used and have
several advantages [12]. The absorptive liquid is often inexpensive and can perform
numerous functions: it absorbs the unused spectral solar irradiance by PV cells; thermal
energy can be transported and stored by absorptive fluids; and it could be used as the
coolant of PV modules to extract the dissipated heat from the solar cells. Sabry et al. [13]
theoretically demonstrated that an ideal liquid filter, which matches the spectral response of
silicon solar cells, significantly reduces the solar cells’ operating temperature and increases
their efficiency by 30%. The performance of a combined liquid and solid absorptive filter on
a compact CPVT receiver for an LFC was investigated by Manfred et al. [14]. They found
that, for Seville (Spain), the receiver can achieve an electrical efficiency of up to 6.2% and a
thermal efficiency of up to 61.2%.

Advances in nanotechnology have resulted in nanoparticles that can selectively filter
solar radiation and can be added to a base fluid to modify its optical characteristics.
Meraje et al. [15] designed and validated a CPVT based on LFC and a nanofluid spectrum
splitting filter. They evaluated several volume concentrations of ZnO nanoparticles. The
closest spectrum match with a silicon solar cell was determined to be 0.00089 vol%. Recently,
Barthwal et al. [16] examined the utilization of deionized water and ZnO nanoparticles
as optical filters in a compound parabolic-concentrate-based CPVT. They evaluated it for
conditions in New Delhi (India) and concluded that the cell temperature was kept near
the standard test. Wang et al. [17] studied a CPVT with compact LFC and Ag/CoSO4-PG
nanofluids. The performance estimation showed that the PV module has a photoelectric
efficiency of 30.2%, and the receiver has a thermal efficiency up to 49.3%.

In terms of the applications for CPVT, Su et al. [18] investigated the feasibility of
applying CPVT to boost biomethane generation in anaerobic digestion via biogas upgrading.
They also proposed the use of CPVT for trigeneration (heat, cooling, and electricity) [19].
At Tucson (United States), Fernandes et al. [20] carried out a simulation for a small-scale
nanofluid spectral filtering CPVT for domestic applications. The possibility of using CPVT
for water desalination has also been investigated by several authors as reviewed by Anand.
et al. [21]. Another recent application of a CPVT was proposed by Youssef et al. [22].
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While many of the previous studies have investigated different types of CPVT col-
lectors and highlighted their thermal performance, very few publications have reported
on the operation strategy, the optimum heat versus electricity storage, or evaluated the
benefits under harsh weather conditions, such as extremely high ambient temperatures
and high levels of aerosols prevalent in places like Saudi Arabia. The objective of this paper
is to address these shortcomings using Saudi Arabia as a case study.

To do so, a detailed techno-economic theoretical assessment is carried out. A CPVT with
a novel receiver design, suitable for the harsh conditions, is investigated under the climate
of six cities in Saudi Arabia. To provide a comprehensive analysis, a mathematical model
is developed to investigate the optical and thermal performance of the proposed CVPT. For
each location studied, a year-round performance assessment considering the hourly variation
of solar radiation, sun position, ambient temperature, and wind speed is conducted. A
comparison is then made for all cities and under all operating and storage scenarios.

2. Materials and Methods

2.1. Description of the CPVT

A Linear Fresnel Collector (LFC) with a hybrid receiver fitted at its focal axis is
proposed in this study. As illustrated in Figure 1, the proposed system consists of mirrors,
a thermal receiver with cooling channel, a heat transfer fluid that also plays the role of a
filter, and a silicon bifacial PV module with a 22% nominal efficiency at 25 ◦C. The mirrors
focus direct normal irradiance on the receiver’s front surface. The fluid is used as spectral
filter, absorbing low and high-energy photons and converting them into useful heat. As a
result, a suitable solar radiation spectrum for silicon PV cells reaches the PV module, which
is placed above the nanofluid. Due to the bifaciality factor of the solar cell, the side with
the highest efficiency faces the concentrated solar radiation to maximize energy production.
The cooling channel is used to reduce the PV module temperature. The design values of
the proposed system are presented in Table 1.

Figure 1. Basic design of the CPVT.
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Table 1. Design data of the CPVT.

Component Parameter Value Units

Linear Fresnel collector Length 10 m
Receiver focal length 1.5 m

Receiver Height of the receiver 0.08 m
Wide of the mirrors 0.1 m

Wide of the receiver front surface 0.2 m
Wide of the receiver back surface 0.33 m

A detailed design of the receiver is presented in Figure 2a. It consists of the main liquid
channel and the cooling channel together with the PV module. As illustrated in Figure 2b,
these two channels are linked by a U-shaped pipe to enhance thermal efficiency [22]. The
liquid initially flows at room temperature through the cooling channel to cool down the PV
panel. As a result, the panel’s temperature drops, its efficiency increases, and the HTF is
preheated before entering the main receiver channel. Figure 2c highlights the main parts of
the receiver.

 
(a) 

 
(b) 

(c) 

Figure 2. (a) CAD design of the receiver (cross-section). (b) U-shape pipe linking the cooling channel
to the main channel. (c) Simplified design of the receiver.
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As highlighted in Figure 2c, concentrated light passes through the highly transparent
glass and across the working fluid. The working fluid acts as a spectral filter, absorbing
solar radiation with wavelengths less than 700 nm or greater than 1100 nm. As a result, only
solar radiation within the spectral window of between 700 nm and 1100 nm reaches the PV
module. The receiver’s side walls are painted with selective, highly absorbent materials.

In this study, two different working fluids, namely water and a water-based ZnO nanofluid
(0.01 wt%), were examined. The introduction of nanoparticles into the water resulted in
alterations within the thermophysical and spectral characteristics of the fluid, as documented
in Tables 2 and 3, respectively. The evaluation of the thermophysical properties was carried
out under atmospheric pressure and at an approximate average fluid temperature of 62.5 ◦C,
representing an average working fluid temperature of our system.

Table 2. Thermo-physical properties of water and ZnO water-based nanofluid.

Symbol Fluid Properties Water ZnO (0.01 wt%)

μ Dynamic viscosity, mPas 0.47 [23] 0.47 *
k Thermal conductivity, Wm−1K−1 0.65 [23] 0.86 [24]

Cp Specific heat capacity, Jkg−1K−1 4185 [23] 4148 [25]
ρ Density, kgm−3 983.7 [23] 976.9 [25]

* Due to a lack of data, it is presumed that the dynamic viscosity does not change due to the low concentration of
ZnO particles.

Table 3. Average spectral transmittance of water and ZnO water-based nanofluid for specific spectral
windows.

Spectral Window 200–700 nm 700–1100 nm 1100–2400 nm

Water [2] 97.1 88.1 11.7
ZnO (0.01 wt%) [24] 64.3 79.8 5.1

The present investigation focuses on the photovoltaic active range of 700 nm to
1100 nm for silicon solar cells, in accordance with prior research [26]. Notably, the study
does not encompass the photovoltaic active spectrum spanning 400–700 nm, where energy
states surpass the bandgap energy of silicon, resulting in the thermal relaxation of excess
photon energy. Nevertheless, the examined fluids exhibit a notable degree of radiation
transmission within the 400–700 nm range, as demonstrated in Table 3, thus signifying
their potential efficacy in capturing solar energy from this specific region.

2.2. Design of the CPVT

The CPVT collector is north–south orientated and rotates along the east–west horizon-
tal axis to increase the overall optical performance and reduce variation in energy delivery
during the day [27].

Three parameters are important in the design of the LFC (see Figure 3): location
(Mn), tilt angle (δn), and distance of adjacent mirrors (Sn). These may be obtained using
elementary geometrical optics by using the following formulas [28]:

δn =
atan

(
Mn
f cr

)
2

(1)

Sn =
Wmirror

2 × [(sin(δn) + sin(δn−1))× tan(2δn) + cos(δn) + cos(δ n−1
)
]

(2)

Mn = Mn−1 + Sn (3)

where f cr is the focal length of the receiver, Wmirror the width of the primary mirrors, and
the subscript n is the number of the primary mirror.
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Figure 3. Schematic of the CPVT collector.

2.3. Optical and Thermal Modelling
2.3.1. Optical Efficiency

The following expression is used to estimate the optical efficiency of the LFC [29]:

ηopt = ηopt,nomKT(θT)KL(θL) (4)

where ηopt,nom is the nominal optical efficiency measured at solar noon, KT(θT) is the
transversal incidence angle modifier, θT is the transversal incidence angle in degree, KL(θL)
is the longitudinal incidence angle modifier, and θL is the longitudinal incidence angle
in degree.

For a collector aligned along the north–south axis, the transversal and longitudinal
angles are calculated as follows [27]:

θT = tan−1(sin(Az)× tan(Z)) (5)

θL = tan−1(cos(Az)× tan(Z)) (6)

where Az and Z are the Azimuth and Zenith angles, respectively.
In addition, the transversal and the longitudinal incidence angle modifiers are calcu-

lated using the following expressions, respectively [27]:

KT(θT) = cos
(

θT
2

)
−

Wf ield
4

f cr +

√
f cr

2 + (
Wf ield

4 )2
× sin(

θT
2
) (7)

KL(θL) = cos(θL)− f cr
Lr

×
√

1 +
(Wf ield

4 f cr

)2

× sin(θL) (8)

where Lr is the receiver length, and Wf ield is the field width.
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2.3.2. Heat Transfer Model

To examine the heat flow inside the receiver, a heat transfer model is developed. The
flowchart outlining the model’s structure and methodology can be found in Appendix A.
The model takes into account the following set of assumptions:

• Steady state heat transfer model
• Thin PV module
• Side walls of the receiver are adiabatic
• Uniform temperature distribution
• The nanofluid flow is uniform

Furthermore, considering the phenomenon of self-absorption exhibited by the fluid
and the similarity in emissivity between the fluid and the glass window, it is assumed that
the heat radiation losses can be directly attributed to the glass window.

Heat Transfer in the Receiver

According to Newton’s law of cooling, the convection heat transfer from the absorber’s
interior surface to the HTF is:

Qconv,r− f l = h f l × Ar,in ×
(

Tr,in − Tr, f l,mean

)
(9)

where Ar,in is the inside surface of the thermal receiver, Tr,in is the temperature of the inside
surface of the thermal receiver, Tr, f l,mean is the mean temperature of the fluid in the receiver,
and h f l is the fluid heat transfer coefficient defined in the following way:

h f l =
Nu f l × k f l

Dhr
(10)

where Nu f l is the fluid Nusselt number, k f l is the fluid thermal conductivity, and Dhr is
the hydraulic diameter of the receiver. For the case of laminar flow, the Nusselt number is
considered constant:

Nu f l_laminar = 4.36 (11)

For the case of turbulent flow, the following Nusselt number correlation is used:

Nu f l_turbulent = 0.023 × Re f l
3/4 × Pr f l

0.3 (12)

where Re f l is the Reynolds number and Pr f l is the fluid Prandtl number.
Conduction through the front and rear glass of the receiver can be represented as follows:

Qcond,r =

(
kglass × Ar,glass × (Tr,in − Tr,out)

tglass

)
(13)

where kglass is the glass thermal conductivity, Ar,glass is the area of the front and rear
glass, Tr,out is the temperature of the outside surface of the thermal receiver and tglass the
glass thickness.

The rear glass surface of the receiver is connected to the cooling channel, and the walls
are insulated, so convective heat exchange with the ambient air is only considered on the
front glass surface of the receiver. Consequently, following Newton’s law of cooling, the
convection heat transfer from the receiver’s outside surface to the atmosphere is:

Qconv,r−amb = hair × Ar,out, f ront × (Tr,out − Tamb) (14)

where Ar,out, f ront is the front glass surface of the thermal receiver, Tamb is the ambient
temperature during sun hours, and hair is the air heat transfer coefficient defined in the
following way:

hair =
Nuair × kair

Dhr
(15)
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where Nuair is the air Nusselt number, and kair is the air thermal conductivity. For laminar
flow over a flat plate, the Nusselt number is expressed as follows:

Nuair_laminar = 0.664 × Reair
0.5 × Prair

1/3 (16)

For turbulent flow over a flat plate, the Nusselt number is expressed as follows:

Nuair_turbulent = 0.037 × Reair
0.8 × Prair

1/3 (17)

Because the receiver’s front glass surface is in contact with the ambient air and the
sidewalls are insulated, convective heat exchange with the cooling channel is only evaluated
on the receiver’s rear glass surface. As a result, according to Newton’s law of cooling, the
convection heat transfer from the outer surface of the receiver to the cooling channel is:

Qconv,r−ch = h f l × Ar,out,rear ×
(

Tr,out − Tch, f l,mean

)
(18)

where Ar,in is the inside surface of the thermal receiver, Tr,in is the temperature of the inside
surface of the thermal receiver, Tch, f l,mean is the mean temperature of the fluid in the cooling
channel and h f l the fluid heat transfer coefficient.

According to the Stefan–Boltzmann law of radiation, the radiation heat transfer from
the external surface of the receiver to the atmosphere is:

Qrad,r−atm = σ × εglass × Ar,out, f ront ×
(

Tr,out
4 − Tsky

4
)

(19)

where σ is the Stefan-Boltzmann constant
(

5.67 × 10−8 Wm−2K−4
)

, εglass is the glass
emissivity, and Tsky is the sky temperature estimated using the following expression [30]:

Tsky = 0.0522 × Tamb
1.5 (20)

Radiation heat exchange with the PV panel is only evaluated on the receiver’s rear
glass surface. As a result, the expression that estimates the radiation heat transfer between
two parallel plates is used:

Qrad,r−PV =

⎛
⎝σ × Ar,out,rear ×

(
Tr,out

4 − TPV
4
)

1
εglass

+ 1
εPV

− 1

⎞
⎠ (21)

where TPV is the temperature of the PV panel, and εPV is its emissivity.

Heat Transfer in the PV Panel

The solar radiation on the rear surface of PV cell follows the Stefan–Boltzmann
law of radiation:

Qrad,PV−atm = σ × εPV × APV,rear × (TPV
4 − Tsky

4) (22)

where APV,rear is the area of the PV panel rear surface.
Newton’s law of cooling states that the convective heat transfer from the PV panel to

the cooling channel is:

Qconv,PV−ch = h f l × APV, f ront × (TPV − Tch, f l,mean) (23)

where APV, f ront is the front surface of the PV panel, and h f l is the fluid heat transfer coefficient.
The convective heat transfer from the PV panel to the ambient air is:

Qconv,PV−amb = hair × APV,rear × (TPV − Tamb) (24)

where hair is the air heat transfer coefficient.
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Power, Efficiency and Energy

The efficiency of bifacial crystalline silicon PV cells can be estimated using the follow-
ing expression, which considers a temperature coefficient of −0.45%/◦C:

ηPV = ηPV,nom[1 − (0.0045 × (TPV − TPV,re f ))] (25)

where ηPV,nom is the nominal efficiency of the PV panel at the reference temperature TPV,re f .
The electric energy produced by the PV panel can be calculated using the following equation:

Qu,PV,el = DNI×Aap × ηopt ×
(
1 − fopt

)× tr f l,700−1100nm × ηPV + GHI × APV,rear × ηPV (26)

where DNI is the direct normal irradiance, fopt is the fraction of optical loss in the receiver,
tr f l,700−1100nm is the average spectral transmittance of the fluid filter between the 700–1100 nm
spectral window, Aap is the aperture area of the primary mirrors, and GHI is the global
horizontal irradiance.

The power absorbed by the receiver is calculated using the following equation:

Qabs,r = DNI × Aap × ηopt × fr (27)

where fr is the fraction of radiation absorbed by the receiver.
The useful thermal power absorbed by the fluid in the receiver is:

Qu, f l,th,r =
.

m f l × Cp f l × (Tr, f l,out − Tch, f l,in) (28)

where Cp f l is the specific heat capacity of the fluid,
.

m f l is the fluid mass flow rate, Tr, f l,out
is the temperature of the fluid in the outlet of the receiver, and Tch, f l,in is the temperature
of the fluid in the inlet of the cooling channel. As a result, the thermal efficiency of the
receiver may be calculated as follows:

ηr =
Qu, f l,th,r

Qabs,r
(29)

The organic Rankine cycle (ORC) has received a great deal of attention as a well-
accepted technology because it can make effective use of low-grade thermal energy sources,
such as solar thermal [31]. In the present study, one of the scenarios examined considers
that the thermal energy stored in the fluid is converted to electrical energy through an ORC.
Therefore, the overall electrical efficiency of the system is defined as follows:

ηtotal,el = ηPV + [ηr × ηheat−Carnot ×
(

1 − Tamb
Tr, f l,out

)
] (30)

where ηheat−Carnot is the thermodynamic efficiency of heat engine to Carnot efficiency [32].
Lastly, the net solar-to-electric efficiency of the system, which incorporates the total

incident solar power as a common denominator, is presented as:

ηNSE =
Qu,PV,el + Qu, f l,th,r × ηheat−Carnot ×

(
1 − Tamb

Tr, f l,out

)
DNI × Aap

(31)

3. Results and Discussion

3.1. Ray Tracing and Optimum Geometric Concentration Ratio of the CPVT

A ray-tracing simulation of the LFC has been carried out using Tonatiuh software
to assess the design of the proposed CPVT (see Figure 4). Figure 5 illustrates the heat
flux distribution on the front glass of the receiver. As can be noticed, the flux distribution
corresponds to that of a typical LFC.
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Figure 4. Ray tracing simulation with 250 rays using Tonatiuh software.

 

Figure 5. Front glass of the receiver flux distribution, simulation with 1x107 rays using Tonatiuh software.

A parametric study is carried out to determine the optimum concentration ratio for
the CPVT collector. Average weather data for Tabuk was employed for this optimization
process. Figure 6 illustrates the variation of the overall electric efficiency and the tempera-
ture of the PV module as a function of the geometric concentration ratio (GCR) of the CPVT
collector. As can be seen, the optimum GCR that maximize the overall electric efficiency of
the CPVT collector is about 20. At this GCR, the temperature of the PV module is less than
85 degree C (the maximum operating temperature of crystallin PV cells). Therefore, this
value is used in this study.
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Figure 6. Optimum geometric concentration of the CPVT collector.

3.2. Advantages of the Proposed Receiver Design

To highlight the advantages of the proposed receiver design, an annual performance
comparison between a receiver with cooling the PV module (denoted C in this paper) and a
receiver without cooling the PV module (denoted NC in this paper) has been conducted. Six
different locations and two different HTFs—water (denoted W in this paper) and water with
ZnO nanoparticles at 0.01 wt% concentration (denoted W+ZnO in this paper)—are considered.

As can be noticed in Figure 7, the average temperature of the PV module is lower for
the case with cooling than for the case without cooling (more than 10 ◦C difference). This
results in higher efficiency of the PV cells. The addition of ZnO nanoparticles to water
improves the heat transfer, which further reduces the temperature of the PV module; thus,
high electric efficiency is achieved.

Figure 7. Annual average values of PV module efficiency (ηPV), total efficiency of CPVT collector
(ηtotal,el), temperature of PV module (TPV), and maximum temperature of PV module.

Overall, the performance of the CPVT collector at Tabuk is better than other locations
because of the low ambient temperature and the high solar irradiance (see Table 4).
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Table 4. Annual average values of direct normal irradiance (DNI), global horizontal irradiance (GHI),
ambient temperature, wind speed, and optical efficiency of CPVT collector (ηopt ).

Location DNI (W m−2) GHI (W m−2) Tamb (◦C) Vwind (ms−1) ηopt (%)

Tabuk 599 524 27.2 3.5 54.2
Riyadh 452 501 30.6 3.7 55.3

Dammam 441 494 31.1 3.6 55.3
Makkah 427 487 34.6 4.4 55.0
Jeddah 426 493 32.8 4.4 54.9
Medina 516 512 32.5 4.1 54.8

3.3. Thermal Performance of the CPVT

The yearly energy production of the CPVT at different locations is illustrated in
Figure 8. The PV electrical energy output and thermal energy output are higher when
the CPVT is installed in Tabuk. When ZnO nanoparticles are added to water, the thermal
energy increases in all the considered locations, but the electrical energy provided by the
PV panel slightly decreases. Although the drop in electrical energy is small compared to
the gain in thermal energy, if all the thermal energy is converted to electricity, less energy is
obtained compared with the case of using water.

Figure 8. Annual energy production of the CPVT system.

The monthly energy production in Tabuk is shown in Figure 9. Summer months
always have the highest energy output. The amount of energy produced varies dramatically
throughout the year, with the summer period producing twice as much electrical energy
and up to four times more thermal energy compared to winter months. This is because
solar radiation is higher in the summer than in the winter, and the optical efficiency of the
system is also higher.

Figure 9 also highlights that, when ZnO nanoparticles are added to water, the ther-
mal energy output increases. This is because the working fluid absorbs 6.2% more solar
radiation, as shown in Table 5, due to the variation in the spectral transmittance property,
when ZnO is added to the water. On the other hand, when the working fluid contains
nanoparticles, the electrical production is slightly lower. The scientific reason behind it
is that the nanofluid absorbs more solar radiation at wavelengths between 700 nm and
1100 nm; these wavelengths are used to generate energy through the photovoltaic effect
for silicon-based PV panels. In this spectral window, water alone has an average spectral
transmittance of 88.1% [2], which drops to 79.8% [24] when ZnO nanoparticles are added.
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Figure 9. Energy production per month in Tabuk.

Table 5. Percentage of light power absorbed by component using different fluid filters.

Fluid Filter
PV Module

(%)
Fluid (%)

Receiver
Walls (%)

Thermal
Unit (%)

Optical Loss
(%)

Water [2] 31.5 23.1 33.2 56.3 12.2
Water-ZnO 25.3 29.3 33.2 62.5 12.2

Values for water-ZnO nanofluid calculated using the spectral transmittance presented by Huaxu et al. [33] at 0.01
wt% concentration.

A monthly analysis of the efficiency for the PV panel and the receiver in Tabuk is
illustrated in Figure 10. It is notable that the variation in the efficiency for the PV panel
is not significant during the year. The PV efficiency is slightly better in the winter period
compared to the summer period due to lower ambient temperature. In contrast, the net
solar-to-electric and thermal receiver efficiencies follow the same trend as thermal energy
generation, being higher in summer than in winter.

Figure 10. Energy efficiency per month in Tabuk.

3.4. Economic Analysis
3.4.1. CAPEX of the CPVT

The estimation of the cost of the CPVT is based on the Hyperlight Energy project.
Table 6 highlights the specific costs as well as the total CAPEX of the CPVT collector

214



Energies 2023, 16, 5392

considered in this study [34,35]. The cost of bifacial photovoltaic panels has been evaluated
based on an average of projects completed in the last few years following the IRENA
report [36]. Estimation showed that the CPVT collector with nano-particles costs $8550,
while a CPVT collector with water as a HTF costs $200 less.

Table 6. CAPEX of a CPVT collector.

Component Value Unit Cost ($)

Site improvement 5 [34] $/m2mirror 200
Primary mirrors 110 [34] $/m2mirror 4400

Thermal receiver (HTF, piping, etc.) 60 [34] $/m2mirror 2400
Bifacial crystalline silicon cells (Total ins.) 1.5 [36] $/Wp 1350

ZnO 0.01 wt% (preparation, product) 5 [37] $/m2mirror 200

TOTAL CPVT COST 8550

3.4.2. The LCOE and LCOH for a 20 MW CPVT Plant

The LCOE and LCOH represent the average of the net present cost of energy produc-
tion for the plant over its lifetime. The IRENA methodology is used in this paper [36]:

LCOE or LCOH =
∑n

t=1
It+OMt
(1+r)t

∑n
t=1

Et
(1+r)t

(32)

where It are the investment expenditures in the year t, OMt are the operations and mainte-
nance expenditures in the year t, Et is the energy generation in the year t, r is the discount
rate, and n is the lifetime of the system.

The financial parameters that were used by IRENA are adapted in this study. These
include: a 10% discount rate, a lifetime of 25 years, and 3% of the CAPEX were considered
for the maintenance and operation costs.

Two operation strategies are considered, namely electricity production strategy and
heat/electricity production strategy. In the former, the heat absorbed by the HTF is con-
verted into electricity using an ORC cycle. The electricity may either be fed directly into
the power grid or used to power an industry or households in remote places. A 20 MWh
thermal energy storage (TES) consisting of a water tank is considered to store thermal en-
ergy with 82% round-trip-efficiency. In a heat/electricity production strategy, it is assumed
that there is an industry nearby requiring hot water at 95 ◦C. This is highly feasible given
that the industrial sector with low-temperature heat processes accounts for 7.1% of world
energy consumption [38].

To calculate the LCOH and the LCOE of a large-scale CVPT power plant, it is important
to estimate the CAPEX. Considering that the LFC uses an average of 70% of the total land,
the cost of the land required was estimated at $5/m2. The cost of a TES system with a
capacity of 20,000 kWh has been evaluated taking data from the European Association
of Storage of Energy [39], and adding an extra cost of 15$/kWh for each system owing
to the cost of building work and additional materials, like pipes. For the situation when
the thermal energy is converted into electricity, the cost of the plant required has been
determined using a Pratt and Whitney ORC catalogue [40]. Project efforts have also been
considered and are estimated at 22.5% of the total cost of the solar plant.

Finally, an additional 5% has been added to the overall expenditures to compensate
for any unanticipated occurrences throughout the project’s execution phase. The sum of all
the expenditures is the capital expenditure (CAPEX), which is given in Tables 7 and 8 for
both operation strategies.
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Table 7. CAPEX for electricity production strategy, 20 MW CPVT plant with water + ZnO installed in
Tabuk.

Component Value Unit Cost ($)

Design Type NC C

CPVT system 8550 $/system 5,985,000
Land costs (60, 060 m2) 5 $/m2 300,300

Water storage system (20, 000 kWh) 30 [39] $/kWh 600,000
Power plant unit (all included) 2400 [40] $/kW 4,451,089 3,966,506

Project efforts (22.5% of solar plant costs) 22.5% N/A 2,550,687 2,441,656
Uncertainties (5% of total costs) 5% N/A 694,353.8 664,673

CAPEX 14,581,431 13,958,136

Table 8. CAPEX for electricity + heat production strategy, 20 MW CPVT plant with water + ZnO
installed in Tabuk.

Component Value Unit Cost ($)

Design Type NC C

CPVT system 8550 $/system 5,985,000
Land costs (60, 060 m2) 5 $/m2 300,300

Water storage system (20, 000 kWh) 30 [39] $/kWh 600,000
Project efforts (22.5% of solar plant costs) 22.5% N/A 1,549,192

Uncertainties (5% of total costs) 5% N/A 421,724

CAPEX 8,856,217

Table 9 illustrates the values of the LCOE, LCOH, and CAPEX in different locations.
Overall, the LCOE is lower for the proposed design (C) compared with the traditional
design (NC). This proves the advantages of using the novel design proposed in this study.
The addition of ZnO nanoparticles to the water increases the LCOE but decreases the
LCOH.

An important finding of this study is that the heat/electricity production strategy is
much better than the electricity production strategy. For instance, at Tabuk, the LCOE for
our proposed design with water as HTF is 0.2232 USD/kWh when the electricity production
strategy is selected. However, it is only 0.0847 USD/kWh when heat/electricity production
is selected. Indeed, the LCOE when the heat/electricity production strategy is selected is
lower than that of CSP (and the heat is produced as a by-product for free).

The most suitable location for installing CPVT technology in Saudi Arabia is at Tabuk.
The analysis shows a LCOE of $0.0847/kWh and a LCOH of $0.0536/kWh when water is
used as a spectral filter, and a LCOE of $0.0906/kWh and a LCOH of $0.0462/kWh when
ZnO nanoparticles are added.

The LCOE of CPVT systems has been investigated in a limited number of scientific
papers. In this study, we compare our results with some previously published studies, as
shown in Table 10. Some of these studies have used PTC, which is more expensive than
the technology of LFC used in our proposed design. Additionally, Fernandez et al. [41]
have employed more expensive materials, such as ITO nanocrystals and Au nanoparticles,
instead of the ZnO nanoparticles used in our system. Furthermore, Ling et al. [10] have
used a solid oxide fuel cell (SOFC) instead of an ORC to transform electrical energy into
thermal energy, which requires the purchase of methanol, implying additional expenses.
Moreover, according to the NREL database [42], the DNI and GHI in Shiraz are 7% and
10% lower, respectively, compared to Tabuk. Taking into account these differences and the
novelty of our design for harsh environments, the proposed CPVT system offers a lower
LCOE, making it a more cost-effective solution for the given geographical area.
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Table 9. LCOE, LCOH, and CAPEX of the CPVT power plants for different scenarios. Note, system
with cooling is denoted as C and without cooling as NC.

Location Scenario Fluid Filter LCOE ($/kWh) LCOH ($/kWh) CAPEX ($)

Design Type NC C NC C NC C

Tabuk
All electricity Water 0.2451 0.2232 13,533,991 12,985,307

Water+ZnO 0.2670 0.2442 14,581,431 13,958,136

Electricity + heat Water 0.0916 0.0847 0.0479 0.0536 8,676,142 8,676,142
Water+ZnO 0.0977 0.0906 0.0416 0.0462 8,856,217 8,856,217

Riyadh
All electricity Water 0.2697 0.2495 11,993,164 11,555,130

Water+ZnO 0.2942 0.2727 12,803,027 12,298,728

Electricity + heat Water 0.1109 0.1042 0.0669 0.0762 8,676,142 8,676,142
Water+ZnO 0.1193 0.1120 0.0574 0.0651 8,856,217 8,856,217

Dammam
All electricity Water 0.2742 0.2539 11,878,377 11,448,747

Water+ZnO 0.2988 0.2771 12,663,564 12,168,329

Electricity + heat Water 0.1138 0.1068 0.0687 0.0784 8,676,142 8,676,142
Water+ZnO 0.1223 0.1148 0.0590 0.0670 8,856,217 8,856,217

Makkah
All electricity Water 0.2719 0.2552 11,540,492 11,275,797

Water+ZnO 0.2976 0.2794 12,301,948 11,985,618

Electricity + heat Water 0.1147 0.1085 0.0736 0.0808 8,676,142 8,676,142
Water+ZnO 0.1238 0.1170 0.0625 0.0685 8,856,217 8,856,217

Jeddah
All electricity Water 0.2666 0.2500 11,647,527 11,338,953

Water+ZnO 0.2927 0.2744 12,439,096 12,074,460

Electricity + heat Water 0.1116 0.1057 0.0741 0.0824 8,676,142 8,676,142
Water+ZnO 0.1207 0.1142 0.0627 0.0696 8,856,217 8,856,217

Medina
All electricity Water 0.2542 0.2359 12,401,737 12,058,328

Water+ZnO 0.2779 0.2585 13,295,356 12,895,731

Electricity + heat Water 0.1014 0.0951 0.0583 0.0638 8,676,142 8,676,142
Water+ZnO 0.1089 0.1021 0.0500 0.0546 8,856,217 8,856,217

Table 10. Comparison of the LCOE.

References Location Technology LCOE ($/kWh)

Ling et al. [10] Not available LFC with solid filter 0.2000
Rodrigeus et al. [41] Blythe, California PTC with nanofluid filter 0.1783

Abedanzadeh et al. [43] Shiraz, Iran PTC with pieces of mirrors 0.1293
Present study Tabuk, Saudi Arabia LFC with fluid filter 0.0847
Present study Tabuk, Saudi Arabia LFC with nanofluid filter 0.0906

3.4.3. CO2 Emission Analysis

According to the Brown to Green 2019 report, the national emissions in Saudi Arabia
associated with electricity generation in 2019 were 0.723 kgCO2-equivalent for each kWh
produced [44]. Moreover, according to the Ministry of Spain, emissions from stationary
combustion equipment powered by natural gas (such as boilers) are 0.209 kgCO2-equivalent
per kWh generated [45]. These two variables are used as the electricity and thermal
emissions factors, respectively, to compute, based on the energy production, the emission
savings due to the use of CPVT technology. Figures 11 and 12 show the results for one
single CPVT collector and for a 20 MW CPVT plant, respectively.

The implementation of the proposed CPVT can cut off annual emissions by 11.2
tCO2eq (Tabuk) per system and from 5675 tCO2eq (Makkah) to 7822 tCO2eq (Tabuk) per 20
MW plant if the heat/electricity production strategy is selected. However, if the electricity
production strategy is selected, this technology can save a total of 8.5 tCO2eq per collector
and 5968 tCO2eq per 20 MW CPVT plant annually.
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Figure 11. kgCO2-equivalent emissions saved in KSA with one CPVT system.

Figure 12. tCO2-equivalent emissions saved in KSA with a 20 MW plant.

3.4.4. Battery vs. TES

A large increase in battery production is expected in the coming years. However, the
materials needed for their production are limited, so it is critical to look for other ways of
storing energy. For this reason, a thermal energy storage (TES) system has been considered
in this study, and its comparison in economic terms is shown below.

The cost of lithium-ion battery packs has increased for the first time since 2010 because
of rising inflation and prices of raw materials and battery components, reaching an average
of 151$/kWh in 2022 [46]. Moreover, in the most optimistic scenario, lithium-ion batteries
have a lifetime of 15 years, so they would have to be replaced at least once to match the
lifespan of the solar power system [47,48]. On the other hand, according to the European
Association for Energy Storage, the price for a hot water storage tank is 15$/kWh with an
average 30-year working life.

For the battery scenario, the heat is first converted to electricity using an ORC with an
efficiency on the order of 10% for the working temperatures considered in this study (see
Equation (30)). Afterwards, electricity is stored into a 20 MWh lithium-ion battery which
nowadays reach up DC round-trip efficiency values as high as 95% [49]. Alternatively, the
MWh TES system with 82% round-trip efficiency previously described in Section 3.4.2 can
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be used, with no need to convert the heat into electricity for storage. Table 11 compares the
two suggested storage systems installed in Tabuk based on the LCOE, LCOH, and CAPEX
for a 20 MW large-scale plant, in which an extra cost of 15$/kWh has been estimated
for each system owing to the cost of building work and additional materials like cables
or pipes.

Table 11. LCOE, LCOH, and CAPEX of the CPVT with cooling for different energy storage types
in Tabuk.

Location Scenario Fluid Filter LCOE ($/kWh) LCOH ($/kWh) CAPEX ($)

Storage Type TES Battery TES Battery TES Battery

Tabuk
All electricity Water 0.2232 0.3502 12,985,307 20,368,382

Water+ZnO 0.2442 0.3734 13,958,136 21,341,211

Electricity + heat Water 0.0847 0.1568 0.0536 0.0991 8,676,142 16,059,217
Water+ZnO 0.0906 0.1661 0.0462 0.0848 8,856,217 16,239,292

The use of batteries compared to a TES system based on a water tank represents an
additional increase of 5.74 million dollars, considering that the batteries will need to be
replaced once during the lifetime of the solar plant. This represents an even greater increase
in the CAPEX, which is reflected in the LCOE and LCOH costs, which increase up to 56%
and 84% respectively.

3.5. Future Work

In terms of future work, there are several areas of research that could be explored to
further enhance the performance of concentrated photovoltaic-thermal (CPVT) systems.
Building a prototype to experimentally validate the theoretical outcomes of this study
would be a valuable next step. This would provide a more accurate representation of the
real-world performance of the CPVT system.

Another possible avenue of research would be to include the capability of joining
multiple CPVT systems in series in the mathematical model presented. This would allow
for a higher heat transfer fluid output temperature, expanding the range of potential
applications beyond just low-temperature heating.

Furthermore, it may be useful to explore the recommendations of An et al. [50] and
investigate the effectiveness of using two reflectors at the sides of the solar receiver to mini-
mize the effect of imprecise sun tracking and receiver installation. This could potentially
reduce the current optical losses of the proposed solar receiver (12.2%) and improve the
overall performance of the CPVT system.

Overall, this study contributes to the body of knowledge on CPVT systems and pro-
vides valuable insights for future research in this area. There is still much to be explored in
terms of optimizing the performance and applicability of CPVT systems, and the proposed
future research directions could help to advance this field.

4. Conclusions

The design and performance evaluation of a novel CPVT with spectral beam splitting
technology, a cooling channel, and nanofluid is presented in this paper. A raytracing
simulation tool is used to assess optical performance of the proposed CPVT collector, while
an optical-thermal model is used to estimate the performance of the system.

The investigation revealed that using fluids as a filter in the CPVT collector has
numerous benefits, including a low operating temperature for the PV cells and a high
energy output. By adding the cooling channel and ZnO nanoparticles, it is found that a
significant decrease in the average and maximum temperature of the PV panel is achieved,
where they are lowered by 16.6 ◦C and 43.4 ◦C, respectively. This allows conventional
silicon photovoltaic panels which have a maximum operating temperature of 85 ◦C [51] to
be used. Therefore, without these design improvements, we would have to resort to special
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high-temperature PV panels, which are in very limited supply from manufacturers and
present lower efficiencies due to the increased temperature.

The calculated yearly average values of the efficiencies, with the addition of the cooling
channel and nanofluid, are, for Tabuk, 19.74% for the photovoltaic panel, 35.65% for the
thermal collector, and 22.65% for the total conversion to electricity.

The economic assessment showed that the CPVT system has great possibilities to
lead the Saudi renewable energy production in the coming years. Under a heat/electricity
production strategy, a LCOE of $0.0847/kWh and a LCOH of $0.0536/kWh when only
water is used a HTF are obtained. At the same time, a LCOE of $0.0906/kWh and a LCOH
of $0.0462/kWh are obtained when ZnO particles are added. The analysis showed that,
due to the low performance and high costs of converting thermal energy into electricity, the
CPVT technology is less competitive when the electricity production strategy is selected.
The results showed an LCOE of $0.2232/kWh with water only and $0.2442/kWh with the
addition of ZnO nanoparticles.

Furthermore, after comparing battery energy storage against a TES system, a large
increase in the CAPEX was observed if batteries are used, reflected in the LCOE and LCOH
costs, which increase up to 56% and 84% (compared with the case of TES), respectively.
Thus, a CPVT plant with TES operating under a heat/electricity production strategy is
better than a CPVT plant with battery operating under an electricity production strategy.

The study showed that a 20 MW CPVT plant cuts CO2-equivalent emissions up to
7822 tonnes every year under Saudi Arabian conditions. Another benefit in terms of
sustainability is the ease of recycling the proposed CPVT technology, taking up less space,
and requiring less photovoltaic material to capture the same sunlight as non-concentrating
PV modules. Thus, the process is less dependent on the silicon supply chain.

Regarding the practicality of the technology presented, it has been demonstrated
that the system is technically feasible through a series of rigorous computations and
simulations. Specifically, the results indicate that the proposed design offers significant
advantages when operating in harsh environments when compared to traditional designs.
Additionally, an economic study was conducted which revealed that the system can be
constructed at a relatively low cost in comparison to previous publications, resulting in
an improved levelized cost of energy (LCOE) for this technology. Overall, these findings
support the practicability of the technology, and suggest that it has the potential to be a
viable cost-effective solution for a range of real-world energy applications.
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Nomenclature

Abbreviations:

PV Photovoltaic
CPVT Concentrating solar photovoltaic thermal
LCOE Levelized cost of electricity
LCOH Levelized cost of heat
SBS Spectrum beam splitting
HTF Heat transfer fluid
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PTC Parabolic trough collector
LFC Linear Fresnel collector
TE Thermoelectric generator
NREL National Renewable Energy Laboratory
DNI Direct normal irradiance
GHI Global horizontal irradiance
ORC Organic Rankine cycle
GCR Geometric concentration ratio
GMT Greenwich mean time
CSP Concentrated solar power
TES Thermal energy storage
C CPVT with cooling channel
NC CPVT without cooling channel
CAPEX Capital expenditure
DR Diffuse irradiance
LST Local solar time
LT Local time
EoT Equation of time
TC Net time correction factor
LSTM Local standard time meridian
HRA Hour angle
Nomenclature:

W Width [m]
H Height [m]
M Location of the mirrors [m]
S Distance of adjacent mirrors [m]
f c Focal length [m]
K Incidence angle modifier
Az Azimuth angle [◦]
Z Zenith angle [◦]
L Length [m]
A Area

[
m2]

Q Heat flux [W]
T Temperature [K]

h Heat transfer coefficient
[

W
m2K

]
Nu Nusselt number

k Thermal conductivity
[

W
mK

]
Dh Hydraulic diameter [m]
Re Reynolds number
Pr Prandtl number
t Thickness [m]
tr Average spectral transmittance
f Fraction of radiation absorbed
.

m Fluid mass flow rate
[

kg
s

]
Cp Specific heat capacity

[
J

kgK

]
wt Mass fraction
d Day number of the year, ranging from 1 to 365
V Velocity

[m
s
]

Greek letters:

δ Tilt angle [◦]
η Efficiency
θ Incidence angle [◦]
σ Stefan–Boltzmann constant

[
W

m2K4

]
ε Emissivity
α Elevation angle [◦]
ϕ Local latitude [◦]
β Declination of the sun [◦]
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Subscripts:

n Number of primary mirror
ch Channel
r Receiver
opt Optical
T Transversal
L Longitudinal
fl Fluid
amb Ambient
conv Convection
cond Conduction
rad Radiation
ref Reference
ap Aperture
abs Absorbed
atm Atmosphere
th Thermal
el Electrical
NSE Net solar-to-electric

Appendix A

A mathematical code is developed in Matlab to simulate the performance of the CPVT.
The set of equations presented in the previous sections are solved using an iteration process.
The flowchart of the model is illustrated in Figure A1. The output HTF temperature,
location information, geometrical parameters, and fluid characteristics are used as input.
The model uses the direct normal irradiance (DNI), global horizontal irradiance (GHI),
wind speed, and ambient temperature from the NREL database [42]. The optical efficiency
of the system is calculated using the location, solar angles, and geometrical data. Next, the
variables to be determined are set up, and an iterative procedure based on energy balance
is used. This process ends when all the energy and mass balance equations are satisfied.
Lastly, the power and energy performance are determined.

Figure A1. Flowchart of calculation model.
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Abstract: In this paper, a hybrid optimization controller that combines a genetic algorithm (GA) and
ant colony optimization (ACO) called GA-ACO algorithm is proposed. It is applied to a photovoltaic
module array (PVMA) to carry out maximum power point tracking (MPPT). This way, under the
condition that the PVMA is partially shaded and that multiple peaks are produced in the power-
voltage (P-V) characteristic curve, the system can still operate at the global maximum power point
(GMPP). This solves the problem seen in general traditional MPPT controllers where the PVMA
works at the local maximum power point (LMPP). The improved MPPT controller that combines
GA and ACO uses the slope of the P-V characteristic curve at the PVMA work point to dynamically
adjust the iteration parameters of ACO. The simulation results prove that the improved GA-ACO
MPPT controller is able to quickly track GMPP when the output P-V characteristic curve of PVMA
shows the phenomenon of multiple peaks. Comparing the time required for tracking to MPP with
different MPPT approaches for the PVMA under five different shading levels, it was observed
that the improved GA-ACO algorithm requires 19.5~35.9% (average 29.2%) fewer iterations to
complete tracking than the mentioned GA-ACO algorithm. Compared with the ACO algorithm, it
requires 74.9~79.7% (average 78.2%) fewer iterations, and 75.0~92.5% (average 81.0%) fewer than
the conventional P&O method. Therefore, it is proved that by selecting properly adjusted values
of the Pheromone evaporation rate and the Gaussian standard deviation of the proposed GA-ACO
algorithm based on the slope scope of the P-V characteristic curves, a better response performance of
MPPT is obtained.

Keywords: genetic algorithm (GA); ant colony optimization (ACO); photovoltaic module array
(PVMA); maximum power point tracking (MPPT); global maximum power tracking (GMPP); local
maximum power point (LMPP); P-V characteristic curve

1. Introduction

In recent years, with the rise of environmental protection awareness and the exhaustion
of petroleum, natural gas, coal mines and other forms of energy, scientists have begun
searching for environmentally-friendly and sustainable alternative energy. For scientists,
solar power has become one of the ideal forms of alternative energy as it is not bound by
geographical conditions and is easily installed. In order to realize energy independence
and reduce carbon emissions to alleviate global warming, photovoltaic power generation
that does not rely on imports has become one of the renewable energies actively developed
by the world’s governments. The governments around the world have also set their
own capacity goals. In order to achieve these goals, an appropriate MPPT controller
has been designed to increase the power generation utilization of photovoltaic power
generation systems.

The conventional algorithms generally applied to track the maximum power of PV-
MAs include perturbation and observation (P&O) [1–3] and incremental conductance
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(INC) [4,5]. These two conventional approaches, while being able to effectively track the
MPPs when PVMAs operate under normal working conditions, when PVMAs are shaded,
these conventional approaches may only track the LMPPs rather than the GMPP. Thus,
the power generation efficiency of PVMAs is reduced. Therefore, the problem of tracking
the maximum power point when shading occurs in the photovoltaic module cannot be
solved [6].

To address the aforesaid issue, in recent years, some solutions for determining the
optimal values have been proposed which reduce the probability that local optimal solu-
tions are obtained during the solution process. For instance, an efficient hybrid starling
murmuration optimizer that combines dynamic opposition, a Taylor-based optimal neigh-
borhood strategy, and a crossover operator (DTCSMO) [7], an efficient enhanced modified
chameleon swarm algorithm termed MCSA [8] and an enhanced hierarchical guided slime
mould algorithm called HG-SMA [9] etc. have been developed. While these optimization
algorithms may effectively address the issue of optimal solutions, there is no practical
case for tracking the GMPP of PVMAs when multiple peak values appear in the P-V
characteristic curves.

In order to solve the GMPP tracking problem under the condition that the PVMA
module is partially shaded, many practical smart maximum power tracking controllers have
been proposed and applied to solve the problem [10–17]. This is because the smart maximum
power tracking controller can search the GMPP generated in the nonlinear multi-peak P-V
characteristic curve under the condition that the PVMA module is partially shaded. The
more commonly used smart methods include particle swarm optimization (PSO) [11–13], ant
colony optimization (ACO) [14–16], genetic algorithms (GA) [17–20], and cuckoo search
algorithms (CSA) [21,22], etc. The literature indicates that the smart algorithm-based
MPPT controllers have a better steady-state response and tracking response compared
with traditional methods. Additionally, when the photovoltaic module is partially shaded,
the GMPP can be accurately and quickly tracked, unlike traditional method-based MPPT
controllers that can only track the LMPP. However, these smart maximum power tracking
controllers adopt fixed parameter values in the iterative formulas adopted, so there is
still room for improvement in terms of the speed of dynamic tracking responses and the
performance of steady-state tracking.

The improved artificial bee colony (I-ABC algorithm) [23] combining the artificial
bee colony algorithm and the perturb and observe (P&O) method has the advantage that
the GMPP is searched via the bee colony algorithm, and the correct direction for the
next tracking is determined by the P&O method. While this approach reduces the issue
of tendency where local optimal solutions are obtained during the solution process and
addresses the issue that the P&O method is unable to track the MPPs if the PVMAs are
abnormal, the computation is more complex, and the tracking responses are not fast enough.
Additionally, the conventional cuckoo search (CS) can be improved by adjusting the step
factors of CS depending on the slopes and iterations of the PVMAs’ P-V characteristic
curves [24]. While the GMPPs may be tracked faster and more precisely when partial
modules are shaded in a PVMA and multiple peak values are generated for the P-V
characteristic curve, the improved CS is only applicable in the simulation phase. Practical
testing results for PVMAs under different connection configurations and shading ratios
may enable the improved CS to track the GMPP in less time and improve the power
generation efficiency of the photovoltaic power generation system.

Although Chao and Rizal [25] proposed a MPPT controller with a new GA and ACO
hybrid algorithm, the proposed MPPT controller also demonstrates the characteristics of
GA and ACO algorithms. In particular, the GA has excellent features when searching for
the best solution and enabling the system to slowly converge. When used independently,
more computation time is needed, possibly because there are more populations, resulting in
the disadvantage of a longer tracking time [19]. On the other hand, ACO features the ability
to quickly search the subspace and converge to the best non-global solution in advance.
Hence, the incorporation of GA can complement the ACO algorithm, thereby enhancing the
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speed of maximum power tracking and enabling the PVMA to output the global maximum
power. Based on the above reasons, an improved GA-ACO MPPT controller is proposed
in this paper. The same circuit structure and tracking steps as [25] were also employed.
The optimization of the GA-ACO parameters differs depending on the P-V characteristic
curves generated under different shading conditions of PVMAs, and thus, no principle
can be found for the parameter optimization. Therefore, it is learnt in tests that when the
tracking approaches the MPP and as the slope of the P-V characteristic curve declines, the
Pheromone evaporation rate ρ and the Gaussian standard deviation x increase; and the ρ
and x parameters are required to be greater as MPP is approached. In contrast, the farther
the MPP is, the more ρ and x must decrease as the slope of the P-V characteristic curve
increases. Therefore, the optimal adjusted value of the Pheromone evaporation rate, Δρ,
and the optimal adjusted value of Gaussian standard deviation, Δx, may be obtained via
multiple simulations based on the slope values of P-V characteristic curves of PVMAs.
Through the location of the work point, the slope of the P-V characteristic curve was
calculated to automatically adjust the Pheromone evaporation rate ρ and the Gaussian
standard deviation x in the iterative formula. The global maximum power tracking time
was reduced to obtain better steady-state responses.

2. The Shading Characteristics of a PVMA

The output power of a photovoltaic module changes with the environment, weather
and temperature. In the PVMA, any shaded module will affect the total output power,
because each part of the module in the PVMA is connected in series [26]. Therefore, even if
a photovoltaic module is shaded in series, the output current of the entire PVMA is also
affected. Using MATLAB software and under the standard test conditions (STC) (solar
irradiance: 1000 W/m2, air mass (AM): 1.5 and temperature: 25 ◦C), the I-V and P-V
characteristic curves of the photovoltaic module array were simulated. Figure 1 illustrates
the P-V and I-V characteristic curves of a four photovoltaic module array with one module
under 50% shade [26]. Because the photovoltaic module array consists of four photovoltaic
modules in series, one of which is shaded by 50%, with the rest unshaded, two peaks
appear in the P-V characteristic curve of the PV module array, and there is a considerable
decrease in the maximum power output, as shown in the P-V characteristic curve. A
similar pattern is observed in other situations. For any shading occurring on a photovoltaic
module array, there will be more than one maximum power point (MPP) observed in the
power-voltage (P-V) characteristic curve of the photovoltaic module array. However, only
the local maximum power point (LMPP) can be tracked by the traditional maximum power
point tracker, but not the global maximum power point (GMPP). Therefore, in this paper,
an intelligent maximum power point tracker based on an improved GA-ACO algorithm is
presented to overcome this problem.
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Figure 1. P-V and I-V characteristic curves of the photovoltaic module array with four series and one
parallel structure and with one module under 50% shade [26].

3. The Proposed Improved MPPT Methods

In order to improve the tracking performance of the MPPT controller in a PVMA, an
improved GA-ACO MPPT controller is proposed in this paper. The principle involves
automatically adjusting the Pheromone evaporation rate ρ and Gaussian standard deviation
x of the traditional GA-ACO MPPT controller, thereby shortening the tracking time. The
MATLAB software was used to simulate maximum power tracking of the GA-ACO MPPT
controller under different shading ratios in order to verify the excellent performance of the
tracking methods proposed.

3.1. Genetic Algorithm

The theoretical basis of genetic algorithms originates from “On the Origin of Species”
written by Charles Darwin in 1859. A genetic algorithm is a search-type algorithm based
on natural selection and genetic mechanisms in the field of biology. It simulates natural
selection among organisms in nature, as well as the phenomena of breeding, crossover,
and mutation. Moreover, in each iteration, several candidate populations (solutions) are
retained and superior individuals are selected from the candidate populations. Through
genetic factors (crossover and mutation), a new generation of candidate populations is
produced until the best individuals are found. A genetic algorithm features multi-point
search in order to prevent becoming caught in the local best solution. However, if the
population quantity is too large, considerable time may be required for calculation, leading
to low search efficiency. Thus, when the need to search bulk data arises, a genetic algorithm
may take a long time to compute before a search is completed [19].

3.2. Ant Colony Optimization

Ant colony optimization (ACO) is a type of algorithm for searching the best path.
It can also mimic ant behaviors [14]. In nature, ants leave behind pheromones secreted
along their foraging trails in order to mark their trails. When ants behind reach the location
previous ants have reached, they choose trails with higher pheromone values and leave
more pheromones to strengthen the likelihood of ants behind taking the trials. Therefore,
as long as the trials with the highest pheromone values exist, the trails have a higher chance
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of attracting ants to move toward foraging. The ACO algorithm has many advantages,
including robustness, the ability to search for a better solution, and good feedback, etc.
However, the ACO algorithm may cause the search to slow down in the initial phase due
to inadequate information obtained.

3.3. Traditional GA-ACO MPPT Controller

First, the traditional GA-ACO algorithm is applied in the PVMA to explain the MPPT
steps. The traditional GA-ACO MPPT controller implementation steps are described
below [25].

Step 1. First initialize the GA and ACO parameters. The GA parameter settings include:
number of iterations (Itmax), the number of solution (k), the number of populations
(nPop), crossover percentage (pc), factor for crossover (γ), mutation percentage (pm),
mutation rate (mu), tournament size (ts), etc. The ACO parameter settings include:
number of ants (Ant), Pheromone evaporation rate (ρ), etc. The populations are
subsequently initialized. Each population has k solutions. In order to initialize the
populations, the solution of each initial population randomly selects the output
voltage of PVMA and substitutes it into the iterative formula.

Step 2. For all the populations, calculate the fitness of each population through the fitness function.
Step 3. In nPop, randomly select several populations (i.e., The tournament size (ts) value).

After comparing the randomly selected populations, the best population is selected
as the father, and the mother is chosen through the same approach. The parents
go through crossover to create offspring. The quantity of offspring produced is
determined by the crossover percentage (pc) value. Through the same crossover
method, population mutation occurs. The number of mutated populations is
determined by the mutation percentage (pm) value. The cost function should
be calculated for all the offspring and mutated populations produced. The new
populations produced replace inferior populations and the next generation is added.
Better populations are retained and selected as the ACO initial conditions.

Step 4. In order to initialize ACO, the fitness of all the solutions in the retained populations
should be calculated. It can be observed from Step 1 that all the solutions retained
are output voltages (Vpv) of the PVMA. The fitness of these solutions refers to the
output power (Ppv) corresponding to each voltage (Vpv). Then, all the solutions of
better populations retained from the GA undergo pheromone initialization. The
initialization steps are as follows:

Step 4.1.Calculate the distance ΔVn (n = 1, . . . , k) between each voltage value (Vn)
and the best solution (Vbest) in the population retained from the GA. In
particular, Vbest refers to the voltage solution of the maximum power value
in a population.

ΔVn = ‖Vn − Vbest‖ (1)

Step 4.2.In order to calculate the pheromone value (τn) of each solution, the Gaus-
sian normal distribution in Equation (2) should be used to obtain ϕn and
each solution is computed. Through the Gaussian normal distribution,
the normal distribution distance of all the solutions can be calculated.
The shortest distance represents the best solution, the Gaussian value ap-
proximates zero and the farthest distance is the worst solution, with the
Gaussian value approximating 1.

ϕn =
1

x
√

2π
exp

(
− (ΔVn)

2

2x2

)
(2)

Here, x is the Gaussian standard deviation (usually set as x = 0.5).
Step 4.3.Use Equation (3) to calculate the pheromone value (τn) of all the solutions.
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τn = (1 − ρ)· ϕn

∑K
i=1 ϕi

(3)

In particular, the ant path is determined by the pheromone value (τn) calculated
from each solution in the previously retained population of the GA. The higher the
pheromone value of a solution, the more likely it is to attract ants to move toward
foraging. The pheromone evaporation rate (ρ) balances the Pheromone value of
each solution in a population. Ants not are not only attracted to the solution with
the highest pheromone value, but there is also a chance that they are attracted by
Pheromone values generated from other computed solutions. However, the trail
that attracts the highest number of ants is regarded as the maximum power point,
and this solution is selected as the ACO tracking result.

Step 5. Repeat Step 3 and Step 4 until the number of iterations has reached the preset
maximum iterations (Itmax) at which point the iterations end.

3.4. Improved GA-ACO MPPT Controller

The improved GA-ACO algorithm proposed in this paper implements adjustments, mainly
targeting the Pheromone evaporation rate (ρ) in the ACO algorithm and the Gaussian standard
deviation (x) and based on the slope in the P-V characteristic curve. Equations (2) and (3) show
that when the two parameters of ρ and x are adjusted, the Pheromone value (τn) can be
changed. When the Pheromone value increases, the rate of ant colony convergence to the
maximum power point can be accelerated, which in turn, enhances the tracking response
performance of the algorithm at the maximum power point. Thus, based on the slope (m)
of the P-V characteristic curve in the PVMA in this paper, the Pheromone evaporation rate
(ρ) and Gaussian standard deviation (x) are adjusted. In particular, slope (m) is defined in
Equation (4):

m =
P(it) − P(it−1)

V(it) − V(it−1)
(4)

where it represents the current number of iterations, it − 1 represents the previous number
of iterations, and P(it) − P(it−1) represents the difference in the output power of the PVMA
in the two iterations.

In this paper, based on the changes in the slope of the P-V characteristic curve, the
changed Pheromone evaporation rate (ρ) and the Gaussian standard deviation (x) are as
shown in Equations (5) and (6):

ρ =
∣∣√m

∣∣× ρ + Δρ (5)

x = |0.5m| × x + Δx (6)

where Δρ is the adjustment value of ρ under different m, adjusted as shown in Table 1; and
Δx is the adjustment value of x under different m, adjusted as shown in Table 2.

Table 1. The adjustment value Δρ of ρ under different slopes of the P-V characteristic curve.

m =
P(it)−P(it−1)

V(it)−V(it−1)
Δρ

m > 2 −0.2
2 ≥ m ≥ 1.5 −0.15
1.5 ≥ m ≥ 1 −0.09
1 ≥ m ≥ 0.5 +0.07
0.5 ≥ m ≥ 0 +0.17

m = 0 0
0 ≤ m ≤ −0.5 +0.17
−0.5 ≤ m ≤ −1 +0.07
−1 ≤ m ≤ −1.5 −0.09
−1.5 ≤ m ≤ −2 −0.15

m < −2 −0.2
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Table 2. The adjustment value Δx of x under different slopes of the P-V characteristic curve.

m =
P(it)−P(it−1)

V(it)−V(it−1)
Δx

m > 2 −0.285
2 ≥ m ≥ 1.5 −0.14
1.5 ≥ m ≥ 1 −0.02
1 ≥ m ≥ 0.5 +0.1
0.5 ≥ m ≥ 0 +0.2

m = 0 0
0 ≤ m ≤ −0.5 +0.2
−0.5 ≤ m ≤ −1 +0.1
−1 ≤ m ≤ −1.5 −0.02
−1.5 ≤ m ≤ −2 −0.14

m < −2 −0.285

Since the optimized value of the GA-ACO parameter differs due to the P-V character-
istic curve generated under different shading conditions, the optimal rules for parameter
adjustment cannot be identified. However, we learned from the test that the slope of the P-V
characteristic curve reduced when the tracking reached within proximity of the maximum
power point. Therefore, the Pheromone evaporation rate ρ and Gaussian standard devia-
tion x should increase; the closer it gets to the MPP, the greater the increase in parameter
values ρ and x that are required. Conversely, the further it is away from the MPP, the slope
of P-V characteristic curve becomes greater, where ρ and x should reduce. Based on this,
Δρ and Δx can apply the slope of the P-V characteristic curve for the PVMA accordingly
to derive more optimized experience values for the Δρ and Δx adjustments (as shown in
Tables 1 and 2) through multiple simulations.

3.5. The Maximum Power Tracking Processes and Architecture of the Proposed Improved GA-ACO

Figure 2 shows the flowchart of the maximum power tracking controller based on
the improved GA-ACO proposed in this paper. The iterations in the last block of the
flowchart in Figure 2 are indeed the set maximum iterations Itmax. Figure 3 shows the
system structural diagram of the proposed maximum power controller. It mainly consists
of the PVMA, boost DC-DC converter, improved GA-ACO maximum power tracking
controller and voltage and current detectors. Table 3 shows the component specifications
of a boost DC-DC converter.

Table 3. The specifications of the main components of a boost DC-DC converter.

Items Specifications

Energy storage inductance (Lm) 250 uH, 10 A
Filter capacitor (Cin) 390 uF, 450 V
Filter capacitor (Cout) 330 uF, 450 V

Fast diode (D) IQBD60E60A1 withstand voltage VRRM = 600 V, withstand current IFAV = 60 A
Power semiconductor (S) MOSFET IRFP460 withstand voltage VDSS = 500 V, withstand current ID = 20 A
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x 

 
Figure 2. The flowchart of the proposed improved GA-ACO maximum power tracking.
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Figure 3. The structural diagram of the proposed improved GA-ACO MPPT controller.

4. Simulation Results

First, the MATLAB software was adopted to carry out maximum power tracking
simulation by applying the improved GA-ACO algorithm to the photovoltaic module array
(PVMA). The simulation results obtained from traditional GA-ACO, ACO and P&O MPPT
controllers were compared for performance. The electrical parameter specifications of the
photovoltaic module in this paper are shown in Table 4. As shown in Table 4, four photo-
voltaic modules were configured as four-series/one-parallel arrays and a two-series/two-
parallel array. Under the same temperature condition, maximum power tracking simulation
under five different shading conditions was carried out. It can be observed in Table 5 that
under the five different shading conditions, the P-V characteristic curves obtained from the
simulation showed different numbers of peaks. Then, through simulation, the proposed
improved GA-ACO MPPT method under five different shading conditions was verified to
be superior to the other traditional methods.

Table 4. The electric parameter specifications of the photovoltaic module adopted.

Parameters Specifications

Rated maximum output power (Pmp) 40.75 W
Current at maximum output power point (Imp) 1.74 A
Voltage at maximum output power point (Vmp) 23.42 V

Short-circuit current (Isc) 2 A
Open-circuit voltage (Voc) 36 V

Table 5. The test cases of five shading ratios under different parallel series configurations.

Case Series-Parallel Configuration and Shading Ratio The Number of Peaks in the P-V Curve

1 0% shading + 0% shading + 0% shading + 0% shading Single-peak
2 0% shading + 35% shading + 35% shading + 35% shading Double-peak
3 0% shading + 25% shading + 40% shading + 40% shading Triple-peak
4 0% shading + 25% shading + 35% shading + 50% shading Quadruple-peak
5 (0% shading + 35% shading) // (35% shading + 35% shading) Double-peak

Note: 0% shading means no shading; “+” means “series”; “//” means “parallel”.
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The parameter setting values of the improved GA-ACO, traditional GA-ACO, ACO
and P&O MPPT methods adopted for the simulations in this paper are shown in Table 6.

Table 6. The parameter setting values of the improved GA-ACO, traditional GA-ACO, ACO, and
P&O MPPT methods adopted for the simulation.

Parameter Name Value

Maximum number of iterations (Itmax) 50
Number of solutions (k) 3

Number of populations (nPop) 5
Crossover percentage (pc) 0.7

Factor for crossover (γ) 0.4
Mutation percentage (pm) 0.4

Mutation rate (mu) 0.3
Tournament size (ts) 3

Ant count (Ant) 5
Pheromone evaporation rate (ρ) 0.37
Gaussian standard deviation (x) 0.5

Duty cycle disturbance (Δd) 0.02

4.1. Case 1: 0% Shading + 0% Shading + 0% Shading + 0% Shading

Figure 4 shows the four modules in series adopted to simulate the P-V and I-V
characteristic curves of the photovoltaic module array under the condition of no shading
through the MATLAB software. Since the photovoltaic module is in series, the voltages
and powers are added. Therefore, it can be observed from Figure 4 that the voltage of the
maximum power point and the maximum power point value are four times those of a
single photovoltaic module. The simulation results in Figure 5 show that the improved
GA-ACO managed to track the GMPP through just one iteration. On the other hand, the
traditional GA-ACO, ACO, and P&O methods required 3, 10 and 16 iterations to track the
GMPP. In addition, the P&O method continued to oscillate near the maximum power point.

4.2. Case 2: 0% Shading + 35% Shading + 35% Shading + 35% Shading

Figure 6 shows the simulation results when four photovoltaic modules in series
are adopted and the shading ratio of the three photovoltaic modules is 35%. When one
photovoltaic module is completely unshaded, the P-V and I-V characteristic curves are
simulated through MATLAB software. It can be observed in Figure 6 that double-peak
values appeared with a GMPP of 121.6 W and a GMPP voltage of 104.2 V. It can be observed
from the simulation results in Figure 7 that the improved GA-ACO managed to track
the GMPP with just one iteration. On the other hand, the traditional GA-ACO and ACO
methods required 3 and 17 iterations to track the GMPP. As for the P&O method, the GMPP
could not even be tracked.
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Figure 4. The P-V characteristic curve simulation (Red represents the P-V characteristic curve; blue
represents the I-V characteristic curves) for Case 1.

Figure 5. Simulation results of performance comparison among the improved GA-ACO, traditional
GA-ACO, ACO and P&O MPPT methods for Case 1.
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Figure 6. The P-V and I-V characteristic curves (Red represents the P-V characteristic curve; blue
represents the I-V characteristic curve) for Case 2.

 

Figure 7. Simulation results of performance comparison among the improved GA-ACO, traditional
GA-ACO, ACO and P&O MPPT methods for Case 2.

4.3. Case 3: 0% Shading + 25% Shading + 40% Shading + 40% Shading

When four photovoltaic modules in series are adopted, the shading ratios of the three
photovoltaic modules are 40%, 40% and 25%, respectively. When one photovoltaic module
is completely unshaded, the P-V and I-V characteristic curves simulated through MATLAB
software are shown in Figure 8. It can be observed from Figure 8 that three-peak values
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appeared in the P-V characteristic curve, with the GMPP of 117.8 W and the GMPP voltage
of 106.1 V. The simulation results in Figure 9 show that the improved GA-ACO method
managed to track the GMPP after just two iterations. On the other hand, the traditional
GA-ACO and ACO methods required 4 and 27 iterations to track the GMPP. As for the
P&O method, the GMPP still failed to be tracked.

 

Figure 8. The P-V and I-V characteristic curves (Red represents the P-V characteristic curve; blue
represents the I-V characteristic curve) for Case 3.

 

Figure 9. Simulation results of performance comparison among the improved GA-ACO, traditional
GA-ACO, ACO, and P&O MPPT methods for Case 3.
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4.4. Case 4: 0% Shading + 20% Shading + 35% Shading + 50% Shading

The shading ratios of the three modules set in this case are 20%, 35% and 50%, respec-
tively. One module is without shading. Figure 10 shows the Case 4 simulation results of
the P-V and I-V characteristic curves. It can be observed from the simulation results that
four peaks appeared in the P-V characteristic curve, while the GMPP occurred at 105.8 W.
Figure 11 shows the simulation results of the improved GA-ACO, traditional GA-ACO,
ACO and P&O MPPT methods. It can be observed from Figure 11 that even though four
peaks appeared in the P-V characteristic curve, the improved GA-ACO method managed
to track the GMPP with just three iterations. On the other hand, the traditional GA-ACO
and ACO methods required 7 and 34 iterations to track the GMPP. As for the P&O method,
the GMPP still failed to be tracked with a limited set of iterations.

 
Figure 10. The P-V and I-V characteristic curves (Red represents the P-V characteristic curve; blue
represents the I-V characteristic curve) for Case 4.

4.5. Case 5: (0% Shading + 35% Shading) // (35% Shading + 35% Shading)

Figure 12 shows Case 5 P-V and I-V characteristic curves obtained from the simulation.
The module array is configured as a two-series/two-parallel array. One of the modules is
under the condition of 0% shading, while the rest of the modules are under the condition
of 35% shading. Since the photovoltaic module is connected as a two-series/two-parallel
array, only two peaks are produced in the P-V characteristic curve. The power values of
two of the peaks are 69.29 W and 121.75 W, respectively. Figure 13 shows that the improved
GA-ACO method managed to track the GMPP with just one iteration. On the other hand,
the traditional GA-ACO and ACO methods required 3 and 13 iterations, respectively, to
track the GMPP. On the other hand, the P&O method still failed to successfully track the
GMPP. It can be observed from the simulation results in Figure 13 that even though the
PVMA in Case 5 was changed, it was also confirmed that the tracking speed using the
improved GA-ACO method proposed in this paper was not affected by changes in the
connection method.
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Figure 11. Simulation results of performance comparison among the improved GA-ACO, traditional
GA-ACO, ACO and P&O MPPT methods for Case 4.

 
Figure 12. The P-V and IV characteristic curves (Red represents the P-V characteristic curve; blue
represents the I-V characteristic curve) for Case 5.
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Figure 13. Simulation results of performance comparison among the improved GA-ACO, traditional
GA-ACO, ACO and P&O MPPT methods for Case 5.

The simulation results of the five cases above show that the improved GA-ACO
method is superior to the traditional GA-ACO, ACO and P&O methods in terms of per-
formance. In addition, under each case, the improved GA-ACO algorithm managed to
track the GMPP with fewer iterations. On the other hand, the traditional GA-ACO and
ACO algorithms required more iterations to track the GMPP. As for Cases 1, 2, 3 and
5, although the P&O method managed to track GMPP, it oscillated to and fro near the
maximum power point, while in Case 4, it was unable to track GMPP with a limited set
of iterations. In addition, based on the five cases selected, maximum power tracking was
conducted 50 times using the improved GA-ACO, traditional GA-ACO, ACO and P&O
MPPT methods. The numbers of iterations of GMPP tracked each time were added up
and averaged, as shown in Table 7. Table 7 shows that although the three algorithms of
the improved GA-ACO, traditional GA-ACO and ACO can track the GMPP among the
five cases, the improved GA-ACO method required on average fewer iterations compared
with those of the traditional GA-ACO and ACO algorithms. This demonstrates that the
proposed improved GA-ACO MPPT method has better tracking performance. In particular,
the higher the number of peaks in the P-V characteristic curve, the greater the differences
in the tracking performance.

Table 7. The comparison of the five cases tracking the average number of iterations of GMPP using
different algorithms.

Case
ACO MPPT [15] P&O MPPT [3] GA-ACO MPPT [25] Proposed GA-ACO MPPT

Iter GMPP Total Time Iter GMPP Total Time Iter GMPP Total Time Iter GMPP Total Time

1 15.64 3.1 ms 17.85 3.0 ms 4.85 1.2 ms 3.24 0.8 ms
2 18.16 3.6 ms 18.25 3.1 ms 6.74 1.7 ms 4.56 1.2 ms
3 30.96 6.2 ms 32.35 5.5 ms 8.42 2.1 ms 6.78 1.8 ms

4 36.87 7.4 ms Stuck in
LMPP – 11.68 2.9 ms 7.49 1.9 ms

5 25.38 5.1 ms 23.15 3.9 ms 7.14 1.8 ms 5.36 1.4 ms

Note: Iter GMPP signifies the average number of iterations to obtain GMPP, Total Time signifies the average total
time to reach MPP, and LMPP signifies the local maximum power point.

In fact, the more complex the algorithm is, the slower the calculation will be. We
can conclude from the calculation time comparison that the proposed improved GA-ACO
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MPPT has the slowest calculation time. Even though the proposed improved GA-ACO
MPPT is the slowest to calculate an iteration, this algorithm is the fastest to reach the GMPP
because it requires fewer iterations. The iterations of the proposed improved GA-ACO are
the least compared with the other three algorithms. The detailed comparison is shown in
Table 7 which demonstrates that the proposed GA-ACO MPPT is an improvement on the
conventional MPPT algorithm.

In addition, the proposed hybrid method was compared with different hybrid MPPT
controllers including the improved artificial bee colony (I-ABC) algorithm [23] and the
improved cuckoo search (I-CS) algorithm [24]. The comparison between the proposed
hybrid MPPT and existing hybrid MPPTs [23,24] is shown in the Table 8. The partial
shading conditions that were tested in [23,24] were one peak, two peaks, three peaks, and
four peaks of P-V curve peaks, yet they used different PV specifications and different exact
irradiances. Their results are compared with the proposed hybrid MPPT in Table 8. The
proposed method is better than the I-ABC and I-CS MPPT methods [23,24] in all cases.

Table 8. The hybrid MPPT comparison.

Case
Number of Iterations

I-ABC MPPT [23] I-CA MPPT [24] Proposed GA-ACO MPPT

1 4.56 4.21 3.24
2 6.45 5.68 4.56
3 7.39 7.21 6.78
4 10.18 8.32 7.49
5 10.57 7.98 5.36

Based on the PVMA in Table 7, the performance was compared in terms of the time response
when using different MPPT methods under five different shades for tracking the maximum
power point. The results show that the method proposed in this paper indeed provided a better
tracking speed response. Therefore, it was verified that the Δρ and Δx adjustment values selected
from the slope range for the P-V characteristic curve in Tables 1 and 2 led to performance of
the MPPT response.

For each of the test cases, although the shading conditions for the selected simulation
were set at fixed values, they could be seen as the change in equivalent shading ratio since
all the shading conditions of the different test cases differed from each other. Furthermore,
it can be observed from the simulation results that the proposed MPPT method could
obtain better tracking performance under all the changes in shading conditions. Therefore,
the five different test conditions listed in Table 5 could be treated as the tests of changing
between different shading conditions.

Since the slow change of actual irradiance seemed unable to reveal the superior
performance of the MPPT methods proposed, irradiance levels with greater step changes
were adopted in this paper for conducting the test and verifying the tracking response
of the proposed methods. Under the condition of slow changes in irradiance, the MPPT
methods proposed could also produce the same superior tracking performance, only not
significant enough.

In this paper, the PVMA went through MPPT tests under five different shading condi-
tions. From Figures 4, 6, 8, 10 and 12, it can be observed that under such different shading
conditions, the P-V characteristic curves show different local peak values, and the curve
types differ accordingly. Moreover, from the simulation results in Figures 5, 7, 9, 11 and 13,
it can also be observed that with the proposed MPPT method, at any point in time during
the tracking process, the power value tracked produces a minimum difference between all
the compared MPPT methods and the global maximum power point (GMPP). Therefore, it
can be determined that the integral of squared error (ISE), integral of time-squared error
(ITSE), integral of absolute error (IAE) and integral of time-absolute error (ITAE), which are
calculated according to references [27–29], would be minimum throughout the simulation.
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In this paper, the maximum power tracking test was conducted on the PVMA under
five different shading conditions, where each shading condition was equivalent to certain
changes in temperature and irradiance parameters. Therefore, the test was the same as the
robustness test that considers the MPPT of parametric uncertainties [30,31]. As indicated by
the test results in Table 7, all the MPPT methods herein produced better tracking response
performances compared with other methods, which demonstrates that the MPPT methods
proposed did indeed show robustness.

5. Discussion

The proposed improved GA-ACO algorithm combining the ant colony optimization
(ACO) and the genetic algorithm (GA) referred to in reference [25] determine the initial
value of the iterative parameters of the ant colony algorithm. To shorten the number of
iterations needed to obtain the optimal value, it is necessary to address the issue that
the conventional ACO tends to track the local maximum power point (LMPP) when
the optimal value is applied to search the global maximum power point (GMPP) if the
photovoltaic module arrays (PVMAs) are abnormal. However, the optimization of the
GA-ACO parameters differs depending on the P-V characteristic curves generated from
different shading conditions. Thus, no principle is to be found for parameter optimization.
Provided that it is learned in tests that when the tracking approaches the MPP and as the
slope of the P-V characteristic curve declines, the Pheromone evaporation rate ρ and the
Gaussian standard deviation x increase, and the ρ and x parameters are required to be
greater when approaching the MPP. In contrast, the farther the MPP is, the ρ and x must
be decreased as the slope of the P-V characteristic curve increases. Therefore, the optimal
adjusted value of the Pheromone evaporation rate, Δρ, and the optimal adjusted value
of Gaussian standard deviation, Δx, may be obtained via multiple simulations based on
the slope values of the P-V characteristic curves of PVMAs, as indicated in Tables 1 and 2.
Comparing the responses of the time tracking to MPP with different MPPT approaches for
the PVMA in Table 7, Section 4, under five different shading levels for their performances,
it is observed that the improved GA-ACO algorithm proposed in this paper indeed has
better tracking speed response. When five different peak values are found in the P-V
characteristic curve in Table 7, the proposed improved GA-ACO algorithm has 19.5~35.9%
(average 29.2%) fewer iterations when tracking than the GA-ACO algorithm mentioned
in [25]. Compared with the ACO algorithm [15], it has 74.9~79.7% (average 78.2%) fewer,
and 75.0~92.5% (average 81.0%) fewer than the conventional P&O method [3].

6. Conclusions

In this paper, an improved GA-ACO algorithm was proposed for application to
photovoltaic module arrays to carry out MPPT. The simulation results have validated that
its trackability is significantly superior to those of traditional GA-ACO, ACO and P&O
MPPT controllers. The MPPT method proposed combines the superior characteristics
of GA and ACO. In addition, based on the slope of the P-V characteristic curve in the
location of the photovoltaic module array work point, the Pheromone evaporation rate
ρ and the Gaussian standard deviation x in the ACO iterative formula are automatically
adjusted. The ACO algorithm can then more speedily search the subspace and output
the local best solution. The simulation results prove that the improved GA-ACO MPPT
controller is superior to traditional GA-ACO, ACO and P&O MPPT controllers in terms
of tracking response performance under different connection configurations and shading
ratios. The proposed improved GA-ACO MPPT controller even managed to track the
global maximum power point during the first iteration. On the other hand, the traditional
GA-ACO and ACO MPTT controllers required more iterations to track the GMPP. As for
the P&O method, other than in Case 1 (0% shading ratio) when it managed to successfully
track the GMPP and generate oscillation near its maximum power point, in the rest of the
cases, it was unable to track the GMPP with a limited set of iterations. Therefore, since
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the improved GA-ACO MPPT required fewer iterations to accurately track the GMPP, the
power generation utilization rate of the photovoltaic module array was enhanced.
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Nomenclature

Acronyms
MPPT maximum power point tracking
AM air mass
MPP maximum power point
P-V power-voltage
I-V current-voltage
GA genetic algorithm
ACO ant colony optimization
P&O perturbation and observation
INC incremental conductance
LMPP local maximum power point
GMPP global maximum power point
PVMA photovoltaic
STC standard test condition
ISE integral of square error
ITSE integral of time-square error
IAE integral of absolute error
ITAE integral of time- absolute error
Symbols
Itmax number of iterations
k number of solutions
nPop number of populations
pc crossover percentage
pm mutation percentage
m slope of the P-V characteristic curve in the PVMA
mu mutation
γ factor for crossover
ts tournament size
Ant number of ants
dx length of a jump
ρ pheromone evaporation rate
Δρ adjustment value of ρ

Vpv output voltage of PVMA
Ppv output power of PVMA corresponding to each voltage Vpv
ΔVn distances between each voltage Vn and the best solution (n = 1 . . . k)
Vn solution from the archive (n = 1 . . . k)
Vbest best solution in the population retained from GA
Φn Gaussian normal distribution value
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x Gaussian standard deviation
τn Pheromone value
Δx adjustment of value of x
Δd duty cycle disturbance
Lm energy storage inductor
Cin input filter capacitor
Cout output filter capacitor
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Abstract: When the photovoltaic (PV) system suffers shading problems caused by different degrees
and areas, the shaded PV cells will consume electricity and generate heat, the corresponding bypass
diode operating at a certain current will conduct, and a special magnetic field will be generated in
space. In this study, a magnetostrictive-based shading detection method and device for the PV system
are developed from theoretical, simulation, and physical experimental aspects. This study aims to
detect the special magnetic field using magnetostrictive material with a certain response pattern
under the magnetic field to detect and locate the shading problem of each module in the PV system.
Theoretically, the analysis is carried out from the on–off situation of the bypass diodes of PV modules
under different shading conditions and the response mechanism of magnetostrictive materials under
the action of the magnetic field. During simulation, the finite element magnetic field simulations
are performed for the diode and the series magnetic field coil, and the structural parameters of the
magnetic field coil are designed based on the simulation results. After establishing the validation
idea of the detection method in this study, the experimental platform is built and the experimental
steps are designed. Finally, the feasibility of the method proposed in this study is verified, the
detection range of the method is calculated, and the minimum spacing of adjacent magnetic field
coils is determined by experimental validation. This study provides a novel magnetostrictive-based
detection method, as well as a theoretical and experimental basis, for identifying and localizing PV
system shading problems, and discusses the feasibility of shading detection at the system level.

Keywords: PV system shading detection; PV module bypass diode; magnetostrictive sensor; finite
element magnetic field simulation

1. Introduction

In compliance with immense modern energy demands, the need for a cheaper and
reliable energy supply is globally evolving. In global energy resource utilization, renewable
energy, such as biomass, hydrogen, solar radiation, and wind speed, is considered to be a
promising means of solving problems associated with the rise in alternatives to fossil fuels,
environment pollution, and global temperature, [1]. Photovoltaic (PV) technologies have
been widely and maturely used in the market and will play a leading role in the current
energy transition in order to address the disadvantages of environmental issues posed by
fossil fuels. The highest contribution of currently installed PV systems is identified in Asia,
including China (175 GW), Japan (55.5 GW), and India (26.8 GW). Europe ranks second
in terms of PV-installed capacity, with considerable shares in Germany (45.9 GW), Italy
(20.12 GW), and the UK (13.4 GW) as of 2020 [2]. The currently available PV technolo-
gies possess less than 23% conversion efficiencies, which underlines the need for further
improvements to ensure better technological competitiveness [3].

1.1. Definition of the Shading Problem

In the PV system, every PV array consists of PV strings connected in parallel, every
PV string consists of PV modules connected in series, and every PV module consists of PV
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cells connected in series. Over the last few years, traditional crystalline PV technologies
have mostly been applied to new PV power plants [4]. When the surface of a single PV cell
or different PV cells receives uneven illumination, this situation is referred to as a shading
problem [5]. In actual operation, PV cells are often affected by clouds, dust, trees, buildings,
etc., and suffer from shading problems [6].

When a PV cell has a certain degree and area of shading problem, its output power
decreases, and the output current shows a downward trend [7]. Due to the special structure
of the PV string, the rest of the normal PV module outputs a current of the original size to
the shaded PV module, resulting in a large amount of power consumption on the shaded
PV modules, an abnormal temperature rise, and a further “hot spot effect” [8]. The frequent
occurrence of the “hot spot effect” will cause irreversible damage to the internal physical
structure and external packaging materials of PV modules, which will seriously affect the
reliability and service life of PV modules and even endanger the normal operation of the
whole PV system [9].

The addition of bypass diodes connected in reverse parallel to the output of each PV
module is proposed to protect PV modules from operating at negative voltages [10]. When
a PV module has shading problems, its bypass diodes provide a shunt path for the rest of
the normal PV modules in the string, which reduces the negative impact of the shading
problems on the PV system to a certain extent, but the shading problems still exist and
cannot be located [11]. Due to the non-linear output characteristics of PV cells, the PV
system needs to monitor the output power of PV arrays and provide maximum power
point tracking (MPPT) [12]. In the uniform irradiance condition, the PV strings only have
a single maximum power point (MPP). Due to the use of the bypass diodes, a portion of
the PV modules located in shadow or at lower irradiance will cause multiple peaks in the
output power of the PV string, which is not conducive to achieving MPPT and causes
energy loss [13]. Therefore, successfully detecting and locating shading problems can help
to improve the safety and output power of the PV system.

1.2. The Prior Technical Ideas for PV Shading Detection

Among the prior technical ideas for PV shading detection, these studies focus on the
output characteristics of PV strings. The authors of [14] proposed a detection method to
classify the PV strings into four working conditions based on the real electrical measure-
ments. The authors of [15], based on the instantaneous current reduction between PV
strings and MPPT sampling instants, proposed a sensor-less detection technique to monitor
the output characteristics of the PV strings. The authors of [16] proposed an improved
sine–cosine algorithm to find a periodic partial shading condition and a MPP, avoiding
the local power point obstacle. The authors of [17] considered the meteorological data as
input variables and the coordinates of the MPP as targets, and also used artificial neural
networks to detect the presence of partial shading and infer the number of shaded PV
modules. The above studies successfully identified shading problems in PV strings in PV
arrays, but could not pinpoint the shading problem to each PV module.

These studies focus on the shading conditions of individual PV modules. The authors
of [18] proposed a method and sensor to detect partial shading on a module during its
MPPT operation. The authors of [19] proposed using dynamic reconfiguration to rearrange
the connection structure of PV modules by controlling electrical switches to maximize the
output power and realize shading detection. The above studies successfully identified
the shading problems in individual PV modules, but the signal lines of the sensors or
switches for each module could not pinpoint the shading problem on each PV module,
which complicated the whole PV system.

These studies revolve around the image recognition of photovoltaic arrays. The
literature [20] proposes the use of webcams to identify the shadow irradiance and provide
the reference voltage of the MPP using image analysis techniques. In the literature [21], an
artificial neural network tool for image recognition is proposed to quantify the power loss
caused by shading and the hot spot effects of PV modules. The studies mentioned above
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successfully identified the shading problems of individual PV modules by uncomplicated
equipment composition, but there are limitations due to weather, distance, and image
capture angles. The literature [22] proposes the use of unmanned aerial vehicles to capture
the images of PV arrays for judging the shading condition of each PV module. The
literature [23] proposes the use of fully convolutional networks with depth training for
improving the recognition accuracy of aerial images of PV arrays. The above literature
solves some of the limitations compared to the solution using fixed camera devices, but
does not allow for the real-time detection of shading conditions.

1.3. The Study Ideas in This Paper

Based on the structure of the connection between the PV module and the bypass
diode, as well as the shunting effect of the bypass diode when the PV module has shad-
ing problems, after finding the correspondence between the shading problems and the
on–off state of bypass diodes, if we identify and locate the bypass diodes under on-state
conditions, we can then successfully detect shading problems. The literature [24] verified
that the short circuit of the bypass diode would cause a power loss in systems due to the
mismatch phenomenon, and the reverse current would create electro-thermal problems
in the PV array. Due to the electro-magnetic effect, the magnetic field is instantaneous
and homogeneous compared to the heat when the diode is conducting. Therefore, this
study aims to successfully recognize PV shading problems via the real-time detection of
the magnetic field generated when the bypass diode is under on-state conditions.

In the process of magnetization, the size of the magnetic material elongates or shortens
in the direction of magnetization, i.e., the magnetostrictive effect [25]. The magnetostrictive
displacement sensor made by this effect enables the non-contact long-distance detection of
multiple magnetic fields [26]. In the literature [27], a magnetostrictive sensor with a 50 m
range is proposed for detecting the liquid level.

In summary, the specific study idea of this paper is as follows. The special distribution
of magnetic fields is considered in space when the bypass diodes of PV modules are turned
on under different degrees and areas of shading conditions. The response pattern of
magnetostrictive materials are studied under the action of this magnetic field, the detection
device is developed, and the shading problems of PV modules are identified and localized.

2. Materials and Methods

2.1. Analysis of the Diode On–Off Situation

The 300 W PV module is taken as an example from the current model. After 20 PV
cells are connected in series to form a substring, 3 substrings are connected in series to
form a PV module. One bypass diode is connected in reverse parallel to the output of each
substring, and, finally, the bypass diode and its connecting wires are concentrated in the
junction box. When a substring appears with shaded cells, this substring is referred to
as the shaded substring. The internal wiring structure of the 300 W PV module is shown
in Figure 1 [28].

As shown in Figure 2, within the same substring, the output current In and voltage
Ur of the PV cell in normal conditions operate in the first quadrant. When a PV cell has
a short-circuit current drop due to shading, the output current In of the normal PV cells
in series with it is higher, resulting in the higher reverse bias voltage Ur of the shaded
cell, whose current–voltage curve works in the second quadrant, consuming power and
generating a certain amount of heat.
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Figure 1. The internal wiring structure of the 300 W PV module.

In

U

I

Ur Un  
Figure 2. Current–voltage curves of normal and shaded cells in the same substring.

The on–off state of the bypass diode is analyzed. Assuming that there is one shaded
cell in the substring and the rest are normal cells, the bypass diode will turn on when the
output voltage of the substring is reverse-biased and higher than the conduction voltage of
the bypass diode Ud. Thus, the following is satisfied [29]:

Ur − 19Un ≥ Ud (1)

As shown in Figure 3, Is is the short-circuit current of the normal substring and cell,
Irc is the short-circuit current of the shaded substring, Ig is the short-circuit current of the
shaded cell, and Urc is the critical reverse bias voltage of the shaded cell when the diode is
switched on.

When the operating current of the substring is in interval 1, the output voltage of all
cells within the substring operates is found in the first quadrant. Each cell outputs power,
and each diode is switched off.

When the operating current of the substring is in interval 2, the shaded cell consumes
power because its output voltage is reverse-biased. However, the output voltage of the
substring is still in the first quadrant, making Equation (1) not valid and the diode is still
switched off. Therefore, the current range in this interval is referred to as the bypass diode
operating blind zone.
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Urc Ud  

Figure 3. Current–voltage curves of normal and shaded substrings in the same PV module.

When the operating current of the substring is in interval 3, the output voltage of
the shaded cell is reverse-biased and exceeds the critical value Urc, so that Equation (1)
becomes valid, and thus the diode conducts. Therefore, an appropriate increase in the
operating current can turn on the bypass diode that works in the operating blind zone.

According to the results of the above analysis, due to the special wiring structure
inside the PV module, the on–off state of the bypass diode is related to the interval where
the operating current of the PV module is located under shading conditions.

By adjusting the operating current of the PV string, the bypass diode of the corre-
sponding PV substring turns on and generates a specific magnetic field at a spatial location
when there is a shading problem in the PV string. Detecting and locating this magnetic
field helps to identify and localize the shading problems.

2.2. Analysis of the Response Mechanism of Magnetostrictive Materials under the Specific
Magnetic Field Environment

Magnetostrictive materials are characterized by high permeability, low coercivity, easy
magnetization, easy demagnetization, and small hysteresis line envelope area, which can
be used to detect the location of specific magnetic fields in space over long distances. Under
the action of the magnetic field, the length of magnetostrictive material in the direction of
magnetic inductance changes from lo to l and satisfies [30]:

λ =
l − lo

lo
(2)

In Equation (2), λ is the line magnetostriction coefficient, which can be classified as a
positive or negative magnetostriction coefficient according to its plus or minus value. The
magnetostriction coefficient of a magnetostrictive material at saturation magnetic induction
intensity is called the saturation magnetostriction coefficient λs.

The magnetostrictive waveguide wire with radius r has a uniform cross-sectional
current distribution when a pulse current with amplitude Ic and pulse width τ passes, and
the surface current density J can be expressed as:

J =
Ic

πr2 (3)
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According to Ampere’s law of circulation, the current I passing through a circular
section of radius a inside the waveguide wire, with the axis as the center, is [31]:

I = Jπa2 =
Ica2

r2 =
∮
C

H · dl = 2Hπa (4)

Furthermore, the intensity of the pulsed magnetic field H inside the waveguide wire
at the position of distance a from the axis is obtained as:

H =
Ica

2πr2 (5)

Equation (5) shows that the pulsed magnetic field is highest at the surface position of
the waveguide wire with the value Hc:

Hc =
Ic

2πr
(6)

The relative magnetic permeability of the waveguide wire surface when only subjected
to the pulsed magnetic field is μr1. Based on the value of absolute magnetic permeability
μ0 of vacuum as 4π × 10−7 Wb/(A·m), the pulsed magnetic induction intensity Bc1 can be
calculated as [32]:

Bc1 =
Hc

μ0μr1
=

Ic

2πrμ0μr1
(7)

Under the action of this magnetic induction intensity Bc1, the magnetostriction co-
efficient of the waveguide wire is λ1, the circumferential magnetostriction deformation
produced on the surface of the waveguide wire is Δl1, and the original circumference of the
circular section of the waveguide wire is l0. Thus, the following is satisfied:

λ1 =
Δl1
l0

=
Δl1
2πr

(8)

The magnetic induction intensity distribution on the surface of the waveguide wire
can be analyzed when a permanent magnet generating axial magnetic field exists at the
local position of the waveguide wire. With the center of the waveguide wire cross-section
circle as the origin, the axial direction of the waveguide wire as the y-axis direction, and
the waveguide wire cross-section as the plane where the xz-axis is located, a right-angle
coordinate system is established, as shown in Figure 4.

O

x
y

z
ex ey

ez

Bc2

B0

Bh
 

Figure 4. The magnetic induction vector distribution on the surface of the waveguide wire.

Taking the first quadrant of the xyz axis as an example, the coordinates of a point on
the surface of the waveguide wire can be expressed as:(

x, y,
√

r2 − x2
)

(9)
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The magnetic induction intensity vector generated within the waveguide wire when
subjected only to the constant axial magnetic field of the permanent magnet is B0, which is
expressed as:

B0 = B0ey (10)

In Equation (10), ey denotes the unit magnetic induction intensity vector in the positive
direction of the y-axis. Under the action of magnetic induction intensity B0, the relative
magnetic permeability of the waveguide wire is μr2. By substituting the coordinate point
(9) to Equation (7), the pulse magnetic induction intensity vector Bc2 at this point can be
expressed as:

Bc2 =
Ic

2πrμ0μr2
·
(√

r2 − x2

r
ex − x

r
ez

)
(11)

By superimposing the axial magnetic induction intensity vector B0 with the circum-
ferential pulse magnetic induction intensity vector Bc2, the torsional magnetic induction
intensity vector Bh is calculated as follows:

Bh =
Ic
√

r2 − x2

2πr2μ0μr2
ex + B0ey − Icx

2πr2μ0μr2
ez (12)

In Equation (12), ex, ey, and ez denote the unit magnetic induction intensity vectors
in the positive direction of the x, y, and z axes, respectively. Under the action of tor-
sional magnetic induction intensity Bh, the magnetostriction coefficient of the waveguide
wire is λ2.

During the action of the circumferential pulsed magnetic induction intensity vector
Bc2, the axial magnetic induction intensity vector B0 does not change, so the direction of
magnetostrictive deformation on the surface of the waveguide wire remains circumferential.
The deformation variable Δl2 generated by the torsional magnetic field acting on the surface
of the waveguide wire can be expressed as:

λ2 =
Δl2
l0

=
Δl2
2πr

(13)

When the waveguide wire is mechanically stretched and fixed at both ends without
allowing its deformation, a shear stress σ will be generated on the surface of the waveguide
wire and transmitted along the waveguide wire in the form of a torque wave.

The shear modulus of the waveguide wire is G. According to the shear Hooke law,
the relationship between the shear stress σ and the relative deformation variable Δl can be
expressed as [33]:

σ = GΔl = G(Δl2 − Δl1) (14)

Substituting Equations (8) and (13) into Equation (14) yields:

σ = 2πrG(λ2 − λ1) (15)

The initial permeability of the waveguide wire in the absence of magnetic field in-
fluence is μr0, the permeability of its surface under the action of the shear stress σ is μσ,
the saturation magnetic induction intensity of the waveguide wire material is Bs, and
the corresponding saturation magnetostriction coefficient is λs. Then, according to the
inverse magnetostriction effect, the following relationship exists between the change in the
permeability of the waveguide wire and the stress applied to the waveguide wire [34]:

μr0 − μσ

μσ
=

2λs

Bs
σμr0 (16)
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From Equation (16), it can be deduced that:

dμ = μr0 − μσ =
2λsμr0μσ

Bs
dσ (17)

Substituting Equation (15) into Equation (17) yields:

dμ =
4πrGλsμr0μσ

Bs
dλ (18)

A detection coil is installed along the axial direction of the waveguide wire, at a
position far from the permanent magnet L, to detect the torque wave generated by the
shear stress σ. By combining a permanent magnet with magnetic field intensity HL with
the detection coil, the magnetic induction intensity BL induced by the waveguide wire with
absolute permeability μ at the position of the detection coil satisfies:

BL = μHL (19)

Substituting Equation (19) into Equation (18) yields:

dBL =
4πrGλsμr0μσ HL

Bs
dλ (20)

According to Faraday’s law of electromagnetic induction, the number of turns of
the detection coil is N, and the area of the coil facing the magnetic field is S. Therefore,
the induced electromotive force E caused by the transmission of the torque wave to the
detection coil is:

E = NS · dBL
dt

(21)

Substituting Equation (20) into Equation (21) yields:

E =
4πrGNSλsμr0μσ HL

Bs
· dλ

dt
(22)

The magnetostriction coefficients of the waveguide wire are λ1 and λ2 when the
pulsed magnetic induction intensity Bc1 and the torsional magnetic induction intensity Bh
are acting on the waveguide wire, respectively. Substituting them with the pulse width τ
of the pulsed current into Equation (22) yields:

E =
4πrGNSλsμr0μσ HL(λ2 − λ1)

τBs
(23)

The transmission speed of the torque wave is v. Based on the transmission time t
of the torque wave from the position of the permanent magnet to the detection coil, the
position information of the permanent magnet L can be further calculated as [35]:

L = vt (24)

Since the transmission speed of the torque wave is a constant on the waveguide
wire, the torque wave generated from multiple permanent magnet positions at different
distances can be transmitted sequentially to the detection coil. Wave-absorbing rubbers are
installed at both ends of the waveguide wire to reduce signal interference, thus enabling
the non-contact long-distance detection of multiple magnetic fields.

According to Equation (23), it can be seen that the induced electromotive force E of
the detection coil is positively related to the amount of variation in the magnetostriction
coefficient of the waveguide wire at the position of the permanent magnet, so the axial
magnetic field generated by the permanent magnet is the key influencing factor.
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According to the simulation results in Figures 5 and 6, the size and direction of this
magnetic field are not uniformly distributed, and are vulnerable to interference from the
magnetic field generated by the internal energized conductor of the junction box and the
external PV cells at work. This is not conducive to the direct detection of this magnetic field
by magnetostrictive material.

   
(a) (b) (c) 

   
(d) (e) (f) 

Figure 5. The results of the magnetic field simulation for the diode pin line when the diode is
conducting at (a) 1A, (b) 2A, (c) 3A, (d) 4A, (e) 5A, and (f) 6A.

Figure 6. The curves indicating the relationship between the magnetic induction intensity and the
distance in space to the surface position of the diode pin line.
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2.3. Finite Element Simulation Analysis of the Magnetic Field Distribution When the Diode Is
under On-State Conditions

Before the magnetic field simulation of the conduction diode, it is necessary to select a
suitable type of PV module as the experimental object and then select the type of bypass
diode. To facilitate the study of the protection role of bypass diodes in multi-substring
PV modules, the single-substring PV module consisting of 12 PV cells connected in series
is selected as the experimental object. Its type and parameters are selected, as shown
in Table 1.

Table 1. The type and parameters of the experimental PV module.

Parameters Type Specification or Numerical Value

Type specification Monocrystalline PV module
Number of cells 12

Number of substrings 1
Number of bypass diodes 1

Maximum power 100 W
Open-circuit voltage 21.5 V
Short-circuit current 5.85 A

Maximum power operating voltage 18 V
Maximum power operating current 5.41 A

Dimension 920 × 670 mm2

The type and parameters of the corresponding bypass diode, are selected as shown
in Table 2.

Table 2. The type and parameters of the bypass diode.

Parameters Type Specification or Numerical Value

Type specification 10A10MIC rectifier diode
Material of the pin line Tinned copper
Diameter of the pin line 1.0 mm

Maximum forward current 10 A
Maximum forward voltage 1.1 V

Peak reverse voltage 700 V

According to the parameters listed in Table 2 and the actual installation position of
the diode in the junction box on the backside of the PV module, the physical model of the
diode pin line is established in the ANSYS 2020 R2 software (Canonsburg, PA, USA). Using
the axial direction of the pin line as the z-axis direction and the cross-section of the pin line
as the plane where the xy-axis is located, the maximum power operating currents of the PV
modules (1, 2, 3, 4, 5, and 6 A) are selected as the on-state currents of the diode for magnetic
field simulation, and the simulation results are shown in Figure 5.

The curve corresponding to the values of different distances in space to the surface
position of the diode pin line and the simulation result of the magnetic induction intensity
B is shown in Figure 6.

The simulation results in Figures 5 and 6 show that the spatial magnetic induction
intensity at 1 mm from the diode pin line is less than 1.0 mT when the diode is used with
6 A as the on-state current. According to the above magnetic field simulation results,
considering that the on–off state of each bypass diode in the whole PV string is affected
by different shading conditions and conduction currents, magnetostrictive material with
a certain response pattern under the action of the magnetic field is chosen to detect the
special magnetic field.

2.4. Structure Design of Coil Connected in Series with the Diode

To increase the magnetic field strength generated by the current in the branch where
the bypass diode is conducting and to distribute it more uniformly in a fixed direction,
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part of the conductor inside the branch is designed as a coil structure. The coil is densely
winded so that the adjacent wire turns are closely spaced to reduce magnetization leakage
after conduction. The coil of this structure is called the magnetic field coil.

Enameled copper wire is selected as the winding material. The winding length of the
magnetic field coil is lx, the inner radius is rx, the diameter of the enameled wire is dx, the
diameter of the winding copper core is dCu, the cross-sectional area of the winding copper
core is SCu, the thickness of the lacquer coating is ds, and the maximum number of winding
layers is m.

According to the maximum safe load current JCu of copper, the short-circuit current
5.85 A of the PV module is chosen as the maximum on-state current Idm of the branch
where the coil is located, and the maximum cross-sectional area of the copper core SCumax
is calculated as:

SCumax =
Idm
JCu

(25)

The corresponding minimum diameter of copper core dCumax is:

dCumax =

√
4SCumax

π
=

√
4Idm
π JCu

(26)

When the bypass diode is conducted with the maximum value Idm, the minimum
equivalent resistance of the diode Rmin is calculated based on the on-state voltage Udm:

Rmin =
Udm
Idm

(27)

The forward conduction current–voltage curve of the 10A10MIC rectifier diode is
shown in Figure 7.

 
Figure 7. The forward conduction current–voltage curve of the 10A10MIC rectifier diode.

Based on the forward conduction current–voltage curve of the diode in Figure 7, the
parameters in Equation (27) are selected and calculated, as shown in Table 3.

Table 3. The on-state voltage and equivalent resistance of the diode corresponding to the maximum
on-state current.

Parameters Numerical Value Unit

Maximum on-state current Idm 5.85 A
Corresponding on-state voltage Udm 0.865 V
Minimum equivalent resistance Rmin 0.148 Ω
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To reduce the impact of the magnetic field coil in the branch circuit due to voltage
division on the protective effect of the diode, its maximum resistance value Rxmax should
be much smaller than the minimum equivalent resistance value of the diode Rmin. Thus,
the following is satisfied:

100Rxmax ≤ Rmin (28)

According to the resistivity ρCu of copper, the maximum winding length of the coil
wire lxmax is satisfied:

lxmax =
RminSCumax

100ρCu
=

πRmind2
Cumax

400ρCu
(29)

The number of each layer turns of the magnetic field coil winding can be calculated to
be 1 and the perimeter of each layer can be calculated. The maximum value of the winding
length lxmax and the maximum number of winding layers m satisfy:

lxmax ≥ 2πmrx + πm2dx (30)

According to the above calculation process, the winding length lxmax limits the struc-
ture of the magnetic field coil, and the selection and calculation results of the parameters in
relation to the magnetic field coil are shown in Table 4.

Table 4. The selection and calculation results of the parameters related to the magnetic field coil.

Parameters Numerical Value Unit

The maximum safe load current density JCu of copper 5.2 A/mm2

The resistivity ρCu of copper 0.0185 Ω mm2/m
The inner radius rx of coil 0.75 mm

The diameter dCu of copper core 1.22 mm
The thickness ds of lacquer coating 0.04 mm
The diameter dx of enameled wire 1.28 mm

The maximum resistance value Rxmax 1.48 mΩ
The winding length lxmax 90 mm

The maximum number m of winding layers 4 /

According to the parameters of Table 4, the maximum number of winding layers m is
calculated in correspondence to the number of each layer turns. In the ANSYS finite element
simulation software, the physical models are built sequentially, and 5.41 A is selected as
the magnetic field coil conduction current Id to characterize the operating current.

The maximum value of magnetic induction intensity Bxmax at the position of the
magnetic field coil central axis is recorded, according to the magnetic field simulation
results. According to the calculation and simulation results, the corresponding curve
between the maximum value of magnetic induction intensity Bxmax and the serial number
of structures of magnetic field coil is shown in Figure 8.

The specific numerical correspondence between the maximum value of magnetic
induction intensity Bxmax, the serial number of the structure, the total turns, and the
number of each layer turns is shown in Table 5.

According to the simulation results, it can be seen that the maximum value of magnetic
induction intensity Bxmax generated at the position of the magnetic field coil central axis is
the largest when the on-state current is the same and the 5th winding structures of 3 turns
in layer 1, 2 turns in layer 2, and 1 turn in layer 3 are used. Based on this winding structure,
experiments are carried out to verify the method used in this paper.
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Figure 8. The correspondence curve between the winding structures of the magnetic field coil and
the maximum value of magnetic induction.

Table 5. The numerical correspondence between the structure of each winding of the magnetic field
coil and the maximum value of magnetic.

Serial Number of
the Structure

Total Turns
Layer

Bxmax (mT)
1st 2nd 3rd 4th

1st 10 10 0 0 0 5.172
2nd 9 8 1 0 0 6.335
3rd 8 6 2 0 0 7.291
4th 6 3 3 0 0 7.486
5th 6 3 2 1 0 7.594
6th 7 5 1 1 0 7.002
7th 4 1 1 1 1 5.218

3. Results and Discussion

3.1. Validation Idea of the Experiment

As shown in Figure 9, to verify the magnetostrictive-based PV system shading de-
tection method used in this paper, the experimental equipment to be used includes PV
modules, bypass diodes, magnetic field coils, a voltage controller, a resistive load, a pulse
power supply, pulse signal lines, waveguide wire, a detection coil, and an oscilloscope.

 
Figure 9. The relationship between each piece of experimental equipment.
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The process of the whole detection method is shown in Figure 10.
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Figure 10. The process of the whole detection method.

Two PV modules are connected in series to form a PV string, and shading conditions
are applied to single PV modules so that its corresponding bypass diode conducts and
generates a local axial magnetic field from the magnetic field coil. This magnetic field is
superimposed on the pulsed circumferential magnetic field generated when the waveguide
wire is passed with a periodic pulsed current to form a torsional magnetic field.

Under the action of the torsional magnetic field, the waveguide wire produces a torque
wave that propagates to both ends from the corresponding position. The magnetic field
change caused by the end-position waveguide wire under the action of the pulse current
and torque wave is detected by the detection coil, and the output waveform of the induced
electromotive force generated by the detection coil is collected using an oscilloscope.

Based on the phase difference between the pulse wave and the corresponding echo, the
specific position of the PV module corresponding to the magnetic field coil in the on-state
current can be calculated.

3.2. Construction of the Experimental Platform

As shown in Figure 11, the experimental platform consists of two series-connected
PV modules and their junction boxes, a DC voltage–current meter, a DC boost converter, a
resistive load, a waveguide wire, signal lines, a pulse power supply, a detection coil, and
an oscilloscope.
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Figure 11. The experimental platform.

In the experimental platform, the magnetic field coil is connected in series with the
branch where the bypass diode is in the junction box at the back of the PV module. The
output of the PV module string is connected to the input of the DC boost converter and the
resistive load is connected to the output of the DC boost converter. The waveguide wire
passes through the detection coil and the magnetic field coils in turn and forms a circuit in
series with the pulse power supply through signal lines. The output of the detection coil is
connected to the probes of the oscilloscope. Wave-absorbing rubbers are installed at the
ends of the waveguide wire to reduce the interference caused by the rebound torque waves
transmitted from the end position of the waveguide wire.

The type and parameters of the PV module are shown in Table 1. The type and
parameters of the bypass diode are shown in Table 2. The iron–nickel alloy is selected
as the material for the waveguide wire with the specific dimensional parameters shown
in Table 6.

Table 6. The dimensional parameters of the waveguide wire.

Parameters Numerical Value Unit

Length 3 m
Diameter 0.8 mm

Since the pulse signal is critical to the generation of the torque waves, the difference
in the amplitude, width, duration, and period of the pulse affects the amplitude and
stability of the output voltage waveform from the detection coil; thus, it is necessary to
experimentally determine the appropriate pulse signal.

The PWM pulse generator is selected as the signal source of the pulse power supply,
and a direct current of 4A is selected on the magnetic field coil for conduction purposes.
The maximum peak echo is induced by the detection coil when the pulse amplitude is
selected as 12 V.

According to the output characteristics of the PWM pulse generator and the interfer-
ence between different echoes, the echo duration is the shortest when the pulse width is
chosen as 5 μs and the pulse duration is chosen as 20 μs.

It takes time for the torque wave to propagate to the detection coil from the time it is
generated. The torque wave needs to be received before the next pulse signal is generated,
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so the pulse period needs to be greater than the maximum time for the torque wave to be
received. The period of the pulse signal is experimentally chosen as 20 ms.

The finalized output waveform of pulse power is shown in Figure 12.

Figure 12. The output waveform of the pulse power.

3.3. Design of the Experimental Steps

The experiments based on the above experimental platform include PV shading
experiment and magnetic field detection experiment.

3.3.1. PV Shading Experiment

The experimental platform is placed in a light environment and shading conditions
are imposed on the individual PV module. The output voltage of the PV module string
is changed by the DC boost converter, the reading of the DC voltage–current meter is
recorded, and the output current–voltage and output power–voltage curves of the PV
module string are plotted.

The testing device needs to run throughout the entire experiment. During the one-way
recording of the PV module string output voltage growth from zero to open-circuit voltage,
when the acquired waveform graph of the oscilloscope no longer shows any echoes, the
output current of the PV module string is recorded at this time as the critical on-current
value of the bypass diode under this masking condition.

3.3.2. Magnetic Field Detection Experiment

The minimum value of the operating current corresponding to the maximum power
point of the PV module string under each shading condition is used as the on-state current
of the magnetic field coil.

The distance between the magnetic field coil and the detection coil is changed, the
echo acquisition is observed in the waveform graph collected by the oscilloscope, and the
speed of torque wave propagation along the waveguide wire and the detection range of
the method used are calculated in this paper. The separation distance of two magnetic
field coils is changed and the minimum separation distance of adjacent magnetic field
coils is calculated by observing the interference situation of echoes in the waveform graph
collected by the oscilloscope.

3.4. Results and Analysis of the PV Shading Experiment

A sunny day at noon is selected as the experimental time, the experimental platform
is placed in the outdoor light environment, and the PV module string is determined with
the ground at an angle of 30◦ inclination. White paper is selected as a slight shade with
low light transmittance and thick cardboard is selected as a heavy shade with no light
transmittance. One PV module is kept in normal operation and different areas of lateral
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or longitudinal shading are applied to an individual cell in the other PV module while
changing the output voltage of the PV module string and recording the readings of the DC
voltage–current meter. To minimize the influence of the error caused by the change in light
intensity and temperature on the experiment, each set of experimental data is measured
within 15 min.

The PV module string output current–voltage curves for different degrees and areas
of shading conditions when shading is applied laterally are shown in Figure 13a, and
the output power–voltage curves are shown in Figure 13b. When the shading conditions
are applied longitudinally, the corresponding output current–voltage curve is shown in
Figure 13c and the output power–voltage curve is shown in Figure 13d.

  
(a) (b) 

  
(c) (d) 

Figure 13. The output current–voltage and power–voltage curves of the PV module string in
(a,b) lateral and (c,d) longitudinal shading conditions.

The maximum power point current of the PV module string is used as the operating
current of the diode.

When the critical conduction current of the diode is greater than the operating current,
the oscilloscope acquires no echo in the waveform graph, i.e., when the diode operates
under off-state conditions. When the critical conduction current of the diode is less than
the operating current, the oscilloscope acquires echoes in the waveform graph, i.e., when
the diode operates under on-state conditions.

The corresponding relationships between the maximum power point current of the
PV module string and the bypass diode on–off state and critical conduction currents under
each shading condition are shown in Table 7.

Table 7. The bypass diode on–off state in each shading condition.

Shading Conditions
Maximum Power

Point Current
Numerical

Value
The On–Off State of Diode during

Maximum Power Operation

No shade 4.948 / off
Lateral 1/4 slight 4.726 5.342 off

Longitudinal 1/4 slight 4.931 5.479 off
Lateral 2/4 slight 3.814 4.650 off

Longitudinal 2/4 slight 4.089 4.896 off
Lateral 3/4 slight 2.634 3.546 off
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Table 7. Cont.

Shading Conditions
Maximum Power

Point Current
Numerical

Value
The On–Off State of Diode during

Maximum Power Operation

Longitudinal 3/4 slight 4.849 3.105 on
Full slight 4.831 2.360 on

Lateral 1/4 heavy 4.338 4.995 off
Longitudinal 1/4 heavy 4.553 5.131 off

Lateral 2/4 heavy 4.822 2.549 on
Longitudinal 2/4 heavy 4.852 2.796 on

Lateral 3/4 heavy 4.811 1.641 on
Longitudinal 3/4 heavy 4.834 1.538 on

Full heavy 4.859 0.302 on

According to the analysis results from Figure 3 and the information in Table 7, when
the shading degree and area of an individual PV cell are small and the PV module string
is operating at the maximum power point, the operating current of the PV module string
is higher than the critical on-state current of the bypass diode, which restrains the bypass
diode in the operating blind zone.

Therefore, appropriately increasing the operating current in a short period can make
the bypass diode, originally found in the blind area, conduct, and further analyzing the
echoes that appear in the waveform graph collected by the oscilloscope can help to realize
the troubleshooting and positioning of potential shading problems.

3.5. Results and Analysis of the Magnetic Field Detection Experiment

The pulse current is conducted to the waveguide wire. After amplifying and limiting
the output voltage waveform signal of the detection coil, the oscilloscope is used for
acquisition and analysis.

When the magnetic field coil does not conduct, the waveform acquired by the oscillo-
scope is shown in Figure 14.

 

Figure 14. The waveform acquired by the oscilloscope when the magnetic field coil is not conducted.

The signal waves with peaks above 1 V in the figure show the pulse wave and the initial
echo. The pulsed wave is caused by changes in the magnetic field when the waveguide
wire conducts a pulsed current. The initial echo within 100 μs after the pulse wave is caused
by the initial torque wave generated by the waveguide wire at the signal line connection
position after the pulse current is applied.

The minimum value of the current corresponding to the maximum power point of
the PV module string in Table 7 (2.634 A) is selected as the on-state current of the magnetic
field coil. By adjusting the distance between the magnetic field coil and the detection
coil, the effective waveforms acquired by the oscilloscope are shown in Figure 15a–c,
respectively, when the magnetic field coil is placed at the head, middle, and end positions
of the waveguide wire in turn after conducting.
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(a) (b) (c) 

Figure 15. The waveform acquired by the oscilloscope when the magnetic field coil is conducting at
the (a) head, (b) middle, and (c) end positions of the waveguide wire.

The signal waves with peaks above 1 V in the figures show the pulse wave, the initial
echo, the target echo, and the elastic wave. The target echo is caused by the torque wave
generated at the position corresponding to the waveguide wire after the magnetic field coil
is turned on, with a minimum signal peak value of 1.28 V. The elastic wave is caused by
the rebound torque wave generated after the torque wave is transmitted to the end of the
waveguide wire, and its signal peak is smaller than that of the target echo.

Figure 15 shows that when the magnetic field coil is located at the position of the
waveguide wire head, the time interval between the peak of the target echo and the pulse
wave should be greater than 100 μs to reduce the interference of the initial echo. The pulse
wave is the starting point, the midpoint of the horizontal line connecting the target echo
peak and the elastic wave peak is the endpoint, and the interval time between the two
points is 1080 μs. Therefore, waveform signals with peaks greater than 1.28 V and located
within 100–1080 μs after the pulse wave are considered valid target echoes.

Based on the length of the waveguide wire of 3 m, the actual speed of the torque wave
propagation along the waveguide wire is calculated as 2778 m/s. It is further calculated
that the detection range of the method used in this paper is 0.28–3.00 m, and its maximum
detection range is the same as the length of the waveguide wire.

After conducting the two magnetic field coils simultaneously with 2.634 A of direct
current, the spacing distance of the magnetic field coils is adjusted so that there is no
superposition effect between the target echo signals collected by the oscilloscope. The
effective waveform graph acquired by the oscilloscope at the minimum interval distance is
shown in Figure 16.

 

Figure 16. The effective waveform graph acquired by the oscilloscope when adjacent magnetic field
coils reach the minimum interval distance.

In Figure 16, the torque waves generated by the conduction of the two magnetic
field coils, after causing the two target echoes in turn, are rebounded by the end of the
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waveguide wire, causing an elastic wave of the same time interval. To observe the details
of the time interval between the two target echoes in the figure, a local zoom is performed
at the target echoes position, as shown in Figure 17.

 

Figure 17. The details of the waveform acquired by the oscilloscope when adjacent magnetic field
coils are at the minimum interval distance.

According to Figure 17, the minimum time interval between two adjacent target echoes
is 31 μs. Based on the propagation speed of the torque wave along the waveguide wire,
the minimum separation distance between adjacent magnetic field coils is calculated as
86 mm. After several groups of experiments are verified, excluding any invalid data caused
by improper operation, the detection error of the experimental device is 4 mm, so the
installation distance of the magnetic field coil is not affected by this error.

In summary, in the actual installation of the detection equipment designed in this
paper, the distance between the first magnetic field coil and the detection coil should be
greater than 0.28 m, and the interval distance between adjacent magnetic field coils should
be greater than 86 mm.

4. Conclusions

The size and structural parameters of the magnetic field coil are determined based
on the results of the magnetic field simulation. By building an experimental platform, the
output waveform of the induced voltage of the detection coil is calculated and analyzed
based on the conclusion of the analysis of the diode on–off situation in the PV shading
experiment. The feasibility of the detection method is verified, the detection range of the
method is calculated, and the minimum spacing of adjacent diodes corresponding to the
magnetic field coils is determined. This study proposes a novel detection method based on
magnetostriction and offers a theoretical and experimental basis for the shading problem
of the PV system.

When the PV module is shaded by a smaller degree and area, if the operating current
of the PV module is higher than the critical on-current of the bypass diode, the bypass
diode will work in the blind area and remain off, which is not conducive to detection.

The PV string voltage controller is studied so that the bypass diode, originally found
in the blind area of operation, can be conducted by appropriately increasing the operating
current for a short period. Further magnetic field detection and localization are performed
by magnetostrictive sensors to enable the identification and localization of potential shad-
ing problems. Specifically, it needs to be paired with a control algorithm that performs
maximum power tracking while selecting moments of fixed period to increase the operating
current of the PV string. During this period, the magnetostrictive sensors in this paper
keep working and finally achieve MPPT, while monitoring the operating status of each PV
module in the PV array in real time.
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Nomenclature

PV photovoltaic
MPP the maximum power point
MPPT the maximum power point tracking
In the output current of the PV cell in normal conditions
Ur the output voltage of the PV cell in normal conditions
Ur the reverse bias voltage of the shaded PV cell
Ud the conduction voltage of the bypass diode
Is the short-circuit current of the normal PV cell
Irc the short-circuit current of the shaded PV cell
Ig the short-circuit current of the shaded PV cell
Urc the critical reverse bias voltage of the shaded PV cell
lo the original length of magnetostrictive material
l the present length of magnetostrictive material
λ the line magnetostriction coefficient
λs the saturation magnetostriction coefficient
r the radius of the magnetostrictive waveguide wire
Ic the amplitude of the pulse current
τ the pulse width
J the density of the surface current
a the radius of the waveguide wire
H the intensity of the pulsed magnetic field

Hc
the intensity of the pulsed magnetic field at the position of the waveguide wire
surface

μr1
the relative magnetic permeability of waveguide wire surface when subjected
only to the pulsed magnetic field

μ0 the absolute magnetic permeability of the vacuum
Bc1 the pulsed magnetic induction intensity
λ1 the magnetostriction coefficient of the waveguide wire
l0 the original circumference of the circular section of the waveguide wire
B0 the axial magnetic induction intensity vector
Bc2 the circumferential pulse magnetic induction intensity vector
Bh the torsional magnetic induction intensity vector
ex unit magnetic induction intensity vectors in the positive direction of the x axis
ey unit magnetic induction intensity vectors in the positive direction of the y axis
ez unit magnetic induction intensity vectors in the positive direction of the z axis
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λ2
the magnetostriction coefficient of the waveguide wire under the action of
torsional magnetic induction intensity

σ the shear stress
G the shear modulus
Δl the deformation variable of the waveguide wire

μr0
the initial permeability of the waveguide wire in the absence of magnetic field
influence

μσ the permeability of the waveguide wire under the action of the shear stress
Bs the saturation magnetic induction intensity of the waveguide wire
λs the saturation magnetostriction coefficient
L the position information of the permanent magnet
HL the magnetic field intensity of the permanent magnet

BL
the magnetic induction intensity induced by the waveguide wire from the
permanent magnet

μ the absolute permeability
N the number of turns of the detection coil
S the area of coil facing the magnetic field
E the induced electromotive force of the detection coil
v the transmission speed of the torque wave
t the transmission time of the torque wave
lx the winding length of the magnetic field coil
rx the inner radius of the magnetic field coil
dx the diameter of the enameled wire
dCu the diameter of the winding copper core
SCu the cross-sectional area of the winding copper core
ds the thickness of the lacquer coating
m the maximum number of winding layers
JCu the maximum safe load current of copper
Idm the maximum on-state current of the magnetic field coil
SCumax the maximum cross-sectional area of the copper core
dCumax the minimum diameter of the copper core
Rmin the minimum equivalent resistance of the diode
Udm the maximum on-state voltage of the magnetic field coil
Rxmax the maximum resistance of the magnetic field coil
ρCu the resistivity of copper
lxmax the maximum winding length of the coil wire
Id the conduction current of the magnetic field coil

Bxmax
the maximum magnetic induction intensity at the position of the magnetic field
coil central axis
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Abstract: Static solar devices have advantages over solar tracking systems. In pure reflective systems,
solar reception is limited by the entry angle of the reflector. Many reflective systems are based on
mirror Compound Parabolic Concentrators. The solar collection can be improved by placing a lens on
top of the reflector. In this work, a static system is proposed, consisting of a mirror funnel concentrator
with a prism on top. The system is designed using ray-tracing software and is subsequently built and
experimentally evaluated. The system designed for an effective concentration factor of 4× reaches an
effective concentration of 3.2× at 11:30 a.m. and has an acceptance angle of 60°. Considering the time
interval from 8 a.m. to 4 p.m., the system harvests 30.7% more energy than the flat surface. If the time
interval considered is from 9:30 a.m. to 2:30 p.m., the increase in harvest is ∼77%. The incorporation
of the prism represents an increase of ∼6% compared to the bare reflective system.

Keywords: solar concentrator; refractive-reflective system; collected energy; solar energy

1. Introduction

Solar static systems are cheaper than solar tracker systems. Even designing solar
collection devices with larger acceptance angles for less accurate solar trackers is seen as a
cost reduction [1]. Static concentration systems, having a low concentration ratio, can be
used with common commercial silicon cells, so-called “one sun” cells [2,3]. Coello et al.
observed an increase in PV generation with common solar cells up to a concentration ratio
of 15×. Another study, choosing PV cells randomly in the market, shows that in some cases
this benefit is limited to 3× [4]. The combination of static concentrators and common PV
cells can reduce costs in photovoltaic applications.

Many of the solar concentrators presented in the literature use mirrors or reflecting
surfaces [5–13]. Others make use of total internal reflection in the walls of solid dielectric
materials, or a combination of both [1,6,9]. Many of the systems use Compound Parabolic
Concentrators (CPC), either as mirrors or as solid dielectric concentrators. CPCs only
collect energy at angles of incidence smaller than the half acceptance angle [11]. In a recent
study, it was observed that other geometries, like the funnel, can have a better energy
collection [14]. There is another group of systems, that combine a lens (or prism) on top
of the reflective concentrating device [1,10,12,13,15]. The use of combined systems allows
the improvement of certain aspects, such as increasing the optical efficiency, increasing the
time of collection of solar energy and maintaining the temperature above certain values.
Su et al. remarks on the importance of reducing the amount of dielectric material in the
concentrating devices [6].
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A direct comparison between systems is difficult since there are linear [1,12] and axial
systems [6,9,13,15]. Some systems include only numerical simulations [1], whereas other
systems include also experimental evaluations of certain aspects [5–7,9,12,13,15].

In this work, the design, construction and experimental evaluation of a funnel refrac-
tive static solar concentration system with a prismatic lens on top is carried out. The inves-
tigation is divided into 3 sections, in the first, the concentration system is presented, in the
second the details of both theoretical and experimental evaluation are described and finally
the comparison of results is done.

2. System Details

The concentration system is composed of a reflective Funnel and a prismatic refractive
lens on top of it, as shown schematically in the cross-section of Figure 1. Only the inner
wall of the Funnel is reflective with a reflectivity of 96%, and a concentration factor of 4×.
This concentration factor is the Geometrical Concentration Ratio (GCR) calculated using
Equation (1). The receptor is placed at the bottom of the Funnel.

The funnel has a height of 75 mm, an inlet diameter of 75 mm and an outlet diam-
eter of 37.5 mm. So, the inlet opening area is 4417.86 mm2 while the outlet opening is
1104.47 mm2.

The prism is a single piece of dielectric material (Polymethylmethacrylate PMMA).
The base is a cylinder 5 mm high and the top is a cone with an angle of 12°. The outer
diameter is 75 mm (see Figure 1). The dielectric material has a nominal refractive index of
n = 1.49 [16] .

GCR =
aperture area
receiver area

(1)

Figure 1. Cross section of the concentration system composed by the reflective Funnel and the
refractive Prism (Dimensions in mm).

3. Evaluation Details

3.1. Ray-Tracing Evaluations

For the ray-tracing evaluation, OptiCAD [17] was used. For the sun, an irradiance of
1000 W/m2 was considered for normal incidence (zenith). The simulations were carried out
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under the following considerations: The system is placed in the Equator, with the receptor
horizontally, in the Equinox; the sun varies its apparent position from 8:00 a.m. to 4:00 p.m.;
the simulations are made at 30 min intervals; the sun rays have a divergence of 0.53º and
all have the same energy.

The prism is simulated with a refractive material with a refractive index of 1.49,
but without surface reflectivity. The receiver is a circular absorbing plate with 0% reflectivity
and 100% absorbance, placed 3 mm below the system, as shown in Figure 2. This position
of the absorber was chosen to adequately represent the experimental conditions that are
used in the laboratory prototype for evaluation.

Figure 2 shows the typical path of rays falling on the system for an angle of incidence of
22.5°. In the absence of the prism, the rays that enter through the upper opening can reach the
receiver either directly (ray R1), or after one or several reflections (rays R2 and R3). They can
also be reflected out of the system, as is the case of ray R4. Ray R4 undergoes several reflections
but finally leaves the system through the upper opening (Figure 2a). In the presence of the
prism, the trajectory of the rays is more complex. In Figure 2b the rays that fall on the central
part of the prism will suffer a slight deviation and most of them will reach the receiver either
directly (ray R1’) or after one or more reflections (rays R2’, R3’ and R4’). The R4’ ray corresponds
to the R4 ray of Figure 2a, which was reflected out the system. As can be seen, at this angle of
incidence, the prism helps rays such as R4’ reach the receiver, thus increasing the solar harvest.

Figure 2. Path of typical rays falling on the system: (a) bare funnel concentrator, (b) refractive-
reflective system, with an incidence angle of θ = 22.5◦.
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The beneficial effect of the prism is only for angles of incidence smaller than ±37.5°.
For larger angles, the majority of the rays undergo multiple reflections and leave the concentrator.

Figure 3 shows the results of the simulations made for the funnel concentrator with
prism (Funnel-Prism SIM) and without prism (Funnel SIM), respectively. The collected
energy is the total energy flux that strikes the receiver at a given time of day, in units of
W/m2. For the bare funnel, the solar harvest before 9:00 a.m. is negligible. At 9:30 a.m.,
217.45 W/m2 are harvested in the receiver. Later the harvest increases, until it reaches
a maximum of 3203.65 W/m2 at solar noon, to decrease afterwards. The addition of the
prism to the funnel has very similar behaviour, however, there is a solar harvest already
at 8:30 a.m. (11.08 W/m2). While the harvest without the prism is higher in the interval
between 9:05 a.m. and 10:15 a.m., the prism allows a better solar harvest between 10:15 a.m.
and 11:30 a.m. The effect is more visible at 10:30 a.m. when the prism allows a 23% higher
harvest. However, at solar noon the prism produces a slight decrease in the harvest, of less
than 2%. In this way the total improvement of the addition of the prism is approximately
1% compared to the bare funnel, giving a total harvest 54% larger than for a flat plate.

Figure 3. Collected energy as obtained with ray-tracing simulations.

3.2. Experimental Evaluation

While optical ray-tracing evaluations are very reliable, they consider idealized surfaces
and optical properties. Sometimes these idealized conditions are difficult or very expensive
to reproduce in the lab or in the prototypes. The experimental evaluation of a prototype
developed without highly sophisticated tools can give us an idea of what, in general, can
be expected from the design.

The Funnel was manufactured with a reflective aluminium sheet of about 1 mm
thickness. A truncated cone-shaped wooden core was manufactured with the appropriate
diameters (75 mm and 37.5 mm, respectively). On this core, the aluminium sheet was
moulded. To keep the shape it was wound with wire and finally glued with epoxy glue.
Figure 4a shows an upper image of the funnel and the concentration pattern at normal
incidence. The manufactured shape is not perfect, particularly in the position of the joints
of the sheets.
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Figure 4. (a) Upper view of the funnel and concentration pattern, (b) Image of the prism and
concentration pattern.

(a)

(b)

The prism was cut from a 3′′ diameter PMMA cylinder. Subsequently, it was polished
using different grades of silicon carbide sandpaper, until a surface of sufficient optical
quality was obtained. The final polish was done with car headlight repair fluid. Figure 4b
shows the polished prism and the typical concentration pattern in the sun.

A lateral image of the system is shown in Figure 5. To minimize the deformation
that could be caused by the clamping of the system, a cylindrical support was developed,
on which the system was seated for evaluation (black in Figure 5).

For the measurements, a 100 W tungsten halogen lamp powered by a regulated voltage
supply of radiometric quality was used as the light source. The lamp bulb was placed at
the distance at which the dimensions of the filament produced a divergence of 0.53º. This
was done to emulate the ray divergence of the solar disk. To do the measurements for the
different hours of the day, the light source was placed at the corresponding height and
distance, as shown in Figure 6. The marks corresponding to each measurement can be seen
in the table.
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Figure 5. Lateral view of the system ready to be measured.

Figure 6. Experimental setup showing the lamp, the marks on the table, the system and XY position-
ing system together with the electronics.
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An XY displacement system was developed to obtain the intensity measurements
and the concentration patterns. The signal of the silicon photodiode is amplified using an
operational amplifier, and the position is controlled by stepper motors. A microcontroller
moves the diode to the desired position and stores the data in a non-volatile memory.
The XY displacement system is programmed to obtain the measurements in a matrix of
20 × 20 bins, which covers the entire area of the receiver.

First, the measurements in the absence of the concentration system were made, adjust-
ing the intensity of the light source so that it gave the equivalent of 1000 W/m2 at solar
noon. Moving the light source to the different positions corresponding to the different
hours of the day, the data of the “Sun” curve of Figure 7 was obtained. Although it cannot
be seen very well in the graph, the data agree good with the cosine curve.

Figure 7. Experimental data of the collected energy.

Next, the curves with the bare funnel (Funnel curve in Figure 7) and the complete
system (Funnel-Prism curve in Figure 7) were measured. For the Funnel curve (cyan
curve), the energy harvest before 9:00 a.m. is negligible. Energy harvest starts at 9:30 a.m.
(180 W/m2), and increases rapidly between 9:30 and 11:30 a.m. Harvest reaches a maximum
of 2953.27 W/m2 at solar noon. The Funnel-prism curve (black curve), although hardly
seen in Figure 7, does not start at zero. Already at 8:00 a.m. 11.97 W/m2 are harvested.
As in the previous case, the harvest increases rapidly between 9:30 and 11:30 a.m., reaching
a maximum of 3203.36 W/m2 at 11:30 a.m. For this time of the day, the angle of incidence
is 7.5° and the harvest factor is 3.2 times the harvest without the device. In contrast to the
bare funnel, the energy harvest is slightly less at solar noon (2940.15 W/m2). This implies a
decrease of 8%, which contrasts with the value of less than 2% from the simulations.

As can be seen, the addition of the prism has the most noticeable effect increasing the
solar harvest between 10:30 a.m. and 1:30 p.m. The solar harvest between 8 a.m. and 4 p.m.
without the system is 6.85 kW/m2. The harvest in the same period with the bare funnel
concentrator is 8.6 kW/m2. This implies a 25.47% increase in harvest. The complete system
has a harvest of 8.96 kW/m2 in the same period (30.7% larger than without the system).
If the time interval considered is only from 9:30 a.m. to 2:30 p.m., the improvement in the
harvest is 76.78%.
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4. Results

Figure 8 shows the comparison between the measurements and the simulations for the
complete system. The general trend of the two curves is similar. However, the experimental
curve is narrower than the simulation and the depression at solar noon is larger in the
measurement than in the simulation. Another difference is that the harvest at 10:30 a.m. in
the measurement is approximately 60% of the expected value according to the simulations.
This difference is attributable to manufacturing inaccuracies, mainly in the funnel.

Figure 8. Comparison of experimental(Funnel-prism) and simulated data (Funnel-prism SIM) for the
complete system.

In compound parabolic concentrators (CPCs) the acceptance angle and the concentra-
tion ratio are linked. Su et al. [6] obtained a concentration ratio of 4× with an acceptance
angle of 29°. To have an acceptance angle comparative to ours of 47° they had to reduce
the concentration ratio to 2.5×. In our system, using the Funnel, a geometric concentration
ratio of 4× can be achieved with an acceptance angle of about 52°. Baig et al. [9] using a
refractive tridimensional solid dielectric CPC together with a reflective casing designed
the system for a concentration ratio of 3.6×. This system obtained under the best experi-
mental conditions a power factor of 2.76. In contrast, our system reaches an experimental
concentration factor of 3.2× using much less dielectric material.

As mentioned before, the comparison with linear systems is difficult. Vu et al. [1]
designed a linear system with some elements similar to ours: a concentrating CPC with
a prism on top of it. The system is intended to reduce costs using less accurate solar
trackers instead of highly accurate ones. Different to ours, the CPC is a solid dielectric and
concentrates due to total internal reflection. The system is designed for a high concentration
ratio of 50× with an acceptance angle of 6°, thus making a direct comparison almost
impossible. Li et al. presented a linear concentrator with a curved PMMA Fresnel lens on
top [18] intended for air heating. The linear concentrator was an aluminium V-channel
with 0.92 reflectivity. A concentration factor of 2.5× was achieved, but with an acceptance
angle of only 19°. Our system has a higher concentration factor with more than twice the
acceptance angle. It also has the advantage of being a simple system, since it uses a prism
instead of a complicated curved Fresnel lens.

Coello et al. [3] describes only small variations of efficiency of a one-sun solar cell
when used with concentrations less than 15×. A solar cell with an efficiency of 14% at one
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sun shows the efficiency of 15% at 3×. Taking this into account if used for photovoltaic
applications the electrical harvest at the best performance of our system would imply more
than three times the electrical production of the bare cell. Integrated over the whole day,
the benefit would be about 1.6 times the energy production of the bare cell, as our system
only collects sunlight for a little more than 4 h. All these considerations hold only if the
solar cell is kept at 25° and the illumination pattern is reasonably homogeneous, a topic
that requires further evaluation.

Figure 9 shows the optical efficiency of the system measured experimentally, at dif-
ferent times. For this evaluation, the light intensity at the entrance of the system and
the integral measurement of light at the receiver was measured. The maximum optical
efficiency is reached at 11:30 with a value of 69.36%. This value is slightly lower than that
reported by other authors for static concentration systems (Baig et al. [9]).

Figure 9. Experimental optical efficiency.

5. Conclusions

This work describes a double static concentrator, based on a refractive prism on top of
a funnel with internally reflective walls. The geometry of the pieces is relatively simple
and easy to manufacture. The best performance is achieved for acceptance angles between
−22.5° and +22.5°, for which the concentration factor is larger than 1×. An effective
concentration factor of 3.2× is reached at 11:30 h.

With the incorporation of the prism, the solar harvest of the funnel increases. The fun-
nel has an acceptance angle of ∼ 52.5◦, and with the addition of the prism, it increases to
∼ 60◦. The double system has a maximum experimental optical efficiency of 69.36%, which
could be increased by improving the manufacturing quality of the prism and the funnel.

Considering the time interval from 8 a.m. to 4 p.m., the system harvests 30.7% more
energy than the flat surface. If the time interval considered is from 9:30 a.m. to 2:30 p.m.,
the increase in harvest is ∼77%. The incorporation of the prism represents an increase of
∼6% compared to the bare reflective system.

As the receiver geometry is flat, the concentration system can be used for photovoltaic
or photo-thermal applications. Besides its simplicity, the system has the additional benefit
of using a little amount of refractive material.
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