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Abstract: Cybersickness is a drawback of virtual reality (VR), which also affects the cognitive and
motor skills of users. The Simulator Sickness Questionnaire (SSQ) and its variant, the Virtual Reality
Sickness Questionnaire (VRSQ), are two tools that measure cybersickness. However, both tools
suffer from important limitations which raise concerns about their suitability. Two versions of
the Cybersickness in VR Questionnaire (CSQ-VR), a paper-and-pencil and a 3D–VR version, were
developed. The validation of the CSQ-VR and a comparison against the SSQ and the VRSQ were
performed. Thirty-nine participants were exposed to three rides with linear and angular accelerations
in VR. Assessments of cognitive and psychomotor skills were performed at baseline and after each
ride. The validity of both versions of the CSQ-VR was confirmed. Notably, CSQ-VR demonstrated
substantially better internal consistency than both SSQ and VRSQ. Additionally, CSQ-VR scores had
significantly better psychometric properties in detecting a temporary decline in performance due to
cybersickness. Pupil size was a significant predictor of cybersickness intensity. In conclusion, the
CSQ-VR is a valid assessment of cybersickness with superior psychometric properties to SSQ and
VRSQ. The CSQ-VR enables the assessment of cybersickness during VR exposure, and it benefits
from examining pupil size, a biomarker of cybersickness.

Keywords: cybersickness; virtual reality; SSQ; VRSQ; sensitivity; cognition; reaction time; motor
skills; eye tracking; pupil size

1. Introduction

Virtual reality (VR) is a promising form of technology that facilitates applications
in many areas, such as education [1], professional training [2], cognitive assessment [3],
mental health therapy [4], and entertainment [5]. Nevertheless, beyond the advantages
that VR brings to these fields, a limitation of VR is the presence of cybersickness that affects
a percentage of users [6]. Cybersickness symptomatology includes nausea, disorientation,
and oculomotor symptoms. Although there are similarities between cybersickness and
simulator sickness, cybersickness differs from simulator sickness in terms of the frequency
and severity of the types of symptoms [7]. Specifically, users experiencing cybersickness
report increased general discomfort due to nausea and disorientation-related symptoms [7].
Cybersickness also differs from motion sickness as cybersickness is triggered by visual
stimulation, while motion sickness is triggered by actual movement [8].

Although there is not a comprehensive theoretical framework for cybersickness, the
most frequent and predominant one is the sensory conflict theory [6,8,9]. This theoretical
framework suggests that cybersickness symptomatology stems from a sensorial conflict
between the vestibular (inner ear) and the visual system [6,9]. In simple terms, the percep-
tion of postural balance relies on a combination of visual, vestibular, and proprioceptive
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input. Conflicting motion perception cues of the visual, proprioception, and vestibular
systems postulate to cause cybersickness. The technological reason for this conflict is
vection, an illusory sense of motion that occurs in VR. Vection is one of the main reasons for
experiencing cybersickness in VR [10,11]. Specifically, motions such as linear and angular
accelerations appear to induce cybersickness in the user.

1.1. Cybersickness, Cognition, and Motor Skills

Beyond the obvious decrease in user experience in VR, cybersickness may also nega-
tively affect the cognitive and/or motor performance of the user. Given that VR is used for
applications that require intact cognitive and motor abilities (e.g., educational, research,
clinical, and training applications), the presence of cybersickness has serious consequences
for the implementation of VR in these applications. Recent systematic reviews of the litera-
ture suggest that cybersickness may substantially, yet temporarily, decrease the cognitive
and/or motor performance of the user in immersive VR studies [12–14]. Dahlman et al. [15]
postulated that motion sickness significantly decreases users’ verbal working memory.
Comparably, in immersive VR, Varmaghani et al. [16] conducted a study (N = 47) in which
the participants formed two groups: a VR group (N = 25) and a control group (N = 22;
playing a board game). The results indicated that the VR group did not show an increase in
visuospatial processing ability, while the control group did. Thus, this outcome postulated
that cybersickness affects visuospatial processing and/or learning ability.

In another study, Mittelstaedt et al. [17] examined cybersickness and cognition (reac-
tion time, spatial processing, visuospatial working memory, and visual attention processing)
in pre- and post-sessions in VR. The findings showed that cybersickness modulated a slower
reaction speed and prevented an expected improvement in visual processing speed [17].
These results suggest that cybersickness has a negative effect on attentional processing
and reaction times, while spatial abilities and visuospatial memory remain intact. In the
same vein, the studies of Nalivaiko et al. [18] (N = 26) and Nesbitt et al. [10] (N = 24)
examined the effect of cybersickness on reaction times. In both studies, reaction speed
substantially slowed. Interestingly, slower reaction times were significantly correlated with
an increase in the intensity of cybersickness [10,18], indicating that cybersickness intensity
may be associated with temporary cognitive and/or motor decline. However, no study
has examined whether cybersickness intensity predicts cognitive or motor decline. Finally,
while the above studies support the notion that cybersickness may decrease cognitive
and/or motor skills, they all evaluated cybersickness after VR exposure. No study has
assessed cybersickness during exposure.

1.2. Cybersickness Questionnaires

The Simulator Sickness Questionnaire (SSQ) is a 4-point Likert scale that was designed
to assess simulator sickness in aviators [19]. The SSQ is the tool that has been used
most frequently to measure cybersickness due to exposure to VR [13]. However, simulator
sickness differs from cybersickness symptomatology. In the latter, disorientation and nausea
symptoms are more frequent and intense [7]. Thus, despite its use in VR studies, the SSQ is
not specific to cybersickness symptoms that a user may experience in VR. Indeed, a recent
study showed that the SSQ does not have adequate psychometric properties to evaluate
cybersickness in VR [20]. However, there is a variant of the SSQ, namely the VR sickness
questionnaire (VRSQ), that was recently developed [21] using items directly derived from
the SSQ. In the development and validation study of the VRSQ, researchers attempted
to isolate the items of the SSQ that are pertinent to cybersickness [21]. Nevertheless, this
development and validation study suffered from serious limitations. Firstly, the sample size
was small (i.e., 24 participants), and the stimuli diversity was limited. Notably, the factor
analyses accepted only items pertinent to oculomotor and disorientation symptoms, while
they rejected all items pertinent to nausea (i.e., 7 items) [21]. The latter is very problematic
because it is well-established that nausea is the second (after disorientation) most frequent
type of symptom of cybersickness [7,22–24]. Furthermore, both the SSQ and the VRSQ
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examine symptoms after VR exposure (not during) and produce scores that cannot be easily
interpreted. Finally, when developing the SSQ and the VRSQ, the available guidelines for
designing and developing a Likert scale tool were not considered.

There is scientific consensus regarding the design of Likert scale questionnaires. The
literature suggests that a 7-point Likert scale is substantially better than a 5-point (or less)
one [25–28]. The 7-point design offers a greater variety of responses, which better captures
the diversity of the individuals’ views or experiences. Furthermore, combining numbers
(e.g., 6) with corresponding text (e.g., strongly disagree) facilitates a better understanding
of the differentiation between the available responses [25–28]. These suggestions have been
considered and adopted in the development of the VR Neuroscience Questionnaire (VRNQ)
and the Cybersickness in VR Questionnaire (CSQ-VR) [29]. The CSQ-VR is derived from the
VR Induced Symptoms and Effects (VRISE) section of the VR Neuroscience Questionnaire
(VRNQ), which has been found to have very good structural and construct validity [29].
Additionally, the VRISE section of the VRNQ has been validated against the SSQ and the
Fast Motion Sickness Scale [30]. The advantages of the VRISE over the SSQ pertain to its
short administration (only 5 items/questions) and its production of easily comprehensible
outcomes [30]. However, the scoring of the VRISE is inverse (i.e., higher scores indicate
milder symptom intensity). In addition, oculomotor symptoms were assessed by only one
question in the VRISE.

The CSQ-VR was designed in line with the aforementioned guidelines (i.e., using
a 7-point scale and combining text with numbers), while also addressing the previous
shortcomings (i.e., inverse scoring and one oculomotor question) of the VRISE section of
the VRNQ. The CSQ-VR assesses the whole range of cybersickness symptoms, including
nausea, disorientation, and oculomotor symptoms. There are two questions for each type of
symptom. Each question is presented on a 7-item Likert Scale and the responses are offered
in the form of combined text and numbers, ranging from “1-absent feeling” to “7-extreme
feeling”. The CSQ-VR produces a total score and three sub-scores: nausea, disorientation,
and oculomotor. Each sub-score corresponds to a type of symptom and is calculated by
adding the two corresponding responses. The total score is the sum of the three sub-scores.
The design of the CSQ-VR yielded the maintenance of the advantages associated with
the VRISE of the VRNQ (i.e., very short administration, easy and interpretable scoring,
comprehensible questions and responses, and an examination of all types of cybersickness
symptoms) and the improvement of the weaker aspects (i.e., the addition of one more ocu-
lomotor question and positive scoring, where larger numbers indicate stronger symptoms).
Finally, the CSQ-VR was not only developed in a paper-and-pencil form, but also in a 3D
form that can be used in any virtual environment to examine cybersickness while the user
is in VR. This VR version of the CSQ-VR also benefits from eye tracking to measure gaze
fixations and pupil size (i.e., pupillometry). Because pupil size is associated with negative
emotions [31], pupillometry may offer a physiological metric of cybersickness intensity.

1.3. Research Aims

This study aims to examine the validity of the paper-and-pencil version and the VR
version of the CSQ-VR in detecting and evaluating cybersickness symptoms. The validity
is examined against that of the SSQ and the VRSQ, which are considered valid tools to
measure cybersickness. Furthermore, as there is an association between cybersickness and
cognitive and motor performance, this study offers a comparison between the CSQ-VR
(both versions), the SSQ, and the VRSQ in detecting temporary cognitive and/or motor
decline due to cybersickness. The VR version of the CSQ-VR is expected to facilitate an
ongoing examination of cybersickness while the user is immersed. Finally, the utility of
pupillometry in predicting cybersickness intensity is also be explored.
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2. Materials and Methods

2.1. Virtual Environment Development

The virtual environment was developed using the Unity3D game engine. The in-
teractions with the environment were developed using SteamVR SDK. Because gaming
experience may modulate task performance [3], the virtual hands/gloves of SteamVR SDK
were used to ensure an ergonomic and effortless interaction. Notably, none of the inter-
actions required button presses. Instead, interactions were facilitated by simply touching
the object (initial selection) and continuously touching the object (to confirm the selection).
In addition, SteamVR virtual hands/gloves do not represent any gender or race, so their
utilization prevents confounding effects from these variables [32].

To ensure an understanding and the seamless completion of the tasks, users received
instructions in video, audio, and written form. For each task’s instructions, audio clips
with neutral naturalistic voices were produced using Amazon Polly. The audio feedback
was spatialized using the SteamAudio plugin. SRapinal SDK was used for eye tracking
and facilitating pupillometry. Finally, randomization of the experimental blocks within and
between participants and the extraction of the data into a CSV file, as well as the facilitation
of the experimental design and control, were achieved using bmlTUX SDK [33].

Linear and Angular Accelerations in VR

Based on the relevant literature, linear and angular accelerations are efficient in
inducing significant cybersickness symptoms in users in a relatively short time (e.g.,
5–10 min) [10,12,13,18,24,29,34]. Correspondingly, a ride of 5 min was developed. Be-
cause the ride had to be repeated three times (i.e., a total 15 min ride) for each participant,
a 5 min duration was preferred. The ride was designed as an animation of the platform
that the user was standing on (see Figure 1). The direction of motion was always forward
(except in the last stage; see reversed z-axis). The movements of the platform were similar to
those of a roller coaster. The ride included the following accelerations in this specific order:
(1) linear (z-axis); (2) angular (z- and y-axes); (3) angular (z-, x-, and y-axes); (4) angular
(roll axis); (5) extreme linear (z-axis); (6) angular (yaw axis); and (7) extreme linear (y-axis
followed by reversed z-axis). The environment had simple black-and-white surround-
ings (see Figure 1). This background was used to ensure that the symptoms were strictly
induced by vection and not due to other reasons, such as intense colors. Additionally,
having the squared/tiled design offered cues for the participants to perceive vection and
altitude changes.

 

Figure 1. Examples of Linear (Left) and Angular (Centre and Right) Accelerations during the Ride.

2.2. Cognitive and Psychomotor Skills’ Assessment

The aims of this study required the examination of cybersickness, cognition, and motor
skills to be repeated while the user was immersed in VR. For these reasons, immersive
VR versions of well-established tests were developed. For the development of these VR
cognitive and psychomotor tasks, the specific design and development guidelines and
recommendations for cognitive assessments in immersive VR were followed [35].
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2.2.1. Verbal Working Memory

A VR version of the Backward Digit Span Task (BDST; [36]) was developed and used.
The VR BDST requires participants to listen to a series of digits and remember and recall
them in the reverse order of their presentation. For example, when the digits were 2, 4,
and 3, then participants had to respond in the reverse order (i.e., 3, 4, and 2). Therefore,
the first step involved listening to the digits. After this step, a keypad appeared in front of
the participants. Using the keypad, users had to provide the digits in the reverse order. To
indicate a number, participants had to touch the white box button displaying the equivalent
number (see Figure 2). Continuous touch of the button for one second confirmed the
response. After confirmation, if the response was correct, the button turned green and
made a positive sound. In contrast, if the response was incorrect, then the button turned
orange and made a negative sound. When a mistake was made or all the digits were
provided correctly, the trial ended. In every second successful trial, the length of the digit
sequence increased. When the participant made two subsequent mistakes within the same
digit sequence length (e.g., 3 digits), or when they finished the last trial (i.e., second trial
with a sequence length of 7 digits), then the task ended. The total score of the VR BDST
was determined by adding together the total number of correct trials and the highest digit
sequence length that was performed in at least one trial. A video displaying the task and its
procedures can be found here: https://www.youtube.com/watch?v=1H8cqci-lFs (accessed
on 16 January 2023).

 

Figure 2. Digit Span Task (Upper Left), Corsi Block Task (Upper Right), and Deary–Liewald Reaction
Time Tasks (Bottom).

2.2.2. Visuospatial Working Memory

Visuospatial working memory was assessed using the Backward Corsi Block Test
(BCBT) [37]. A VR version of the BCBT was developed. This task consists of 27 white boxes
where each one is placed in a different position based on the x-, y-, and z-axes. Nevertheless,
only 9 boxes out of the 27 possible boxes were shown to the participants at one time (see
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Figure 2). The 9 boxes were presented at the beginning of each trial. Then, a number of
these boxes (depending on the current sequence length) were randomly presented (turning
blue and making a bell sound) in sequential order, with each box presented for one second.
After the presentation of the sequence, participants had to select the boxes in reverse order.
Participants had to touch a cube (the cube turned blue on touch) and keep touching it
for one second to select the cube. When a cube was selected, it either turned green and
made a positive sound (i.e., correct response), or it turned orange and made a negative
sound (i.e., an error). The trial ended when the participants either made a mistake or
they correctly selected all the targets in their reverse order. The sequence lengths were
initially two boxes, with two trials for each length. The number of boxes in the sequence
was increased by one box when at least one of the two trials of the same length/span
was correct. When the participant incorrectly recalled two sequences of the same length,
the task ended. Equally, when the second trial of the last length/span (i.e., 7 cubes) was
performed, the task ended. The sequence lengths increased by up to seven cubes. The total
score is the sum of the span (the longest correct sequence length) and the total number
of correct sequences. A video displaying the task and its procedures can be found here:
https://www.youtube.com/watch?v=MLilvkyMt-g (accessed on 16 January 2023).

2.2.3. Psychomotor Skills

To assess reaction times, a VR version of the Deary–Liewald Reaction Time (DLRT)
task [38] was developed and used. The DLRT encompasses two tasks. One task assesses
simple reaction time (SRT), and the other task examines choice reaction time (CRT). For
the SRT task, participants had to observe a white box and touch it as soon as the box
changes color to blue (see Figure 2). There are 20 trials/repetitions in the SRT task. In the
CRT task, there are four boxes, which are aligned horizontally (see Figure 2). Randomly,
one of the four boxes changes its color to blue. When the box turns blue, participants
are required to touch the box as fast as possible (see Figure 2). The CRT task includes
40 trials/repetitions. For both the SRT and CRT, the participants were instructed to touch
the boxes as fast as possible using the most convenient hand. There was a practice session
at the start of both the SRT and the CRT to ensure that the instructions were understood
by the participants. A video displaying the task and its procedures can be found here:
https://www.youtube.com/watch?v=wXdrt0PjNsk (accessed on 16 January 2023).

As in the original version, the SRT produces a score that is the average reaction time
across the 20 trials. Similarly, the CRT produces a score that is the average reaction time
across the 40 trials, for the correct responses only. However, in addition, given that the VR
version of the CRT is enhanced by eye tracking, the time required to attend to the target
was also measured (attentional time, i.e., the time from the appearance of the target until
the gaze of the user falls on it). Additionally, eye tracking facilitated the calculation of
the time required to touch the target once it had been attended to (motor time). Finally,
similarly to the original version, the overall time between the target’s presentation and its
selection (reaction time) was also calculated. Thus, the VR version of the CRT produces
three scores:

(1) the reaction time (RT) to indicate overall psychomotor speed,
(2) the attentional time (AT) to indicate attentional processing speed,
(3) the motor time (MT) to indicate movement speed.

2.3. Cybersickness Questionnaires

The Motion Sickness Susceptibility Questionnaire (MSSQ) [39] was completed prior
to enrolment to reduce the likelihood of a participant experiencing severe symptoms of
cybersickness. The MSSQ is a 3-point Likert scale with 18 items/questions examining the
experience of motion sickness using diverse means of transport. Nine items refer to the
experience of motion sickness as a child, and the other nine items refer to such experiences
as an adult. The nine questions are hence repeated in both sections. The MSSQ produces
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three scores: a child score; an adult score; and a total score, which is the addition of the
previous two scores.

The SSQ and the VRSQ were administered pre- and post-exposure to VR to assess the
intensity of cybersickness symptoms. Both the SSQ and VRSQ are 4-point Likert scales. The
SSQ was developed for individuals that are trained using simulators (e.g., aviators) [19].
The SSQ has 16 questions, which are grouped under three categories: nausea; disorientation;
and oculomotor. Four scores are produced, including one for each category and a total score.
The calculation of the scores is made by a formula offered by the developers of the SSQ [19].
The maximum score is 100 for each category, and 300 for the total score. On the other hand,
the VRSQ is derived from the SSQ, and it contains 9 items (i.e., approximately half of the
SSQ items), which are grouped under two categories: disorientation and oculomotor (i.e.,
the nausea items are excluded) [21]. The VRSQ produces three scores, including one for
each category and a total score, which is the sum of the two sub-scores divided by two. The
maximum score for each sub-score is 100. As discussed above (see Section 1.2), while both
the SSQ and VRSQ appear to be valid tools, they suffer from certain limitations:

• The SSQ is not specific to cybersickness, and the frequency and intensity of symptoms
substantially differ between simulator sickness and cybersickness.

• The VRSQ does not consider nausea symptoms, and nausea symptoms are the second
most frequent type of symptoms in cybersickness.

• VRSQ validation was performed in a study with a small sample size and a limited
diversity of stimuli.

• Both the SSQ and VRSQ, being 4-point Likert scales, were not designed in line with
the design guidelines for Likert scale questionnaires.

Cybersickness in VR Questionnaire

The CSQ-VR is an improved version of the VRISE section of the VRNQ. The VRISE
section has been found to have very good structural validity in a study where participants
were exposed to three diverse kinds of VR software and environments [29]. Addition-
ally, the VRISE section of the VRNQ was previously validated and compared against the
SSQ [30]. The VRISE of the VRNQ appeared superior to the SSQ due to its shorter adminis-
tration time (i.e., 5 items instead of 16 items) and the enhanced interpretability of the scores
(i.e., scores calculated by a simple addition, instead of a complex formula). However, the
VRISE section of the VRNQ had only one item for oculomotor symptoms and the score
was inversed (i.e., a higher score indicated a weaker intensity of that symptom). To address
these limitations, the CSQ-VR was developed based on the VRISE section of the VRNQ.
Comparably to the VRNQ, the CSQ-VR was designed and developed by following the
design guidelines for Likert scales, i.e., a 7-point Likert scale, and combining text with num-
bers in the responses (see [25–28]). The CSQ-VR is a 7-point Likert scale that includes six
questions for the assessment of the three types of symptoms of cybersickness, which form
the following respective sub-scores: nausea; vestibular; and oculomotor. Each category
includes two questions. The total score is the sum of the three scores, which a maximum
score of 42 (14 for each sub-score). The paper-and-pencil version of the CSQ-VR can be
found in the Supplementary Materials.

Moreover, a 3D version of the CSQ-VR has also been developed to assess cybersickness
while the user is immersed in VR. A user interface (UI) for the VR version of the CSQ-VR
was designed and developed. In the UI, the question appears in the upper area and the
response (in red letters) appears in the middle area. The users change their response by
touching the corresponding number or sliding along the slider (see Figure 3). Furthermore,
based on the established link between pupil size and affective/emotional state [31], eye
tracking was integrated to facilitate ophthalmometry and pupillometry. To measure fixation
duration, invisible eye-tracking targets were placed in front of the text, while their height
and width were always matched to the displayed text per line (see Figure 3). Moreover,
the measurement of pupil size was continuous while the user responded to the CSQ-VR
questions. Pupillometry yields measurements of average pupil size (right and left), which
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can be used as a physiological metric of negative emotion. Finally, a video showing the
procedures of a questionnaire in VR can be found here: Link to the Video (accessed on 16
January 2023).

 

Figure 3. User Interface and Eye-Tracking (ET) Targets of the VR version of CSQ-VR. Note: Eye-
tracking targets were not visible to the user.

2.4. Participants and Procedures

Thirty-nine participants (22 females, 17 males) were recruited with a mean age of
25.28 years [SD = 3.25, Range = 22–36] and a mean education of 17.23 years [SD = 1.60,
Range = 13–20]. The recruitment was performed via opportunity sampling using the Uni-
versity of Edinburgh’s internal mailing lists, alongside advertisements on social media.
The study was approved by the School of Philosophy, Psychology, and Language Sciences
(PPLS) Ethics Committee of the University of Edinburgh. Informed and written consent was
obtained from all participants prior to their participation. Participants were compensated
with 20 GBP each for their time and effort.

The MSSQ was completed before enrolment to reduce the likelihood of severe symp-
toms following VR exposure. In line with the MSSQ author’s suggestions [39], the 75th
percentile was used as a parsimonious cut-off score for inclusion in the study. This allowed
us to exclude individuals who are susceptible to experiencing strong cybersickness symp-
tomatology (i.e., the upper 25th percentile of the population). The included participants
were then invited to attend the experiment. Upon arrival, participants were informed of
the study’s aims and procedures, and the adverse effects that they may experience. The
participants then provided informed consent in written form.

Firstly, an induction on how to wear the headset and use and hold the controllers
was offered to every participant. An HTC Vive Pro Eye was used, which embeds an
eye-tracker with a 120 Hz refresh rate and a tracking accuracy of 0.5–1.1◦. Secondly, the
participants provided the following demographic data by responding to a questionnaire:
age; sex; gender; education; dominant eye; VR experience; computing experience; and
gaming experience. The dominant eye was determined using the Miles test [40]. Note that
VR/computing/gaming experiences were calculated by adding the scores from two ques-
tions (6-item Likert scale) for each one. The first question was pertinent to the participant’s
ability (e.g., 5: highly skilled) to operate a VR/computer/game, and the second one was
pertinent to the frequency of operating them (e.g., 4: once a week).
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Before VR exposure, participants responded to the CSQ-VR (paper version), SSQ, and
VRSQ. Participants were then immersed in VR. Note that for the assessments and rides,
participants were always in a standing position in the middle of the VR area (see the X
mark in Figure 1). The first part included the tutorials, during which a video tutorial for
each task was offered, alongside the corresponding verbal and written instructions. After
each tutorial, the participant performed the corresponding task. This part formed the
baseline assessment of each participant. The baseline assessment included the following:
the VR version of CSQ-VR (Cybersickness); the verbal working memory task (BDST); the
visuospatial working memory task (BCBT); and the reaction time task (DLRT; see Figure 2).
After the baseline assessment, the first ride started. After each ride, the participants
performed an assessment identical to the baseline (i.e., CSQ-VR, BDST, BCBT, DLRT). On
top of the baseline assessment, the participants were exposed to three rides and three
respective assessments. The whole procedure in VR lasted approximately 100 min for
each participant. After the VR session, participants responded to the CSQ-VR (paper
version), SSQ, and VRSQ. Then, refreshments rich in electrolytes were offered to the
participants. Moreover, the participants rested for 10–15 min before leaving the premises.
The participants were instructed to avoid driving and using heavy machinery for the rest
of the day.

2.5. Statistical Analyses

Descriptive statistical analyses were performed to provide an overview of the sample.
Reliability analyses were conducted to examine the internal consistency of the CSQ-VR. The
recommended thresholds for Cronbach’s α were used to interpret the internal consistency
(i.e., adequate = 0.6–0.7, good = 0.7–0.8, and very good = 0.8–0.95) [41]. Pearson’s correla-
tional analyses were performed to examine the validity of the CSQ-VR versions against the
SSQ and the VRS post-exposure (i.e., after the VR session). Because the SSQ is considered
the gold standard and it has a structure (i.e., three sub-scores: nausea; oculomotor; and
disorientation) similar to the CSQ-VR, the convergent validity (i.e., correlations) of the
CSQ-VR was assessed against the SSQ. Receiver operating characteristic (ROC) and area
under the curve (AUC) analyses were performed to appraise the psychometric properties
of the CSQ-VR, SSQ, and VRSQ in detecting temporary cognitive and motor decline due
to cybersickness. The thresholds of AUC > 0.7 and metric score > 1.5 were used in line
with the respective recommendations for determining the suitability of the tool [42,43].
The temporary decline was based on the performance on the assessment after each ride.
In agreement with the consensus of the American Academy of Clinical Neuropsychology
for determining a substantial decrease in performance, two standard deviations from the
mean were used [44]. Thus, when the performance (i.e., score) on the assessment after
the respective ride was 2 standard deviations from the mean of the baseline assessment,
the performance was defined as abnormal (i.e., temporary decline). Note that the two
standard deviations had to indicate a worse performance and thus be greater for reaction
and motor times (i.e., slower reaction or motor speed) and smaller for the verbal and
visuospatial working memory (i.e., poorer performance). Finally, the predictive ability of
pupil size was examined by performing a mixed model regression analysis. The analysis
was performed using Jamovi statistical software (descriptive statistics, reliability, ROC, and
AUC analyses) [45], as well as R (transforming the data, plots design, and correlation and
regressions analyses) [46]. As the variables violated the normality assumption, we used
the bestNormalize R package [47] to transform and centralize the data. The distribution
of the data was then normal. The transformed data were used for parametric analyses
(i.e., correlations and mixed regression analysis). Furthermore, the psych (correlational
analyses) [48], the ggplot2 (plots) [49], and the lme4 (regression analyses) [50] R packages
were used to perform the respective analyses.
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3. Results

The descriptive statistics of the sample are displayed in Table 1. Concerning the in-
tensity of cybersickness symptoms, it can be observed that the participants predominantly
experienced moderate symptoms. There were no dropouts during the experiment. The de-
scriptive statistics for the VR version of the CSQ-VR, per experimental stage, are presented
in Table 2.

Table 1. Descriptive Statistics.

Mean (SD) Range Max. Score

Sex (22F/17M) - - -
Age 25.28 (3.22) 22–36 -

Years of Education 15.14 (5.18) 13–20 -
VR Experience 2.67 (0.92) 2–6 14

Computing Experience 10.36 (0.80) 9–12 14
Gaming Experience 5.54 (2.97) 2–12 14
MSSQ Child Score 4.69 (3.34) 0–13.50 27
MSSQ Adult Score 3.91 (3.20) 0–11.25 27
MSSQ Total Score 8.60 (5.23) 0–20.13 54
Pupil Size (mm) 5.37 (0.90) 3.70–8.32 -

CSQ-VR (VR) Total Score * 10.63 (4.97) 6–28 42
CSQ-VR (VR) Nausea Score * 3.18 (1.56) 2–9 14

CSQ-VR (VR) Vestibular Score * 3.66 (2.43) 2–13 14
CSQ-VR (VR) Oculomotor Score * 3.79 (1.70) 2–9 14

CSQ-VR Total Score 12.23 (4.96) 6–27 42
CSQ-VR Nausea Score 3.51 (1.68) 2–9 14

CSQ-VR Vestibular Score 3.97 (2.41) 2–10 14
CSQ- VR Oculomotor Score 4.74 (1.81) 2–10 14

SSQ-Total Score 67.24 (48.09) 0–223.66 300
SSQ-Nausea Score 24.22 (22.09) 0–95.40 100

SSQ-Disorientation Score 9.40 (9.98) 0–44.88 100
SSQ-Oculomotor Score 33.62 (21.84) 0–83.38 100

VRSQ-Total Score 19.17 (13.27) 0–59.17 100
VRSQ-Disorientation Score 11.62 (13.27) 0–60.00 100
VRSQ-Oculomotor Score 26.71 (15.63) 0–58.33 100

* (VR) = VR version; Pupil Size measured while responding to the VR version of CSQ-VR.

Table 2. Descriptive Statistics of the VR version of CSQ-VR per Experimental Stage.

Experimental
Stage

CSQ-VR Scores * Mean (SD) Range Max. Score

Baseline

Total Score 7.59 (2.09) 6–16 42
Nausea Score 2.23 (0.54) 2–4 14

Vestibular Score 2.38 (0.85) 2–6 14
Oculomotor Score 2.79 (1.11) 2–6 14

Ride 1

Total Score 10.79 (4.35) 6–24 42
Nausea Score 3.41 (1.37) 2–8 14

Vestibular Score 3.97 (2.47) 2–12 14
Oculomotor Score 3.41 (1.41) 2–8 14

Ride 2

Total Score 11.87 (5.03) 6–23 42
Nausea Score 3.54 (1.57) 2–8 14

Vestibular Score 4.13 (2.56) 2–12 14
Oculomotor Score 4.21 (1.73) 2–9 14

Ride 3

Total Score 12.26 (6.19) 6–28 42
Nausea Score 3.54 (2.02) 2–9 14

Vestibular Score 4.15 (2.91) 2–13 14
Oculomotor Score 4.56 (2.00) 2–9 14

* Scores of the VR version of CSQ-VR during the exposure to VR.
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3.1. Reliability and Validity

Interpretation of the outcomes was based on the recommendations offered by Ur-
sachi et al. [41]. Based on them, Cronbach’s α of 0.6–0.7 is an acceptable score, 0.7–0.8 is
a good score, and 0.8–0.95 is a very good score. The overall internal consistency of the
questionnaire (i.e., the total score’s reliability) was evaluated by considering each question-
naire’s sub-scores. The internal consistency of the sub-categories (i.e., the reliability of the
sub-score) was examined by considering the respective items/questions. The reliability
analyses revealed that all sub-scores of the CSQ-VR had good internal consistency (see
Table 3). Specifically, the total score and the vestibular sub-score showed very good internal
consistency, while the nausea and oculomotor sub-scores revealed good internal consis-
tency. However, Cronbach’s α of the oculomotor sub-score was at the margins between
good and adequate internal consistency.

Table 3. Reliability (Internal Consistency) of CSQ-VR, SSQ, and VRSQ.

Questionnaire Scores Cronbach’s α

CSQ-VR

Total Score 0.865
Nausea 0.792

Vestibular 0.934
Oculomotor 0.704

SSQ

Total Score 0.810
Nausea 0.676

Disorientation 0.809
Oculomotor 0.744

VRSQ
Total Score 0.806

Disorientation 0.718
Oculomotor 0.654

The internal consistency was based on the sub-scores of the total score, and the sub-scores were based on their
respective items. Based on [41], Cronbach’s α of 0.6–0.7 is acceptable, 0.7–0.8 is good, and 0.8–0.95 is very good.

Both the SSQ and VRSQ total scores showed good internal consistency; however,
both were substantially lower than the internal consistency of the CSQ-VR total score
(see Table 3). The nausea score of the SSQ showed an acceptable internal consistency,
which was significantly lower than the almost very good internal consistency of the nausea
score of the CSQ-VR. The disorientation score of the SSQ revealed marginally very good
internal consistency, while the disorientation score of the VRSQ indicated marginally good
internal consistency. Both disorientation scores (SSQ and VRSQ) were significantly lower
than the almost excellent internal consistency of the CSQ-VR. Finally, the oculomotor
score of the SSQ showed good internal consistency that was higher than the marginally
good internal consistency of the oculomotor score of the CSQ-VR. On the other hand, the
oculomotor score of the VRSQ revealed adequate internal consistency. The oculomotor
score of the VRSQ and the nausea score of the SSQ were the two scores that were below the
parsimonious threshold of 0.7. Overall, the CSQ-VR appeared to have superior internal
consistency compared to the SSQ and the VRSQ.

The scores of the CSQ-VR (both versions) were significantly correlated with the corre-
sponding scores of the SSQ. Overall, the analyses revealed moderate to strong correlations
between the scores. The paper-and-pencil version of the CSQ-VR was strongly associated
with the SSQ (see Figure 4). Their total scores especially, as well as their oculomotor scores,
revealed a very strong correlation between them. Although the correlations for the nausea
and vestibular scores were weaker than those observed above, they were still strong cor-
relations (see Figure 4). Similarly, the VR version of the CSQ-VR was strongly associated
with the SSQ (see Figure 5). In particular, their total scores indicated a strong correlation
between them. While the correlations for their sub-scores were weaker than those between
the total score, they were still moderate to strong correlations (see Figure 5). These results
postulate the convergent validity of both versions of the CSQ-VR. Additionally, given that
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all sub-scores were substantially associated, the construct validity of the CSQ-VR is strongly
supported.

Figure 4. Correlations between the scores of the CSQ-VR (paper-and-pencil version) and the SSQ.

Figure 5. Correlations between the scores of the CSQ-VR (VR version) and the SSQ.

Furthermore, the scores for both versions of the CSQ-VR were strongly associated with
the VRSQ scores (see Table 4). The total scores of the CSQ-VR versions showed the strongest
correlations with the total score of the VRSQ. The oculomotor scores of the CSQ-VR and
VRSQ equally revealed robust associations between them. Although the vestibular scores
indicated weaker correlations compared to the other scores, the correlations were moderate
(see Table 4). These outcomes further support the convergent and construct validity of both
versions of the CSQ-VR.

Table 4. Correlations between the scores of CSQ-VR (both versions) and the VRSQ.

Correlation Pair Pearson’s r p-Value

CSQ-VR–Total Score VRSQ–Total Score 0.77 <0.001
CSQ-VR–Oculomotor VRSQ–Oculomotor 0.75 <0.001
CSQ-VR–Vestibular VRSQ–Disorientation 0.55 <0.001

CSQ-VR (VR)–Total Score VRSQ–Total Score 0.65 <0.001
CSQ-VR (VR)–Oculomotor VRSQ–Oculomotor 0.62 <0.001
CSQ-VR (VR)–Vestibular VRSQ–Disorientation 0.52 <0.001

(VR) = VR version.

3.2. Detection of Temporary Decline due to Cybersickness

As mentioned above, the temporary decline was defined by two standard deviations
from the mean of the baseline assessment. This definition is in line with the guidelines of
the American Academy of Clinical Neuropsychology for determining whether performance
is abnormal [44]. Eleven observations were detected which met the criterion for temporary
cognitive/motor decline. Six of these were pertinent to reaction speed (i.e., longer reaction
times) and five of them were applicable to motor speed (i.e., slower). Thus, all temporary
declines were found for the DLRT task. A trend was also observed where, when motor
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speed was substantially slower (i.e., a decline), reaction speed also substantially declined.
Finally, these declines were all found in three participants. Thus, only three participants
experienced a temporary decline in their psychomotor skills. These results indicate that
susceptibility to experiencing a temporary decline due to cybersickness may be attributed
to individual differences.

The ROC–AUC analyses provide cut-off scores for each questionnaire where the
optimal sensitivity (i.e., the detection of true positives) and specificity (i.e., the exclusion of
true negatives) are achieved. Following the recommendations for ROC–AUC analyses and
psychometrics [42,43] to determine the suitability of a questionnaire to detect temporary
decline, two criteria were set as follows: (1) AUC > 70% and (2) metric score > 1.5, both
of which had to be met. The ROC–AUC analyses for declines in reaction time (i.e., slower
reaction times) showed that only the total scores for both versions of the CSQ-VR met the
criteria (see Table 5). Similarly, the ROC–AUC analyses for motor speed decline indicated
that only the total scores for both versions of the CSQ-VR met the criteria. Furthermore,
the two versions of the CSQ-VR showed the best sensitivity and specificity in detecting a
temporary decline in reaction time and motor speed, while the VRSQ and SSQ showed
significantly smaller psychometric properties (see Tables 5 and 6 and Figure 6). These results
postulate that the total scores for both versions of the CSQ-VR have superior psychometric
properties to the total scores of the SSQ and VRSQ. Additionally, only the CSQ-VR total
scores are suitable for detecting a temporary decline in reaction speed and/or motor speed.

Table 5. Psychometric Properties of the CSQ-VR, SSQ, and VRSQ in detecting Reaction Speed Decline.

Cybersickness Score Cut-Off Sensitivity (%) Specificity (%) PPV (%) NPV (%) AUC (%) Metric Score

CSQ-VR–Total Score 10 100% 75% 15.15% 100% 87% 1.75
CSQ-VR (VR)–Total Score 9 100% 75% 15.15% 100% 86.5% 1.75

SSQ–Total Score 83.36 80% 68.75% 10.26% 98.72% 66.1% 1.49
VRSQ–Total Score 20 100% 53.57% 8.77% 100% 66.6% 1.54

(VR) = VR version. Based on [42] and [43], the following thresholds were set and had to be met: AUC > 70% and
metric score > 1.5.; PPV = positive predictive value (i.e., the ratio of true positives); NPV = negative predictive
value (i.e., the ratio of true negatives).

Table 6. Psychometric Properties of the CSQ-VR, SSQ, and VRSQ in detecting Motor Speed Decline.

Cybersickness Score Cut-off Sensitivity (%) Specificity (%) PPV (%) NPV (%) AUC (%) Metric Score

CSQ-VR–Total Score 10 100% 75.68% 18.18% 100% 86.9% 1.76
CSQ-VR (VR)–Total Score 9 100% 75.68% 18.18% 100% 88% 1.76

SSQ–Total Score 83.36 83.33% 69.37% 12.82% 98.72% 68% 1.53
VRSQ–Total Score 20 100% 54.05% 10.53% 100% 67.53% 1.54

(VR) = VR version. Based on [42] and [43], the following thresholds were set and had to be met: AUC > 70% and
metric score > 1.5; PPV = positive predictive value (i.e., the ratio of true positives); NPV = negative predictive
value (i.e., the ratio of true negatives).

The psychometric properties of the sub-scores of each questionnaire were also ex-
amined. In detecting a temporary decline in reaction speed or motor speed, only the
vestibular/disorientation scores of the questionnaires met the criteria of suitable psycho-
metric properties (see Tables 7 and 8). However, the nausea score of the VR version of
the CSQ-VR also met the criteria for detecting both. The best sensitivity and specificity
in detecting a temporary decline in either reaction or motor speed was observed for the
vestibular score of the paper-and-pencil version of the CSQ-VR, closely followed by the
same score for the VR version of the CSQ-VR (see Tables 7 and 8 and Figure 7). The sensi-
tivity and specificity of the disorientation scores of the SSQ and VRSQ were substantially
lower compared to the CSQ-VR. However, the sensitivity and specificity of the disorienta-
tion score of the SSQ were significantly higher than the ones for the disorientation score of
the VRSQ.
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Figure 6. Sensitivity and Specificity of the CSQ-VR, SSQ, and VRSQ Total Scores in detecting Reaction
Time (Left) and Motor Speed (Right) Decline. Note: (VR) = VR version.

Table 7. Psychometric Properties of the CSQ-VR, SSQ, and VRSQ Vestibular/Disorientation Scores in
detecting Reaction Speed Decline.

Cybersickness Score Cut-Off Sensitivity (%) Specificity (%) PPV (%) NPV (%) AUC (%) Metric Score

CSQ-VR–Nausea 3 60% 67.86% 7.69% 97.44% 65.3% 1.28
CSQ-VR–Vestibular 5 100% 77.68% 16.67% 100% 92.6% 1.78

CSQ-VR–Oculomotor 7 40% 93.75% 22.22% 97.22% 65.8% 1.34
CSQ-VR(VR)–Nausea 3 100% 66.96% 11.09% 100% 83.6% 1.67

CSQ-VR(VR)–Vestibular 4 100% 70.54% 13.16% 100% 86.7% 1.71
CSQ-VR (VR)–Oculomotor 6 40% 90.18% 15.38% 97.12% 61.2% 1.30

SSQ–Nausea 47.7 40% 88.39% 13.33% 97.06% 60.04% 1.28
SSQ–Disorientation 11.22 100% 64.29% 11.11% 100% 70.1% 1.64

SSQ–Oculomotor 45.48 80% 58.04% 7.84% 98.48% 67.9% 1.38
VRSQ–Disorientation 20 80% 74.01% 12.12% 98.81% 73.06% 1.54

VRSQ–Oculomotor 33.33 100% 53.57% 8.77% 100% 63.4% 1.54

(VR) = VR version. Based on [42] and [43], the following thresholds were set and had to be met: AUC > 70% and
metric score > 1.5; PPV = positive predictive value (i.e., the ratio of true positives); NPV = negative predictive
value (i.e., the ratio of true negatives).

Table 8. Psychometric Properties of the CSQ-VR, SSQ, and VRSQ Vestibular/Disorientation Scores in
detecting Motor Speed Decline.

Cybersickness Score Cut-Off Sensitivity (%) Specificity (%) PPV (%) NPV (%) AUC (%) Metric Score

CSQ-VR–Nausea 2 100% 32.43% 7.41% 100% 62.6% 1.32
CSQ-VR–Vestibular 5 100% 78.38% 20% 100% 94.4% 1.78

CSQ-VR–Oculomotor 7 33.33% 93.69% 22.22% 96.3% 61% 1.27
CSQ-VR(VR)–Nausea 3 100% 67.57% 14.29% 100% 85.1% 1.68

CSQ-VR(VR)–Vestibular 4 100% 71.17% 15.79% 100% 89.3% 1.71
CSQ-VR (VR)–Oculomotor 6 33.33% 90.09% 15.38% 96.15% 56.5% 1.23

SSQ–Nausea 47.7 50% 89.19% 20% 97.06% 65.08% 1.39
SSQ–Disorientation 11.22 100% 64.86% 13.33% 100% 70.3% 1.65

SSQ–Oculomotor 45.48 83.33% 58.56% 9.8% 98.48% 67.8% 1.42
VRSQ–Disorientation 20 82.3% 74.77% 15.15% 98.81% 75% 1.58

VRSQ–Oculomotor 33.33 100% 54.05% 10.53% 100% 63.5% 1.54

(VR) = VR version. Based on [42] and [43], the following thresholds were set and had to be met: AUC > 70% and
metric score > 1.5; PPV = positive predictive value (i.e., the ratio of true positives); NPV = negative predictive
value (i.e., the ratio of true negatives).
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Figure 7. Sensitivity and Specificity of the CSQ-VR, SSQ, and VRSQ Vestibular/Disorientation Scores
in detecting Reaction Time (Left) and Motor Speed (Right) Decline. Note: (VR) = VR version.

3.3. Mixed Model Regression Analysis

A mixed model regression analysis was conducted to determine whether pupil size
can be a biomarker/predictor of cybersickness. The analysis indicated that the model
with pupil size as a predictor of the total score on the VR version of the CSQ-VR was
significant. Pupil size also revealed a relatively high beta (negative) coefficient, postulating
that cybersickness intensity substantially increases as pupil size decreases (see Figure 8).
Furthermore, the fixed effects of pupil size, alongside the random effects of the participants,
appear to explain 50% of the variance in the intensity of cybersickness. These outcomes
postulate that pupil size is a significant predictor of the intensity of cybersickness, and it
can therefore be considered as a biomarker of cybersickness.

Figure 8. Mixed Regression Model of Pupil Size Predicting Cybersickness Intensity.

4. Discussion

The CSQ-VR is an adapted and enhanced version of the VRISE section and sub-score
of the VNRQ. Based on the recommendations by Ursachi et al. [41] for Cronbach’s α, the
CSQ-VR displayed good to very good internal consistency. This finding is aligned with
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the high structural validity and internal consistency of the VRNQ and its VRISE sub-score,
which have previously been observed [29]. Additionally, the total scores and sub-scores
of both versions of the CSQ-VR showed robust correlations with their respective sub-
scores and total scores of the SSQ and VRSQ. This finding supports the findings of Somrak
et al. [30] in which the VRISE sub-score of the VRNQ was significantly correlated with
the SSQ total score. Nevertheless, the current study meticulously examined the reliability
and validity of the total scores and the sub-scores of both versions of the CSQ-VR. Beyond
their convergent validity, the associations between the sub-scores of the CSQ-VR (both
versions) (i.e., nausea, vestibular, and oculomotor) and the equivalent sub-scores of the
SSQ support the construct validity of both versions of the CSQ-VR in examining the whole
range of cybersickness symptomatology. Therefore, both the paper-and-pencil and the VR
versions of the CSQ-VR are highly reliable and are valid tools for measuring the presence
and intensity of cybersickness symptoms in VR.

4.1. Comparison of CSQ-VR, SSQ, and VRSQ

Several studies have reported that the SSQ does not have adequate psychometric
properties for measuring cybersickness in VR [20,51,52]. The findings of this current
study are aligned with the previous literature. The inadequacy and inappropriateness of
the SSQ for measuring cybersickness in VR have also been confirmed. Specifically, the
overall and sub-scores for the SSQ and the VRSQ displayed internal consistency which was
substantially inferior to the respective internal consistency of the CSQ-VR total score and
sub-scores. Moreover, the nausea item of the SSQ revealed internal consistency that was
below the parsimonious threshold of 0.7 for Cronbach’s α, which is required for a tool to be
used in research and professional settings [53]. Likewise, the oculomotor sub-score of the
VRSQ was well below this threshold. Given that the VRSQ has only two sub-scores (i.e.,
disorientation and oculomotor), half of the test was found to be unreliable. This finding
agrees with the serious limitations reported in VRSQ development and validation, which
was conducted using smartphone VR (i.e., Samsung Gear VR) and not PC or standalone
VR, a very simplistic task (i.e., target selection) and stimuli (i.e., small and large buttons),
which were not efficient in inducing adequate levels of cybersickness in a relatively small
sample [21]. As a result, all the items pertinent to nausea, which is the second most frequent
symptom of cybersickness in VR [7,22–24,51], were dropped. Thus, it comes as no surprise
that both the SSQ and VRSQ displayed problematic consistencies in certain sub-scores and
overall inferior reliability for the total and sub-scores of the CSQ-VR.

Furthermore, the SSQ has received criticism for its highly complex structure and
scoring [30,51]. The CSQ-VR has previously been strongly preferred over the SSQ because
of its easily calculated and interpretable scores [30]. The VRSQ, derived from the SSQ,
has predominantly maintained the SSQ structure and scoring system, although the VRSQ
scoring system requires somewhat simpler calculations. Nevertheless, as was also seen
in this study, both the SSQ and VRSQ suffer in terms of structure. Additionally, given
that the design of the questions and available responses use a Likert scale that is essential
for collecting reliable and informative data [25–28], the CSQ-VR has an advantage over
the SSQ and VRSQ. Both the SSQ and VRSQ use a 4-point Likert scale, while the relevant
literature suggests that a 7-point Likert scale, especially when combining a number with
textual information (e.g., “6–Very Intense Feeling”) like in the CSQ-VR, are substantially
more efficient in providing useful and representative self-reports [25–28]. The design of
the general instructions (i.e., “Please, from 1 to 7, circle the response that better corresponds to
the presence and intensity of the symptom.”) and questions (e.g., “Nausea A: Do you experience
nausea (e.g., stomach pain, acid reflux, or tension to vomit)?”) are also more explicit in the
CSQ-VR than the equivalent design in the SSQ and VRSQ (i.e., general instruction: “Circle
how much each symptom below is affecting you now.”; question: “Nausea”). Finally, the SSQ has
16 questions measuring the whole range of symptoms. The VRSQ has nine questions, but
it measures only the vestibular and oculomotor-related symptoms, while the CSQ-VR is
shorter, measuring the whole range of cybersickness with only six questions. Therefore, the
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CSQ-VR is a shorter questionnaire with an overall superior design to the SSQ and VRSQ,
which was also reflected in the psychometric properties examined in this study.

The previous literature has shown that cybersickness, particularly when symptoms
are strong, may affect the cognitive and/or motor skills of the user [12–14], especially their
reaction speed [10,17,18]. It is thus assumed that a questionnaire designed to measure cy-
bersickness would also be effective in detecting relevant declines in performance. The total
score for both versions of the CSQ-VR showed high sensitivity and specificity in detecting
these temporary declines in performance due to cybersickness, while the psychometric
properties of the total scores of the SSQ and VRSQ were substantially lower and inadequate.
Furthermore, two sub-scores (nausea and vestibular) of the CSQ-VR were also highly
sensitive and specific in the detection of temporary declines, while the equivalent scores of
the SSQ and VRSQ (which does not include a nausea score) were either significantly inferior
or inadequate. Thus, the CSQ-VR is the only questionnaire that is effective in detecting
these temporary declines in performance modulated by cybersickness. Given that VR is im-
plemented in education [1], professional training [2], neuropsychological assessments [54],
and therapy [4], where cognitive and motor skills should be reliable, it is essential that a tool
should be able to provide information that these skills may have been compromised by cy-
bersickness symptomatology. Finally, beyond these applications, VR is gradually becoming
established as a research tool in scientific fields, such as human–computer interactions [55]
and psychological sciences [3], where cybersickness may compromise the reliability of the
scientific findings [12]. Thus, the detection of a participant whose performance has been
compromised by cybersickness enables the exclusion of this participant or observation
from the analyses and assures the data’s reliability.

Nevertheless, as was also observed in this study, a participant’s performance may not
be affected throughout the experiment. In previous studies, changes in the intensity of
cybersickness during exposure can occur in terms of an increase due to aggravation [22]
or a decrease due to cultivated tolerance [56]. Therefore, the continuous or repetitive
assessment of cybersickness is required while the participant/user is immersed. Instead
of excluding all of a participant’s observations, the CSQ-VR allows a researcher to drop
only those particular observations where a participant’s performance was affected by
cybersickness. Considering that the VR version of the CSQ-VR has shown comparable
(and sometimes superior) psychometric properties to its paper-and-pencil version, it can
detect specific compromised observations/performance and suggest its exclusion from
analyses. Nevertheless, beyond self-reports, there are other neuro and biomarkers that
have been used to detect and measure cybersickness [8]. Specifically, researchers have
efficiently implemented electroencephalography [57,58] and eye tracking [59,60] to detect
and appraise the occurrence and intensity of cybersickness. The VR version of the CSQ-
VR also benefits from eye-tracking metrics. In this study, pupil size was found to be a
significant predictor of cybersickness. A decrease in pupil size indicated higher intensity
cybersickness and vice versa, a pattern that has been previously observed between pupil
size and negative emotions [31]. Previously, pupil size has been included in a deep fusion
model for predicting cybersickness [60]; however, its relationship, predictive ability and
contribution to this model were not evaluated, preventing a conclusion of whether pupil
size is a biomarker of cybersickness. This study provides evidence postulating that pupil
size is indeed a biomarker of cybersickness, as well as its intensity. The VR version of the
CSQ-VR thus has an additional advantage of incorporating pupillometry.

4.2. Limitations and Future Studies

The current study also has limitations that should be considered. The sample consisted
of young adults, which prevented the examination of cybersickness in a more age-diverse
population. Future studies should attempt to examine cybersickness in a sample with
a greater age spectrum to enable the study of age differences in tolerance and/or sus-
ceptibility towards cybersickness. Additionally, this study implemented a parsimonious
inclusion criterion based on the MSSQ scores (i.e., excluding individuals who scored higher
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than the 75th percentile and could experience substantially more frequent and stronger
cybersickness symptomatology). Given that the intensity and prevalence of cybersickness
substantially differ across individuals, future studies should explore the effects of cyber-
sickness on cognitive and motor skills in a sample that may experience stronger symptoms.
Finally, the assessment included only working memory and psychomotor tests. Future
studies should strive to examine more complex cognitive functions (e.g., episodic memory
or decision making) and motor skills (e.g., tasks that require fine motor skills and accuracy).

5. Conclusions

The CSQ-VR is a short, valid and reliable tool of cybersickness, which has superior
psychometric properties to the SSQ and VRSQ. Additionally, the paper-and-pencil and
the VR versions of the CSQ-VR were highly sensitive and specific in detecting temporary
performance declines that were modulated by cybersickness. The VR version of the CSQ-
VR provides further advantages by facilitating an assessment of cybersickness in the virtual
environment while the participant/user is immersed. Finally, the VR version of the CSQ-VR
benefits from pupillometry (i.e., measurement of pupil diameter), which was found to
predict the presence and intensity of cybersickness. Pupillometry may thus be applied in
VR as a biomarker of positive (e.g., amusement) and negative (e.g., frustration) emotions.

Supplementary Materials: The Cybersickness in Virtual Reality Questionnaire (CSQ-VR) can be
downloaded at: https://osf.io/4w9cs.
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30. Somrak, A.; Pogačnik, M.; Guna, J. Suitability and Comparison of Questionnaires Assessing Virtual Reality-Induced Symptoms
and Effects and User Experience in Virtual Environments. Sensors 2021, 21, 1185. [CrossRef]

31. Partala, T.; Surakka, V. Pupil size variation as an indication of affective processing. Int. J. Hum.-Comput. Stud. 2003, 59, 185–198.
[CrossRef]

32. Schwind, V.; Knierim, P.; Tasci, C.; Franczak, P.; Haas, N.; Henze, N. “These Are Not My Hands!”: Effect of Gender on the
Perception of Avatar Hands in Virtual Reality. In Proceedings of the 2017 CHI Conference on Human Factors in Computing
Systems, New York, NY, USA, 6–11 May 2017; pp. 1577–1582. [CrossRef]

33. Bebko, A.O.; Troje, N.F. bmlTUX: Design and Control of Experiments in Virtual Reality and Beyond. I-Perception 2020, 11.
[CrossRef]

34. Bonato, F.; Bubka, A.; Palmisano, S. Combined Pitch and Roll and Cybersickness in a Virtual Environment. Aviat. Space Environ.
Med. 2009, 80, 941–945. [CrossRef] [PubMed]

35. Kourtesis, P.; Korre, D.; Collina, S.; Doumas, L.A.A.; MacPherson, S.E. Guidelines for the Development of Immersive Virtual
Reality Software for Cognitive Neuroscience and Neuropsychology: The Development of Virtual Reality Everyday Assessment
Lab (VR-EAL), a Neuropsychological Test Battery in Immersive Virtual Reality. Front. Comput. Sci. 2020, 1. [CrossRef]

19



Virtual Worlds 2023, 2

36. Wechsler, D. Wechsler Bellevue Adult Intelligence Scale; Williams & Wilkins: Baltimore, MD, USA, 1939.
37. Corsi, P.M. Human memory and the medial temporal region of the brain. Diss. Abstr. Int. 1972, 34, 891.
38. Deary, I.J.; Liewald, D.; Nissan, J. A free, easy-to-use, computer-based simple and four-choice reaction time programme: The

Deary-Liewald reaction time task. Behav. Res. Methods 2010, 43, 258–268. [CrossRef] [PubMed]
39. Golding, J.F. Predicting individual differences in motion sickness susceptibility by questionnaire. Pers. Individ. Differ. 2006, 41,

237–248. [CrossRef]
40. Roth, H.L.; Lora, A.N.; Heilman, K.M. Effects of monocular viewing and eye dominance on spatial attention. Brain 2002, 125,

2023–2035. [CrossRef]
41. Ursachi, G.; Horodnic, I.A.; Zait, A. How Reliable Are Measurement Scales? External Factors with Indirect Influence on Reliability

Estimators. Procedia Econ. Financ. 2015, 20, 679–686. [CrossRef]
42. Power, M.; Fell, G.; Wright, M. Principles for high-quality, high-value testing. Evid.-Base. Med. 2013, 18, 5–10. [CrossRef]
43. Streiner, D.L.; Cairney, J. What’s under the ROC? An Introduction to Receiver Operating Characteristics Curves. Can. J. Psychiatry

2007, 52, 121–128. [CrossRef]
44. Guilmette, T.J.; Sweet, J.J.; Hebben, N.; Koltai, D.; Mahone, E.M.; Spiegler, B.J.; Stucky, K.; Westerveld, M.; Participants, C.

American Academy of Clinical Neuropsychology consensus conference statement on uniform labeling of performance test scores.
Clin. Neuropsychol. 2020, 34, 437–453. [CrossRef]

45. The Jamovi Project [Computer Software]. Available online: http://www.jamovi.org (accessed on 1 January 2020).
46. R Core Team. A Language and Environment for Statistical Computing; R Foundation for Statistical Computing: Vienna, Austria, 2022.

Available online: https://www.R-project.org/ (accessed on 12 December 2022).
47. Peterson, R.A.; Cavanaugh, J.E. Ordered quantile normalization: A semiparametric transformation built for the cross-validation

era. J. Appl. Stat. 2019, 47, 2312–2327. [CrossRef] [PubMed]
48. Revelle, W. psych: Procedures for Psychological, Psychometric, and Personality Research; Northwestern University: Evanston, IL, USA,

2018. Available online: https://CRAN.R-project.org/package=psych (accessed on 12 December 2022).
49. Wickham, H. ggplot2: Elegant Graphics for Data Analysis; Springer-Verlag: New York, NY, USA, 2016. Available online: https:

//ggplot2.tidyverse.org (accessed on 12 December 2022)ISBN 978-3-319-24277-4.
50. Bates, D.; Mächler, M.; Bolker, B.; Walker, S. Fitting Linear Mixed-Effects Models Using lme4. J. Stat. Softw. 2015, 67, 48. [CrossRef]
51. Bouchard, S.; Berthiaume, M.; Robillard, G.; Forget, H.; Daudelin-Peltier, C.; Renaud, P.; Blais, C.; Fiset, D. Arguing in Favor of

Revising the Simulator Sickness Questionnaire Factor Structure When Assessing Side Effects Induced by Immersions in Virtual
Reality. Front. Psychiatry 2021, 12, 739742. [CrossRef] [PubMed]

52. Iii, W.B.S. Psychometric Evaluation of the Simulator Sickness Questionnaire as a Measure of Cybersickness. Ph.D. Thesis, Iowa
State University, Ames, IA, USA, 2017. [CrossRef]

53. Nunnally, J.C. Psychometric Theory—25 Years Ago and Now. Educ. Res. 1975, 4, 7–21. [CrossRef]
54. Kourtesis, P.; Collina, S.; Doumas, L.A.; MacPherson, S.E. Validation of the Virtual Reality Everyday Assessment Lab (VR-EAL):

An Immersive Virtual Reality Neuropsychological Battery with Enhanced Ecological Validity. J. Int. Neuropsychol. Soc. 2020, 27,
181–196. [CrossRef]

55. Karray, F.; Alemzadeh, M.; Abou Saleh, J.; Arab, M.N. Human-Computer Interaction: Overview on State of the Art. Int. J. Smart
Sens. Intell. Syst. 2008, 1, 137–159. [CrossRef]

56. Stanney, K.; Lawson, B.D.; Rokers, B.; Dennison, M.; Fidopiastis, C.; Stoffregen, T.; Weech, S.; Fulvio, J.M. Identifying Causes
of and Solutions for Cybersickness in Immersive Technology: Reformulation of a Research and Development Agenda. Int. J.
Hum.–Comput. Interact. 2020, 36, 1783–1803. [CrossRef]

57. Jeong, D.; Yoo, S.; Yun, J. Cybersickness Analysis with EEG Using Deep Learning Algorithms. In Proceedings of the 2019 IEEE
Conference on Virtual Reality and 3D User Interfaces (VR), Osaka, Japan, 23–27 March 2019; pp. 827–835. [CrossRef]

58. Krokos, E.; Varshney, A. Quantifying VR cybersickness using EEG. Virtual Real. 2021, 26, 77–89. [CrossRef]
59. Lopes, P.; Tian, N.; Boulic, R. Eye Thought You Were Sick! Exploring Eye Behaviors for Cybersickness Detection in VR. In

Proceedings of the 13th ACM SIGGRAPH Conference on Motion, Interaction and Games, New York, NY, USA, 16–18 October
2020. [CrossRef]

60. Islam, R.; Desai, K.; Quarles, J. Cybersickness Prediction from Integrated HMD’s Sensors: A Multimodal Deep Fusion Approach
using Eye-tracking and Head-tracking Data. In Proceedings of the 2021 IEEE International Symposium on Mixed and Augmented
Reality (ISMAR), Bari, Italy, 4–8 October 2021; pp. 31–40. [CrossRef]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

20



Citation: Suh, I.; McKinney, T.; Siu,

K.-C. Current Perspective of

Metaverse Application in Medical

Education, Research and Patient Care.

Virtual Worlds 2023, 2, 115–128.

https://doi.org/10.3390/

virtualworlds2020007

Academic Editors: Radu Comes,

Dorin-Mircea Popovici, Calin

Gheorghe Dan Neamtu and

Jing-Jing Fang

Received: 1 March 2023

Revised: 18 March 2023

Accepted: 21 March 2023

Published: 18 April 2023

Copyright: © 2023 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

Communication

Current Perspective of Metaverse Application in Medical
Education, Research and Patient Care

Irene Suh 1, Tess McKinney 2 and Ka-Chun Siu 1,*

1 Department of Health & Rehabilitation Sciences, University of Nebraska Medical Center,
Omaha, NE 68198, USA

2 Global Center for Health Security, University of Nebraska Medical Center, Omaha, NE 68198, USA
* Correspondence: kcsiu@unmc.edu; Tel.: +1-(402)-559-8464

Abstract: As virtual and augmented reality simulation technologies advance, the use of such tech-
nologies in medicine is widespread. The advanced virtual and augmented systems coupled with a
complex interactive, immersive environment create a metaverse. The metaverse enables us to connect
with others in a virtual world free of spatial restrictions and time constraints. In the educational
aspect, it allows collaboration among peers and educators in an immersive 3D environment that can
imitate the actual classroom setting with learning tools. Metaverse technology enables visualization
of virtual 3D structures, facilitates collaboration and small group activities, improves mentor–mentee
interactions, provides opportunities for self-directed learning experiences, and helps develop team-
work skills. The metaverse will be adapted rapidly in healthcare, boost digitalization, and grow in
use in surgical procedures and medical education. The potential advantages of using the metaverse
in diagnosing and treating patients are tremendous. This perspective paper provides the current
state of technology in the medical field and proposes potential research directions to harness the
benefits of the metaverse in medical education, research, and patient care. It aims to spark interest
and discussion in the application of metaverse technology in healthcare and inspire further research
in this area.

Keywords: virtual reality; augmented reality; mixed reality; health professions education

1. Introduction

The use of augmented reality (AR) and virtual reality (VR) in healthcare has been on
the rise, leading to an expansion in the market size for these technologies. The market
size for AR and VR in healthcare was US 2.0 billion in 2020, and it is expected to continue
growing at a compound annual growth rate of 27% until 2028 [1]. This suggests that there
is a growing demand for AR and VR in healthcare and a potential for these technologies to
transform the way healthcare services are delivered. Furthermore, the COVID-19 pandemic
era boosted the adaptation of the metaverse to use the benefit of virtual and real-world
space [2]. Experiences of the metaverse need to be expanded, so that the healthcare
providers and educators can understand the necessity of its use [3]. Meta-education and
metaverse-powered online distance education have been introduced and accelerated in
development that can emerge as rich, hybrid formal and informal learning experiences in
online 3D virtual environments [4]. The concept of the metaverse satisfies all the concerns
of interactions between humans and computers and the integration between the virtual
and real worlds [5].

Immersive learning environments involve using virtual and augmented reality tech-
nologies to create more engaging and effective learning experiences [6]. These technologies
can help simulate real-world scenarios, provide interactive feedback, and personalize
learning, based on the needs and preferences of individual learners. Immersive learning
environments can be created using various tools and technologies, such as 3D modeling
software, game engines, and specialized hardware like head-mounted displays or haptic
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feedback devices. These tools can be used to simulate real-world environments, such as
a hospital room, a factory floor, or a natural ecosystem, which can help learners develop
skills and knowledge in a safe and controlled setting [7].

Web-based data processing innovations have been used to assess performance im-
provement and satisfaction levels in medical education and clinical care since 2006 [7].
Computer-based or computerized virtual patients simulating real-life clinical scenarios-
based learning consistently showed higher learning outcomes [8]. As learning with com-
puterized intervention gained popularity, trainees and students were allowed to perform
anamnesis and physical exams, make diagnoses, and finalize therapeutic decisions in a safe
environment; as a result, trainees could refine their clinical skills [9]. The metaverse could
promote experiential learning through integrating effective educational approaches, such
as problem-solving-based learning, game-based learning, and scenario-based learning [9].
These interventions have now become more realistically developed.

Surgical training simulators have been revolutionized by AR and VR, and they have
coupled with machine learning tools. These revolutionized surgical simulators could
provide trainees with life-like training, hyper-realistic simulations, and instant feedback [8].
Development of VR and AR simulation technologies in healthcare systems could be applied
to not only surgeries, but also diagnostics, rehabilitation, training, and education [1].

Metaverse

The metaverse is an internet-based application that needs to be supported by AR,
VR, and artificial intelligence [10]. Kye et al. [11] proposed a model for the metaverse
that includes four primary pillars: AR, lifelogging, mirror world, and virtual worlds. It
is a universal platform that supports innovation, communication, and shared knowledge.
The four pillars are complementary to each other and form an interconnected roadmap
to maximize the use of virtual technology for educational applications. Augmented re-
ality expends real-world information to enhance knowledge, while lifelogging captures,
stores, and shares experiences with others. The mirror world reflects the real world and
provides external information, and the virtual world builds a simulated environment with
digital information.

The metaverse is a unique and different concept from existing virtual technologies.
It is envisioned as a fully interconnected virtual space where users can move seamlessly
between different environments. Unlike existing virtual technologies, typically standalone
applications, or platforms, the metaverse is designed to be a network of connected virtual
spaces, allowing for more extensive and diverse experiences [12,13]. The metaverse is also
designed to be a persistent space, meaning that a user’s digital identity and avatar can
exist across different platforms and applications, allowing for continuity of interaction
and experience (Figure 1). This differs from existing virtual technologies, where users’
experiences are often isolated within a particular platform or application [13,14].
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Figure 1. Metaverse avatar creation: Tess McKinney is pictured here (left) with her avatar (right) that
she uses in the metaverse on the Horizon World platform and EngageVR platform.

Another key difference is that the metaverse is designed to be a space where users can
create and share their content, interact with other users, and build communities around
shared interests (Figure 2). This differs from existing virtual technologies, where users
are often limited to pre-existing content or experiences [13]. Furthermore, the metaverse
is designed to be an immersive environment, providing users with a sense of presence
and embodiment within the virtual space. This differs from existing virtual technologies,
which often rely on more limited forms of immersion, such as 2D displays or simple
controllers [13,14]. The metaverse represents a significant step forward in virtual technology,
offering a more extensive, interconnected, and immersive space for users to interact and
create. While the technology to fully realize the metaverse is still developing, it can
potentially transform how we interact with each other and the world around us [13,14].
The utilization of the metaverse for education is full of possibilities and unlimited. The
metaverse creates a new dimension for students to learn new knowledge in 3D space
and immersive environments. Such utilization has expanded substantially during and
after the recent COVID-19 pandemic. More applications beyond science, technology, and
engineering education are developing, such as medical training, research, and patient care.
The following sections highlight those health-related potentials of using the metaverse.

 

 

(a) (b) 

Figure 2. Cont.
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Figure 2. (a) Virtual Life Support utilizing passthrough VR with AR with an Oculus Quest 2 created
by VR Lab. CPR and AED Training [15]. (b) Reulay, a mental health company, leverages virtual
reality for mental wellbeing: decreasing stress and increasing focus [16]. (c) Class being held to learn
about patients in a Metaversity using VictoryXR multiplayer IVR software [17]. (d) UNMC College
of Nursing student working with faculty to go through a scenario on Sepsis. Faculty are involved
in this simulation by becoming the patient voice or extras within the simulation to help the student
practice real-world simulations. This simulation is multiplayer and contains a laptop moderator and
an Immersive Virtual Reality headset [18].

2. Significance of the Metaverse in Healthcare Systems

The process to adopt the metaverse in healthcare has grown rapidly. The urgent need
for digital transformation within healthcare settings was accelerated since the outbreak of
the coronavirus in 2019 [19]. Furthermore, telehealth care services have gained significant
attention and acceptance due to the evolving COVID-19 pandemic [20]. Before the COVID-
19 pandemic, only 43% of healthcare facilities could provide services remotely [21,22]. Now,
the usage of telemedicine has grown to 95% [23]. With the increased needs of digitalization
of telemedicine services, the metaverse was highlighted and boosted research interests in
supporting the importance of immersive VR technology [20].

The combination of augmented and mixed reality with the metaverse offers a novel
approach to visualizing images and pinpointing targets in image-guided procedures [24].
The application of the metaverse can provide realistic consultations through personalized
avatars that are interconnected [7]. The advent of the metaverse made it possible to
interconnect online with the synergistic combination of augmented, virtual, and mixed
reality. It happened to present a new era of immersive and real-time experiences to
enhance human-to-human social interaction and connection [25]. The avatar is the digital
representation of the player character in the metaverse [26]. The metaverse concept is
increasingly used in healthcare to create personalized patient avatars. These avatars can
represent a patient’s unique physical, mental, and emotional characteristics and provide a
more personalized approach to healthcare [26].

One potential application of personalized avatars is in patient education. By creating a
virtual patient representation, healthcare providers can help patients better understand their
medical conditions and treatment options. For example, a patient with a heart condition
could be shown a virtual representation of their heart and how it functions, helping them
to better understand their condition and how it can be managed. Personalized avatars
can also simulate medical procedures and treatments, allowing healthcare providers to
test different approaches before performing them on real patients. This can help reduce
the risk of complications and improve outcomes. Another potential use of personalized
avatars is in telemedicine. By creating a virtual patient representation, healthcare providers
can conduct virtual visits and consultations, providing more personalized care even when
patients are not physically present in the same location. The use of personalized avatars in
healthcare is an exciting development that has the potential to improve patient outcomes
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and provide more personalized and effective care. The metaverse provides a powerful
platform for creating and utilizing these avatars, and it will likely play an increasingly
important role in future healthcare [27].

A review study in pain management by Chan et al. [28] found that VR interventions
were effective in reducing pain intensity and providing pain relief, both during and after
the intervention. The VR interventions were particularly effective in managing procedural
pain, such as during medical procedures like wound dressing changes or dental procedures.
Additionally, the studies showed that VR interventions improved patient satisfaction,
decreased anxiety and stress, and enhanced the overall healthcare experience. This review
suggests that VR may be a promising tool in pain management and can be used as an
adjunct to pharmacological and non-pharmacological interventions [28]. Another study by
Ahmadpour et al. [29] has shown that use of computer-generated images and sounds to
create a simulated environment can be a tool to distract patients from pain sensations or to
provide relaxation and mindfulness exercises. In acute pain management, VR interventions
have been used to provide distraction during painful medical procedures such as burn
wound care, dental procedures, and injections. The immersive environment can reduce the
patient’s focus on the pain, providing a sense of control and reducing anxiety. In chronic
pain management, VR interventions have been used to provide relaxation exercises and
cognitive-behavioral therapy techniques. Patients can enter calming virtual environments
and practice mindfulness exercises or guided imagery, which can reduce pain intensity and
distress. There is growing evidence of the effectiveness of VR interventions for acute and
chronic pain management, and it has been shown to be safe and well-tolerated by patients.
The VR interventions offer a non-pharmacological approach to pain management, which
can be particularly beneficial for patients who cannot tolerate or do not want to take pain
medication [29].

2.1. Applications in Education for Healthcare

As the metaverse came into daily life, its applications have been applied in educa-
tional settings [11]. The metaverse can be used to create virtual classrooms and training
environments, which can be particularly useful for fields that require hands-on learning or
simulations, such as medicine [11,26]. One of the key benefits of using the metaverse is to
provide learners with immediate and personalized feedback [30]. For example, a medical
student practicing a surgical procedure in a VR environment can receive real-time feedback
on their technique and performance. This feedback can help learners identify areas to
improve and adjust their approach accordingly [8], as shown in Figure 2d.

Chen et al. [30] suggest that using an immersive, blended pedagogy that combines
traditional classroom instruction with immersive learning experiences in the metaverse can
enhance student engagement and improve learning outcomes, particularly in the areas of
patient care and scientific inquiry during the COVID-19 pandemic. They noted that the
pandemic has disrupted traditional classroom instruction, making it difficult for educators
to provide students with the hands-on experiences and interactions with patients that are
essential for learning in healthcare fields. They found that the active learning strategies
implemented in the metaverse promoted engagement and scientific inquiry, providing a
safe and immersive environment for students to practice and develop their skills. This
approach may be beneficial for educators facing pandemic-related disruptions to traditional
classroom instruction, as it provides hands-on experiences and interactions with patients
that may not be possible in a physical classroom [30]. Immersive learning technology in the
metaverse is an exciting and rapidly evolving field that has the potential to transform the
way we learn and teach. By leveraging the latest technologies and pedagogical approaches,
the metaverse can provide learners with engaging, effective, and personalized learning
experiences that help them develop the knowledge and skills they need to succeed [8].

Like virtual anatomy classes, medical students can learn about human anatomy
through interactive virtual lessons, including the ability to manipulate and explore virtual
cadavers (Figure 3). Virtual medical education simulations can also be used for medical
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students to practice diagnosing and treating patients, practice procedures, and practice
decision-making in a safe, controlled environment. Furthermore, the full-scale scenario-
based simulator training can be developed to help the learner acquire interpersonal com-
munication skills, teamwork, leadership, decision-making, the ability to prioritize tasks
under pressure, and stress management [31]. With the full-scale scenario-based simulator,
medical students can engage in virtual patient encounters to practice their clinical skills,
including taking medical histories, performing physical exams, and communicating with
patients [32]. Remote collaboration, training, and learning can be near with metaverse
technology to connect with one another and receive training from experts, even if they are
located in different parts of the world. Virtual conferences and workshops can remotely
continue their education and keep them up to date with the latest developments in their
fields [32]. These are just a few examples of how metaverse technology can be used in
education for healthcare.

 

Figure 3. Dissection of human anatomy using 3D/VR/AR/and computer-based simulation applica-
tion [33].

The metaverse can play a useful role in enhancing the performance of the medical
trainees [34]. The metaverse has the great potential to transform medical education by
providing students with realistic and engaging learning experiences. It can help to improve
their skills, reduce medical errors, and prepare them for the challenges of real-world
medical practice [27]. Active learning strategies can be effectively used in the metaverse
to improve student engagement in a blended learning environment [30]. The authors
discussed how immersive technologies can provide students with opportunities to engage
in experiential learning, which can be challenging in traditional classroom settings. By
integrating virtual patient scenarios and scientific inquiry into the metaverse, students can
develop critical thinking skills and gain practical experience in patient care. The authors
suggest that using active learning strategies in the metaverse can lead to better student
outcomes, including increased student motivation, improved retention rates, and higher
levels of engagement [26]. The possibilities are endless, and technology continues to evolve,
so the use cases for the metaverse in education for healthcare will likely expand in the
coming years.

2.2. Applications in Research

The metaverse is a concept that refers to a shared, immersive virtual space where
people can interact and communicate with one another. It is an emerging technology with
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many potential applications in research. With the metaverse, researchers can conduct
experiments in a controlled, immersive environment. According to Bhugaonkar et al. [35],
psychologists could use the metaverse to study social interactions or communication,
while economists could use it to study decision-making under different conditions [35].
The authors also noted that these technologies have the potential to improve healthcare
outcomes by providing more immersive and interactive training experiences, enhancing
patient engagement and motivation, and enabling remote monitoring and care delivery [35].

Psychologists Krijn et al. [36] used VR to study the effectiveness of exposure therapy
for social anxiety disorder. Virtual reality exposure therapy (VRET) is a type of therapy
that uses VR technology to simulate anxiety-provoking situations in a safe and controlled
environment. VRET is typically used to treat anxiety disorders like phobias, social anxiety
disorder, and post-traumatic stress disorder. The researchers found that VRET was more
effective than traditional exposure therapy in reducing social anxiety symptoms [36]. VRET
has the advantage of being more flexible and accessible since it can be done remotely and
at the patient’s own pace [36]. In a neuroscience study by Spiers and Maguire [37], the
researchers used VR to investigate the neural mechanisms underlying spatial memory.
They were able to identify the brain regions that are selectively activated during spatial
memory tasks and determine their role in memory consolidation. The researchers found
that the hippocampus, a brain region associated with memory, was more active when
participants navigated through a virtual environment than when they viewed static im-
ages [37]. This research provided insights into the neural processes underlying spatial
memory and highlighted the potential of VR technology for investigating brain function in
real-world contexts [37].

The advantage of using the metaverse is that it enables collaborative research. The
metaverse can facilitate collaboration among researchers who are physically separated,
allowing them to work together in a virtual space as if they were in the same room [38].
The state-of-the-art human–computer interaction (HCI) in the metaverse is an area of active
research and development. HCI in the metaverse involves designing intuitive and natural
ways for users to interact with virtual objects and other users, as well as creating immersive
and engaging user experiences [38].

According to Zhao et al. [39], the metaverse can be used to create interactive 3D
visualizations of data, which can be helpful for understanding complex information or
communicating research findings to a wider audience. The metaverse has the potential
to transform many aspects of our lives, but it also requires significant advancements
in technology and conceptual design [39]. Overall, the metaverse has the potential to
revolutionize the way that research is conducted and communicated, and it is an exciting
area of study with many potential applications.

2.3. Applications in Patient Care

As of now, the metaverse in healthcare is still in its early stages of development and
has not been widely implemented. However, there have been some initial experiences and
experiments with using VR and AR technologies to enhance healthcare [40,41]. VR and
AR can be used to improve patient education and engagement. Patients can use VR and
AR technologies to better understand their medical conditions and treatments, which can
improve adherence to treatment plans and ultimately lead to better health outcomes [40].
Virtual healthcare platforms are being developed that aim to provide a more immersive
and personalized healthcare experience. These platforms use a combination of virtual
and physical components to provide remote medical consultations and diagnosis [41].
In summary, while there are some initial experiences and experiments with using the
metaverse in healthcare, the concept is still in its early stages of development, and it
will likely be some time before we see widespread implementation of this technology
in healthcare [40,41]. More potential applications of the metaverse in patient care are in
Table A1 (Appendix A).
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3. Limitations and Challenges

One of the main limitations of the metaverse is data management, security, and privacy
of the patient’s information [42]. Since it requires higher ethical standards to protect patients’
information, the rules and regulations need to be cautiously reviewed and formulated [40].
The metaverse needs to provide various tools and techniques to users, so that they can
preserve privacy. As metaverse technologies evolve, data management science should
develop together. Furthermore, healthcare providers and medical training programs may
include additional courses that can cover data ethics and cybersecurity.

Despite considerable research relating to metaverse technologies, little attention has
been paid to the standardization of medical education programs. Educational research
is needed to assess whether the metaverse improves the learning experience of medi-
cal students, which will help academic research departments compare and evaluate the
effectiveness of different programs [8]. More educationalists, social scientists, and learn-
ing technologists need to be involved since developing and maintaining a virtual envi-
ronment for medical education can be technically challenging and requires significant
resources [7,11,43].

Additional limitations would be the computer capacity and internet bandwidth for
image streaming, especially in rural areas with lack of internet connectivity [10]. Both
students and educators also need smartphones or computers with enough processing
capacity and internet bandwidth for virtual and augmented reality [1]. The hardware for
virtual and augmented reality, such as visors or glasses, are required for a truly immersive
experience, but these items are costly [9]. Technical and equipment supports would be
required for the underprivileged areas and underserved students.

Some users may experience discomfort or other negative effects using virtual and
augmented systems, such as dizziness, headaches, or nausea [12]. These factors can signifi-
cantly impact their willingness to use the technology and affect their overall experience
with the metaverse. While these technologies have the potential to revolutionize various
aspects of our lives, it is critical to ensure that they are accessible and enjoyable for all
users. Designers and developers should consider these factors and work to minimize
potential side effects through improvements in hardware, software, and user interface
development [12].

The use of metaverse technology in education for healthcare is a promising develop-
ment with potential benefits, but it must be approached with careful consideration and
ongoing evaluation to ensure its effectiveness and safety.

4. Future Direction and Recommendation

The metaverse is coming to us. As technology advances, it will bring us new immer-
sive and imaginary worlds [10]. An immersive 3D environment could provide a better
perception of the surrounding environment. It could be applied in diverse medical fields
such as neuroscience, psychology, dentistry, and other interventions that allow immersive
places [33]. The synergy effect of collaboration across multiple disciplines remains a crucial
opportunity for educational research in the metaverse. The future of the metaverse in
education for healthcare is promising and can potentially enhance medical education and
training [9–11]. If integrated with artificial intelligence and machine learning, advances
can enhance the interactivity and realism of metaverse environments, providing a more
immersive and practical learning experience.

The metaverse’s diverse applications are evolving daily, and developers’ perception is
changing as they create new metaverses [42]. The developers may create a more sustainable
and economic metaverse platform that can be easily applied to medical education and
healthcare providers. Healthcare professionals would be needed to educate medical trainees
and prepare them to advance to meet new opportunities [9–11], and medical educators
need to pinpoint the incorporation of these applications. The metaverse is revolutionizing
medical education, patient care, treatment, surgical training, and research [9–11,44]. It could
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enhance the overall quality of patient care and improve the quality of medical procedures,
diagnosis, and treatment.

5. Summary

The metaverse cannot take the place of clinical practice. Interactions with patients are
essential skills that healthcare professionals acquire [42]. However, the metaverse in educa-
tion in healthcare has great potential to be an interactive and immersive application that
can be modified for each person [21]. It can support educators to implement interactions
with patients as well as trainees that can be more caring in many ways.

The metaverse can be included to enhance the quality of education, research, and
patient care. It could bring new possibilities to facilitate healthcare professionals having a
positive experience within a risk-free environment [33]. The metaverse is a fully immersive
virtual world that integrates human life’s social, economic, and cultural aspects. The meta-
verse extends virtual worlds, aiming to provide users with a more comprehensive and
engaging experience [14,45]. Revolutionized technologies and the metaverse can be used in
diverse medical fields, and the application can benefit patients, healthcare providers, and
trainees. The use of metaverse technology in education for healthcare is a promising devel-
opment with potential benefits. However, it must be carefully considered and evaluated to
ensure its effectiveness and safety. Collaboration with multiple disciplinary areas would
be anticipated to evaluate the long-term effects of the metaverse for medical education in
the future.
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Appendix A

Table A1. Application in Patient Care.

Types Pros Cons

Virtual reality (VR) therapy [44]
VR can be used as a therapeutic
tool to help patients with a range
of conditions, including anxiety,
phobias, post-traumatic stress
disorder (PTSD), and pain
management.

i. Controlled Environment: VR allows
therapists to create a controlled and safe
environment in which patients can confront
their fears and anxieties.
ii. Customizable: VR experiences can be
customized to suit individual needs, making
the therapy more effective.
iii. Being Immersed: VR creates an immersive
experience that can be more effective than
traditional therapy methods in treating
conditions such as phobias and PTSD.
iv. Accessibility: VR therapy is more accessible
to patients who may not be able to participate
in traditional exposure therapy due to physical
limitations or fears of leaving the house.

i. Cost: VR equipment can be expensive,
making it less accessible to some patients.
ii. Limited Research: The use of VR for
treating anxiety, phobias, and PTSD is still
in the early stages of development and
there is limited research on its
long-term effects.
iii. Unrealistic: Some patients may not
respond well to VR therapy because they
perceive the experience as unrealistic or
too artificial.
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Table A1. Cont.

Types Pros Cons

Virtual consultations [35]
The metaverse can be used to
facilitate virtual consultations
between patients and healthcare
providers, allowing patients to
access care from anywhere. This
can be particularly useful for
patients in remote or underserved
areas, or for those who have
mobility issues.

i. Accessibility: Virtual consultations can
increase access to healthcare for patients who
may have difficulty traveling to see a
healthcare provider in person, such as those
with mobility issues or who live in rural areas.
ii. Convenience: Virtual consultations can be
more convenient for both patients and
healthcare providers as they can be done from
the comfort of one’s own home or office.
iii. Timesaving: Virtual consultations can save
time compared to traditional in-person
consultations as they eliminate the need
for traveling.
iv. Reduced costs: Virtual consultations can
potentially reduce costs associated with travel
and parking.

i. Technical issues: Virtual consultations
can be disrupted by technical issues such as
poor internet connectivity or equipment
malfunctions.
ii. Reduced personal interaction: Virtual
consultations may lack the personal
interaction and human touch that can be
important in building a therapeutic
relationship between a healthcare provider
and patient.
iii. Limited examination: Virtual
consultations may limit the examination
that can be performed compared to an
in-person consultation, as the healthcare
provider may not be able to physically
touch or observe the patient.
iv. Data security: Virtual consultations may
raise concerns about the security of
personal and medical information, as it is
transmitted electronically.

Telerehabilitation [46]
The metaverse can be used to
deliver rehabilitation services to
patients remotely, enabling them
to complete therapy exercises at
home or in other locations.

i. Increased access to rehabilitation services:
Telerehabilitation with the metaverse can
increase access to rehabilitation services for
patients who may not have access to traditional
rehabilitation facilities due to geographic or
mobility limitations.
ii. Improved outcomes: The systematic review
by de Araújo et al. found that VR rehabilitation
was effective in improving outcomes such as
motor function, balance, and activities of daily
living in individuals with spinal cord injuries.
iii. Customized and immersive rehabilitation
experience: The metaverse allows healthcare
providers to create customized virtual
environments that simulate real-world
scenarios, providing a more engaging and
motivating rehabilitation experience
for patients.
iv. Increased safety: VR rehabilitation provides
a controlled and safe setting for patients to
practice and improve their skills, minimizing
the risk of further injury.

i. Access to technology: Not all patients
may have access to the necessary
technology and equipment for
telerehabilitation with the metaverse, such
as VR headsets.
ii. Cost: The cost of technology and
equipment for telerehabilitation with the
metaverse can be a barrier for some
patients and healthcare providers.
iii. Technical difficulties: Technical
difficulties or malfunctions of the
equipment can disrupt the rehabilitation
experience and may require
additional support.
iv. Limited ability to assess physical
performance: The virtual environment may
not fully replicate real-world scenarios,
making it difficult for healthcare providers
to accurately assess physical performance.
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Table A1. Cont.

Types Pros Cons

Telemedicine [35]
The metaverse could be used to
provide remote medical
consultations, allowing patients to
see a doctor or specialist in a
virtual environment. This could
be especially useful for people
living in remote or
underserved areas.

i. Convenient for patients: Telemedicine
enables patients to access healthcare services
from the comfort of their homes, saving them
time and effort in traveling to see a doctor.
ii. Improved access to care: Telemedicine can
provide healthcare services to patients in
remote and underserved areas, improving
access to care.
iii. Increased efficiency: Telemedicine can
reduce wait times for appointments and
improve the efficiency of the healthcare system.
iv. Cost-effective: Telemedicine can be a more
cost-effective solution compared to traditional
in-person visits.
v. Better continuity of care: Telemedicine can
improve the continuity of care for patients, as
they can easily communicate with their
healthcare provider between appointments.

i. Technical challenges: Telemedicine can be
limited by technology and may require
patients to have access to reliable internet, a
computer or smartphone, and other
necessary equipment.
ii. Quality of care concerns: The quality of
care provided through telemedicine may
not be as high as in-person visits, as certain
physical exams and procedures cannot be
performed remotely.
iii. Limited patient-provider interaction:
Telemedicine may not provide the same
level of patient–provider interaction as
in-person visits, as patients may feel less
connected to their healthcare provider.
iv. Privacy and security risks: Telemedicine
can also pose privacy and security risks, as
personal health information may be
vulnerable to hacking and cyberattacks.
v. Reimbursement issues: Telemedicine
may also face reimbursement issues, as
insurance companies may not cover all
telemedicine services.

Patient education [47]
The metaverse can be used to
provide interactive, immersive
patient education experiences,
which can be more engaging and
effective than traditional methods.

i. Improving rehabilitation outcomes: The
study focuses on the use of VR as a
rehabilitation tool after knee surgery. By
incorporating VR exercises into the
rehabilitation process, patients can improve
their physical performance, balance, and gait,
resulting in a faster recovery and better
outcomes.
ii. Increased patient satisfaction: Patients in the
study reported a high level of satisfaction with
VR-based rehabilitation compared to
traditional physical therapy.
iii. Personalized rehabilitation: The study
found that the level of difficulty of the VR
exercises had a significant impact on patient
outcomes. By tailoring the exercises to the
patient’s specific abilities and progress, the
rehabilitation program can be personalized to
meet each patient’s unique needs.

i. Potential for technological limitations:
The use of VR technology for rehabilitation
may be limited by the availability and
accessibility of the equipment, as well as
the technical skills required to operate it.
Patients may also experience discomfort or
motion sickness while using VR, which
could limit the feasibility of this approach
for some patients.
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Types Pros Cons

Social support [44]
The metaverse can be used to
connect patients with similar
conditions and provide a sense of
community and social support.

i. Greater control: Virtual reality exposure
therapy (VRET) provides the therapist with
greater control over the patient’s exposure to
anxiety-provoking stimuli, allowing them to
carefully tailor the treatment to the patient’s
specific needs and progress at a pace that they
can handle.
ii. Increased engagement and motivation:
VRET provides a highly immersive and
engaging experience, which can increase
patient motivation to participate in therapy
and adhere to treatment plans.
iii. Safe and controlled environment: VRET
allows patients to confront anxiety-provoking
stimuli in a safe and controlled environment,
without the risks associated with exposure in
real-life situations.
iv. Efficacy: VRET has been found to be
effective in reducing symptoms of anxiety
disorders, with some studies reporting results
that are comparable to traditional in vivo
exposure therapy.

i. Limited generalizability: VRET may not
always generalize to real-life situations, as
the stimuli presented in VR may differ
from those encountered in the real world.
This can limit the effectiveness of the
therapy in some cases.
ii. Technical limitations: The quality of the
VR experience can be impacted by technical
limitations, such as the quality of the
graphics or the performance of the
hardware. This can potentially detract from
the effectiveness of the therapy.
iii. Cost: VRET can be expensive to
implement, as it requires specialized
equipment and software. This can limit its
accessibility to some patients who may not
have access to the necessary resources.

Medical Visualization [39]
The metaverse could be used to
create interactive 3D
visualizations of medical data,
such as CT scans, MRI images,
and microscopic samples. This
could make it easier for doctors
and researchers to understand
and analyze medical data and
could also be used to create VR
experiences that help patients
understand their diagnosis and
treatment.

i. Improved understanding of medical data: By
creating interactive 3D visualizations of
medical data, doctors and researchers can
better understand and analyze complex
medical data. This can lead to more accurate
diagnoses and better treatment decisions.
ii. Enhanced patient education: Using VR
experiences, patients can better understand
their diagnosis and treatment, which can
improve their engagement in the treatment
process and their overall outcomes.
iii. Greater efficiency: Medical visualization
can help doctors and researchers process
complex medical data more efficiently, leading
to faster diagnoses and treatment decisions.
iv. Reduced risk: Using VR to visualize
medical data can reduce the need for invasive
procedures or surgeries, which can reduce the
risk of complications and speed up
recovery times.

i. Cost: Developing high-quality,
interactive VR visualizations can be
expensive, which may limit their
availability to certain institutions
or patients.
ii. Technical challenges: Creating 3D
visualizations of medical data requires
specialized technical expertise and
resources, which may be a barrier
to adoption.
iii. Limited accessibility: VR technology
may not be accessible to all patients,
particularly those with certain disabilities
or conditions that make it difficult to use.
iv. Ethical concerns: There may be ethical
concerns around the use of VR to visualize
sensitive medical data, particularly if there
are privacy or confidentiality risks.
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Table A1. Cont.

Types Pros Cons

Mental Health treatment [44]
This could be used for providing
virtual therapy sessions, creating
virtual support groups, and
providing VR exposure therapy
for people suffering from anxiety
and post-traumatic stress
disorder (PTSD).

i. Increased access to care: Virtual therapy
sessions and virtual support groups can be
more accessible and convenient for people who
may have difficulty accessing in-person mental
health services due to geographical, financial,
or other barriers.
ii. Greater anonymity: Virtual therapy and
support groups can provide a greater sense of
anonymity and privacy, which may make it
easier for people to share about their mental
health struggles.
iii. More engaging and immersive therapy: VR
exposure therapy can create a more immersive
and realistic experience for people receiving
treatment for anxiety and PTSD, which may
lead to more effective therapy outcomes.
iv. Customizable experiences: Virtual
technology can be used to create personalized
and customizable therapy experiences, such as
virtual environments that are tailored to a
person’s specific fears or triggers.

i. Technical issues: Virtual technology may
be subject to technical issues that could
disrupt therapy sessions, such as internet
connectivity problems, hardware failures,
or software glitches.
ii. Lack of personal connection: Virtual
therapy and support groups may lack the
personal connection and face-to-face
interactions that some people may prefer in
traditional therapy settings.
iii. Potential for distractions: Virtual
therapy sessions may be more susceptible
to distractions from the person’s
environment, such as notifications from
their phone or other digital devices.
iv. Ethical and legal concerns: Virtual
therapy may raise ethical and legal
concerns related to privacy, security, and
informed consent. For example, ensuring
that personal health information is kept
confidential and secure may be more
challenging in a virtual environment.
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Abstract: The use of virtual reality as a safety training technology is gaining attention in the construc-
tion industry. While current studies focus mainly on the development of VR-based safety training
programs, studies focusing on improving its effectiveness is still lacking. Thus, this study aims to
understand the psychological process of training transfer and determine the factors that affect VR
safety training effectiveness. The study analysed survey data from 248 construction workers who
finished construction safety training using VR using PLS-SEM. The results show that the telepresence
experienced through the VR and the risk perception of the trainees regarding occupational accidents
significantly affect their satisfaction with VR safety training, which affected its effectiveness. Consid-
ering that the use of VR in the construction safety training context is still in its early stages, the results
of our study, which comprehensively analyses both the technological and psychological aspects
of VR safety training, could provide meaningful implications to VR training content developers.
Furthermore, the theoretical approach of our study could be implemented in future studies focusing
on the topic of training effectiveness.

Keywords: virtual reality; telepresence; training transfer; training satisfaction; safety training

1. Introduction

The construction industry often requires several workers to perform hands-on tasks
to produce a final product. This makes construction workers especially vulnerable to
occupational accidents, such as falling or electrocution [1]. According to a report from the
Korean Ministry of Employment and Labor (MoEL), the construction industry recorded
9.41 accidents per 1000 workers in 2018, while the average rate for all industries was only
5.36 [2]. Furthermore, according to Zhao and Lucas [3], 80% of the occupational accidents
in the construction industry are caused by human error, with at least 49% being due to
unawareness or misjudgment, meaning that they are preventable.

Over the years, various efforts to improve the safety of construction workers have
been made, one of them being the implementation of mandatory safety training. Since 2012,
construction workers in South Korea have been obligated to complete a four-hour basic
safety and health training. The training focuses mainly on introducing various hazards in a
construction site and ways to prevent accidents from happening therein. The workers must
also complete additional training every time they change workplaces or when they operate
special equipment, such as excavators.

However, despite these training sessions and their content, the current safety training
has not resulted in an improvement in accident rates in the construction industry. According
to the Korean MoEL, the construction industry exhibited an increase in the number of
accidents per 1000 workers from 7.48 in 2015 to 9.41 in 2018, in contrast with the downward
trend of accident rates in other industries [2]. The increase in accident rate implies that
the knowledge and skills garnered from the safety training are not being transferred
to the workplace.
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Appl. Sci. 2023, 13, 1135

To enhance the effectiveness of safety training and promote safe working practices
of construction workers, different training methods and technologies are being employed
and tested with the current safety training. For example, advances in the IT sector have
promoted the use of e-learning as a tool for safety training. Compared with the traditional
training method, the use of e-learning has reduced training costs dramatically while the
quality of the training has improved [4].

Recently, the e-learning trend has further advanced with the adoption of virtual reality
(VR) technology. VR safety training allows construction workers to interact in a virtual
environment using a head-mounted display and a controller [3,5]. This allows them to
experience various workplace hazards and practice safe working procedures in a safe,
controlled environment [6,7]. In addition, a systematic review of literature on VR/AR use
in the educational context found that the use of VR/AR technology enhances interactivity,
encourages collaborative learning, and increases learner satisfaction [8]. Furthermore,
owing to the COVID-19 pandemic, the use of VR as a training tool is gaining attention
because it can be conducted with minimal human contact [9].

Although the adoption of VR safety training in the construction industry is rapidly in-
creasing, studies on understanding the factors that increase VR safety training effectiveness
are still lacking. Some studies have focused on developing a VR training system and com-
paring its effectiveness to that of other training methods using ANOVA or a paired sample
t-test as analysis methods; nevertheless, simply demonstrating that the VR method is more
effective fails to explain the reason for its effectiveness. For example, Sacks et al. [10] found
that trainees who completed VR safety training showed higher test scores for certain con-
struction tasks compared with those who received traditional classroom training; however,
the researchers failed to explain the reason for the effectiveness of the VR-trained group in
selective tasks. This type of methodological approach to understanding effectiveness has
led researchers to assert that research on training effectiveness lacks a theoretical basis [11].

Therefore, this study aims to employ a more theoretical approach to explain VR
construction safety training effectiveness. Specifically, we utilize the technology acceptance
model (TAM) to determine the specific features of VR safety training and risk perception
toward occupational accidents that affect the workers’ perception toward VR safety training
and finally, training transfer. Consequently, we aim to provide timely implications for
improving the effectiveness of construction safety training using VR.

2. Theoretical Background

2.1. Training Transfer

Training transfer is defined as the implementation of knowledge or skill obtained from
the training to the actual workplace and is one of the primary criteria for evaluating its
effectiveness [12]. Because the training of human resources requires investing a significant
amount of both time and money, improving the transfer of training has been a persistent
issue for both researchers and practitioners. More specifically, according to Baldwin and
Ford [13], only 10% of the total investment in human resource training and development
leads to the successful transfer of the training content. Increasing the overall transfer
is particularly important, because the accident and fatality rate of construction workers
remains high despite the government-mandated training.

According to prior studies, factors affecting training transfer can be broadly divided
into two categories: individual factors and organizational factors. Individual factors are
related to the trainees’ characteristics or the characteristics of the training content. For
example, job function, job position, or training satisfaction are some widely used individual
factors that affect training transfer [14]. In contrast, organizational factors, such as transfer
climate or organizational support, are related to the characteristics of the organization to
which the trainee belongs [14,15].

However, because this study focuses mainly on identifying the characteristics of VR
training that affect effectiveness, organizational factors are not of interest. Therefore, this
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study develops a research model that focuses on identifying the individual factors and tech-
nological characteristics of the VR construction safety training that affect its effectiveness.

2.2. Modified Technology Acceptance Model

The TAM was developed by Davis in order to explain the effect of a user’s beliefs
on their attitude and behaviour regarding a new technology [16]. Specifically, the TAM
explains that a user’s perceived usefulness and ease of use of a new technology affects
their attitude toward its use, which then affects their behavioural intention and actual
usage behaviour.

TAM is one of the most powerful and commonly used theoretical models for explaining
the adoption of new technologies. It has been utilized to explain and predict the adoption
behaviour of e-commerce, ride-sharing services, and mobile-learning [17–19]. It has also
been revised and extended in follow-up studies, leading to the development of modified
models such as TAM2 and TAM3, which are intended to explain technology acceptance
more effectively by adding factors such as subjective norm and self-efficacy [20,21]. Despite
these moderations, perceived usefulness, perceived ease of use, behavioural intention, and
acceptance/use behaviour remain the key constructs.

TAM itself, however, fails to consider the distinctive features of specific technologies
and contexts. To overcome this shortcoming, researchers have extended the TAM by adding
technological or usage-specific factors that affect the user’s belief. For example, to study
the acceptance of VR in aeronautical assembly tasks, Sagnier et al. [22] analysed the effect
of technology-specific factors, such as pragmatic quality and hedonic quality stimulation.
Similarly, to explain the use of ICT among senior citizens, Guner and Acarturk [23] utilized
social influence, anxiety, and self-satisfaction as external variables affecting the user’s
perceived usefulness and perceived ease of use. Therefore, in the current study, we consider
both technology-specific and usage-specific external variables that reflect the distinctive
features of VR construction safety training.

Another shortcoming of the TAM is that in cases where technology usage is mandatory,
such as a system mandated by company policy, predicting acceptance through usage
intention is rather inadequate. In such cases where users were mandated to adopt a
certain system, satisfaction was found to be an effective predictor of user acceptance or
performance [24]. Therefore, because the adoption VR construction safety training is
mandatory, we adopted training satisfaction as a predictor of user acceptance.

2.3. VR and Telepresence

Telepresence, defined as the feeling of being present in an environment constructed
through certain communication media, is one of the key features that characterize VR [25,26].
In fact, Steuer [25] defined VR as “a real or simulated environment where the user experi-
ences telepresence.”

Furthermore, Steuer [25] introduced two dimensions that influence telepresence within
the VR environment: vividness and interactivity. Vividness, also known as realness, is
defined as the richness of the mediated virtual environment. The higher the number of
senses the medium stimulates and the better the medium replicates the human sensory
experience, the higher the vividness of the VR [27]. Interactivity is defined as the degree to
which users of the medium can manipulate the mediated environment in real time. The
faster the medium responds to the user’s commands, the wider the range of manipulation.
The more similar the response of the virtual environment is to that expected in the real
world, the higher the interactivity [26]. That is, if users feel that they have control over their
actions in the virtual environment, they experience a higher level of interactivity.

A number of studies have employed telepresence, vividness, and interactivity as key
concepts for studying VR adoption. For example, Kim and Ko [28] studied the influence
of the use of VR on flow experience and satisfaction. Their study found that users of VR
showed a significantly higher level of vividness and interactivity compared with those of
traditional 2D media, which led to a higher level of telepresence. They also found that
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telepresence significantly impacted the users’ flow experience, which affected their overall
satisfaction. Other studies such as Jang and Park [29] and Wu et al. [30] found that display
quality and interactivity positively affected the presence felt by the user, which affected
their continued intention to use VR games and credibility of VR news.

In the construction safety training context, studies have not yet focused specifically
on telepresence. Instead, most studies have focused on comparing the effectiveness of VR
safety training and traditional training. For example, Sacks et al. [10] tested the effectiveness
of a VR safety training system compared with that of the traditional training method. The
results showed that while VR safety training showed higher test results for some tasks,
such as stone cladding work, it had no observable advantages in overall safety training.
Other studies, such as that by Zhao and Lucas [3], focused on developing and testing a VR
training program for construction workers.

Because telepresence is a crucial factor that distinguishes VR training from the tra-
ditional classroom training method, understanding how it affects training effectiveness
provides a key implication for our study. Hence, the two dimensions of telepresence are
utilized as external variables of the TAM that affect the trainee’s beliefs regarding VR
safety training.

3. Research Model and Hypotheses

Prior studies on VR safety training have focused mainly on comparing the effectiveness
of the VR training method with that of traditional methods. However, simply comparing
the performance between different training groups fails to explain the reason for the
effectiveness of one training method over another. This has been a major issue in studies
related to measuring training effectiveness. Clark et al. [31] specifically mentioned that
“without a theoretical basis for studying the techniques . . . researchers are often at a loss
either to explain why they are effective or to predict their effectiveness in other settings”.

Therefore, this study aims to provide an explanation for the effectiveness of the use of
VR as a safety training tool. Specifically, by applying the TAM, we explain the effect of the
characteristics of VR construction safety training on trainees’ beliefs regarding VR safety
training, which affect the trainee’s satisfaction and the training effectiveness. Our research
model is presented in Figure 1.

3.1. Modified TAM

The TAM posits that an individual’s belief, specifically their perceived usefulness
and perceived ease of use concerning a certain technology, affects their attitude, usage
intention, and acceptance of the technology. The two cognitive beliefs presented in TAM
are perceived usefulness and perceived ease of use, which are each defined, respectively, as
“the degree to which a user believes that the use of a certain system would enhance their
performance” and “the degree to which a user believes that using a certain system would
be free of effort [16]”.

Prior studies have confirmed the effectiveness of TAM when explaining and predicting
acceptance of a newly emerging technology [32,33]. In a training or education context,
TAM has been utilized to study an individual’s intention to use e-learning or other newly
introduced training tools. For example, Chang et al. [34] adopted the TAM to study the
factors affecting students’ intention to use e-learning. They found that although perceived
ease of use had no significant effect on perceived usefulness, both perceived usefulness and
perceived ease of use positively affected students’ intention to use e-learning. Addition-
ally, Wu and Vu [35] confirmed the positive effect of perceived usefulness and perceived
ease of use on an aviation student’s intention to use an augmented reality maintenance
training system.

Additionally, in cases where technology adoption is mandatory, satisfaction was found
to be an effective indicator of user acceptance. For example, to study the acceptance of web-
based training among construction professionals, Park et al. [24] utilized user satisfaction
as a variable replacing usage intention in the TAM model. Similarly, Nah et al. [36] applied
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‘symbolic adoption’ as an alternative to usage intention regarding the acceptance of an
enterprise system, and measured the construct through items such as ‘I am excited about
using the SAP system in my workplace’.

Therefore, based on prior studies, we defined perceived usefulness as the degree to
which a trainee believed that the VR safety training would enhance their performance, and
perceived ease of use as the degree to which a trainee believed that the VR safety training
would be free of effort. Furthermore, based on studies employing the TAM as a theoretical
basis for studying the acceptance of technologies in a mandatory setting, we present the
following hypotheses:

H1. Perceived usefulness has a positive effect on training satisfaction.

H2. Perceived ease of use has a positive effect on training satisfaction.

H3. Perceived ease of use has a positive effect on perceived usefulness.

3.2. External Variables of TAM
3.2.1. Telepresence in VR

Telepresence is a multi-dimensional concept consisting of vividness and interactiv-
ity [25]. While vividness is determined by the sensory breadth and depth perceived by the
user, interactivity is determined by the response speed, range, and mapping of the VR tech-
nology. In summary, higher levels of telepresence could indicate that the users perceived
the virtual environment as reflecting the real world. Prior studies have utilized these two
dimensions of telepresence to analyze its effect on flow experience or satisfaction [28].

Furthermore, recent studies focusing on the acceptance of VR or AR have utilized
TAM, and they have observed the effect of telepresence on user belief. For example, a study
on the acceptance of AR interactive technology, in which consumers were allowed to try on
clothing products using AR, confirmed the significant effect of presence on the perceived
usefulness and ease of use for both consumers with high and low cognitive innovation [37].
Similarly, Oh and Yoon [38] confirmed the effect of presence on perceived usefulness and
perceived ease of use when adopting haptic enabling technology (HET), which allowed
users to control a virtual environment using touch.

Therefore, to study the effect of telepresence on user beliefs in the VR construction
safety training context, we present the following hypotheses:

H4(a). Vividness has a positive effect on perceived usefulness.

H4(b). Vividness has a positive effect on perceived ease of use.

H5(a). Interactivity has a positive effect on perceived usefulness.

H5(b). Interactivity has a positive effect on perceived ease of use.

3.2.2. Risk Perception: Perceived Vulnerability and Severity

Perceived vulnerability and perceived severity are each defined as an individual’s
perceived probability of a threatening event happening to them and the severity of the
damage the event will cause to their life or health, respectively. In this study, these two
constructs are defined as the probability of an accident occurring to the construction worker
at their workplace, and the damage the accident would do to their health.

Perceived vulnerability and perceived severity are often used in research to study an
individual’s protective behaviour toward a certain threat. They are also often integrated
with TAM as external variables affecting an individual’s perceived usefulness toward
a health-related technology. For example, Ahadzadeh et al. [39] found that perceived
health risk, which is a multi-dimensional construct composed of perceived severity and
perceived susceptibility, has a positive effect on perceived usefulness in the context of
health-related internet use. Furthermore, Hansen et al. [40] found that perceived risk
significantly affected perceived usefulness when studying consumers’ intention to use
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social media for transactions. Dou et al. [41] also confirmed the effect of perceived health
threat on perceived usefulness in a study identifying the factors affecting the acceptance of
M-health technologies.

Because construction workers are especially vulnerable to life-threatening accidents in
the workplace, the level of risk perceived by the worker could have a significant effect on
their perceived usefulness of VR safety training. If they consider themselves to be at risk of
accidents, there is a higher chance they will think that the training content would be useful
in keeping them safe. Therefore, the following hypotheses are presented:

H6. Perceived vulnerability has a positive effect on perceived usefulness.

H7. Perceived severity has a positive effect on perceived usefulness.

3.3. Training Effectiveness

Training transfer is one of the most widely used criterion for measuring training
effectiveness. In several studies, training satisfaction was confirmed to be a significant
predictor of training transfer [42,43]. Therefore, by integrating the TAM with the concept of
training transfer, the following hypothesis is presented:

H8. Training satisfaction has a positive effect on training transfer.

Figure 1. Proposed Research Model.

4. Materials and Methods

4.1. Survey Items

We adopted survey items from prior studies and modified them to fit our research
context. The use of existing survey items assures its validity and accuracy since it has
been vigorously tested after its development [44]. The items related to the TAM were
adopted from Yoon and Kim [45]; Sun et al. [46]; Latif [47]; and Sun et al. [48]. Items
for measuring interactivity and vividness were adapted from Kelley et al. [49]; and Yim
et al. [50]. Perceived vulnerability and severity were measured using the items adopted
from Yoon and Kim [45]; Sun et al. [46]; and Ahadzadeh et al. [39]. Finally, training
transfer was measured using items from Gegenfurtner [42]. In addition, the items were
revised through a pilot test to ensure content validity. The pilot test was conducted with
10 participants who completed the VR training. Items that did not meet the validity criteria
were deleted in the final survey. All items were measured based on a 5-point Likert scale,
ranging from 1 for ‘strongly disagree’ to 5 for ‘strongly agree.’ The survey items are
presented in Table 1.
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Table 1. Survey Items.

Variable Measurement Item

Vividness

VI1. The contents of the VR safety training were very well-defined
VI2. The contents of the VR safety training were very clear
VI3. The contents of the VR safety training were very detailed
VI4. The contents of the VR safety training were very vivid

Interactivity

IN1. I was in control of my navigation through the VR safety training
IN2. I was in control of seeing the contents of the VR safety training
IN3. I was in control over the pace of the VR safety training
IN4. The VR safety training environment responded to my commands quickly and efficiently

Perceived Vulnerability

PV1. I am at risk of suffering from workplace accidents at the construction site
PV2. It is likely that I will suffer from workplace accidents at the construction site
PV3. It is possible for me to suffer from workplace accidents at the construction site
PV4. There is a chance that I will suffer from workplace accidents at the construction site

Perceived Severity

PS1. If I were to suffer from workplace accidents at the construction site, the damage would be severe
PS2. If I were to suffer from workplace accidents at the construction site, the damage would be critical
PS3. If I were to suffer from workplace accidents at the construction site, the damage would
be significant
PS4. If I were to suffer from workplace accidents at the construction site, I will have difficulty with
my work

Perceived Usefulness

PU1. The VR safety training will be helpful for staying safe at the construction site
PU2. The VR safety training is effective for staying safe at the construction site
PU3. Upon applying the knowledge and skills obtained from the VR safety training, I will be less
likely to be injured at the construction site

Perceived Ease of Use
PEOU1. It is easy for me to complete the VR safety training and apply it to my work
PEOU2. I have the ability to complete the VR safety training and fully apply it to my work
PEOU3. I am able to complete the VR safety training and apply it to my work without much difficulty

Training Satisfaction

TS1. The VR safety training contents were relevant to the job I perform
TS2. The VR safety training increased my understanding of the subject
TS3. If I had an opportunity to undergo another safety training using VR, I would gladly do so
TS4. Overall, I was very satisfied with the VR safety training

Training Transfer

TT1. I will try to transfer the knowledge and skills obtained from the VR safety training to the
construction site
TT2. I feel that I am able to use the knowledge and skills gained from the VR safety training at the
construction site
TT3. The VR safety training prepared me well for applying the related knowledge and skills at the
construction site
TT4. I will continuously use the knowledge and skills obtained from the safety training at the
construction site

4.2. Sample

We conducted a survey in April and March 2021 on workers currently working at
construction sites in South Korea. The survey was conducted in-person and prior to the
survey, all respondents completed a VR safety training wherein they experienced common
workplace accidents and were instructed in safe working procedures to prevent such
accidents. The VR training was conducted using an Oculus VR HMD and the contents of the
training were developed by the Korea Occupational Safety & Health Agency (KOSHA) [51].
An example of the VR screenshot is presented in Figure 2.
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Figure 2. Example VR screenshot of the scaffolding task safety training (Source ref [51], 2019, Korea
Occupational Safety & Health Agency).

After eliminating 22 samples with insincere or incomplete responses, a total of 248 samples
were used for the final analysis, resulting in a 92% response rate, which is higher than the
required rate of 80% [52]. Furthermore, according to Hair et al. [53], for our study to have a
statistical power of 80% and a significance level of 5% with a minimum Rˆ2 value of 0.25, it
is recommended that we have at least 70 samples. Thus, sample size was not an issue in
our study. The demographic characteristics of the respondents are shown in Table 2.

Table 2. Demographic Characteristics.

Classification Frequency (N = 248) Percentage (%)

Gender
Male 218 87.9

Female 30 12.1

Age

20s 15 6.0
30s 67 27.1
40s 92 37.1
50s 61 24.6

60 and over 13 5.2

Experience in the
construction industry

<1 year 18 7.3
1–5 years 40 16.1
6–10 years 45 18.1

11–15 years 63 25.4
16–20 years 54 21.8
>20 years 28 11.3

Avg. working hours
per day

<3 h 2 0.8
4–8 h 145 58.5

9–12 h 96 38.7
>12 h 5 2.0

5. Results

We conducted partial least squares structural equation modelling (PLS-SEM) using the
SmartPLS 3.0 program. PLS-SEM has advantages over traditional analysis methods because
it allows for the assessment of measurement error and can predict latent variables using
observed variables. In addition, it effectively analyses the causal relationship between
several complex variables. Furthermore, compared to CB-SEM, PLS-SEM shows greater
statistical power and is applicable when the structural model is complex [54]. Finally, the
PLS-SEM method can analyse ordinal data, such as survey data, based on a Likert scale;
this was also performed in our study [55].

5.1. Measurement Model Testing

Prior to hypotheses testing, we verified the measurement items by confirming their
convergent and discriminant validity. Convergent validity is confirmed when (1) the factor
loadings of the survey items exceed 0.7, (2) the average variance extracted (AVE) of the
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constructs exceeds 0.5, and (3) the composite reliability (CR) and Cronbach’s alpha exceed
0.7 [54]. Furthermore, discriminant validity is confirmed if the heterotrait–monotrait ratio
of correlations (HTMT) for each construct is lower than 0.9 [54]. As shown in Tables 3 and 4,
all the criteria for convergent and discriminant validity were met, confirming the validity
of our measurement model.

Table 3. Convergent Validity.

Variable Factor Loadings AVE CR Cronbach’s α

Vividness 0.784, 0.871, 0.888, 0.902 0.744 0.921 0.885
Interactivity 0.881, 0.902, 0.832, 0.790 0.726 0.914 0.875

Perceived Vulnerability 0.903, 0.942, 0.951, 0.954 0.879 0.967 0.954
Perceived Severity 0.967, 0.962, 0.962, 0.948 0.921 0.979 0.971

Perceived Usefulness 0.934, 0.942, 0.907 0.861 0.949 0.919
Perceived Ease of Use 0.936, 0.947, 0.940 0.886 0.959 0.936
Training Satisfaction 0.867, 0.878, 0.888, 0.875 0.769 0.930 0.900

Training Transfer 0.921, 0.925, 0.914, 0.882 0.829 0.951 0.931

Table 4. Discriminant Validity (HTMT).

VI IN PV PS PU PEOU TS TT

VI
IN 0.744
PV 0.097 0.131
PS 0.180 0.179 0.556
PU 0.521 0.443 0.069 0.260

PEOU 0.487 0.487 0.094 0.185 0.775
TS 0.701 0.677 0.155 0.171 0.642 0.585
TT 0.638 0.533 0.069 0.165 0.588 0.588 0.757

Furthermore, we tested for possible collinearity issues regarding our structural model.
As shown in Table 5, all VIF values were less than 3, confirming that collinearity is not an
issue [54].

Table 5. Collinearity Test (VIF).

PU PEOU TS TT

VI 1.903 1.772
IN 1.867 1.772
PV 1.408
PS 1.449

PEOU 1.362 2.074
PU 2.074
TS 1.000

Note: VI: Vividness, IN: Interactivity, PV: Perceived Vulnerability, PS: Perceived Severity, PU: Perceived Usefulness,
PEOU: Perceived Ease of Use, TS: Training Satisfaction, TT: Training Transfer.

5.2. Hypotheses Testing

We tested our hypotheses using the PLS-SEM method. A bootstrap resampling proce-
dure was performed to test the significance of the paths. The results, including the path
coefficients and the overall explanatory power, are shown in Table 6.
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Table 6. Results of the Hypotheses Testing.

Path Hypotheses Beta Results f 2

PU → TS H1 0.403 ** Supported 0.125
PEOU → TS H2 0.254 ** Supported 0.050
PEOU → PU H3 0.621 ** Supported 0.642

VI → PU H4(a) 0.160 * Supported 0.031
VI → PEOU H4(b) 0.303 ** Supported 0.070

IN → PU H5(a) 0.008 Not supported -
IN → PEOU H5(b) 0.255 ** Supported 0.049

PV → PU H6 −0.088 Not Supported -
PS → PU H7 0.155 * Supported 0.038
TS → TT H8 0.698 ** Supported 0.951

Note: * p < 0.05, ** p < 0.001. Note: VI: Vividness, IN: Interactivity, PV: Perceived Vulnerability, PS: Perceived
Severity, PU: Perceived Usefulness, PEOU: Perceived Ease of Use, TS: Training Satisfaction, TT: Training Transfer.

The results of the hypotheses test showed that the effects of interactivity and perceived
vulnerability on perceived usefulness were statistically insignificant at p < 0.05. Thus, H5(a)
and H6 were rejected. However, all the other hypotheses were statistically significant
and thus supported. Vividness (β = 0.160), perceived severity (β = 0.155), and perceived
ease of use (β = 0.621) had a significant effect on perceived usefulness, whereas vividness
(β = 0.303) and interactivity (β = 0.255) significantly affected the perceived ease of use.
Moreover, both perceived usefulness (β = 0.403) and perceived ease of use (β = 0.254)
significantly affected training satisfaction, which led to training transfer (β = 0.698).

Additionally, while H1, H2, H4(a), H4(b), H5(b), and H7 showed weak effect size
(fˆ2 ≥ 0.02), H3 and H8 showed strong effect size (fˆ2 ≥ 0.35) [56]. The specific fˆ2 value of
each hypothesis along with its significance is presented in Table 6.

Finally, the explanatory power (Rˆ2) of perceived usefulness (Rˆ2 = 0.559), perceived
ease of use (Rˆ2 = 0.258), training satisfaction (Rˆ2 = 0.374), and training transfer (Rˆ2 = 0.487)
all exceeded the required threshold of 0.10, proposed by Falk and Miller [57].

6. Discussion and Implications

6.1. Discussion

By empirically testing our research model, this study aimed to identify the specific
factors of the VR safety training that affected training transfer in the construction industry,
thereby providing guidance for improving the effectiveness of the training. The following
are some important findings based on the hypotheses testing results.

First, the constructs of the TAM, which are perceived usefulness, perceived ease of
use, and training satisfaction, directly and indirectly act as significant predictors of training
transfer. This confirms the usefulness and effectiveness of the TAM in predicting training
transfer behaviour when implementing a new technology; moreover, this is consistent
with the findings of Park et al. [24] and Granić and Marangunić [58]. Furthermore, the
high explanatory power of the TAM constructs also supports the TAM’s usefulness in
our research.

Second, the two dimensions of telepresence, which are vividness and interactivity, sig-
nificantly affected the trainees’ perceived usefulness and perceived ease of use concerning
the VR safety training. Specifically, while vividness influenced both perceived usefulness
and perceived ease of use, interactivity directly affected only the perceived ease of use and
indirectly affected the perceived usefulness. This result is somewhat consistent with the
research of Oh and Yoon [38] and Grabowski et al. [59], which concluded that telepresence
experienced while using HET significantly affects the perceived usefulness of HET. Thus, it
could be concluded that the telepresence felt during the VR safety training had a significant
impact on the trainee’s belief regarding the training, which plays a critical role in increasing
the effectiveness of the training.

Lastly, of the two external factors regarding the trainee’s attitude toward accidents
in the workplace, only perceived severity had a significant effect on perceived usefulness.
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This is consistent with the result of Ahadzadeh et al. [39], who concluded that perceived
health risk, which is a multidimensional construct composed of perceived severity and
perceived susceptibility, has an effect on perceived usefulness in the case of health-related
internet use. Therefore, instilling a sense of alarm, related to occupational accidents, to the
trainees could increase the overall effectiveness of the VR safety training.

6.2. Implications
6.2.1. Theoretical Implications

This study provides an important theoretical contribution in that it analysed the impact
of the use of VR technology on the effectiveness of safety training using the TAM as a
theoretical basis. By developing a theoretical research model, we were able to overcome
the lack of a theory-based approach to the topic of training transfer, which was pointed
out by Kontoghiorghes [11]. Our TAM-based research model could be extended to other
training/education contexts wherein a new technology is emerging as a training tool.

By analysing the survey data using a SEM-based approach, we were able to understand
how the use of VR helps improve the effectiveness of VR safety training. Prior studies
that simply compared the results of different training methods failed to explain or provide
implications on how to improve effectiveness of a newly introduced method. However, the
results of our study could be used for developing and further improving VR safety training
content to increase the training effectiveness.

Finally, we utilize the concept of telepresence, which is the key characteristic that
distinguishes VR technology from other media. By analysing the effect of the two main
dimensions of telepresence, vividness, and interactivity, we were able to understand how
each dimension affects the trainee’s perception toward the training. The results of our
study showed that although both vividness and interactivity are important, the vividness
of the VR directly affects both the perceived usefulness and ease of use for the trainee, and
these are critical factors that affect the effectiveness of the training.

6.2.2. Managerial Implications

Our study also has meaningful practical implications for VR safety training content de-
velopers and training instructors, particularly because the pandemic has caused a dramatic
increase in the demand for training methods requiring less face-to-face contact.

The results of our study showed that a trainee’s belief and attitude toward VR safety
training plays a critical role in enhancing the training effectiveness. These factors are
affected by the vividness and interactivity of the VR, along with the trainee’s perception of
occupational accidents and their own safety.

Therefore, first, content developers should focus on increasing the vividness and
interactivity perceived by a trainee to increase the training effectiveness. Because vividness
is determined by the sensory breadth and depth perceived by the VR user, developers
could use high-definition images captured from a real construction site instead of the
currently used animation-based content. Furthermore, newly emerging VR hardware,
such as haptic suits that provide a feeling of pressure or vibration based on actions in
the virtual environment, could be utilized to provide a richer sensory experience, further
increasing vividness.

To increase the interactivity perceived by the trainee, a higher degree of freedom
during the VR safety training should be provided to allow users to manipulate the virtual
environment in real time. Although response time is not an issue for most VR systems,
the current VR training system fails to provide users with a sense of control over the
pace, navigation, and content while proceeding through the training. According to a
study by Bailenson et al. [60], users who learned physical tasks on a VR training system
reported a higher sense of interactivity when they were provided multiple viewing angles of
themselves, such as a first-person view and a third-person view, in the virtual environment.
Owing to the multiple viewing angles, users easily gained information and real-time
feedback regarding their own movements, which gave them a sense of control over the
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pace and navigation of their own body. Therefore, safety training content developers
should provide features that allow users to switch between multiple viewing angles to
increase their perceived interactivity, and thus increase training effectiveness.

Furthermore, allowing multiple trainees to interact with each other within the virtual
environment could also provide a higher level of freedom and interactivity. The results of
Vidal-Balea et al. [61] emphasizes the importance of shared experience among trainees on
the effectiveness of an AR-based training. Because the construction industry often requires
workers to work cooperatively on a single task, we believe that the development of a social
VR training system could significantly improve the effectiveness of the VR safety training.
However, to create a realistic social VR environment, advances in related technologies, such
as VR cloud and 5G, must be preceded [62].

Both content developers and instructors should focus on increasing a trainee’s per-
ceived severity toward accidents at the workplace. This could be achieved by introducing
not only accident cases and prevention methods, but also the aftermath of these incidents.
Furthermore, the use of VR is likely to increase the severity perceived by the trainees
because it provides a more realistic sensation compared with that experienced when simply
viewing a training video.

Finally, because training satisfaction positively affects training transfer, instructors
should keep track of the trainee’s satisfaction level after the training. A survey that obtains
trainees’ opinion and improves the training based on the obtained feedback could help
increase the overall satisfaction level of future trainees. Furthermore, a continuous survey
may help eliminate the possibility of the Hawthorne effect, also known as the “novelty
effect”. The Hawthorne effect, occurs when a user is not experienced or familiar with a
new technology, thus resulting in elevated levels of motivation and usability [63]. Since
the effect is temporary, a series of surveys would allow instructors to gain a more accurate
understanding of the VR training.

7. Conclusions

This study aimed to elucidate how the use of VR helps increase the effectiveness of
safety training in the construction industry. We proposed a research model, based on the
TAM, to examine the impact of technology- and usage-specific factors of VR safety training
on the effectiveness of training. A PLS-SEM analysis of 248 construction workers in Korea
was conducted. The results supported most of our hypotheses. Vividness, interactivity,
and perceived severity had a significant effect on trainees’ beliefs and attitudes concerning
the VR safety training. Furthermore, the trainees’ satisfaction regarding the training was
crucial in increasing the transfer of the skills and knowledge obtained via safety training.

Our findings provide several meaningful implications for improving the effectiveness
of a VR-based construction safety training. First, creating an immersive virtual environment
that creates a feeling of telepresence is critical for enhancing training effectiveness. This
could be achieved by providing various sensory stimulations through the use of haptic suits
and other related technologies. Also, an interactive virtual environment with a high degree
of freedom must be created. Finally, an effort to keep trainees interested and satisfied must
be made by providing updates based on trainee feedback.

Although our study provided meaningful implications, it is not without its limitations.
First, our survey was only conducted in Korea. Different countries have different training
contents, work practices, and safety regulations. Thus, comparing different cultures may
provide a more generalized result and new implications. Another shortcoming of our study
is that we analysed a limited number of samples only consisting of construction workers.
Future studies could conduct a multi-group analysis between workers and managers, or
between construction tasks. Finally, our study fails to consider the possible bias caused
by the novelty effect. To mitigate the novelty effect, future studies may need to provide
tutorial courses so that the trainee is familiar with the VR before the training begins [64].
Also, a time-series analysis on training effectiveness may provide new implications while
eliminating possible bias caused by the novelty effect.
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Abstract: VR rehabilitation is a rapidly evolving field, with increasing research and development
aimed at improving its effectiveness, accessibility, and integration into mainstream healthcare systems.
While there are some commercially available VR rehabilitation programs, their adoption and use in
clinical practice are still limited. One of the limitations is defined as cybersickness, which is dependent
on human contact with virtual reality products. The purpose of this essay is to raise awareness of
the associated elements that contribute to cybersickness in rehabilitation using immersive VR. The
common factors that influence the amount of cybersickness are user characteristics and device
software and hardware. The Simulator Sickness Questionnaire (SSQ) was used as one of the formal
models for determining the variables related to virtual reality sickness. The systematic review of
the literature and the meta-analysis were chosen by whether the Simulator Sickness Questionnaire
in the articles matched the research criteria. Based on PRISMA guidelines, a systematic review of
the literature was conducted. Twenty-six publications from the recent past were totaled, comprising
862 individuals with ages ranging from 19 to 95, and 49% were female. The highest overall SSQ
mean score for different kinds of symptoms was determined to be 21.058 for brain injuries, with
a 95% confidence interval (CI) of 15.357 to 26.760. Time, content, locomotion, control, and display
types were other elements that contributed to cybersickness and had significant p-values in the SNK
Q-test. The future direction of immersive VR rehabilitation involves the development of immersive
and interactive environments that simulate real-world situations, providing patients with a safe and
controlled environment in which to practice new skills and movements.

Keywords: cybersickness; immersive virtual reality; rehabilitation; Simulator Sickness Questionnaire
(SSQ); systematic review; meta-analysis

1. Introduction

Virtual reality (VR) is a rapidly advancing technology that provides an immersive and
interactive digital environment for users to experience computer-generated simulations
in a realistic and engaging way. This technology has been developing rapidly in recent
years and holds significant potential for various applications, including entertainment,
healthcare, education, and business [1,2]. Among these topics, using VR for healthcare has
been attracting increasing attention in recent years.

Rehabilitation is crucial in clinical and healthcare scenarios as it enables individuals to
regain independence, enhance their quality of life, and reach their full potential in daily
activities. Conceptually, rehabilitation is a multifaceted process that aims to restore physical,
psychological, and social functioning after a period of illness, injury, or addiction. It takes
into account the intricate interplay among biological, psychological, and social factors that
may affect a person’s capacity to function and achieve their goals. Ultimately, rehabilitation
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is a process that considers the whole person and their unique circumstances to support
them in their journey towards optimal health and well-being.

Manual rehabilitation is deficient in providing consistent and personalized feedback
and monitoring. From the user perspective, patients with less motivation and satisfaction
mostly result in obsolete applications [3]. What is more, the characteristics of patients may
even determine the degree of recovery from physical or physiological sickness [4]. Against
this background, many new technologies are seen to be viable options for investigating the
possibilities of high-efficiency approaches.

In 2003, Burdea classified virtual reality therapies for rehabilitation as virtual reha-
bilitation [5]. Since then, virtual rehabilitation has been a significant topic in medical care
for the past 20 years. Formally, virtual rehabilitation is a modern approach that utilizes
virtual reality technology to deliver therapy, assessment, and training to individuals with
various physical and mental conditions. The goal of virtual rehabilitation is to enhance the
traditional rehabilitation process by providing an immersive, interactive, and engaging
experience that can promote motor and cognitive skills, improve functional outcomes,
and enhance the overall quality of life [6,7]. Studying immersive virtual rehabilitation can
advance our understanding of the effectiveness and optimal implementation of this novel
technology for improving rehabilitation outcomes, particularly in populations with limited
access to traditional rehabilitation methods.

Virtual rehabilitation can be divided into different categories based on the types of
conditions it aims to address: cognitive impairment, acquired brain damage, and physical
inactivity [8–10]. Firstly, cognitive impairment might lead to dementia or apathy. This
illness exists with memory, language, and judgment issues that are not severe enough
for patients to interfere with daily activities [11]. Different from cognitive impairment,
acquired brain injuries might be related to head trauma and increase the risk of neural
connection problems. Specific symptoms of brain injuries include stroke or Parkinson’s
in patients who lack the capacity to care for themselves in daily life [12]. Finally, physical
inactivity is more common, and virtual rehabilitation may aid in patients recovering from
physical injuries or increase exercise cognitive abilities [13].

Cybersickness is a phenomenon that arises from exposure to immersive virtual envi-
ronments, causing a range of symptoms, such as nausea, oculomotor, and disorientation. It
is a common challenge in VR applications, and its severity can be influenced by several
factors. Understanding the underlying mechanisms and factors that contribute to cyber-
sickness is crucial for the development of effective interventions to reduce its impact on
users’ experience and promote the safe use of VR technology, especially under virtual reha-
bilitation scenarios. Specifically, we observed that there can be several influencing factors
of cybersickness in virtual rehabilitation. One prominent factor is individual susceptibility,
i.e., people with different physiques have different degrees of motion sickness reactions.
The duration spent on VR equipment also has a great impact on cybersickness. In addition
to user demographic differences, there are several device technological aspects that are
associated with cybersickness, including software and hardware.

Research in this field of cybersickness tends to concentrate on its various elements,
such as its internal and external origins. Meanwhile, the comprehensive review and meta-
analyses of recent studies on cybersickness in immersive virtual rehabilitation contexts
are still lacking. Cybersickness is entangled with virtual rehabilitation. On one hand,
cybersickness can significantly impact the performance of virtual rehabilitation as it can
cause symptoms that interfere with the patient’s ability to engage effectively in therapy.
Nausea, oculomotor, and disorientation can decrease motivation, decrease one’s ability to
concentrate, and increase fatigue, which can limit the patient’s participation in rehabilitation
activities. On the other hand, under specific virtual rehabilitation scenarios, the severity of
cybersickness might also be different from regular cases. Therefore, it is crucial to study
cybersickness in virtual rehabilitation as it helps in understanding the consequences of
cybersickness and helps clinicians and researchers develop effective strategies to minimize
its impact and optimize the benefits of virtual rehabilitation for patients.
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In this paper, we present a systematic review and meta-analysis of the consequences
of cybersickness in immersive virtual rehabilitation. Specifically, we adopted the famous
Simulator Sickness Questionnaire (SSQ) as a measure of cybersickness, which has four
attributes: nausea, oculomotor, disorientation, and overall scores shown in Table 1. There
were sufficient literature review and a series of analyses about the questionnaire. A suffi-
cient literature review and a series of analyses were conducted based on the questionnaire.
The review specifically summarizes participant demographics, including age range, user
symptoms, and usage condition. As mentioned above, brain injuries, cognitive impairment,
and physical inactivity are the primary user symptoms. Additionally, the sorts of VR de-
vices for time, content, locomotion, control, and display are taken into account. Our results
can provide guidelines for possible directions for improving the experience of immersive
VR rehabilitation.

Table 1. Simulator Sickness Questionnaire (SSQ) factors.

Factors Details

Nausea General discomfort, increased salivation, sweating, nausea, difficulty
concentrating, stomach awareness, burping

Oculomotor General discomfort, fatigue, headache, eyestrain, difficulty focusing

Disorientation Difficulty focusing, nausea, fullness of the head, blurred vision, dizzy
(eyes open), dizzy (eyes closed)

2. Materials and Methods

2.1. Searching Process

The INPLASY website (http://dx.doi.org/10.37766/inplasy2023.1.0019, accessed on
9 January 2023) has the most recent version of the systematic review procedure. The
Preferred Reporting Items for Systematic Reviews and Meta-Analysis (PRISMA) guidelines
were used to conduct this systematic review [14], and the checklist is shown in Appendix B.
In this article, a systematic literature search was applied to collect journal and conference
articles related to cybersickness in virtual rehabilitation. This search process covered
the terms as followed: VR OR virtual reality OR HMDs OR virtual environment AND
cybersickness OR simulator sickness OR virtual reality sickness AND rehabilitation OR
rehab OR brain injuries OR cognitive impairment OR physical inactivity. Based on the
PICO model [15], the qualifying requirements were studied (participants, interventions,
comparisons, and outcomes). The included papers mainly focused on the implementation
of rehabilitation interventions for patients with mental or physical symptoms to alleviate
their helplessness. As shown in Figure 1 and described in Section 1, the symptoms can be
divided into three types according to the conditions. Pre- and post-experiments were both
used to compare the differences between before and after use in the tests of these papers,
in which the four attributes of SSQ were employed to measure the subjects’ cybersickness
scores after virtual rehabilitation.

This research was conducted in November 2022 based on papers selected from several
databases: PubMed, Web of Science, Google Scholar, and Scopus. We collected publications
by searching the corresponding websites with the keywords mentioned above. The selected
papers were all recent publications written in English. “virtual reality,” “rehabilitation,”
“cybersickness,” “Simulator Sickness Questionnaire,” and “immersive environment” were
among the most popular heading phrases. The selection criteria included the following:
(1) the subjects utilized the virtual reality product; (2) SSQ scales were used in VR rehabili-
tation; (3) the papers were formal research papers. On the contrary, articles were excluded
if: (1) the products were not virtual reality but mixed reality or augmented reality; (2) the
papers were dissertations or reports; (3) the articles did not include SSQ scales or did not
emphasize rehabilitation; (4) the standard deviations were missing in the results data.
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Figure 1. The main symptoms in immersive VR rehabilitation.

Two independent reviewers examined the research’s eligibility (XL and DBL in the author
list of this paper). Additionally, two reviewers separately conducted a risk-of-bias evaluation
(YA and RHX in the author list of this paper). Regarding the SSQ results, the following
subscale scores have fixed weights: nausea (9.54), oculomotor (7.58), and disorientation (13.92).
Meanwhile, 3.74 is unweighted from the overall score. This is a crucial function in SSQ
computing, which might significantly affect the study findings. The whole informative search
and selection process is shown in Figure 2, together with the PRISMA principles.

 

Figure 2. The PRISMA flow diagram for the systematic review detailing the selection process.
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2.2. Data Analysis

To conduct our investigation, which mostly relied on meta-analysis, we employed
StataSE 14 [16] and Comprehensive Meta-Analysis (CMA) Version 3 [17] for computation.
Specifically, three meta-analysis methods were adopted: SNK-test (Q-test), SMD (forest
plot), and pooled mean.

Firstly, each subscale was calculated together with the Q-test variable analysis, also
known as the conventional test for heterogeneity. Wi is the weighting factor of the ith, and
Yi is the effect size of the ith. M is the average effect size of the number of studies k. In
addition, the Q-test in this formula is called the weighted sum of squares (WSS):

Q =
k

∑
i=1

Wi(Yi − M)2 (1)

At the same time, p-values were utilized to compare the Q-value with a chi-squared
distribution. This probability, called the p-value, was employed to represent significant
differences between the attributes in the study and the SSQ scores, when the value was
lower than 0.05.

Secondly, we studied the STD mean difference (SMD). This is a measure of the effect
size used in statistics to quantify the difference between the means of two groups or
subgroups. When considering subgroups in this study, the SMDs were calculated in the
same way by comparing the means of the three subgroups and dividing by the pooled
standard deviation. It was important to ensure that the subgroups were well-defined and
that any differences between them were appropriately accounted for. The outcomes with
differences are presented in forest plots.

Lastly, the pooled mean was calculated by weighting the mean of each study about
cybersickness by the sample size and dividing the sum of the weighted means by the sum of
the sample sizes across all collected papers. For each of the overall and subscale SSQ scores,
the pooled means of various qualities were calculated, which determined the importance
of cybersickness. Calculations were carried out for the pooled impact evaluation, with 95%
confidence intervals (CI 95%).

The tools and methods mentioned above were utilized to analyze the following factors.
(1) Demographic factors. The age range of the patients was divided into three levels: youths
under 30, adults between 30 and 60, and seniors above 60. This form of division was made
taking into account the cognitive and motor skills of the user. The amount of data regarding
gender differences was insufficient. In addition, there were several different types of patient
symptoms related to virtual rehabilitation including physical inactivity, moderate cognitive
impairment (MCI), acquired brain injuries. Cybersickness-inducing conditions were also
included in the majority of article findings. (2) VR software. We mainly considered the
exposure time of the VR device and the content of the VR application as software factors.
(3) VR hardware. We identified 4 distinct forms of locomotion, 3 different types of control
modes, and 2 types of display modes according to the applications in the collected papers.
In the next steps, we calculated all of the elements related to cybersickness. Some of the
publications had dropout participants, who experienced uncomfortable visual effects.

3. Results

3.1. Study Identification

We found 607 publications in the research articles that met the search criteria. Addi-
tionally, there were 166 articles added from other sources to enhance diversity. After that,
471 submissions were eliminated due to having mismatched subject names or abstracts. In
further detail, there were no investigations into cybersickness and virtual rehabilitation. A
total of 302 papers were successfully evaluated for eligibility. In this eligibility assessment,
116 studies (n = 116) fulfilled the criteria for inclusion, and 26 publications ultimately
completed the measurement requirements for the meta-analysis. Inevitably, some par-
ticipants dropped out of the studies in the middle, but the dropout rate in the selected
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publications was low. The outcomes of the search tactics are shown in Figure 2. Table 2
lists the 26 articles that used the cybersickness measures in virtual rehabilitation interven-
tions. Of the 26 articles reporting airsickness, more than 5 publications included more than
3 experimental groups. The SSQ scores for the before, after, and modified periods were
computed in several papers. Three of the papers compared different patients, including
young, elderly, and older with Parkinson’s disease, in terms of health. Additionally, one of
the publications gathered information from more than 100 participants.

3.2. Study Details

Of the 26 items, 20 had both the SSQ total score and the subscale scores, while only
6 papers contained the total score. Therefore, the SSQ total scores in our study contain
26 items, and the SSQ subscale score values for nausea, oculomotor, and disorientation
contain 20 items. The data were taken from articles that may have had various experiment
settings in the same article. There were 862 people in total that took part in this study.
Analysis of the affiliation shows that five papers originated from the USA, five from
Germany, three from Australia, two from Norway, two from France, two from China, and
two from Korea. Other affiliations included Switzerland, Italy, Denmark, the Netherlands,
Belgium, Ireland, and Poland.

These publications have been featured in journals such as Virtual Reality, Medicine,
Neuroscience Letters, and Frontiers in Virtual Reality. The primary study areas of the review
papers shown on the WOS platform include “Computer Science” (n = 8), “Rehabilitation”
(n = 5), “Engineering” (n = 4), and “Imaging Science & Photographic Technology” (n = 3).
Devices including the HTC Vive, Oculus, Samsung, PlayStation, and Sony were used in the
study tests.

Concerning the ages of the subjects, the participants ranged in age from teenagers
(19 years old) to senior adults (95 years old). The adolescent age range (0–30) had around
311 people, with a mean age of 24.4, while the adult age range (30–60) had more than
200 people, with a mean age of 47.58. Additionally, there were 200 older individuals
(over 60), with a mean age of 71.55. The amount of data regarding gender differences
was insufficient.
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After a thorough analysis, the primary goal was to compile the SSQ total and subscale
scores for the factors that precipitated cybersickness in the field of virtual rehabilitation.
The patients’ specific demography, VR software, and VR hardware are among the most
important aspects of the SSQ scores. Multiple metrics are shown from the systematic review
in Tables 2 and 3, and the full names of each abbreviation are included in Appendix A.
Figure 3 shows the SSQ total scores forest plot. The Chi-Square Test [44] was then used in
this study’s statistical analysis. In the virtual rehabilitation scenario, the characteristics of
the causes with the highest degree of heterogeneity were collected and are shown in Table 4
(standard deviation in means = 0.343, 95% CI = 0.245–0.440). Tables 5 and 6 and Figure 4
show the results of the pooled mean analysis for the overall score (mean = 19.430, 95% CI:
15.678–23.181), nausea (mean = 17.834, 95% CI: 12.723–22.946), oculomotor (mean = 16.365,
95% CI: 11.512–21.218), and disorientation (mean = 21.096 95% CI: 14.059–28.133).

Figure 3. Forest plot of symptom subgroups for SSQ total scores [18–43].
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Table 4. Statistical analysis results for SSQ Scores.

Total SSQ Score Nausea Oculomotor Disorientation

Age Q-value = 0.362 Q-value = 6.103 Q-value = 8.870 Q-value = 1.045
p = 0.835 p = 0.107 p = 0.031 p = 0.790

Symptom Q-value = 6.628 Q-value = 8.472 Q-value = 8.552 Q-value = 10.724
p = 0.036 p = 0.037 p = 0.014 p = 0.005

Inducement
Q-value = 0.744 Q-value = 6.602 Q-value = 10.284 Q-value = 14.920

p = 0.388 p = 0.037 p = 0.001 p = 0.000

Time
Q-value = 10.181 Q-value = 14.032 Q-value = 7.160 Q-value = 18.070

p = 0.017 p = 0.003 p = 0.067 p = 0.000

Content
Q-value = 9.594 Q-value = 12.536 Q-value = 7.990 Q-value = 26.937

p = 0.048 p = 0.014 p = 0.018 p = 0.000

Locomotion
Q-value = 7.864 Q-value = 9.355 Q-value = 7.340 Q-value = 8.396

p = 0.020 p = 0.053 p = 0.059 p = 0.015

Control
Q-value = 21.936 Q-value = 14.530 Q-value = 3.726 Q-value = 9.222

p = 0.000 p = 0.002 p = 0.293 p = 0.026

Display type Q-value = 7.660 Q-value = 21.058 Q-value = 16.903 Q-value = 31.741
p = 0.006 p = 0.000 p = 0.000 p = 0.000

Table 5. SSQ total scores.

Attribute
Total SSQ

n % Mean 95% CI

Age
0–30 8 30.7 20.508 [13.086, 27.931]

30–60 9 34.6 20.853 [14.138, 27.569]
Above 60 8 30.7 16.036 [12.699, 19.372]

Symptom
Brain injuries 7 26.9 21.058 [15.357, 26.760]

Cognitive
impairment 7 26.9 19.242 [11.294, 27.189]

Physical inactivity 12 46.2 18.156 [12.778, 23.534]

Inducement
YES 19 73.1 19.430 [15.678, 23.181]
NO 7 26.9 8.519 [5.599, 11.438]

Time
0–10 min 3 11.5 14.474 [9.165, 19.784]

10–20 min 16 61.5 15.695 [11.559, 19.830]
Above 20 min 5 19.2 26.862 [13.883, 39.841]

Content
Exergame 11 42.3 21.090 [15.695, 26.484]
Training 8 30.7 16.258 [10.063, 22.453]

Video 4 15.4 35.964 [15.833, 56.095]
Scene 3 11.6 14.446 [6.548, 22.345]

Locomotion
Sitting 6 23.1 23.044 [10.847, 35.240]

Standing 7 26.9 24.122 [14.779, 33.464]
Walking 11 42.3 13.686 [10.173, 17.199]
Bicycling 2 7.7 22.330 [14.310, 30.349]

Control
Controller-based 9 34.6 17.537 [12.274, 22.800]

Gesture-based 6 23.1 21.451 [11.341, 31.562]
Gaze-directed 9 34.6 23.953 [12.580, 35.326]

Display Type
3 DoF 16 61.5 21.307 [14.402, 28.213]
6 DoF 10 38.5 19.114 [14.7005, 23.523]

All studies 26 100 19.430 [15.678, 23.181]
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Figure 4. Boxplots for SSQ subscale scores: (a) Age, (b) Symptom, (c) Inducement, (d) Time,
(e) Content, (f) Locomotion, (g) Control, (h) Display Type.
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The methodological quality of the research papers was evaluated using the widely
adopted risk-of-bias analysis. All of the selected results were assessed according to whether
or not the publication included useful SSQ score reference information beneficial to the
ongoing endeavor. Publications without subscale scores were considered to have a low
level of risk of bias.

3.3. Subject Characters and VR Cybersickness

Table 4 shows that the subject’s age was not relevant for determining the degree of
cybersickness in the VR rehabilitation papers. The age range was divided into three groups,
as shown in Table 5: 0–30 (teenagers, n = 8, 30.7%), 30–60 (adults, n = 9, 34.6%), and 60 and
older (elderly, n = 8, 30.7%). Adult participants were the most susceptible to cybersickness
in the total SSQ scores (mean = 20.853, 95% CI: 14.138–27.569), and after they reached the
age of 60, their vulnerability to it gradually declined. Table 6 shows that teens had greater
nausea (mean = 20.212, 95% CI: 15.977–24.447) and disorientation (mean = 25.868, 95% CI:
15.636–36.101) experience than adults and the elderly. What is more, adults suffered more
serious oculomotor symptoms (mean = 17.143, 95% CI: 11.752–22.533) than the others.

There were variations in the symptoms and conditions among the patients who
participated in virtual rehabilitation. The Q-value statistical results in Table 4 show that
nausea (Q-value = 8.472, p = 0.037, p ≤ 0.05 *), oculomotor (Q-value = 8.552, p = 0.014,
p ≤ 0.05 *), and disorientation (Q-value = 10.724, p = 0.005, p ≤ 0.01 **) symptoms and
features of the overall SSQ score (Q-value = 6.628, p = 0.036, p ≤ 0.05 *) were all statistically
significant. In Table 5, we gathered VR rehabilitation cases for our meta-analysis that mostly
addressed brain injuries (n = 7, 26.9%), cognitive impairment (n = 7, 26.9%), and physical
inactivity (n = 12, 46.2%). According to the calculated pooled mean, cognitive impairment
(mean = 19.242, 95% CI: 11.294–27.189) and physical inactivity (mean = 18.156, 95% CI:
12.778–23.534) had lower scores than brain injuries (mean = 21.058, 95% CI: 15.357–26.760).
In order to compare different symptoms, the mean scores, standard deviations, and sample
sizes of the previous and post-available data were collected. As shown in the forest plot of
the subgroup SSQ total scores in Figure 3, in contrast to cognitive impairment (mean = 0.407,
95% CI: 0.266–0.548) and physical inactivity (mean = 0.203, 95% CI: 0.042–0.365), subjects
with brain injuries (mean = 0.470, 95% CI: 0.223–0.716) had a higher strictly standardized
mean of virtual reality sickness.

We also took the inducement circumstance into consideration. According to Kenndy’s
publication [45], SSQ total scores between 10 and 15 indicate substantial sickness, those of
15 to 20 indicate cause for serious worry, and those of 20 or more indicate a simulation issue.
We used this reference as a benchmark and compared it to the original paper descriptions.
By doing this, we formed a judgment on the inducement circumstances of each instance.
Based on the result box plots shown in Figure 4, the non-induced data obviously stand out
and are lower than the induced group.

3.4. VR Software and Cybersickness

In the immersive VR therapies studied, there were three different time durations:
0–10 min (n = 3, 11.5%), 10–20 min (n = 16, 61.5%), and above 20 min (n = 5, 19.5%). From
the SNK Q-test, we were able to determine that there was a significant difference between
the groups in the duration of VR rehabilitation exposure, which was also reflected in the
SSQ scores. The SSQ total scores of times ranging from 0 to 10 min (mean = 14.474), 10 to
20 min (mean = 15.695), and above 20 min (mean = 26.862) are consistent with the trend.
In addition, Figure 4 demonstrates that the scores for the three SSQ subscales increased
steadily higher over time, excluding the outliers’ values. It is evident that prolonged
exposure to a virtual environment screen induced feelings of disorientation (mean = 27.633,
95% CI: 19.786–35.454).

Apart from the condition of time, this study included a total of four different types of
rehabilitation content: exercise games (n = 11, 42.3%), training (n = 8, 30.7%), videos (n = 4,
15.4%), and scenes (n = 3, 11.6%). In our research, it was clear that video had the highest
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mean scores on the SSQ’s overall and subscale scores (total mean score = 35.964, nausea
mean = 32.671, oculomotor mean = 21.590, disorientation mean = 31.916). When compared
to the exergame and training contents, the boxplot in Figure 4 thoroughly demonstrates
the biggest value interval for video material. Additionally, when compared to the video
with the highest score, the exergame’s (total mean score = 21.090, 95% CI: 15.695–26.484)
mechanism may also heighten the symptoms of cybersickness. Among the four SSQ total
score items, the scene (total mean score mean = 14.446, 95% CI: 6.548–22.345) had the lowest
coefficients; it exhibited rotational motions along several axes without dynamic influence.
Note that since scenes only had SSQ total scores, there are no scene types in Figure 4 and
Table 6.

3.5. VR Hardware and Cybersickness

When it comes to hardware factors, in this study, we mainly considered locomotion,
control, and display type.

In Table 4, the total SSQ score (Q-value = 7.864, p = 0.020, p ≤ 0.05 *) and disorientation
(Q-value = 8.396, p = 0.015, p ≤ 0.05 *) are significantly different among the modes of
locomotion. In our study, there were a total of four different modes of locomotion: sitting
(n = 6, 23.1%, total mean score = 23.044, 95% CI: 10.847–35.240), standing (n = 7, 26.9%,
total mean score = 24.122, 95% CI: 14.779–33.464), walking (n = 11, 42.3%, total mean
score = 13.686, 95% CI: 10.173–17.199), and bicycling (n = 2, 7.7%, total mean score = 22.330,
95% CI: 14.310–30.349). Table 6 shows that the bicycling mode had the highest nausea
score (mean = 21.491, 95% CI: 14.254–28.727). Meanwhile, standing led to higher oculo-
motor (mean = 20.162, 95% CI: 10.883–29.441) and disorientation (mean = 22.378, 95% CI:
12.316–32.440) sickness than other locomotion modes. The rankings are shown in Figure 4;
the subscale scores of walking were lower than other locomotion.

As for the control aspect, we studied controller-based, gesture-based, and gazed-
directed modes. A general controller for virtual rehabilitation equipment in a virtual
environment (n = 9, 34.6%, mean = 17.537) was less susceptible to cybersickness. However,
there is still proof that the gaze-directed (n = 9, 34.6%, mean = 23.953) and gesture-based
control modes (n = 6, 23.1%, mean = 21.451) were significantly more uncomfortable than
the typical controller, as shown in the SSQ total scores (Q-value = 21.936, p-value = 0.000,
p ≤ 0.001 ***). Additionally, gesture-based training may have resulted in greater oculo-
motor (mean = 24.669, 95% CI: 10.800–38.538) and disorientation (mean = 20.369, 95% CI:
8.010–32.727) symptoms. These were brought on by the patients’ high vulnerability and
high motion degree. The biggest range value in Figure 4 is for gaze-directed. The patient
has complete freedom to stare anywhere they choose while traveling with the gaze method.
This function causes dizziness and strain on the eyes, which increased the disorientation
score (mean = 30.953, 95% CI: 14.490–47.416).

In Table 4, the values for the display types are significant in the total SSQ scores (Q-
value = 7.660, p = 0.006, p ≤ 0.01 **), nausea scores (Q-value = 21.058, p = 0.000, p ≤ 0.001 ***),
oculomotor scores (Q-value = 16.903, p = 0.000, p ≤ 0.001 ***), and disorientation scores
(Q-value = 31.741, p = 0.000, p ≤ 0.001 ***). According to the boxplot, three degrees of
freedom (n = 12, 60%) had higher subscale scores on the SSQ than six degrees of freedom
(n = 17, 35%).

4. Discussion

The purpose of this systematic review was to gather the current research on cy-
bersickness using SSQ scores, which examine the main consequences of the discomfort
experienced. There are many factors related to cybersickness; this paper mainly concen-
trates on three different aspects, including the subjects’ demographics, software factors,
and hardware factors.
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4.1. Demographic of Cybersickness

The age of subjects may lead to different levels of virtual reality sickness. It has
been found that the elderly may experience eye tiredness much more than adults or
the young [46]. However, in our research, the comparison of the experiments for age
groups showed that the old were not obviously oversensitive when applying virtual
rehabilitation. Compared to older people, younger people and adults might be more
available for interaction in virtual environments, if there are no big difficulties when using
the devices and completing the tests [47]. The scores of the SSQ were also determined
by other factors, such as skills, and not just age. When facing difficult missions, such as
bicycling or gesture-based movement, older people might be unable to finish the process.
More importantly, the SSQ scores for age might be misleading because of the limited number
of cases. This conclusion should be proven by more studies from multiple directions
in the future.

In virtual rehabilitation scenarios, symptoms are more important and worthy of
attention in virtual environment cybersickness.

Firstly, for brain injuries, it has been shown that using immersive virtual rehabilitation
as a treatment option may help individuals with brain injuries train their attention [48,49],
which may affect the subject’s ability to learn new motor skills [50]. Studies on the effects
of virtual reality on vital “theta waves” in the hippocampus have been beneficial. For
instance, virtual reality improved brain activity associated with memory and learning [51]
in the treatment of conditions, including Alzheimer’s disease, stroke, traumatic brain
injury, and Parkinson’s disease. Virtual reality rehabilitation, therefore, offers possible
novel treatments for brain injuries, but the cybersickness evaluation scores are so high that
product developers should pay more attention to reducing the side effects [52]. Virtual
reality provides a secure setting to enhance rehabilitation, particularly with the declining
availability of labor and resources in our aging population.

Secondly, for exam users who have cognitive impairment [53], VR-based treatments
have been used as health promotion tools to enhance mobility, prevent falls, and train
cognitive skills in people who have dementia and those who are at risk of acquiring
dementia. According to studies, virtual rehabilitation technology can be used to improve an
individual’s abilities, such as memory and concentration, and to diagnose attention deficit
hyperactivity disorder (ADHD) through hand or body involvement. The development
of attention skills may delay cognitive aging [54]. A study at the University of Montreal
examined the effects of video games on the grey matter in the area of the brain that
supports memory formation, and the results demonstrated the value of exercise games in
rehabilitation. All symptoms associated with cognitive impairment pointed to the need
for tailored interventions and designed approaches to mitigate the negative effects of
cybersickness [55,56].

Finally, a study revealed that virtual rehabilitation improved the effectiveness of VR
exercise and particularly aided patients with physical inactivity in improving their physical
fitness, muscular strength, and balance [57]. However, there were still flaws in the VR
rehabilitation of physical inactivity. For instance, in the case of conducting a mission with
a set time frame, the poor efficacy of training increased the amount of cybersickness. VR
therapy is beneficial for both youth and the elderly who have gait impairment, vestibular
issue, multiple sclerosis, spinal cord injury, neck discomfort, or chronic pain. However,
when playing the same exercise game or other rehabilitation assignment simultaneously, a
serious disease may cause discomfort and worsen physical or mental conditions [58].

There are individual differences in the severity of cybersickness symptoms based on
personal medical conditions. The SSQ scores for individuals with brain injuries, cognitive
impairment, and physical inactivity indicate more severe cybersickness symptoms in
these groups.
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4.2. Software Factors of Cybersickness

It can be concluded that as the exposure time of the VR facility increases, so does
cybersickness. However, research on exposure to VR suggests that users can have an
adjustment period. After about 15–20 min of exposure to a virtual environment, the
parameters will return to baseline levels. Risi [59] discovered that repeated VR device
exposures during a two-day period did not lower cybersickness levels. Shah [39] and
Heg [27] also demonstrated the probability of SSQ deterioration after adjustment. We could
not lessen the amount of cybersickness until consumers adapted to the virtual world, but
when the interval was too long, it did not make sense. Furthermore, people with brain
injuries are unable to spend an excessive amount of time in an immersive virtual world
since doing so might have long-lasting side effects [34]. As a matter of fact, duration is one
of the key points that leads to varying degrees of cybersickness, and designers should be
more concerned about the interaction time in software engineering.

In addition to the time condition, four different types of rehabilitation contents were
included in this study. The degree of cybersickness might be simply described by task per-
formance in different types of content, including exergames, training, video, and scenes [60].
A user of virtual reality feels completely immersed in their surroundings since the envi-
ronment is computer-generated and contains realistic-looking items and situations. An
immersive content experience is totally different from passive reading, such as static PDF,
stress immersion, and interaction with text [61]. Interactive polls and quizzes, animated
data visualizations and infographics, and 3D images and videos are some of the most pop-
ular forms of immersive content. As for exergames and training, there are many types of
exercise activities related to rehabilitation, including role play, the use of an omnidirectional
treadmill, and others. Video was harder for subjects to get used to and resulted in the
highest levels of cybersickness. This phenomenon may be caused by high-intensity training
that causes one to lose their sense of direction. It has been suggested that exergames and
training has relatively smaller degrees of cybersickness than video content.

4.3. Hardware Factors of Cybersickness

The first hardware factor is locomotion. We can easily infer from the SSQ scores that
those strategies with artificial continuous movement led to higher SSQ scores than those
with discrete movements [62]. For example, sitting may have had a high SSQ score due to
the restrictions on the mobility of bodily movement. When it came to walking, there were
two basic types of conditions: walking on a treadmill and walking in a real zone. According
to Wilson, natural walking without translation causes less illness from cybersickness than
added translation movement. Additionally, as a role player, natural walking resulted in
lower SSQ scores than teleportation. Bicycling may also cause a significant amount of
cybersickness [63].

For control modes, it is important to note that the gaze-directed samples had higher
feelings of discomfort when undergoing the examination. When using the gaze-directed
approach, the VR device sets a pointer in the middle of the screen and a target icon (a white
cylinder) on the ground in the event that the user’s sight crosses the ground. The patient
goes to the desired position by pushing a button. This may increase the difficulty of machine
control. In contrast, the SSQ scores decreased in controller-based and gesture-based settings,
which means that designers should avoid setting gaze-directed control modes.

For the display type, while patients in VR therapy may gaze about in all directions,
three DoF cannot be used to get a closer look at anything in the environment. Patients
only have access to one perspective, and thus, no matter how they move or swivel their
heads in the actual world, they stay still in the virtual one, with higher SSQ scores reflecting
the drawback known as visual–vestibular conflict. The visual and vestibular system
“disconnect” results in a sensory conflict in 3D space. Therefore, six DoF motion is the
foundation of a better VR rehabilitation experience.

69



Appl. Sci. 2023, 13, 5159

4.4. Strengths, Limitations, and Future Works

This paper explores a new area in immersive virtual reality rehabilitation with SSQ
score data collected from more than 862 participants. The results show that factors such
as symptoms, inducement condition, exposure time, content, and hardware controls vary
widely across multiple variants. This article provides a good example for conducting
immersive virtual reality rehabilitation research to benefit the rehabilitation industry. Espe-
cially in the face of high artificial medical costs, it is impossible to hire more therapists in
the digital age.

One limitation of this research is that the number of influencing factors studied is
limited. In addition, due to the limited number of papers included, the conclusions of some
factors may require further research and proof.

For further studies, researchers can explore more influencing factors. For example,
immersive virtual reality rehabilitation can also be further studied in terms of regional
differences, VR equipment, interaction modes, and so on. As the market develops, there are
more and more requests for better use of virtual rehabilitation. The results show that the
SSQ is a useful analytical measure that provides a large amount of valid data. In addition,
two variants of the SSQ have been offered for testing cybersickness in recent research and
have become popular, which are named the Cybersickness Questionnaire and the Virtual
Reality Sickness Questionnaire. These may overcome the shortcomings of the SSQ, which
considers virtual reality as the mian object of study.

5. Conclusions

Cybersickness is a common side effect of immersive virtual reality rehabilitation,
which can negatively impact a patient’s experience and potentially limit the effectiveness
of treatment. This research evaluated the cybersickness-related aspects of VR rehabilitation,
which was achieved by a systematic review of this field and by conducting a meta-analysis
of the SSQ scores. For the demographic factors, the SSQ scores of participants’ ages, symp-
toms, and inducement situations were discussed in this study. We also discussed the VR
device software missions’ time lengths and contents. As for the hardware aspect, locomo-
tion, control method, and display type were also taken into consideration. These three
categories of characteristics exhibited the cybersickness circumstances that affected how
smoothly the experiments operated. With the technological revolution taking place against
the immersive backdrop, it is beneficial for us to enhance the rehabilitation mode [64].
Furthermore, by better understanding VR technology, we will be able to create equipment
that is particularly useful for rehabilitation [65,66].

With proper design and implementation, cybersickness can be minimized, and the
benefits of virtual reality rehabilitation can be fully realized. However, it is difficult to
draw firm conclusions supporting the use of VR in rehabilitation from small-scale studies,
and future directions should focus on more informative or large-scale studies. The FOV,
latency, and realism of immersive VR rehabilitation equipment are improving [67]. Given
the advancement of technology, the impact of cybersickness should be further assessed [68].
For better product engineering, rehabilitation symptoms require more attention. Overall,
while cybersickness can be a significant issue in immersive virtual reality rehabilitation, it
should not discourage the use of this technology in healthcare. With careful attention to
design and patient needs, virtual reality can provide a valuable tool for rehabilitation and
improved patient outcomes.
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Appendix A

Abbreviations Description Abbreviations Description

AD-ACL
Activation–Deactivation

Adjective Check List
AES Apathy Evaluation Scale

CCT
Computerized Cognitive

Training
CERAD-K

A Korean version of the
Consortium to Establish a
Registry for Alzheimer’s

Disease Assessment

CET Cognitive Evaluation Theory DHI
Dizziness Handicap

Inventory

IMI Intrinsic Motivation Inventory DOF Degrees of Freedom

EDQ
Equipment and Display

Questionnaire
GMS Global Motivation Scale

ITC-SOPI
International Test

Commission—Sense of
Presence Inventory

ICU-VR ICU-specific VR

HMD Head-Mounted Display KQOL-AD
Korean Version of Quality of
Life—Alzheimer’s Disease

GEQ
Game Experience

Questionnaire
GDS Geriatric Depression Scale

MCI Mild Cognitive Impairment GSR Galvanic Skin Response

NDI Neck Disability Index NASA-TLX NASA Task Load Index

QoE Quality of Experience RAGT Robot-Assisted Gait Training

VEQ
Virtual Embodiment

Questionnaire
SoP Sense of Presence

SP Spatial Presence RTLX Raw Task Load Index

SMET
Submaximal Tourniquet Effort

Test
PAS

Psychogeriatric Assessment
Scale

QoE Quality of Experience SCR Skin Conductance Response

PQ Presence Questionnaire VRSQ
Virtual Reality Symptom

Questionnaire

UEQ Experience Questionnaire USEQ
User Satisfaction Evaluation

Questionnaire

SS-VAS
Simulator Sickness Visual

Analog Scale
VRISE

VR Sickness or Virtual
Reality-Induced Symptoms and

Effects

SSQ
Simulator Sickness

Questionnaire
SUS System Usability Scale

VSS Visual Symptoms Scale VRCT
Virtual Reality-Based

Cognitive Therapy

VAS Visual Analog Scale TAM
Technology Acceptance

Model
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Appendix B

Section and Topic Item Checklist Item
Location Where Item

Is Reported

TITLE

Title 1 Identify the report as both systematic review and meta-analysis. Page 1

ABSTRACT

Structure summary 2

Provide a structured summary including, as applicable: background; objectives;
data sources; study eligibility criteria, participants, and interventions; study

appraisal and synthesis methods; results; conclusions and implications
of key findings.

Page 1

INTRODUCTION

Rationale 3 Describe the rationale for the review in the context of what is already known. Page 2

Objectives 4
Provide an explicit statement of questions being addressed with reference to

participants, interventions, comparisons, outcomes, and study design (PICOS).
Page 2–4

METHODS

Eligibility criteria 5
Present the systematic review registration number. And specify the inclusion

and exclusion criteria for the review and how studies were grouped
for the syntheses.

Page 4

Information sources 6
Specify all databases, registers, websites, organizations, reference lists and other

sources searched or consulted to identify studies.
Page 4

Search strategy 7
Present the full search strategies for all databases, registers and websites,

including any filters and limits used.
Page 4–5

Selection process 8

Specify the methods used to decide whether a study met the inclusion criteria of
the review, including how many reviewers screened each record and each report

retrieved, whether they worked independently, and if applicable, details of
automation tools used in the process.

Page 5

Data collection process 9
Specify the methods used to collect data from reports, including how many

reviewers collected data from each report, whether they worked independently,
any processes for obtaining or confirming data from study investigators.

Page 5

Data items 10
List and define all outcomes for which data were sought. Specify whether all
results that were compatible with each outcome domain in each study were

sought (e.g., for all measures, time points, analyses).
Page 5

Study risk of bias assessment 11

Specify the methods used to assess risk of bias in the included studies, including
details of the tool(s) used, how many reviewers assessed each study and

whether they worked independently, and if applicable, details of automation
tools used in the process.

Page 5

Effect measures 12
Specify for each outcome the effect measure(s) (e.g., risk ratio, mean difference)

used in the synthesis or presentation of results.
Page 5

Synthesis methods 13
Describe any methods used to explore possible causes of heterogeneity among

study results (e.g., subgroup analysis, meta-regression).
Page 5–6

Reporting bias assessment 14
Describe any methods used to assess risk of bias due to missing results in a

synthesis (arising from reporting biases).
Page 5–6

Certainty assessment 15
Describe any methods used to assess certainty (or confidence) in the body of

evidence for an outcome.
Page 6

RESULTS

Study selection 16
Describe the results of the search and selection process, from the number of

records identified in the search to the number of studies included in the review,
ideally using a flow diagram.

Page 7
Figure 2

Study characteristics 17 Cite each included study and present its characteristics. Page 7

Risk of bias in studies 18 Present assessments of risk of bias for included study. Page 14

Results of individual studies 19
For all outcomes, present, for each study: (a) summary statistics for each group

(where appropriate) and (b) an effect estimate and its precision (e.g.,
confidence/credible interval), ideally using structured tables or plots.

Tables 2 and 3
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Section and Topic Item Checklist Item
Location Where Item

Is Reported

Results of syntheses 20

Present results of all statistical syntheses conducted. As meta-analysis was done,
present for each the summary estimate and its precision (e.g.,

confidence/credible interval) and measures of statistical heterogeneity.
Comparing the groups and describing the direction of the effect.

Figures 3 and 4
Tables 4–6

Reporting biases 21 Present results of any assessment of risk of bias across studies (see Item 18). Page 14

DISCUSSION

Discussion 22
Provide a general interpretation of the results in the context of other evidence

and implications of the results for practice, policy, and future research.
Page 20

OTHER INFORMATION

Registration and protocol 23
Provide registration information for the review, including register name and

registration number, or state that the review was not registered.
NA

Support 24
Describe sources of financial or non-financial support for the review, and the

role of the funders or sponsors in the review.
NA

Competing interests 25 Declare any competing interests of review authors. NA

Availability of data, code and
other materials

26
Report which of the following are publicly available and where they can be
found: template data collection forms; data extracted from included studies;

data used for all analyses; analytic code; any other materials used in the review.
NA

From: Page MJ, McKenzie JE, Bossuyt PM, Boutron I, Hoffmann TC, Mulrow CD, et al. The PRISMA 2020
statement: an updated guideline for reporting systematic reviews. BMJ 2021;372:n71. doi: 10.1136/bmj.n71. For
more information, visit: http://www.prisma-statement.org/, accessed on 9 January 2023.
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Abstract: In recent years, there has been an expansion in the development of simulators that use
virtual reality (VR) as a learning tool. In surgery where robots are used, VR serves as a revolutionary
technology to help medical doctors train in using these robotic systems and accumulate knowledge
without risk. This article presents a study in which VR is used to create a simulator designed for
robotically assisted single-uniport surgery. The control of the surgical robotic system is achieved
using voice commands for laparoscopic camera positioning and via a user interface developed using
the Visual Studio program that connects a wristband equipped with sensors attached to the user’s
hand for the manipulation of the active instruments. The software consists of the user interface
and the VR application via the TCP/IP communication protocol. To study the evolution of the
performance of this virtual system, 15 people were involved in the experimental evaluation of the VR
simulator built for the robotic surgical system, having to complete a medically relevant task. The
experimental data validated the initial solution, which will be further developed.

Keywords: surgical robot; virtual reality; control; simulator; single-incision laparoscopic surgery

1. Introduction

Applications using surgical robots are increasingly used in hospitals, found in an
approximately 5%, although they were unequally distributed. Currently, these applications
have multiple uses, such as abdominal, thoracic, neurosurgical, brachytherapy, pelvic
procedures, and so on [1,2]. These values are quite different from one country to another
based on financial stability, with a large increase in the number of surgical robots in the
private medical sector. The skills of doctors play a vital role in performing surgical tasks
through improved medical outcomes, patient safety, sensitivity, and increased accuracy.
Just as aviation and military simulators have become standard for personnel training, so
too may they have become for the surgical profession. Surgical interventions are performed
with the help of robotic systems to support the surgeon perform these interventions with
higher dexterity and faster responses to intraoperative complications [3].

The first robots used in surgical applications targeted specific parts of the intervention
dealing with bone perforation in orthopedic surgery. In the 1990s, several robotic devices
were introduced for simple tasks, such as the manipulation of the laparoscopic camera. A
cornerstone in robotic surgery was the development of the first two full robotic platforms,
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Zeus and DaVinci, which, controlled from a master console, enabled the surgeon to perform
the entire surgery by manipulating a set of instruments handled by the slave robotic
platform. Following medical and commercial success, the da Vinci robotic platform has
slowly spread throughout the world, even becoming a gold standard in many minimally
invasive procedures. It must be pointed out that from a medical point of view, the robotic
platform is a highly dexterous and accurate advanced tool with zero autonomy, with the
entire procedure being performed by the surgeon [4].

Medically, surgical procedures evolved, also aiming to provide maximum therapeutic
efficiency while minimizing the damage of healthy tissues. Thus, from classical, open
surgery, in the 1980s, an important step was taken towards minimally invasive proce-
dures, followed by the newer techniques which aim to perform the surgery through the
anatomic orifices of the body, i.e., natural-orifice transluminal endoscopic surgery (NOTES)
or through a unique access port, i.e., single-incision laparoscopic surgery (SILS) [5].

SILS is a developing technique due to its limitations in terms of surgeon ergonomics,
instrument crossing, and limited working volume, but most of these negative aspects can
be eliminated using a robotic platform dedicated to this task.

Surgeons need to develop their skills by practicing on robotic training systems that
emphasize complex surgical scenarios, evaluations, and challenges for these skills. Such
surgical training systems are available in two variants, namely: The first training approach
is a classic method which involves the use of actual physical robotic systems on human
phantoms, cadavers and then real patients (under the supervision of an expert in robotic
surgery). This approach has a high cost and limited accessibility because a physical robotic
system is and a mentor are needed to guide the future surgeon, while for live surgeries a
second console must be used. The second training approach is a relatively new technique
that uses VR to create simulators for robotic surgical training as a method to improve
the robotic assisted surgical skills; it is derived from the gaming industry and with the
technological progress it is now able to encompass high detail environments, relevant for
advanced training programs. Furthermore, by using VR simulators, modifiable levels of dif-
ficulty and challenges can be used, where surgeons can also learn to manage unpredictable
events [6]. Thus, these simulators are able to properly train surgeons before entering the
operating room and working with patients. A second, very important advantage of these
simulators is the preplanning of complex cases, when the digital twin of the patient is
loaded and studied before the actual surgery to establish the most efficient approach [7].
Besides this, these simulators offer possibilities to implement new learning methods in a
revolutionary way, yielding optimization of the acquisition of skills and their evaluation,
leading to an overall risk reduction, enhanced medical outcomes, and efficient handling of
any intraoperative complications.

This article describes a study in which a virtual reality simulator is developed for a
medical robotic system for single-incision laparoscopic surgery (SILS). The novel character
of this research consists of the implementation of a new robotic system in a VR environment
and the use of multiple control strategies to perform the surgical act. This enables validation
of the robotic structure before the experimental model is built, enabling its optimization
based on the reported experience by the testers. The use of combined control modalities
is also assessed. The robotic system consists of a parallel robotic module designed to
manipulate a platform which carries three independent robotic modules for the manipu-
lation of the specific instruments used in SILS procedures. The manipulation of the slave
robotic system is carried out from a master console that embeds different end-effectors: a
wristband multi-sensor used to actuate the active instruments and a set of voice commands
proven to be a valid interaction solution for the laparoscopic camera [8]. For the validation
of the surgical task involving the manipulation of the surgical instruments into the body
of a virtual patient, a user must reach specific (predefined) points. The procedure time
is recorded to be used as an efficiency indicator of the training process. The article is
structured as follows: after the introduction, the next section provides the literature review,
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followed by the Materials and Methods section in Section 3. Section 4 presents the results
and discussion, followed by Section 5 in which a summary and conclusions are given.

2. Literature Review

In the current literature, multiple applications can be found that use VR to create a
highly immersive three-dimensional virtual environment that is used as a learning tool
for systems found in the real environment. An example of such an application is found
in a study that focused on developing/improving skills in robotic surgery using VR to
train medical doctors in multidisciplinary surgery [9]. The study used the DaVinci sim-
ulator and included 24 exercises. The study was conducted over a period of 12 months,
with the learning platform providing automated performance metrics and tracking learner
progress. To complete the curriculum, a pre-test and post-test were required for the
21 students who participated in the study. After completing the curriculum, trainees re-
ported improvements in their ability to operate the robotic system, and post-test scores were
significantly higher than pre-test scores. Iop et. al. presented a systematic review of research
related to VR in neurosurgery, with an emphasis on education. Five databases including
thirty-one studies were investigated in this study after a thorough review process. This
study focused on performance and user experience, showing that this technology has
the potential to improve neurosurgical education using a wide range of both objective
information and subjective metrics [10]. Korayem et al. discussed the possibility of us-
ing the Leap Motion Controller to directly control surgical robot arms and laparoscopic
scissors during surgical procedures [11]. In [12], the authors performed a study where
they trained 30 participants on how to configure a robotic arm in an environment that
mimics the clinical setup. These participants were divided into three groups: one group
was trained with paper-based instructions, one was trained with video-based instructions,
and one was trained with VR-based instructions. By comparing the three methods, it
emerged that the participants who used VR for learning gained a better understanding of
the spatial awareness skills needed to achieve the desired robotic arm positioning. Mishra
et al. presented a study that searched and reviewed articles showing numerous applica-
tions of VR/augmented reality (AR) in neurosurgery. These applications included their
utility in the areas of diagnosis for complex vascular interventions, correction of spinal
deformities, resident training, procedural practice, pain management, and rehabilitation of
neurosurgical patients [13]. Covaciu et al. develop upper-limb rehabilitation simulators
using VR [14,15]. Korayem et al. performed a study in which a vision-based contactless
user interface named the Leap Motion Controller was presented. The device can track
the speed, position, and orientation of the surgeon’s hand, being also able to detect the
gestures and movements of each finger and then transfer data to the computer. Via this
controller, a robotic arm that has a laparoscope attached is controlled [16]. Ehrampoosh et al.
presented a new force-sensing instrument that facilitates teleoperated robotic manipulation
and semi-automates the suturing task. The end-effector mechanism of the instrument has a
rotating degree of freedom to generate the ideal needle-insertion trajectory and to pass the
needle through its curvature [17]. In [18], a modular 3-degrees-of-freedom (3DoF) force
sensor that easily integrates with an existing minimally invasive surgical instrument was
presented. Abad et al. presented a haptic exoskeleton that attaches to the hand, consisting of
five 4 ˆ 4 miniaturized fingertip actuators (eighty actuators in total) to provide cutaneous
feedback in laparoscopic surgeries, allowing the user to feel sensations in the form of vibra-
tions produced by the actuators [19]. In [20], a hybrid parallel robot, called PARASURG 9M,
was presented, consisting of a positioning and orientation module, with a kinematically
constraint remote center of motion (RCM) and a dexterous active instrument with wide
orientation angles for the distal head. A study was presented in [21] that demonstrated
improvement in the performance of robotic surgery for beginners after training on a virtual
reality simulator called RobotiX Mentor VR. The skills acquired during training are relevant
to the use of the real robot in clinical practice because they have been transferred to a
realistic model (avian tissue model). VR has also been used in the development of ankle
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rehabilitation simulators for people who suffered strokes. By attaching sensors to the limb,
this simulator can interact with a real person. The data that are taken from the sensors are
sent to an intelligent module to create new levels of exercises and control of the robotic
rehabilitation structure in the virtual environment using machine learning [22]. VR is also
used in the development of simulators in the control of a drone [23]. Luca et al. accom-
plished a study illustrating the potential of training using VR in spine surgery [24]. In [25], a
meta-analysis was conducted in which it was shown that VR improves efficiency in trainee
surgical practice. This study aimed to compare virtual reality with traditional training
approaches, determining if it can complement or replace the training model. Performing
research of the literature, 24 studies were highlighted that provided essential data. The
results of the study suggested a positive effect that was observed during training with the
VR simulator for controlling the laparoscope. Furthermore, this study highlighted that
VR training emphasized crucial aspects for adequate surgical performance. Different VR
systems offer multiple levels of difficulty, providing the student the opportunity to develop
basic laparoscopic skills. Trochimczuk et al. carried out a study in which the concept of
a novel telemanipulator for minimally invasive surgery was presented, and numerical
analysis was carried out to validate the performance of the main system [26]. In [27,28], a
review was made regarding the robots used in laparoscopic surgery. In [29], a study which
mainly proposed to provide context for remote control of laparoscopic devices to improve
the performance of minimally invasive surgical interventions was presented, so that all
patients can have access to qualified surgeons even if they are in another region. First,
with the help of the leap motion controller, the fine movements of the surgeons’ hands, the
position and gesture of the fingers, and an awareness of the changes in the corresponding
angles and coordinates, which were necessary at every moment, are acquired. To control
the laparoscopic gripper, a 5-DOF robotic arm is built that is controlled using data from
the Leap Motion sensor. Batty et al. presented the implementation of an environment
estimation and force prediction methodology to mitigate system communication time
delays for efficient implementation of haptic feedback in a minimally invasive robotic
surgical system [30]. Mao et al. examined the current literature on the effectiveness of VR
simulators regarding surgical skills in medical students, residents, and surgical staff. By
examining the literature, it was concluded that trainees who used VR demonstrated an
improvement in surgical skills, especially compared to those who used traditional non-VR
methods [31]. In [32], a study was conducted that aimed to investigate the satisfaction of
medical students regarding the training in robotic surgery offered at the Medical University
of Varna, Bulgaria with the Da Vinci skills simulator. The results suggested that training
in this field can be achieved even at the student level, using robotic surgery in realistic
scenarios. Lamblin et al. conducted a study at the University of Lyon, France, in which
they enrolled 26 junior specialist trainees to perform laparoscopic salpingectomy exercises
on a VR simulator called LapSim. Junior trainees demonstrated that they improved their
surgical skills following these exercises [33]. In [34], a study was conducted to evaluate
the benefit of training with virtual reality simulation. The study was conducted at the
ALEXEA (Alexandria Endoscopy Association) Center, in collaboration with the Department
of Gynecology and Obstetrics, University Hospital, Campus Kiel Schleswig Holstein, Ger-
many. The laparoscopy virtual reality simulator used was LapSim. The study concluded
that virtual simulation could help teach basic skills in the early stages of training and
provide a good simulation for procedural functioning for resident training. The virtual
simulation demonstrated significant results in most parameters by a reduction in operating
time, improvement in tissue handling, coordination of instruments, and reduction in the
incidence of complications, resulting in an improvement in patient safety.

3. Materials and Methods

The innovative robotic system, PARA-SILS-ROB, was built based on the “master–slave”
architecture, common for any surgical robotic system. This implies “zero” autonomy for
the robot itself, all decisions and operations being performed by the surgeon. The master
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console includes all the necessary elements to enable full control of the surgical instruments,
a task achieved through the slave robotic system. The VR simulation environment presented
in this paper acts, from the user point of view, as a virtual master console where interfaces
can be tested, user skills can be enhanced, and the slave robotic system, embedded as a
digital twin, can be optimized in parallel before its actual development.

In Figure 1, the general architecture of the “master–slave” training system and its
“virtual” counterparts are illustrated. The master console consists of the IMU sensor (having
an accelerometer, gyroscope, and magnetometer); the voice control module, which is used
to select the controlled module of the slave robotic system; other various elements of the
VR environment (e.g., the viewing camera); and the graphical user interface (GUI) used as
a backup solution of the IMU system and to provide additional parameters’ selection. The
slave robotic system consists of three modules: the 6-DOF parallel robot, used to position the
mobile platform (MP), on which the 1-DOF laparoscope module (for laparoscope insertion)
and the two 3-DOF active instruments orientation and insertion modules, used to guide the
active SILS instruments, are placed. According to medical protocol [35], the 6-DOF task is
used to perform instruments’ modules registration, namely to control the mobile platform
and position it at the SILS port, so that the remote center of motion (RCM) of the three
mechanisms match the three corresponding trocar ports. After the registration, the MP
is used for the orientation of the laparoscope, while the active instruments are controlled
via the two 3-DOF modules. A virtual patient is placed within the VR environment, and a
fuzzy logic system is developed to monitor their vital signs (heart rate, temperature, and
oxygen level) and to generate specific alarms displayed on the operator GUI.

 

Figure 1. The SILS master–slave training system.

With focus on the VR environment, the next paragraph describes in detail the main
components of the system from a hardware, software, and interconnectivity point of view.

3.1. The Slave Robotic System

The parallel robotic structure (Figure 2) has six degrees of freedom (DOF) with a mod-
ular construction consisting of three identical kinematic chains positioned along the sides
of an equilateral triangle, connected to a mobile platform through three spherical joints. On
the platform, three independent modules are embedded, each of them handing one instru-
ment: the central module is a 1-DOF mechanism that performs the insertion/retraction of
the endoscopic camera, while the lateral modules are two mechanisms with 3-DOF that
have the role of achieving independent orientation of the mounted active instruments on
the platform. The complete slave robotic structure contains the following main components:

‚ robot rigid frame;
‚ operating table;
‚ kinematic chain 1;
‚ kinematic chain 2;
‚ kinematic chain 3;
‚ instrument orientation module 1;
‚ active instrument 1;
‚ instrument orientation module 2;
‚ active instrument 2;
‚ endoscopic camera.
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Figure 2. The parallel robotic structure and operating table: 1—framework; 2—operating ta-
ble; 3—kinematic chain 1; 4—kinematic chain 2; 5—kinematic chain 3; 6—instrument orientation
module 1; 7—active instrument 1; 8—instrument orientation module 2; 9—active instrument 2;
10—endoscopic camera.

3.2. Singularity Analysis and Workspace of Parallel Robotic Structure

Robot singularity and workspace analyses are achieved to determine potential config-
urations where the mechanism could gain or lose degrees of freedom (becoming uncon-
trollable) and the operational working volume of the robotic structure in order to ensure
safe conditions for the patient [36,37]. Singularity analysis of the 3-R-PRR-PRS parallel
structure with a triangular frame and 6-DOF (Figure 3) is performed based on the kinematic
model [38] of the structure, the CAD model being generated in the Siemens NX software,
while the singularity positions of the structures are generated without assigning numerical
values for the geometric parameters. Siemens NX software can also be used for finite
element analysis (FEA) to determine the maximum deformation and the distribution of
deformation [39], one of the critical factors in ensuring the safety operations of robotic
systems working in the proximity of people [40]. Starting from the kinematic chain of
the robot (Figure 3), the following are defined: LC1, LC2, and LC3 are the three kinematic
chains (type R-PRR-PRS) that are actuated by the prismatic joints, namely q1, q2, q3, q4, and
q5, q6. Each chain contains other three passive revolute joints: R11, R12, and R13 for LC1;
R21, R22, and R23 for LC2; and R31, R32, and R33 for LC3. Each kinematic chain is connected
through a passive spherical joint (S1, S2, S3) with the mobile platform, having the following
geometric parameters: l0 represents the distance between the actuation axes, while l1 and l2
represent the mechanical links that compose the kinematic chains.
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Figure 3. Kinematic diagram of the 6-DOF parallel robot type 3-R-PRR-PRS with triangular frame [41].

Following the solution of the kinematic model of the 3-R-PRR-PRS robot (with a
triangular frame), the six expressions that represent the characteristic equations of the
mechanism (Equation (1)) are determined, which are then be used to calculate the Jacobi
matrices A and B [42].

f1 “ q1 ´ q2 ` 2 ¨ l1 ¨
c

1 ´ d2
1pl1`l2q “ 0

f2 : q2 ´
b

pl1 ` l2q2 ´ d2
1 ´ d14_S1 “ 0

f3 : q3 ´ q4 ` 2 ¨ l1 ¨
c

1 ´ d2
2

pl1`l2q2 “ 0

f4 : q4 ´
b

pl1 ` l2q2 ´ d2
2 ´ d36_S2 “ 0

f5 : q5 ´ q6 ` 2 ¨ l1 ¨
c

1 ´ d2
3

pl1`l2q2 “ 0

f6 : q6 ´
b

pl1 ` l2q2 ´ d2
3 ´ d25_S3 “ 0

(1)

Because the characteristic equations (Equation (1)) were defined to contain expressions
in which the six active joints, qi, i = 1 . . . 6, are free terms of the first degree, the expression
of matrix B is a very simple one, described in Equation (2). The determinant of matrix B is
as follows: det(B) = 1, which leads to the statement that there are no singularities of type I.

B “

»
——————–

1 ´1
0 1

0 0
0 0

0 0
0 0

0 0
0 0

1 ´1
0 1

0 0
0 0

0 0
0 0

0 0
0 0

1 ´1
0 1

fi
ffiffiffiffiffiffifl

(2)

The determinant of matrix B is as follows: det(B) = 1, which leads to the statement
that we have no singularities of type I. The determinant of matrix A has a complex form
which, due to its large dimensions, is be illustrated in an explicit form. Applying several
transformations and simplifications, this could be written as a product of 14 factors, which
can be analyzed independently to determine type II singularity conditions:

detpAq “
ź14

i“1
Fi (3)
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The first factor has a numerical expression (Equation (4)), introducing no singularity
conditions:

F1 “ 108 (4)

Factors 4, 5, and 7 are terms that depend exclusively on geometric parameters, which
can only theoretically become zero as all geometric parameters of the robot that represent
lengths have positive values (Equation (7)):

F6 “ l3, F7 “ l3
1, F9 “ 1

pl1 ` l2q6 (5)

Further analysis of the other factors reveals that some have very complex expressions
and, as such, they are analyzed. Therefore, factor 2 in its initial form has 1698 terms and
degree 21, which is then transformed through combinatorial mathematical operations
and brought to a more compact form, consisting of three terms, two of which are simple
expressions, while the third has 330 of terms and degree 11. The first two resulting terms
are as follows:

F2_1 “ ´1, F2_2 “ cospθq (6)

If the first term does not introduce singularities, the second term introduces a singu-
larity for 0 “ ˘ π

2 , but this singularity is outside the operational workspace of the robot, for
which, under special conditions, θ P “´ π

3 , π
3

‰
, and during the procedure, after inserting the

instruments into the patient’s body, θ P “´ π
6 , π

6

‰
.

For the evaluation of the polynomial equation defined by the third factor, MATLAB
script was developed to evaluate the value of the function in the robot’s workspace, looking
for the following information:

‚ Zero equality;
‚ Very small values of the evaluation result, which could suggest proximity to a singu-

larity zone;
‚ Changes in the sign of the equation from one value to another, which could illustrate

crossing through zero.

The results of these evaluations are presented below, where two examples are high-
lighted. In one, the values of the independent coordinates of the characteristic point of
the mobile platform are varied, and in the second, its rotation angles varied between“´ π

6 ˜ π
6

‰
:

Case 1. Based on the graphical representation of the F2_3 values (computed with respect to
the variation of the linear coordinates of the TCP), no points were identified in the robot
workspace where the value of the factor was zero or close to zero. The range of variation
was as follows:

minpF2_3q “ ´2.2353 ¨ 109

maxpF2_3q “ 2.4313 ¨ 109

minp|F2_3|q “ 1.1629 ¨ 104
(7)

Case 2. Based on the graphical representation of the F2_3 values illustrated in Figure 4
(computed with respect to the variation of the linear coordinates of the TCP), no points
were identified in the robot’s workspace where the value of the factor F2_3 was zero or close
to zero. The range of variation was:

minpF2_3q “ ´1.3435 ¨ 1010

maxpF2_3q “ 1.2066 ¨ 1010

minp|F2_3|q “ 2.9878 ¨ 104
(8)

Sign changes occurred only when switching from one set of input data values to
another, which were generated between the minimum and maximum values. Thus, it can
be stated that this term does not introduce singularities into the robot’s workspace.
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Figure 4. Graphical representation of the values of the term F2_3 for the two cases.

The third factor is presented below:

F3 “ 3 ¨ l ¨ sinpψq ¨ sinpθq ¨ sinpϕq ´ 3 ¨ l ¨ cospϕq ¨ cospψq ` 3
?

3 ¨ l ¨ cospϕq ¨ sinpψq ¨ sinpθq`
6

?
3 ¨ linstr ¨ cospθq ¨ sinpψq ` ?

3 ¨ l ¨ cospθq ¨ sinpϕq ` 3
?

3 ¨ l ¨ cospψq ¨ sinpϕq ` 9 ¨ Lp f `
3 ¨ l ¨ cospϕq ¨ cospθq ´ 6

?
3 ¨ YE ´ 6 ¨ linstr ¨ sinpθq ´ 6 ¨ XE

(9)

In this case, all the calculated values are positive for the entire operational workspace
of the robot, which indicates that this term does not introduce singularities.

The fourth factor is presented below:

F4 “ ´3 ¨ l ¨ sinpψq ¨ sinpθq ¨ sinpϕq ` 3 ¨ l ¨ cospϕq ¨ cospψq ` 3
?

3 ¨ l ¨ cospϕq ¨ sinpψq ¨ sinpθq´
6

?
3 ¨ linstr ¨ cospθq ¨ sinpψq ` ?

3 ¨ l ¨ cospθq ¨ sinpϕq ` 3
?

3 ¨ l ¨ cospψq ¨ sinpϕq ` 3 ¨ Lp f ´
3 ¨ l ¨ cospϕq ¨ cospθq ` 6

?
3 ¨ YE ´ 6 ¨ linstr ¨ sinpθq ´ 6 ¨ XE

(10)

In a similar way, the calculated values are entirely positive for the entire operational
workspace of the robot, which indicates that this term does not introduce singularities either.

The fifth factor is presented next, with similar behavior to the previous two.

F5 “ 2l ¨ ?
3 ¨ cospθq ¨ sinpϕq ` 6 ¨ linstr ¨ sinpθq ` 3 ¨ Lp f ` 6 ¨ XE (11)

The terms F8 and F10, similar in content (but too bulky to represent), have similar
behavior with no negative values for the entire operational workspace of the robot.

T˚
11

“ 2l ¨ ?
3psinpϕq sinpθqlinstr cospθq ` sinpϕqpcospψqZE ´ sinpψqYEq sinpθqq

`2l ¨ ?
3pcospϕqpcospψqYE ` sinpψqZEqq `

´
´ cospϕq2l2 ` l2 ´ 3linstr

2
¯

cospθq2

´6linstrpcospψqZE ´ sinpψqYEq cospθq ´ l2 ´ 3YE
2 ´ 3pZE ` l1 ` l2qpZE ´ l1 ´ l2q

(12)

The term T1̊1 represents the irreducible expression in the term T11 that was again
analyzed with respect to the operational workspace of the robot without registering values
close to zero or changes in sign, with all values being positive.

In the analysis of the term after simplifications, the following expression of the form
is obtained:

Exp “
b`

T1̊2

˘2 (13)

Expression (12) yields elimination of the square root and raising to the power of
2 because the equation resolves the set of real numbers. Analysis of the remaining term,
T1̊2, shows that it only takes positive values for all points considered in the operational
space of the robot, with similar behavior encountered in the case of the next factor of the
determinate, F13.
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By careful analysis, the last factor, F14 has the following form (14):

F14 “ 1b
pF5q2

(14)

By solving this equation in the set of real numbers, it leads to the simplification of the
two factors, which leads to their elimination from the final expression of the determinant of
matrix A.

Thus, it can be concluded that for the operational space of the robot, which takes
into account the orientation angles for the platform around the X and Y axes in the do-
main

“´ π
6 ˜ π

6

‰
, we have no singularity points, therefore ensuring safety conditions for

the patient.
The workspace of the 3-R-PRR-PRS robot was generated using the inverse geometric

model. The working space of the robot was calculated starting from the following geo-
metric values of the main elements of the robot structure: lPM = 760 mm; LFP = 1260 mm;
l1 = 375 mm; and l2 = 400 mm. Using a MATLAB script that embeds the inverse geometric
model of the robot structure. Different configurations of the mobile platform attached to
the robot structure were generated to study the following:

‚ The configuration with respect to the angle (ϕ), which was demonstrated in [42], to
greatly influence the workspace size (Figure 5);

‚ The total workspace of the robot with respect to the required orientation angles for the
endoscopic camera, namely:ψ, θ P r´45˝ ˜ 45˝s.
In Figure 5, the workspace of the robot is evaluated for a vertical position of the

laparoscopic camera (used for the initial steps of the procedure—when the camera is
inserted into the patient), and it can be easily seen that the robot ensures the most efficient
workspace when the angle (ϕ) is around the value of ´60˝.

Figure 6 illustrates the total workspace of the robot with respect to the SILS procedure
where the coordinates of the endoscopic camera and the angles ψ and θ vary between
minimum and maximum values, preserving the angle (ϕ) at the optimum value of ´60˝.
Additionally, for validation, a second workspace is modelled with the angle (ϕ) at the
“classical” value of 0˝. The number of valid points for ϕ = ´60˝ is 13.3 times higher than
for ϕ = 0˝, which points out the importance of using an efficient configuration for the robot
platform (visible even from the density of points).

3.3. The Master Console

The master console consists of a set of hardware and software elements, which are
used to control the slave robotic system. Through the different hardware interfaces, the
user generates motion commands for the active instruments, which are processed by the
software programs, generating the necessary movements at the level of the robot modules
while providing real-time feedback through the endoscopic camera.

3.3.1. The Multi-Modal Master Control Architecture

The block diagram (Figure 7) shows the interconnection of the logical components
in the control system. Control of the surgical robotic system can be performed through
a device attached to the user’s forearm. This device contains a three-sensor module
that includes a gyroscope, an accelerometer, and a magnetometer, and fusion of the
three sensors is carried out for precise positioning. The control device is equipped with an
ESP32 microcontroller used for data acquisition from the sensor module, and these data
are sent to the user interface via the TCP/IP protocol to be processed. Voice recognition is
used to change the control modules for the robotic system.
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(a) (b) 

 

(c) (d) 

 

(e) (f) 

Figure 5. Workspace analysis of the 3-R-PRR-PRS parallel robot. (a) ψ “ 0˝, θ “ 0˝, ϕ “ 0˝;
(b) ψ “ 0˝, θ “ 0˝, ϕ “ ´30˝; (c) ψ “ 0˝, θ “ 0˝, ϕ “ 30˝; (d) ψ “ 0˝, θ “ 0˝, ϕ “ ´45˝;
(e) ψ “ 0˝, θ “ 0˝, ϕ “ ´60˝; (f) ψ “ 0˝, θ “ 0˝, ϕ “ ´75˝.
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ϕ = −  ϕ =  

Figure 6. The total workspace of the 3-R-PRR-PRS parallel robot for ϕ= ´60˝ versus ϕ = 0˝.

 

Figure 7. Interconnection of components.

The control device (Figure 8) attached to the user’s forearm contains the following
components:

‚ Absolute orientation sensor, which includes an accelerometer, magnetometer, and a
gyroscope, model IMU BNO055 [43];

‚ Microcontroller ESP32 [44];
‚ Power supply: 5V DC.

Figure 8. Control device: 1—Absolute orientation sensor, model IMU BNO055, 2—Microcontroller
ESP32, 3—Power supply: 5V DC.
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3.3.2. Software Application Development

The software applications are developed using two programming languages, namely
C# (C Sharp) and Arduino. The Arduino programming language is used to implement
the program that is stored on the ESP32 microcontroller for the control device (Figure 8)
that attaches to the upper limb of the person controlling the surgical robotic system. The
program stored on the ESP32 microcontroller receives data from the sensors embedded
in the control device and encodes them in the format supported by the C# application,
developed using the Visual Studio program. Data transmission from the microcontroller to
the C# application occurs only when there is a change in the values provided by the sensors,
being transmitted using the Wi-Fi network protocol. Both the user application and the VR
application were written using the C# programming language, and the VR simulator was
developed in the Unity development environment. Figure 9 shows the architecture of this
application and how to establish communication between programs.

 

Figure 9. Software architecture.

C# Software Analysis

A graphical depiction of the facilities offered by the software application can be
made using UML diagrams [45]. In Figure 10, the use case diagram that indicates the
functionalities of the software application implemented using C# programming language
is presented [46]. This UML diagram is structured as follows:

‚ Eleven use cases that represent the functionalities of the C# software application.
‚ Three actors:

‚ The user or the external entity that interacts with the C# application.
‚ Script implemented in Arduino.
‚ Unity virtual reality application.

‚ Relations between the user and the use cases and relations between the use cases.

 

Figure 10. UML use case diagram.
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Starting from the functionalities presented in the use case diagram, five classes were
designed and implemented, between which there are composition relations. The UML class
diagram [47,48] represented in Figure 11 presents these five classes, the relation between
them, and the used C# standard packages. These five classes are as follows:

‚ GUI class: enables the user to interact with the C# application. In order to realize the
graphic interface for the user, eight classes from the System.Windows.Forms package
are used.

‚ ArduinoConnexion class: establishes connection with the Arduino script and the
transmission of the data acquired from the sensors.

‚ UnityConnexion class: establishes the connection with the virtual application devel-
oped in Unity.

‚ FuzzyModule class: implements a specific artificial intelligence algorithm [49], based
on the fuzzy technique, to control the robot. For this purpose, three classes from the
AForge.Fuzzy package are used: FuzzySet, TrapezoidalFunction, and InferenceSystem.

‚ C#Main class: constitutes the principal class of the C# application, consisting of
four objects, i.e., one object of each previously presented class.

 

Figure 11. UML class diagram.

User Interface

The user interface was developed to control the surgical robotic system embedded in
a virtual environment using VR technologies. The robotic system can be controlled via the
user interface in two main modes:

‚ manually, by means of buttons and sliders on the user interface;
‚ automatically, using a control device equipped with sensors that attaches to the user’s

upper limb, combined with voice control.

The user interface was developed based on the features specified in the use case dia-
gram, and the steps for using the interface are described in this section. For manual control,
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it is necessary to press the “Manual” button (Figure 12 (1)), which enables the manual
control tools and disables the automatic controls for the user interface. The following
commands are used for manual control:

‚ To establish the connection between the user interface and the virtual reality appli-
cation through the TCP/IP protocol, the “ConnectVRApp” button must be pressed
(Figure 12 (2));

‚ Data transmission between the user interface and the virtual reality application starts
only after pressing the “StartApp” button (Figure 12 (2));

‚ Control of the robotic system is performed by means of sliders (Figure 12 (3)),
as follows:

� Laparoscope insertion: insert the laparoscope (Figure 2 (9)) into the virtual
patient’s body;

� Control orientation instrument 1: control the orientation of instrument 1
(Figure 2 (5));

� Insert instrument 1: inserting instrument 1 into the body of the virtual patient
(Figure 2 (6));

� Control orientation instrument 2: control the orientation of instrument 2
(Figure 2 (7));

� Insert instrument 2: inserting instrument 2 into the body of the virtual patient
(Figure 2 (8));

� Kinematic chain control: are controlled the kinematic chains of the robotic
system structure (Figure 2 (3–5));

‚ For visualization in the virtual reality application from several angles, five viewing
cameras can be set (Cam1...Cam5), and organ visualization in the virtual patient’s
body is enabled by pressing the “ON” button (Figure 12 (4));

‚ By means of the sliders, the user can control the robotic system to insert the laparo-
scope and the two active instruments within a recorded time in defined points that
are positioned on the kidneys, and when the three points are reached, the stopwatch
stops and the elapsed time is recorded in a file (Figure 12 (5));

‚ Setting values for three virtual sensors (heart rate (HR), temperature, and oxygen(SpO2))
that are attached to the virtual patient (Figure 12 (6));

‚ Fields in which messages are displayed for monitor virtual sensor values and collisions
when inserting instruments into the virtual patients.

Automatic control is enabled in the user interface by pressing the “Automatic” but-
ton, which in turn disables the manual control tools. Switching the user interface to the
automatic control mode can be carried out through the following steps:

‚ In order to create the connection between the microcontroller and the C# application
(user interface) found on the computer via the Wi-Fi network protocol, the “Connec-
tionESP32” button must be pressed, and from that moment the “DisconnectionESP32”
(Figure 13 (2)) status appears on the button on a red background;

‚ By pressing the “Start” button, the “Stop” status appears on the button (Figure 13 (2)),
and from that moment the data from the microcontroller are transmitted to the C#
application. For optimal functioning of the sensors, they are calibrated by moving
the sensors of the device attached to the user’s upper limb on three axes; when the
calibration is successfully executed in the “Calibration status” field, the status “ON”
(Figure 13 (2)) appears on a yellow background. After the calibration is successfully
accomplished, the sensors can be used to control the robotic system.

‚ In order to make a connection between the C# application and the virtual reality
application via the TCP/IP protocol, the “ConnectVRApp” button must be pressed,
and the virtual reality application starts, and from that moment the connection is
created, and the status of the button reads “Disconnection” on a red background
(Figure 13 (3)). In order to make data communication in both directions between the
C# application and the virtual reality application, the “StartApp” button must be
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pressed, and from that moment the data communication starts, and the status of the
button becomes “Stop” on a red background (Figure 13 (3)).

‚ In order to be able to use the control device with sensors that are attached to the
user’s upper limb, the “Start Control Speech rec.” button must be pressed, and af-
ter pressing the button, its color changes to yellow-green (Figure 13 (4)). Pressing
the button starts the stopwatch (Figure 13 (5)) and activates voice recognition com-
mands that are combined with the sensors’ device commands to control the robotic
system from within the virtual reality application. When activating the command
via voice recognition, the color of the activated button changes from blue to yellow
(Figure 13 (4)). The following describes these commands as follows:

� KCC are controlled the kinematic chains of the robotic system structure
(Figure 2 (3–5));

� Lap: laparoscope control (Figure 2 (9));
� CM 1: the module for controlling the rotation and insertion of the instrument

1 (Figure 2 (5,6));
� CM 2: the module for controlling the rotation and insertion of the instrument

2 (Figure 2 (7,8));
� Stop C: Stop control of the robotic system (Figure 13 (4));
� Cam 1 . . . Cam5: Five viewing cameras are used for different angles in the

virtual reality application (Figure 13 (4));
� Organs Visualization ON: command used to visualize the internal organs of

the virtual human patient (Figure 13 (4));

Figure 12. User interface: manual control.

‚ Upon touching each point positioned on the kidney by the laparoscope and the
two active instruments, one LED lights up, and when both points have been successfully
touched, the stopwatch stops (Figure 13 (5)), and the time is recorded in a file.

‚ Field for setting sensor (Figure 13 (6)) values (heart rate, temperature, and oxygen)
that are attached to the virtual human patient;
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‚ Field where messages are displayed regarding the condition of the virtual human
patient from a medical point of view (Figure 13 (7)) by monitoring using three sensors
(heart rate, temperature, and oxygen). In this field, messages alerting the user of the
robotic system regarding the detection of collisions that may occur between the active
instruments and the internal organs of the virtual human patient during the surgical
procedure are also displayed.

Figure 13. User interface: automatic control.

Figure 14. Block diagram of a fuzzy logic system.

Program for ESP32 Microcontroller

The embedded script for the ESP32 microcontroller was programmed and developed
in an open-source programming environment called Arduino software (IDE) in the Arduino
programming language. The following libraries were required in order to write the control
script for the microcontroller:

‚ utility/imumaths.h: library for mathematical methods;
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‚ Adafruit_Sensor.h, Adafruit_BNO055.h: library for BNO055 sensor use;
‚ Wi-Fi.h: library use for Wi-Fi network protocol;
‚ Wire.h: library for communication of ESP32 microcontroller with BNO055 IMU sensor.

After the C# application is connected to the Arduino script and while the connection
is active, the data from the sensors are processed by the ESP32 script and encoded into a
format supported by the C# application so that it can be sent later.

3.3.3. Artificial Intelligence Based on Fuzzy Logic for Detecting and Avoiding
Unforeseen Events

Artificial intelligence agents based on fuzzy logic are used to create systems that detect
and avoid unforeseen events. Fuzzy logic systems are an approach to variable processing
that resembles human reasoning, with an approach that mimics human decision making.
Fuzzy systems make an extension of classical sets by associating a function that returns a
value between 1 and 0. Where it is difficult to implement a traditional control system, fuzzy
logic can intervene. A block diagram of the fuzzy logic system can be seen in Figure 14. To
activate rules, a fuzzification process is designed which transposes numerical expressions
into fuzzy sets, which in turn associate fuzzy sets, corresponding to linguistic values. Rule
manipulation is implemented by the inference motor which applies transformation of
rule sets to fuzzy sets. To make a transformation from fuzzy sets to numerical values, the
defuzzification process is used [50].

 

Figure 15. Fuzzy sets corresponding to events related to sensors.

To implement the fuzzy logic system, an open-source library called AForce.NET was
used, implemented using the C# programming language. The scope of such a system in
the entire surgical robotic application is to provide relevant information about the patient,
considering the ongoing surgical operation. For this surgery application, two fuzzy logic
systems were used as follows:

‚ For the first system, three virtual sensors (heart rate, body temperature, and blood
oxygen level) were attached to the virtual patient and configured in such a way as to
obtain distinct information about the patient’s biological signals by emitting visual
signals of alarm (Figure 13 (7)) if these parameters are about to change in such a way
that the patient’s life is endangered. Furthermore, a series of relationships between
the parameters of these signals was created, starting from the premise that the change
in the values of a signal can lead to the change in the values of another biological
signal important for the safety of the patient, for example, the decrease in the level
of oxygen in the blood can lead to tachycardia. The system can be integrated as
suggestive behavior in the control of the robotic system, considering that any change
in the patient’s medical condition can reconfigure the command the robot receives.
The system architecture consists of three inputs: heart rate signal, temperature, and
blood oxygen level. For prediction, the system has an output to display future events,
as can be seen in Figure 15.

The five output variables (Figure 15) are interpreted by the system as follows:

1. Between values 0 and 10, the output is “Danger Bradycardia”;
2. Between values 15 and 35, the output is “Bradycardia Alert!”;
3. Between values 40 and 60, the output is “Biological signals are within normal parameters”;
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4. Between values 65 and 80, the output is “Tachycardia Alert!”;
5. Between values 85 and 100, the output is “Danger Tachycardia”.

‚ The second fuzzy system is used to detect collisions between the active tools and the
organs of the virtual human patient (Figure 16). During the control of the robotic
system when the three instruments are inserted into the body of the virtual human
patient, these instruments may touch other organs than the desired ones and, as such,
sets of rules are implemented that alert the user of the robotic system through messages
(Figure 13 (7)) when an unwanted collision with another organ is happening or is
about to happen.

Figure 16. Laparoscope insertion.

The architecture of the system consists of two inputs: collision ribs and collision
internal organs. For prediction, the system contains an output for displaying events, as can
be seen in Figure 17.

Figure 17. Fuzzy sets corresponding to events related to organs collision.

The four output variables (Figure 17) are interpreted by the system as follows:

1. Between values 0 and 20, the output is “No collision occurs”;
2. Between values 30 and 45, the output is “Danger: Rib collision!”;
3. Between values 55 and 60, the output is “Danger: Organ collision!”;
4. Between values 80 and 100, the output is “Danger: Rib and Organ collision!”.

3.3.4. Virtual Reality Application

The parallel robotic system from virtual reality is designed to manipulate instruments
using the single-incision laparoscopic surgery (SILS) procedure. This procedure represents
a very good alternative for most minimally invasive procedures, offering a reduced hos-
pitalization time [51], a shorter recovery time, and better aesthetic results compared to
other procedures [52]. The virtual robotic system is controlled via the user interface by
combining two types of controls. Before starting the VR application, the user attaches the
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control device to their wrist (Figure 2) and performs the calibration. To start the application
from the user interface, the automatic control mode must be selected and the connection
between the ESP32 microcontroller and user interface must be established. Pressing the
“Start Control Speech Rec.” button activates the ability to control the robotic system through
the following commands by voice recognition:

‚ KCC: the background becomes yellow, and the user can control the kinematic chain of
the robotic structure (Figures 2–4) by rotating the upper limb in the horizontal plane
(parallel to the xOz plane) around the axis Oy (Figure 18a);

‚ Lap: the command is activated by voice recognition, the background becomes yellow
(Figure 13 (4)), and the user can control the insertion and removal of the laparoscope
(Figure 2 (9)) by a movement of rotating the upper limb in the vertical plane (parallel
with the plane yOz) around the axis Ox of the upper limb (Figure 18b,c);

‚ CM 1: the background becomes yellow (Figure 13 (4)), and the user can control
rotation module 1 (Figure 2 (5)) by a rotation movement of the upper limb in the
vertical plane (parallel to the plane yOz) around the Ox axis (Figure 18e). After
positioning rotation mode 2, the user can insert and remove active instrument 2
(Figure 2 (6)) through a movement of rotation of the upper limb in the vertical plane
(parallel to the yOz plane) around the axis Ox of the upper limb (Figure 18b,c);

‚ CM 2: the background becomes yellow (Figure 13(4)), and the user can control
rotation module 2 (Figure 2 (7)) through a movement of rotation of the upper limb
in the vertical plane (parallel to the plane yOz) around the Ox axis (Figure 18,f).
After positioning rotation mode 2, the user can insert and remove active instrument 2
(Figure 2 (8)) through a movement of rotation of the upper limb in the vertical plane
(parallel to the yOz plane) around the axis Ox of the upper limb (Figure 18b,c);

‚ Stop C: the background becomes yellow (Figure 13 (4)), and the user stops controlling
the robotic system;

‚ Cam1 . . . Cam5: the background becomes yellow, and the user can change the viewing
angle of the cameras;

‚ Organs Visualization ON: the background becomes yellow (Figure 13 (4)), and through
this command the user can visualize the internal organs of the virtual human patient.

   
(a) (b) (c) 

   
(d) (e) (f) 

Figure 18. Rotation of the upper limb. (a) Around the Oy axis. (b–f) Around the Ox axis.
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When operating the robotic surgical system, the user must insert two active instru-
ments and a laparoscope through a trocar that is positioned on the body of a virtual human
patient (Figure 19a). Before the instruments can be manipulated, it is necessary to make
a setting for three virtual sensors: heart rate, temperature, and oxygen from the “Patient
Sensors” field (Figure 13 (6)). By changing the values of the sensors on the user interface in
the “Patient monitoring” field, messages appear (Figure 13 (7)) in order to warn the user of
the robotic system about possible medical problems. When manipulating the laparoscope
and the two active instruments, accidental contact with internal organs can happen. These
events are monitored by the fuzzy algorithm which reports any such event. For the user to
be able to monitor the performance while operating the robotic system, three spheres are
introduced that the user must touch with the laparoscope and the two active instruments
(Figure 19b) while recording the time. When the targeted sphere is touched, the color of
the background element changes to yellow for the three instruments (Figure 13 (5)). When
the user successfully touches the spheres with the corresponding instruments, the timer
is stopped.

(a) (b)

Figure 19. Operating the robotic surgical system. (a) Insertion of instruments through a trocar;
(b) points to be reached by instruments.

4. Results and Discussion

4.1. Experimental Validation
4.1.1. Participants

Fifteen healthy subjects (nine men and six women with a mean age of 31 years)
participated in the experimental study after giving their informal written consent. To
perform the experiment, all participants used their dominant upper limb and a headset
with a microphone to control the robotic surgical system. Only two subjects knew the
intention of the experiment, and the other subjects had no prior practice in controlling the
surgical robotic system. Demographic details of the participants are shown in Table 1.

4.1.2. Performance Evolution

In this study, the performance of each participant included in the experiment is
analyzed. Before controlling the surgical robotic system, each participant attached a
bracelet with sensors to their wrist (Figure 8).

The goal for the participants in this experiment was to operate the robotic system in
such a way as to insert the two active instruments and the laparoscope through the trocar
(Figure 19a) into the body of the virtual patient and reach three target areas marked by three
spheres (each sphere is assigned to an instrument). When inserting the instruments, to be
able to visualize the contact with the spheres, the “Organs Visualization ON” command is
activated on the user interface (Figure 13 (4)), and from that moment the internal organs of
the virtual human patient can be seen. Successful contact between the instrument and the
target sphere is indicated on the user interface through an associated element by changing
the background from blue to yellow (Figure 13 (5)). When the three spheres are touched by
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the three instruments, the timer stops, and the elapsed time is recorded in a file. Figure 20
presents the performance of each participant in the experiment.

Table 1. Demographic details specific to the participants included in the experiment.

Subject Age Gender

1 42 m
2 25 f
3 22 f
4 43 m
5 35 m
6 36 m
7 43 f
8 24 f
9 22 m
10 43 m
11 26 m
12 23 f
13 30 m
14 24 f
15 27 m

 

Figure 20. Performance results of users of the surgical robotic system.

5. Summary and Conclusions

This article presents a study for the development of a virtual reality simulator of
a robotic system for single-incision laparoscopic surgery (SILS). The VR environment
represents an efficient solution for the validation of different features of the robot and the
assessment of different interfaces that can be used for slave robot control, as well as an
efficient training environment for young surgeons. By also integrating a “digital twin” of
the innovative robotic structure, dimensional optimization can be achieved by running
different medically relevant scenarios.

The theoretical study on the singularities of the slave robotic platform demonstrated
its feasibility for the surgical act in terms of safety in operation. Workspace analysis enabled
the identification of the most efficient configuration of the robotic system to maximize its
operational working volume.
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From the master console, the user can interact with the virtual robotic system using
either voice commands or a wristband attached to the forearm. While voice commands
have been previously used in surgery, the use of a wristband is a new approach. The
team aims to evaluate the stability of the solution, the user acceptance, and the learning
curve to determine the feasibility of this approach. The VR platform also supports the
loading of simulated patient data (heart rate, temperature, and oxygen level), which
can reproduce different critical situations. In the first iteration of the VR simulator, a
demonstrative exercise was implemented to test the user performance, to test the acceptance
levels with respect to the wristband utilization, and to assess the motion capabilities of the
robotic system.

Regarding future improvements, the assessment of accuracy during the use of the
VR simulator by the users will be considered. A special set of simulated incidents during
different stages of the procedure is also targeted for implementation to assess the reaction
of surgeons in critical, unexpected conditions [53].

6. Patents
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Abstract: The progress of commercial VR headsets largely depends on the progress of sensor technol-
ogy, the iteration of which often means longer research and development cycles, and also higher costs.
With the continuous maturity and increasing competition of VR headsets, designers need to create a
balance among user needs, technologies, and costs to achieve commercial competition advantages.
To make accurate judgments, consumer feedback and opinions are particularly important. Due to the
increasing maturity in the technology of commercial VR headsets in recent years, the cost has been
continuously decreasing, and potential consumers have gradually increased. With the increase in
consumer demand for virtual reality headsets, it is particularly important to establish a perceptual
quality evaluation system. The relationship between consumer perception and product quality
determined by evaluations of experience is improving. Using the research method implemented in
this work, through semi-structured interviews and big data analysis of VR headset consumption, the
perceptual quality elements of VR headsets are proposed, and the order of importance of perceptual
quality attributes is determined by questionnaire surveys, quantitative analysis, and verification. In
this study, the perceptual quality elements, including technical perceptual quality (TPQ) and value
perceptual quality (VPQ), of 14 types of VR headsets were obtained, and the importance ranking of the
VR headsets’ perceptual quality attributes was constructed. In theory, this study enriches the research
on VR headsets. In practice, this study provides better guidance and suggestions for designing and
producing VR headsets so that producers can better understand which sensor technology has met the
needs of consumers, and which sensor technology still has room for improvement.

Keywords: sensor technology; human–computer interaction; VR headsets; consumption big data;
perceived quality; perceived quality framework; PQAIR

1. Introduction

With the rise of emerging technologies such as 5G, artificial intelligence, and virtual
reality, the development of intelligent wearable devices has been accelerated. Human–
computer interaction has been widely used in people’s daily lives. It brings great con-
venience while profoundly changing people’s work, entertainment, and lifestyles. The
relationship between humans and machines has entered the era of human–computer inter-
action; rather than constituting a single way for human beings to obtain information from
computers, we are gradually realizing the development of this relationship into a two-way
accurate transmission of information [1]. VR headsets can provide people with a wealth of
entertainment and professional applications and are an important device to help people
participate in the era of human–computer interaction. The current, rapid development
of computer technology, image processing, multimedia technology, sensors, and network
technology has brought new possibilities for virtual reality technology. People can interact
with the virtual world with experiences that seem more real than they were previously [2].
When people wear VR headsets, they can be in a three-dimensional world, giving them a
new sense of reality [3]. To achieve an immersive effect, the application of various sensor
technologies is very important. In recent years, research into VR headsets has focused more
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on the optimization of various sensing technologies such as distance sensors, tactile sensors,
and force sensors. These studies have verified the necessity and feasibility of technological
progress from a technical point of view. However, few studies have discussed and verified
the rationality of the optimization of various sensing technologies from the perspective of
consumers. In the face of increasingly fierce competition in the market, this paper believes
that researchers and producers need to pay more attention to consumers’ opinions and
feedback while studying the iteration of sensor technology.

According to TrendForce, a data website, global VR headset equipment shipments
reached about 8.58 million units in 2022, and it is predicted that global VR headset equip-
ment shipments will soar to 10.35 million units in 2023, an increase of 20.6% over the
same period in the prior year. Based on the theory of perceptual quality, this study aims
to determine the importance ranking of the perceptual quality attributes of VR headsets,
and provide a reference for manufacturers to design and manufacture VR headsets from
consumers’ perceived quality.

2. Literature Review

2.1. Research on VR Headsets

At present, the research on VR headsets can be roughly divided into two directions:
one is the technologies used and the other is the applications.

In relation to VR headset technologies, VR headsets are the integration products of
software and hardware technologies. For example, they integrate computer graphics, digital
image processing, multimedia technology, sensor technology, artificial intelligence and
other software technologies [4]. Through VR headsets, users can interact with computer-
generated visual outputs, such as visualization options and animations, which float in front
of the user. Many scholars have studied the visual system of VR headsets, because the
visual system is the core element [5]. For example, Lu discusses how to improve the VR
eye tracking system to achieve better tracking results [6]. Xu discusses how to improve
the performance of tactile sensors and force sensors for wearable devices, including VR
headsets [7]. Dempsey and Rossz study the software and hardware technologies of VR
headsets as a whole by evaluating the HTC Vive and Razer OSVR HDK, respectively [8,9].

The research on the applications of VR headsets is another direction of study in the
academic world, which includes the analysis of VR technologies’ current applications
as well as its prospects in these fields, such as medical care, games, education, sports,
fashion, tourism, and so on. In the medical field, for instance, VR technology has been
used as a treatment for PTSD [10] and for rehabilitation training after a stroke [11]. Three-
dimensional gaming is an important field of VR applications, and the evolution of the game
also plays a certain role in promoting the development of VR technology. More games are
evolving in the direction of VR technology [12]. In the field of education, VR headsets have
the advantage of breaking the limitations of time, space, and resources. Through human–
computer interaction and immersive experience, a student’s imagination is stimulated, and
teaching is realized by playing. Furthermore, VR headsets can avoid some experimental
operation risks [13]. VR headsets can also help athletes to carry out dynamic balance and
reaction time [14]. Chen combines VR technology with MTM (MadetoMeasure) which
allows people to try on clothes at home [15]. If you want to travel, you can experience
global cultural heritage through VR headsets staying at home [16].

2.2. Research on the Co-Occurrence Map of VR Headsets Based on Sensor Technology

Sensor technology is one of the core technologies of VR headsets. VR headsets on the
market usually have sound sensors, IMU (Inertial Measurement Unit), distance sensors,
Hall sensors, tactile sensors, mechanical sensors, optical sensors, and so on.

In this paper, the Citespace software was used to search for papers on the Web of
Science over the past ten years, which are listed on SCI, SSCI, and AHCI, and are related
to “VR Headset”. A total of 823 related articles were retrieved. The co-occurrence map
of sensor technology based on VR headsets was obtained by selecting sensor technology-
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related keywords from 291 keywords which are classified based on the 823 articles, as
shown in Figure 1:

 

Figure 1. Research on Co-occurrence Map of VR Headsets Based on Sensor Technology.

In the co-occurrence map, the higher the frequency of the keywords, the larger the
text; and the thicker the ligature between nodes, the stronger the correlation between
keywords. Virtual reality in the map is the keyword with the highest frequency. In addition,
keywords related to sensor technology are mainly concentrated on vision, eye tracking,
walking, movements, and audio. This paper further studies the articles contained in general
descriptions such as “design” and “sense”. It is found that in the past 10 years, the research
on the sensor of VR headsets mainly focuses on the following three categories:

(1) Distance Sensor: Mainly based on the prediction technology of an inertial measure-
ment unit (IMU) sensor [17], the asynchronous time difference (ATW) [18], and the
MEMS ultrasonic sensing technology.

(2) Tactile and Mechanical Sensors: Tactile and mechanical sensors for the Human–Machine
Interface (HMI), which include piezoresistive sensors, capacitive sensors, piezoelectric
sensors, triboelectric sensors, and wearable skin integrated with tactile and mechanical
sensors [7]. It also includes TGI space–time control that can sense hot and cold
pain [19].

(3) Optical Sensors: Most of them are optical sensors in head-mounted displays (HMD),
and also include a precision task head-mounted projector HMP [20]. In addition, there
are few research articles on sound sensors and temperature sensors (mainly used to
ensure the stability of Cpu operation) in the field of VR headsets.

2.3. Perceived Quality

Olson and Jacoby (1972), the first scholars who proposed perceived quality, defined
perceived quality as a method to evaluate product quality [21]. Wheatley (1981) further
proposed that perceived quality was not only an evaluation of product quality but also an
evaluation of service quality [22]. Zeithaml (1988) then held that perceived quality was
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about consumers’ perception of a product’s price, quality, and value, and was a judgment
of the overall superiority of the product [23,24]. Perceived quality is the evaluation of the
overall excellence or advantages of the product; that is, the evaluation of a product [25]. The
evaluation results come from comparing actual quality with expected quality. When the
product quality is better than the product’s expectations, the perceived quality is good [26].
The evaluation includes the product’s performance and consumers’ overall perception of
the overall quality of the product; that is, whether a product or service is superior [27],
including a subjective quality evaluation based on product packaging, price, and consumer
purchase experience [28].

2.4. Perceived Quality Framework

Scholars are currently committed to quantifying the perceived quality of a product
or service and its attributes and building its perceived quality framework. Perceived
quality elements are the basis of the framework of perceived quality. In terms of how
to explore the perceived quality elements of products, according to the clue utilization
theory, Olson (1972) proposed quantifying the quality of products or services from internal
cues and external cues [21]. The former mainly relies on the physical elements of the
products and services; the latter relies on nonphysical elements derived from products or
services. Many scholars have proposed different frameworks composed of multiple cue
dimensions. Dodds (1991) proposed a five-dimensional (reliability, workmanship, quality,
dependability, and durability) perceived quality framework [29]. Robert (1978) held that
the most commonly used clues for consumers to choose products are advertising image,
individual needs, price, and experience [30]. Zeithaml (2000) proposed six dimensions
(usability, multifunctionality, durability, performance, serviceability, and reputation) of the
perceived quality framework [23]. Stylidis and Wickman (2019) further put forward the
two-dimensional-type theory of perceived quality–technical perceived quality (TPQ) and
value-based perceived quality (VPQ), which expands the subject of perceived quality from
consumers to producers. TPQ is more inclined to the inherent attributes of products and
services. VPQ is more related to the external attributes of products and services such as
brand image, product reputation, customer emotional judgment, values, advertising, and
after-sales service [31].

2.5. Big Data for Online Consumption Reviews

In 2001, the scholar Chatterjee put forward the concept of online review for the first
time. Online consumer review refers to the online shopping evaluation of purchased
goods or services based on an e-commerce platform after consumers buy products [32].
Online consumption review has the characteristics of wide dissemination, measurable
information, and reliable reality and plays an important role and value in many aspects
such as consumers and enterprises [33]. Commodity review is an important kind of
consumer feedback data, constituting the link between products and consumers, which
implies valuable consumer feedback information. How to mine information beneficial
to product design, production, and sales from comment data has become the focus of
scholars [34].

2.6. Perceived Quality Elements

Perceived quality is a general view of product performance and overall quality; that
is, whether the product is superior [27]. These general views are composed of subjective
quality evaluations of factors such as product packaging, price, and consumer purchase
experience. The perceived quality factors of different products are different, because
the product itself can convey different attributes. For analysis on one same product,
different researchers adopt different methods and perspectives, which can uncover different
perceived quality factors. For example, the perceived quality factors of automobiles that
Stylidis analyzed are the qualities of process, aesthetics, physical function, geometry,
operating sound, materials, lighting, dynamic and static noise, surface finish, spray paint
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cover, and so on [35]. The elements excavated by Yang are: modeling design, static
perception, operational perception, and dynamic experience [36]. Although there is no
research on the perceived quality elements of VR headsets in academic circles, research
on consumers’ reviews of VR headsets has emerged. For instance, Amanda believes
that a wider perspective can give users a better feeling [37]. The tracking technology
of VR headsets can enhance the user’s visual immersion when using the device [38],
while Tarr discussed the consumers’ social experiences of VR headsets [39]. However, the
comprehensive study of the overall perceived quality elements of VR headsets remains to
be studied by scholars.

3. Materials and Methods

To obtain the elements of VR headsets’ perceptual quality more comprehensively,
this study adopts a two-dimensional perceived quality theory proposed by Stylidis and
Wickman (2019) to build a framework of perceived quality [31]. In the research method—a
hybrid research metho—a combination of qualitative and quantitative analysis was used.
Based on different coexistence goals, different research methods can be embedded in the
same research design.

Quantitative analysis:

(1) Organize semi-structured interviews to obtain the preliminary perceived quality
elements and framework of a VR headset.

(2) Collect huge numbers of VR headset consumers’ reviews from different websites and
obtain the high-frequency words after cleaning the dirty data.

(3) Through the Delphi method, experts can classify the high-frequency words of VR
headsets and improve the perceived quality framework.

Qualitative analysis:

(4) Use Likert ten scale to design the importance ranking questionnaire of perceived
quality elements.

(5) Distribute, collect, and analyze the questionnaires.
(6) Obtain the final importance ranking of VR headset perceived quality elements.

Research roadmap is shown in Figure 2:

Figure 2. Research roadmap.
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3.1. Semi-Structured Interviews

Found through industry conferences and online forums, 22 professionals were invited
to participate in semi-structured interviews. All of them have experienced VR headsets
for more than two years. There were more men than women as interviewees, and most of
them were young and middle-aged people. About half of the interviewees were industry
practitioners and half were consumers. The specific information of the interviewees is
shown in Table 1.

Table 1. Basic information of interviewees in semi-structured interviews.

Characteristics Grouping Number of People Percentage

Gender
Male 17 77.27%

Female 5 22.73%

Age

18–24 years old 3 13.64%
25–35 years old 11 50.00%
36–45 years old 6 27.27%
46–55 years old 2 9.09%

Personnel Type

Industry expert 5 22.73%
Senior VR enthusiasts 4 18.18%

Internet industry experts 3 13.64%
VR headsets
consumers 10 45.45%

The semi-structured interviews, mainly face-to-face include individual interviews and
group interviews (no more than five people). The process is as follows:

(1) One day before the interview, the interviewers distributed the same interview guide to
the interviewees and informed them that the interview would be conducted according
to the content of the interview guide. The respondents were asked to familiarize
themselves with the questions in the interview guide.

(2) Based on the Behavioral Event Interview (BEI) developed by Dr. McClelland, this
interview collected detailed information on the specific behaviors and psychological
activities of the interviewees in representative events by asking a series of ques-
tions [40]. Through a comparative analysis of the collected information, key elements
can be found. According to BEI, combined with the specific situation of VR headsets,
the interviewers developed the following interview guide:
1© What do you think of the quality of the VR headset?
2© What memorable events do you have when using the VR headset?
3© In your opinion, what aspects of the quality of the VR headset must be guaranteed?
4© What needs to be improved in the quality of the VR headset?
5© What is the most satisfactory thing when you use the VR headset?
6© What is the most unsatisfactory thing when you use the VR headset?
7© What other attributes do you think high-quality VR headsets should have in

the future?

(3) In the interview, firstly the interviewers introduce the purpose of the interview to the
interviewees and explain freedom of speech in that the interview contents are only
used for this academic research.

(4) One interviewer talked to the interviewee about the questions in the interview guide,
and the other interviewer wrote down the contents of the conversation.

(5) The interview recordings were transcribed into text and the results were proofread.
(6) Grounded theory was used in this study. Grounded theory is a scientific and rigorous

qualitative research method, which was first proposed by Glaser and Strauss in
1967 [41]. Through grounded research, the interview records were coded, analyzed,
and iteratively synthesized to obtain 11 preliminary perceived quality elements of VR
headsets. Rooted theory studies flow charts is shown in Figure 3:
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(7) TPQ is more inclined to the inherent attributes of products and services. VPQ is
more related to the external attributes of products and services, such as brand image,
product reputation, customer emotional judgment, value, advertising, and after-sales
service [31]. The organizers divided the initial perceived quality elements of the 11 VR
headsets into TPQ and VPQ. The results shown in Table 2 are as follows:

(8) The organizers further classified the initial perceived quality elements of 11 VR
headsets, and divided them into three levels, as shown in Table 3:

 
Figure 3. Rooted theory studies flow charts.

Table 2. Preliminary perceived quality elements of VR headsets.

Elements TPQ Elements VPQ

1 Visual angle 1 Immersion
2 Resolution 2 Dizziness
3 Refresh rate 3 After-sales service
4 Hardware compatibility 4 Brand reputation
5 VR resource quality
6 Tracking accuracy
7 Battery life

Table 3. Preliminary perceived quality framework of VR headsets.

Level I Level II Level III

Sight
Picture clarity Visual angle

Resolution

Picture fluency Refresh rate
Tracking accuracy

Somatosensory Positive feeling Immersion
Negative feelings Dizziness

Durability Hardware durability Battery life
Durable software VR resource quality

Usability Hardware usability Hardware compatibility

Sociality Goodwill Brand reputation
Service After-sales service

3.2. Big Data Statistics on Consumption

Product comments are significant consumer feedback data. They are the link between
products and consumers, implying valuable consumer feedback information [34]. This step
focused on mining information beneficial to product design, production, and sales from a
large amount of review data.

3.2.1. VR Headsets Consumption Big Data Collection

To understand the elements of the VR headsets’ quality framework more comprehen-
sively and objectively, this study screened consumer reviews of mainstream VR headset
products with more than 100 reviews on Taobao, JDOM, Amazon, and other major e-
commerce platforms. A total of 56,419 reviews were collected (as of 30 March 2023).
Comments covered 15 brands and 35 models, as shown in Table 4:
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Table 4. Brands and models of VR headsets.

No. Brand Product Model

1
DP

DPVR E3
2 DPVR E4
3

GOOVIS

GOOVIS G2-X
4 GOOVIS G3
5 GOOVIS Lite
6 GOOVIS Pro-X
7 HP HP Reverb G2
8

HTC

HTC Vive CE
9 HTC Vive Cosmos
10 HTC Vive Focus3
11 HTC Vive Pro 1.0
12 HTC Vive Pro 2.0
13 HTC ViveFlow
14 HUAWEI HUAWEI VR GlASS
15

iQIYI
iQIYI 2Pro

16 iQIYI 4KVR
17 iQIYI Dream Pro
18 Microsoft Microsoft HoloLens 2
19 NOLO NOLO X1 6DoF
20

Oculus/Meta
Oculus/Meta Quest 2

21 Oculus/Meta Quest 2 Pro
22 Oculus/Meta Rift S
23

Pico

Pico 4
24 Pico 4 Pro
25 Pico Neo2 Lite
26 Pico Neo3
27

Pimax
Pimax 8KX DMAS

28 Pimax Vision 8K Plus
29 Pimax Vision 8KX
30 SAMSUNG SAMSUNG Gear 4KVR
31

Skyworth
Skyworth-S801

32 Skyworth-S802
33 Skyworth-V901
34

Valve
Valve Index1.0

35 Valve Index2.0

3.2.2. Big Data Cleaning for Data on VR Headset Consumption

In this study, UTF-8 was used in the coding format. For all crawling data, non-text
parts were removed, including new line characters, punctuation marks, web links, HTML
tags, etc., and regular expressions were used to filter them. Comments that were too
short or did not contribute to the study were deleted from 56,419 samples. In addition,
during the process of data collation, the application template comments published by a
suspected robot were deleted. After cleaning up the above data, 31,075 of the remaining
valid comment data were further processed. Flow chart showing big data cleaning for VR
headset consumption data is shown in Figure 4:

3.2.3. Word Frequency Analysis of VR Headsets’ Consumption Big Data Based on TF-IDF

The word frequency can reflect the importance of this word in the text and present
the content of the text provider’s attention [42]. By extracting those high-frequency words
from the consumers’ reviews of VR headsets, we can obtain the focus of consumers on VR
headsets, which can deeply explore the perceived quality framework of VR headsets.

Term frequency–inverse document frequency (TF-IDF) is a common statistical method.
TF is the frequency of words in the traditional sense, meaning the frequency of a word
in the text. IDF is “inverse text frequency”, which means that when a word appears very
frequently in all texts, such as a preposition or a modal auxiliary, it may not be as impor-
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tant as some less frequent words. With Jieba participle software data segmentation and,
subsequently, Rost software for word segmentation of data statistics, the study obtained
consumers’ assessments of VR headsets through high-frequency words. Cloud diagram
showing high-frequency words is shown in Figure 5:

 

Figure 4. Flow chart showing big data cleaning for VR headset consumption data.

 

Figure 5. Cloud diagram showing high-frequency words.

3.3. Classification of High-frequency Words by the Delphi Method

By screening, cleaning, and merging high-frequency words, this study produced
a high-frequency vocabulary list of the top 100 ranking words related to VR headset
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consumption. A total of 22 interviewees who had previously participated in semi-structured
interviews were invited to form an expert group and asked to evaluate these high-frequency
words and categorize them into the preliminary perceptual quality framework. High-
frequency words related to VR headset use are shown in Table 5:

Table 5. High-frequency words related to VR headset use.

No. Words Frequency No. Words Frequency

1 Game 7787 51 Trial 429
2 Effect 7571 52 Great curtain 428
3 Film 4209 53 Headset 424
4 Quality 3930 54 Wireless 422
5 Watch the shadow 3829 55 Texture 408
6 Cinema 3271 56 Visual field 400
7 Customer Service 2909 57 Service attitude 397
8 Comfort degree 2397 58 Grain sense 382
9 Appearance 2210 59 Feel of hand 380
10 Picture 1836 60 System 354
11 Logistics 1729 61 Panoramic view 349
12 Handle 1609 62 After sale 334
13 Shape 1608 63 Influence 324
14 Clarity 1472 64 Expectation 321
15 problem 1369 65 Technical 318
16 Seller 1366 66 Research 318
17 Delivery 959 67 Film source 313
18 Performance to price ratio 922 68 Table Tennis 301
19 Adventure 910 69 Dizzy 296
20 Function 903 70 Set up 293
21 Screen 837 71 Real benefit 286
22 Issue an order 795 72 Image 275
23 Picture quality 767 73 A large piece 272
24 Computer 754 74 Rhythm 266
25 Regulation 753 75 Lens 259
26 Resources 746 76 Performance 256
27 Time 745 77 Beautiful 247
28 Characteristic 745 78 Guidance 245
29 Speed 742 79 Epidemic situation 242
30 Overall 741 80 Place 242
31 Positioning 709 81 Visual effect 238
32 Service 688 82 Complimentary 231
33 Movement 684 83 Tutorial 231
34 Friends 678 84 Sound 229
35 Hours 678 85 Upgrade 225
36 Machine 675 86 Vision 224
37 Children 666 87 Pattern 223
38 Cascade flow 658 88 fashion 221
39 Design 655 89 Pupil distance 220
40 Evaluation 563 90 adjustment 207
41 Shopping 562 91 Television 202
42 Science and technology 536 92 Price 200
43 Projection screen 521 93 Discounts 197
44 Weight 500 94 Scene 196
45 Free of charge 485 95 test 194
46 Software 485 96 Sound quality 192
47 Eye 478 97 entertainment 187
48 Imagination 455 98 Screen window 186
49 Attitude 453 99 Hardware 185
50 Battery 439 100 Locator 184

The organizer collected and summarized the classification results of all interviewees
in the first round and then sent them to each interviewee, asking them to compare their
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different opinions with others in the first round of evaluation, modify their opinions and
judgments, and form the results of the second round of evaluation. The organizer then
collected and summarized the results of the second round of evaluation of all interviewees
and sent them to each interviewee, asking them to compare their different opinions with
others in the second round of evaluation, modify their opinions and judgments, and form
the results of the third round of evaluation. Finally, after three rounds of assessment, none
of the interviewees changed their opinions. Organizers summarized the results of the third
round of evaluation, and they integrated and unified the naming of the results, classifying
words such as “friends” and “children” into the same category; however, some respondents
used words such as “socializing”, while others used words such as “social relation”. The
organizer returned to the original consumption review information, combed the content
when referring to friends, children, and other words, and found that most of these words
were mentioned enough times to evaluate feelings towards VR headsets with friends and
children. Therefore, the organizer determined that this category would be labeled as
“socializing”. After the final evaluation results were integrated with Tables 2 and 3, a list of
the perceived quality elements (Table 6) and the VR headsets’ perceived quality framework
(Table 7) screened by industry experts and consumers was obtained. Table 6 added five new
elements: Multifunctionality, Pupillary distance regulation, Equipment weight, Material,
and Socializing. There were 6 items in Level I of Table 7, and Compatibility was added.
There were 12 items in Level II, newly including the Myopia application, Wear suitable,
Software durability, and Interaction.

Table 6. Perceived quality elements of VR headsets.

Elements TPQ Elements VPQ

1 Visual angle 1 Immersion
2 Resolution 2 Dizziness
3 Refresh rate 3 After-sales service
4 Hardware compatibility 4 Brand reputation
5 Multifunctionality 5 VR resource quality
6 Tracking accuracy 6 Socializing
7 Pupillary distance regulation
8 Battery life
9 Equipment weight
10 Material

Table 7. Perceived quality framework of VR headsets.

Level I Level II Level III

Sight
Picture clarity Visual angle

Resolution

Picture fluency Refresh rate
Tracking accuracy

Somatosensory Positive feeling Immersion
Negative feeling Dizziness

Compatibility Myopia application Pupillary distance regulation
Wear suitable Equipment weight

Durability Hardware durability Material
Battery life

Software durability VR resource quality

Usability Hardware usability Hardware compatibility
Multifunctionality

Sociality
Goodwill Brand reputation
Service After-sale service

Interaction Socializing
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3.4. PQAIR of VR Headsets

Bi (2004) proposed a set of processes according to the order of many elements that
affect the formation and degree of customer-perceived quality: firstly, study the significant
stages and elements; then, determine the critical elements of customer-perceived quality
from the customer perspective [43]. This study ranked the importance of perceived quality
attributes of VR headsets by analyzing the questionnaire results.

3.4.1. Questionnaire Design

The Likert scale is a compound measurement developed by American social psycholo-
gist Likert in 1932. It attempts to improve the level of measurement in social research by
using standardized answer classifications in a questionnaire survey and to determine the
relative intensity of different items. The Richter scale is a single stimulus–response model
(single stimulus–response format). Under the single stimulus–response model, subjects
need to judge whether the topic description agrees with their characteristics according to
the description of topic and then choose the degree of conformity with themselves on the
Richter scale, which usually ranges from very disagreeable to very agreeable.

To ensure the smooth progress of the survey, during the process of questionnaire
design, the interviewees’ answer experience was fully considered during the question
design process. Because there were many items in the main part of the questionnaire, to
ensure the reliability of the analysis and to obtain better results, a level 10 Rickett scale
(10-point Likert scale) was used to indicate the extent to which investigators pay attention
to the project (1 was the lowest and 10 was the most significant).

3.4.2. Questionnaire Distribution and Collection

The questionnaire was mainly administered offline and online and was completed
by VR industry practitioners, VR enthusiasts, and consumers. The interviewees who
participated in the survey had either purchased or learned about VR products. A total of
383 questionnaires were distributed. After further screening, 340 valid questionnaires were
obtained, with an effective rate of 88.77%. The demographic data of the respondents to the
questionnaire are presented in Tables 8 and 9.

Table 8. PQAIR of VR Headsets.

Visual angle 1 2 3 4 5 6 7 8 9 10
Resolution 1 2 3 4 5 6 7 8 9 10

Refresh rate 1 2 3 4 5 6 7 8 9 10
Hardware compatibility 1 2 3 4 5 6 7 8 9 10

VR resource quality 1 2 3 4 5 6 7 8 9 10
Multifunctionality 1 2 3 4 5 6 7 8 9 10
Tracking accuracy 1 2 3 4 5 6 7 8 9 10

Pupillary distance regulation 1 2 3 4 5 6 7 8 9 10
Battery life 1 2 3 4 5 6 7 8 9 10

Equipment weight 1 2 3 4 5 6 7 8 9 10
Material 1 2 3 4 5 6 7 8 9 10

Socializing 1 2 3 4 5 6 7 8 9 10
Immersion 1 2 3 4 5 6 7 8 9 10
Dizziness 1 2 3 4 5 6 7 8 9 10

Brand reputation 1 2 3 4 5 6 7 8 9 10
After-sale service 1 2 3 4 5 6 7 8 9 10
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Table 9. Demographics of the PQAIR of VR headsets questionnaire.

Characteristic Grouping Frequency Percentage

Gender
Male 234 68.82%

Female 106 31.18%

Age

Under 18 years old 28 8.24%
18–24 years old 91 26.76%
25–35 years old 134 39.41%
36–45 years old 69 20.29%
46–55 years old 18 5.29%

Monthly income
(RMB)

Less than 500 dollars 32 9.41%
500–715 dollars 43 12.65%

715–1000 dollars 79 23.24%
1000–1285 dollars 87 25.59%

1285 dollars and above 99 29.12%

Education level

High school or below 29 8.53%
Junior college 95 27.94%

Undergraduate 166 48.82%
Graduate students and above 50 14.71%

3.4.3. Quantitative Analysis of Questionnaire Samples

Cronbach’s α coefficient is one of the most commonly used reliability indicators,
indicating the consistency of scores between items in a scale. The Cronbach’s α coefficient
of the questionnaire took advantage of the scale module of the SPSS 11.5 software. The
SPSS reliability analysis results are presented in Table 10.

Table 10. The overall reliability analysis of the questionnaire.

Reliability Statistics

Cronbach’s Alpha N of Items

0.844 16

From the reliability statistics, it can be concluded that the analysis results were acceptable.
The modified correlation coefficient (CITC) was used in the reliability analysis to purify

the measurement indicators, detect the impact of each element on the overall reliability, and
find elements with problems in the questionnaire design. Then, the study used Cronbach’s
α coefficient to test the reliability of the questionnaire again. When using CITC-modified
reliability screening items, the following criteria were used to identify problematic elements:

The revised item correlation coefficient CITC (the correlation coefficient between each
item score and the remaining item score) was less than 0.3; if the item was deleted, the α

value, indicating overall reliability, increased.
CITC analysis was performed on all 16 items. The reliability analysis results for all

indicators are presented in Table 11.
From the analysis results of the CITC index, the CITC value of most items was higher

than the standard value of 0.3. Among them, the CITC value of pupillary distance regulation
was 0.200, and the CITC value of hardware compatibility was 0.064. The CITC values
of the two items were less than the standard value of 0.3 and, after deleting these two
items, the overall Cronbach’s α value improved. According to the CITC deletion principle,
this indicator can be deleted. After deletion, the results for Cronbach’s α are displayed
in Table 12.

After analyzing the two items, pupillary distance regulation and hardware compat-
ibility were deleted. Their CITC values were lower than the certified value. This can be
explained by the mean variance of 340 valid questionnaires of these two items, as shown
in Table 13.
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Table 11. Analysis of the items’ CITC reliability.

Item-Total Statistics

Scale Mean if
Item Deleted

Scale Variance if
Item Deleted

Corrected Item-Total
Correlation

Cronbach’s Alpha if
Item Deleted

Visual_angle 87.83 169.231 0.333 0.841
Pupillary_distance_regulation 88.78 168.279 0.2 0.854

Resources 86.24 155.422 0.724 0.822
Brand_reputation 87.22 155.264 0.784 0.82

Resolution 87.54 164.119 0.413 0.837
Immersion 85.43 159.414 0.676 0.825

After_sales_service 87.66 154.085 0.607 0.826
Material 88.71 152.648 0.647 0.824

Multifunctionality 89.44 165.22 0.407 0.838
Refresh_rate 87.64 160.029 0.437 0.836

Tracking_accuracy 86.94 163.252 0.406 0.838
Equipment_weight 87.84 167.182 0.391 0.838

Dizziness 87.59 156.543 0.615 0.826
Baterry_life 88.08 162.569 0.472 0.834
Socializing 89.02 163.793 0.418 0.837

Hardware_compatibility 88.12 177.365 0.064 0.856

Table 12. Revised overall reliability statistics.

Reliability Statistics

Cronbach’s Alpha N of Items

0.868 14

Table 13. Mean and variance statistics of deleted items.

Item Statistics

Mean Std. Deviation Number

Pupillary_distance_regulation 4.83 1.995 340
Hardware_compatibility 5.48 1.588 340

As for pupillary distance regulation, the interviewees disagreed, and they judged
the importance of this item based on the basis of whether they were myopic. As a result,
interviewees without myopia thought this item was not significant, while those with
myopia thought it was significant. The survey results are subjective, and this item is not
suitable for questionnaire design.

For hardware compatibility, interviewees also showed large differences. We speculate
that the reason may be that the condition of the hardware owned by interviewees was quite
different; e.g., the hardware configuration of the host was different. Some hosts are compat-
ible with each other. These kind of interviewees are not troubled by poor compatibility.

On the premise of reliability, the study further used the KMO test and Bartlett spherical
test to analyze the structural validity of the questionnaire samples. The results are as
presented in Table 14.

Table 14. KMO test and Bartlett spherical test.

KMO and Bartlett’s Test

Kaiser–Meyer–Olkin Measure of Sampling Adequacy. 0.861

Bartlett’s Test of Sphericity
Approx. Chi-Square 2705.056

Df 91
Sig. 0
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The KMO test is used to test the partial correlation of variable construction. The closer
the KMO test value is to 1, the better the structural validity is. If the KMO test value is less
than 0.5, the structural validity of the questionnaire sample is considered unacceptable.
The KMO test value of the questionnaire sample after deleting the question item was 0.861,
which indicated that the selected structural sample was suitable for factor analysis.

If the result of the Bartlett spherical test is less than 0.005, the spherical hypothesis is
rejected, which indicates that there is a strong correlation between variables. The spherical
test result of this questionnaire sample was 0; thus, we can infer that the questionnaire
possessed good structural validity.

With the results of the Cronbach’s α coefficient, KMO test, and Bartlett spherical test,
we concluded that the design and results of the hypothetical variables in the questionnaire
were consistent and credible.

4. Results

According to the scores for the importance of each index in the questionnaire sample,
we used the mean analysis method of perceived quality attribute importance ranking
(PQAIR) to rank the VR headsets from high to low, as shown in Table 15.

Table 15. PQAIR of VR headsets (after removing distortion elements).

Rank Element Attribute Mean Value Variance N

1 Immersion Somatosensory 8.18 1.264 340
2 VR resource quality Durability 7.36 1.396 340
3 Tracking accuracy Sight 6.67 1.612 340
4 Brand reputation Sociality 6.39 1.311 340
5 Resolution Sight 6.06 1.526 340
6 Dizziness Somatosensory 6.01 1.538 340
7 Refresh rate Sight 5.96 1.76 340
8 After-sale service Sociality 5.95 1.7 340
9 Visual angle Sight 5.77 1.337 340

10 Equipment weight Compatibility 5.77 1.344 340
11 Battery life Durability 5.53 1.482 340
12 Material Durability 4.89 1.693 340
13 Socializing Sociality 4.58 1.537 340
14 Multifunctionality Usability 4.17 1.482 340

The PQAIR of the studied VR headsets can be obtained through the study of ques-
tionnaire samples. The average value of each element represents the average score of the
element in the whole questionnaire sample. The higher the score, the higher the importance
of attributes. Variance reflects the difference between each sample and the mean value. The
higher the variance is, the greater the fluctuation of the element in the whole questionnaire
sample; that is to say, the greater the difference between different interviewees for the
element. The mean variance statistics are based on all 340 valid questionnaires.

5. Discussion

In the PQAIR of VR headsets, somatosensory immersion is the most important fac-
tor for manufacturers and consumers, because the VR headsets are essentially a system
designed to improve immersion by installing wide field displays within the user’s line of
sight [44]. Somatosensory dizziness ranks sixth in importance; somatosensory dizziness
refers to the limitation of VR headsets in terms of possible network disease, which may lead
to headaches, nausea, and other symptoms. There are several terms for this phenomenon:
motion sickness, simulator disease, and virtual reality disease [45]. When we compiled
the big data statistics on the e-commerce website, we found that users frequently used
words such as “immersive experience” when making positive comments while, when
making negative comments, they often described their dizziness and discomfort after using
VR headsets.
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In addition to the somatosensory attributes, the line-of-sight attribute is an important
attribute that affects the quality of perception. The elements following the line-of-sight
attribute, in terms of importance, included tracking accuracy (third), resolution (fifth),
refresh rate (seventh), and visual angle (ninth). Tracking accuracy in VR headsets usually
means that the system can accurately capture the trajectory of the consumers’ heads. In
many VR headset game usage scenarios, the movement of the head determines the direction
and location in which the consumers can see the virtual scene. If the tracking accuracy
is low and there is a mismatch between vision and the vestibule system, users who wear
VR headsets will feel dizzy [46]. The difference between the motion time captured by the
consumers through the sensor and when the image appears on the headsets makes the
motion-to-photon (MTP) and offset feel stronger. The long MTP delay is a significant reason
for why consumers feel sick and carsick [47]. The higher the resolution of the product,
the sharper, more detailed, and more realistic the image displays. The refresh rate is also
known as the frame rate (frames per second), which refers to the number of refresh times of
images on the screen. The refresh rate of the mainstream VR headsets in the current market
is generally between 80–120 Hz. The higher the resolution, the smoother and more realistic
the virtual reality experience. Whether watching movies or playing games, resolution and
refresh rate are significant guarantees for providing consumers with a high-quality visual
experience. Visual angle determines the angle of the visible area when the consumer uses
the VR headsets; it determines the range of images that the consumer can see. The wider
the image range, the stronger the consumer’s immersion. One eye has a field of view of
about 160 degrees (lateral) times 130 degrees (vertical). The combined binocular field of
view is about 200 degrees (laterally) multiplied by 130 degrees (vertically); the overlap is
120 degrees. The perspective of the VR headsets on the market is generally between 80
degrees and 120 degree, and the visual angle of some products, such as the Pimax Vision 8K,
can even reach 200 degrees. Tethered VR headsets and all-in-one VR headsets, as wearable
devices, have a small optical display in front of at least one wearer’s eyes [48]. Visual
experience interaction is the most basic human–computer interaction experience between
VR headsets and consumers. Therefore, to improve the experience of human–computer
interaction, VR headsets must pay attention to consumers’ positive sight experience when
using VR headsets.

From the perspective of sociality, including brand reputation (fourth in rank), after-
sale service (ranked eight), and socializing (ranked thirteenth), the brand of VR headsets
has a positive impact on product value creation [49], and a good brand reputation can
significantly enhance the perceived value of VR headsets. For this kind of technology
product, in addition to the purchase evaluation of the product on electronic commerce web-
sites, consumers can find commodity evaluations and consumer experiences on domestic
social media platforms such as WeChat and Weibo as well as on word-of-mouth websites
such as Meituan Dianping. In addition to offline VR headset exhibitions, video sites such
as Bilibili and YouTube are significant channels for accumulating brand reputation. The
impact of the after-sale service on consumers is mainly reflected in the warranty strategies
provided for different products. When consumers choose foreign brands, the impact of
the after-sale service is especially more notable. Within the same country, different brands
often have little difference in after-sales service strategies. The elements of VR headsets
in socializing are mainly focused on VR social networks and the VR online game scene.
Currently, VR headsets are combined with social network services and consumers can
interact in VR-based social network services (SNS) as avatars [50]. Furthermore, some
VR-based chat products have been created, but the majority of interviewees in this study
had not learned about these products; most of the knowledge surrounding socializing
focused on VR online game scenarios. In the VR online game scene, the socializing element
has not received a great deal of attention. On the one hand, the interviewees think that
the mainstream VR headsets in the current market are more mature in the network online,
and the online speed and online delay usually depend on the network situation of the
consumers, rather than the VR headsets themselves. On the other hand, in VR online
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games, socializing depends more on the optimization of the game itself than on the VR
device. In summary, with regard to socializing, products with good brand reputations
often have better perceived quality, which is also the element that consumers pay more
attention to when choosing VR products; consumers pay more attention to products with
a warranty period compared to products without one. Products that can provide stable
quality assurance for some time have more advantages. Human–computer interaction
is highly correlated with service experience [51]. The service experience before and after
the use of VR headsets also affects the experience of the consumer’s human–computer
interaction. For socializing, many people use VR headsets for social interaction, which
increases the scene of human–computer interaction while increasing the fun of the use
of products, but consumers generally believe that socializing depends more on the net-
work environment and VR multi-person interaction software optimization, rather than VR
headsets themselves, with interviewees believing that different VR headsets make little
difference in socializing.

Regarding durability, this paper studied durable software and hardware durability,
in which durable software (ranked second) mainly refers to VR resource quality, while
hardware durability includes battery life (ranked eleventh) and material (ranked twelfth).
In this study, VR resource quality ranked second and was a significant part of the perceived
quality of VR headsets. The human–computer interaction between consumers and VR
headsets is concentrated in three major content areas: VR videos, VR games, and VR
industry applications. Different brands usually have their resources exclusively in VR
videos and VR games. When consumers choose different brands of VR headsets, they tend
to pay more attention to the exclusive VR resources of the brand, which are only available
in the corresponding brand’s App Store. These exclusive VR resources tend to have high
game quality, and players who like these games must purchase the corresponding VR
headset to play these exclusive games, which are not carried by the app stores for other
brands. Experiencing the unique content brought by VR technology is also the purpose of
interpersonal interaction between consumers and VR headsets. VR videos and VR games
are the human–computer interaction scenes most frequently used by consumers. However,
the VR industry is still in the stage of rapid development. Industries such as tourism
and education, sports entertainment, real estate, medical treatment, etc., have now begun
to try applying VR technology, e.g., Stewart Birrell (2022) using a tethered VR headset
device to allow participants to use controller navigation in the virtual environment of urban
airports [52]. Virtual reality technology is now used to treat sensorimotor disorders in
medical environments [53]. These industry applications represent the future development
direction of VR headsets, which will become more comfortable and more suitable for
multiple environments. The aspects of hardware durability, battery life, and material had
some influence on the perceived quality of the interviewees. The battery life of mainstream
VR headsets is generally about three hours while, in general, the interviewees usually use
VR headsets continuously for between half an hour and one hour.

More than half of the interviewees said they had a more obvious sense of fatigue
after half an hour of continuous use, and after more than one hour of continuous use,
there was often a certain degree of discomfort; thus, three hours of battery life is usually
adequate for consumers. The influence of material on durability is more focused on
the performance of product features such as anti-fall, being waterproof, etc. To reduce
the weight of VR headsets, most VR headsets use plastic fuselage, which also poses a
higher challenge to the anti-fall ability of the product. However, due to the use of the
environment, many interviewees also said that the material is not an element they focus
on. In this study, interviewees paid more attention to durable software than the impact of
hardware durability on perceived value. The perceived quality element of compatibility
equipment weight only ranked 10th but was indicated to improve comfort. Sai Akhil
Penumudi (2020) demonstrated that improper neck flexion torque and musculoskeletal
load will cause discomfort when consumers use VR equipment [54]. Neck joint torque is
significantly affected by mass and compatibility, which increases with the weight of VR
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headsets [55]. Therefore, equipment weight overload will cause musculoskeletal discomfort
for consumers, affecting their personal interaction experience. In the study, interviewees
generally said that the impact of equipment weight on compatibility was more focused on
the ergonomic design of products. VR headsets with good equipment weight tend to be
more comfortable to wear, and longer use does not easily produce fatigue; on the other
hand, products with poor equipment weight are more likely to be uncomfortable to wear.

Finally, the perceived quality element of multifunctionality in usability ranked last. The
study found that almost all interviewees had some knowledge of PC and mobile operations,
which enabled them to be started faster when using VR headsets. At the same time, the UI
interface of most of the operating systems used in VR headsets is flattened, which makes
both the menu bar and icon display more intuitive, making it easy for consumers to find
most of the features they want. Although some new VR industry applications or games still
have a learning threshold for consumers, multifunctionality also creates more possibilities
for VR headset consumers. For example, Woojoo Kim (2022) proposed VR headsets without
additional equipment to satisfy consumers who wish to obtain experiential effects in virtual
reality text input [56]. The development of multifunctionality in VR headsets is key to their
future application scenarios and potential, and interviewees generally have a high degree
of tolerance for it. Combined with the conclusions of this study, it can be further seen that
in the field of commercial VR headsets, immersion, tracking accuracy, dizziness, and other
elements related to distance sensing technology are more concern by consumers, while in
optical sensing technology, consumers pay more attention to resolution, refresh rate, and
visual angle. For tactile and mechanical sensors, consumers have not paid much attention,
which means that the effect of technology investment in this area on promoting consumer
purchases is not significant.

6. Conclusions

This paper discusses the importance ranking of the perceived quality factors of VR
headsets, aiming to discuss and verify the rationality of the optimization of various sensing
technologies from the perspective of the market and consumers. Different from most
previous research perspectives, this study innovatively combines TPQ, VPQ, and big data
statistical analysis technology, not only taking the views of VR headset industry experts
and designers into consideration, but also considering the consumers’ attitudes towards the
VR headsets to study the perceived quality elements. Through this study, we obtained the
importance ranking of different perceived quality elements. We concluded the importance
ranks of different perceived quality factors in this research. For VR headset products, these
quality factors include not only the future optimization direction of sensing technology but
also the improvement suggestions about marketing, after-sales service, and so on. This is of
great significance for VR headset manufacturers and designers to create market-competitive
VR headsets.

In future research, we will continue to focus on the perceived quality of wearable
devices, not only the VR headsets. There are two research directions in the future: one is
to expand the research of consumer big data to the global e-commerce platform, strive to
obtain a wider range of consumers’ feedback on VR headsets, then analyze the consumer
perception through machine learning algorithms; the other is to further subdivide the user
groups and usage scenarios for the user’s optimization suggestions for distance sensing
technology and optical sensing technology, and study the sensitivity and acceptable range
of specific users for various sensors in specific scenarios.
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Abstract: This study employs Multiscale Entropy (MSE) to analyze 5020 binocular eye movement
recordings from 407 college-aged participants, as part of the GazeBaseVR dataset, across various
virtual reality (VR) tasks to understand the complexity of user interactions. By evaluating the vertical
and horizontal components of eye movements across tasks such as vergence, smooth pursuit, video
viewing, reading, and random saccade, collected at 250 Hz using an ET-enabled VR headset, this
research provides insights into the predictability and complexity of gaze patterns. Participants were
recorded up to six times over a 26-month period, offering a longitudinal perspective on eye movement
behavior in VR. MSE’s application in this context aims to offer a deeper understanding of user behav-
ior in VR, highlighting potential avenues for interface optimization and user experience enhancement.
The results suggest that MSE can be a valuable tool in creating more intuitive and immersive VR
environments by adapting to users’ gaze behaviors. This paper discusses the implications of these
findings for the future of VR technology development, emphasizing the need for intuitive design and
the potential for MSE to contribute to more personalized and comfortable VR experiences.

Keywords: virtual reality; time series analysis; eye movements; multiscale entropy; user experience;
human sensing

1. Introduction

In the changing world of innovation, augmented reality (AR) and virtual reality
(VR) technologies are making a powerful impact. They are revolutionizing interaction,
visualization, and immersion in industries. These technologies have the ability to transform
entertainment by creating gaming experiences and interactive media. They also have
the potential to revolutionize education and training through simulated environments.
Moreover, they are enhancing care through therapy and reshaping the retail industry with
interactive shopping experiences. At the heart of these technologies lies eye tracking, a
method that captures a user’s gaze within a virtual environment. By understanding and
responding to where users look, eye tracking technology significantly improves interactivity
and personalization in AR/VR experiences. This leads to engaging and effective user
experiences [1–6].

In the realm of healthcare, VR technologies have shown promise in enhancing surgical
planning and patient outcomes. For instance, Innocente et al. demonstrated the application
of Mixed Reality for Total Hip Arthroplasty Assessment, offering surgeons advanced
visualization tools to evaluate and predict post-operative results [7]. This application
exemplifies the transformative potential of VR and AR in medical procedures, aligning
with our findings on the impact of VR on user experience. Similarly, Su et al. (2022)
discuss the use of mixed-reality technology in total knee arthroplasty, highlighting its
advantages in complex surgical procedures [8]. Furthermore, Zavala-González et al. (2022)
conducted a randomized controlled trial on the effectiveness of adding virtual reality to
physiotherapeutic treatment in patients with total hip arthroplasty, showcasing the potential
of virtual reality in enhancing rehabilitation outcomes [9]. These studies exemplify the
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diverse applications of technology in orthopedic surgery and rehabilitation, emphasizing
the role of innovative solutions in improving patient care and outcomes.

However despite the progress and widespread acceptance of AR/VR technologies,
there are still obstacles that need to be overcome in order to fully utilize their potential
and ensure sustainable growth. One major concern in the realm of VR is user comfort.
Extended exposure to VR environments can cause discomfort and sensory overload com-
monly referred to as VR sickness. This condition is characterized by symptoms such as
nausea, headaches, and disorientation. Addressing this challenge highlights the impor-
tance of creating VR experiences that are not immersive but also comfortable and safe, for
users [10–16].

Maintaining user engagement poses another challenge in virtual reality (VR) applica-
tions. As the initial excitement of VR diminishes, it becomes increasingly crucial to sustain
user interest and captivation over time. This challenge underscores the importance of
creating adaptive content and interface designs that cater to user preferences and behaviors,
ensuring a continuous level of engagement and immersion. Furthermore, optimizing
interface design for seamless navigation and interaction is essential to provide users with
an enjoyable VR experience. Recent works, such as the study by Cannavò et al. [17] on the
automatic generation of affective 3D virtual environments from 2D images, highlight the
significance of design considerations in retaining users and determining the success of VR
applications [18–21].

Industry leaders such as Meta (previously known as Facebook) along with their
Oculus VR systems, Netflix, and Amazon are at the forefront of advancing VR experiences.
One of the challenges in this field is finding a balance between the costs involved in
creating avatars that enable a sense of embodiment and the need for hardware to track and
render natural movements. Meta specifically needs to strike a balance between achieving
convincing motion and visual accuracy to maintain a feeling of presence while ensuring
accessibility and scalability across their VR platforms, for consumers. Recent research also
emphasizes the significance of understanding user behavior eye movement in order to
create user-centric VR experiences [22–24].

To address these challenges, our study adopts Multiscale Entropy (MSE) analysis, a
computational technique initially developed by Javaherian et al. [25]. MSE analysis offers
a unique perspective on time series data by dissecting it into non-overlapping windows,
revealing patterns and correlations at various scales. Applied to the eye movement data
obtained from the GazeBaseVR dataset [26,27], which provides a comprehensive and
longitudinal perspective on eye movement behavior in various VR tasks and stimuli, MSE
analysis enables us to explore the intricate dynamics of eye movement patterns. This
dataset captures the eye movements of participants engaged in a series of diverse and
dynamic tasks, including vergence, smooth pursuit, video viewing, self-paced reading, and
random saccades, collectively referred to as ‘VRG’, ‘PUR’, ‘VID’, ‘TEX’, and ‘RAN’. These
tasks encompass a wide range of stimuli and activities typical in VR environments, making
the dataset an invaluable resource for our study [28,29].

In our research, we specifically focus on the horizontal (θH) and vertical (θV) compo-
nents of eye movement, quantified in degrees of visual angle (dva). These components are
essential as they provide insights into the intricate dynamics of eye movements in VR. The
utilization of MSE analysis allows us to quantify the complexity of these eye movement
patterns, offering valuable insights into their predictability and dynamics across different
VR tasks and stimuli [26].

By using Mean Squared Error (MSE) on this dataset our study aims to uncover the
aspects of eye movements, in different tasks and stimuli. This will help us understand
how users interact with and respond to virtual reality (VR) environments. These valuable
insights will play a role in addressing the challenges mentioned earlier such as user comfort,
engagement, and optimizing interface design. Moreover, they have the potential to drive
advancements by allowing us to explore MSE analysis findings for informing VR interface
and content design resulting in intuitive, engaging, and comfortable user experiences.
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Additionally, our research strives to provide suggestions and insights for leaders, in the
tech industry. This will assist them in overcoming challenges related to VR production and
delivery aligning with the needs and goals of these companies while contributing to the
advancement and refinement of VR technologies.

In conducting this study, the paper enhances understanding of eye movement behavior
in virtual reality environments and provides practical insights that drive innovation and
improvement in the VR industry. The subsequent sections detail the methodology of
Multiscale Entropy (MSE) analysis, present findings from this approach, and discuss
implications for VR design and user experience. Specifically, the Methodology section
outlines the dataset used and the steps taken in the MSE analysis. The Results section
presents the complexity patterns observed in eye movements across different VR tasks. The
Discussion interprets these findings in the context of current challenges faced by leaders in
the tech industry, offering strategic insights and recommendations. Finally, the Conclusion
and Future Work summarize the study’s key contributions and propose directions for
further research, emphasizing the potential for collaborative efforts with the tech industry.

2. Methodology

2.1. Dataset Description

The dataset utilized in this study, referred to as GazeBaseVR, is a large-scale longi-
tudinal binocular eye-tracking dataset collected at a high frequency of 250 Hz using an
eye-tracking enabled virtual reality (VR) headset. For an in-depth description of the dataset,
including the VR application used and the purpose of data collection, readers are referred
to Lohr et al. (2023) [26]. The GazeBaseVR dataset includes 5020 binocular recordings from
a diverse population of 407 college-aged participants, recorded up to six times each over a
26-month period. Each session included a series of five different eye-tracking (ET) tasks
designed to elicit various eye movements and behaviors. These tasks were a vergence task,
horizontal smooth pursuit task, video-viewing task, self-paced reading task, and random
oblique saccade task. These tasks were selected to simulate a wide range of visual experi-
ences in VR, from focusing on specific objects at varying depths to engaging in activities that
mimic everyday visual behaviors, providing a comprehensive assessment of eye movement
patterns. This comprehensive set of tasks was carefully selected to cover a broad spectrum
of eye movements and to provide insights into both the micro-movements and overall
behavioral patterns of the participants’ eye movements in a virtual reality environment.

The dataset’s longitudinal nature, with multiple recordings of the same individuals
over an extended period, provides a unique opportunity to investigate not just the vari-
ability and commonalities in eye movements across individuals and tasks but also changes
and trends over time, whether due to learning, adaptation, or other long-term factors.

Furthermore, the diversity of the participant pool in terms of demographics and the
detailed recording of participant details make this dataset particularly valuable for investi-
gating factors such as the impact of demographic variables on eye movement behavior and
the potential for personalized or adaptive VR experiences based on eye movement patterns.

From a technical perspective, the data were captured using SensoMotoric Instrument’s
eye-tracking virtual reality head-mounted display (ET-HMD) based on the HTC Vive. This
device tracks both eyes at a nominal sampling rate of 250 Hz with a high spatial accuracy
and precision, ensuring detailed and reliable eye movement data. The dataset provides an
extensive range of metrics, including gaze direction vectors and positional data, which can
be used to derive various eye movement characteristics.

In our study, we specifically focus on the horizontal (x) and vertical (y) components
of the eye rotation, denoted as θH and θV , respectively, in terms of degrees of visual
angle (dva). These components are crucial for understanding the direction and extent
of eye movements, especially in the context of interactive VR environments where users
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are constantly engaging with dynamic content. The conversion of the direction vector
v = [x, y, z] into these components is performed using the following equations:

θH =
180
π

arctan 2
(

x,
√

y2 + z2
)

(1)

θV =
180
π

arctan 2(y, z) (2)

The “z” component in this vector represents the depth axis in a three-dimensional
coordinate system, indicating the depth at which a user is looking into the screen or virtual
environment. This depth component is essential for calculating the exact direction of gaze in
the 3D space of VR, providing a comprehensive understanding of eye movement behavior.

These equations provide a standardized way of quantifying eye movement in terms of
horizontal and vertical rotation angles, facilitating the analysis of eye movement patterns
and the application of Multiscale Entropy (MSE) analysis to assess the complexity and
predictability of eye movements across different VR tasks [26,27].

2.2. Analysis of Multiscale Entropy

A system’s time series data can be affected by various noises that stem from its
interaction with the surrounding environment. These noises can introduce short-term
correlations that falsely appear as long-term effects in the time-series analysis. Therefore, it
is crucial to mitigate the impact of these noises and the associated short-term correlations.
This is achieved through a process known as coarse graining. In this process, a time series
with N data points (y1, y2, . . . , yN) is divided into equal-length, non-overlapping segments
called windows, each of length λ. Within each window, the data points are averaged to
produce a new time series with reduced granularity as follows:

y(λ)p =
1
λ

λ

∑
q=1

y(p−1)λ+q (3)

This results in a new series composed of the averaged data points (y(λ)1 , . . . , y(λ)Nλ
),

where λ serves as the scaling factor. The restructured data can then be represented by
vectors of m dimensions as shown below:

Y(λ)
m (p) = (y(λ)p , . . . , y(λ)p+m−1) (4)

The subsequent step involves counting the number of vector pairs whose mutual
distance is less than a specified value r. This quantity is denoted as nm(r, λ). This counting
is also performed for vectors of dimension m + 1, denoted as nm+1(r, λ). The measure of
complexity, known as sample entropy, is then computed with the following formula:

Se(m, r, λ) = − log
(

nm+1(r, λ)

nm(r, λ)

)
. (5)

Given that nm+1(r, λ) ≤ nm(r, λ), it follows that Se is non-negative. A graph plotting
sample entropy against the scale factor illustrates the correlation ranges present in the
time series. This comprehensive procedure is referred to as multiscale entropy (MSE)
analysis [25].

2.3. Computational Methodology

The Multiscale Entropy (MSE) analysis of the eye movement data was conducted
using a Python script that leverages libraries such as NumPy for numerical operations
and Matplotlib for visualizing the entropy trends. The script’s core consists of functions
specifically designed to perform coarse graining, calculate sample entropy, and compile
multiscale entropy across varying scales for a comprehensive understanding of complexity
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in eye movement data. The choice of Python and these libraries was driven by their
robustness, efficiency, and widespread use in scientific computing, ensuring reliability and
reproducibility of our results.

As illustrated in Figure 1, the computational process of Multiscale Entropy (MSE)
analysis involves several key steps. Starting with the initialization of the process for each
file in the dataset, it proceeds with loading the data specifically from the ‘x’ and ‘y’ columns
indicative of the horizontal and vertical gaze positions. Parameters for the MSE analysis
are set according to standard practices and preliminary analysis to ensure robustness and
relevance of the results. The time series data are then coarse grained at multiple scales, upon
which sample entropy is calculated to quantify the complexity at each scale. Finally, these
complexity measures are compiled across all scales to visualize and analyze the variation of
eye movement complexity. The coarse graining and sample entropy calculations are guided
by specific equations, integral to understanding the underlying mechanics of this analysis.

Initialize MSE
calculation f for

each CSV file

Load data from ’x’
and ’Y’ columns

Set MSE pa-
rameters

Coarse grain series

Calculate sam-
ple entropy

Compile MSE
across scales

Plot scale factor
vs. sample entropy

Coarse Graining Eq.:
y(λ)p = 1

λ ∑λ
q=1 y(p−1)λ+q

Sample Entropy Eq.:
Se(m, r, λ) = − log

(
nm+1(r,λ)

nm(r,λ)

)

Figure 1. Flowchart illustrating the MSE calculation process with included equations.

2.4. Rationale Behind Parameters and Approach

The selection of parameters for Multiscale Entropy (MSE) analysis, particularly the
max_scale parameter set to 20, is instrumental in dissecting the complexity and predictabil-
ity of eye movements within virtual reality (VR) environments. This value is chosen based
on a balance between capturing a broad range of temporal scales and maintaining compu-
tational efficiency. A max_scale of 20 typically covers the spectrum from rapid, short-term
dynamics to more extended patterns of engagement without overly smoothing the data,
thus preserving the detailed behavior inherent in the eye movement recordings. This care-
ful calibration allows for a nuanced examination of eye movement behavior across these
scales, revealing insights into immediate reactions and prolonged engagement patterns.
The choice is further supported by empirical testing and alignment with standard practices
in time-series analysis, ensuring that the scale range is both practical and effective for
capturing the complexities of eye movement in VR environments.

Interpreting MSE Analysis: Interpretations of MSE plots draw upon complex signal
analyses, aligning with methodologies used in various scientific studies. These interpreta-
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tions help us understand the diverse nature of eye movements, from short-term adjustments
to long-term strategies [30–33].

• Rising Trends (Increasing Sample Entropy with Scale Factor): Gradual increases in
sample entropy across scales can indicate adaptive or exploratory behavior, reflecting
users’ continuous engagement and adjustment to the complexities of the VR environ-
ment. This pattern may denote a dynamic and enriching interaction, where the gaze
behavior becomes progressively complex and unpredictable, suggesting deepening
engagement or increasing task difficulty.

• Fluctuating Trends (Variable Sample Entropy): Fluctuations in sample entropy high-
light moments of transition in cognitive demand or strategy. Peaks in entropy may
indicate periods of heightened complexity or adaptation to new stimuli, whereas
valleys suggest more predictable or habitual gaze patterns. Such variability is crucial
for understanding how users interact with changing content or complexities within
the VR environment.

• Steady Trends (Consistent Sample Entropy across Scale Factors): A consistent level
of sample entropy across scales suggests a uniform cognitive load or a continuous
level of interaction complexity. This trend may indicate that users have reached an
equilibrium in their gaze behavior, efficiently balancing exploration and exploitation
of visual information in the VR environment. It might also suggest that the VR task or
experience is consistently engaging users at a stable level throughout.

Comprehensive Insights from MSE Analysis: The understanding of these trends
provides deeper insights into the cognitive load, user engagement, and possible avenues
for VR experience enhancement as follows:

• Datasets with rising trends and fluctuations might indicate a constantly adapting and
highly engaged user, with significant moments of cognitive demand interspersed with
periods of routine interaction.

• Steady trends can suggest a balanced and consistent level of interaction, possibly
pointing towards efficient user navigation or well-calibrated task demands within the
VR environment.

• The absence of declining trends in our analysis indicates that users do not typically
exhibit decreasing complexity or increasing predictability in their gaze patterns across
the studied tasks, highlighting the consistent challenge or engagement presented by
the VR tasks.

Scale Factor and Sample Entropy: Both the scale factor and sample entropy are piv-
otal in MSE analysis. The scale factor, a dimensionless number, determines the granularity
of the time series analysis, affecting the temporal resolution and interpretability of complex-
ity patterns. Specifically, it represents the level of coarse-graining applied to the time series
data, signifying the extent to which data points are averaged together. A scale factor of 1
indicates no coarse-graining, thus reflecting the original data, while higher-scale factors
imply a progressive averaging of data points, highlighting broader, long-term patterns.

Sample entropy, also a dimensionless measure, quantifies the regularity and unpre-
dictability within the time series across scales. As a statistical tool, it offers insights into
the complexity inherent in the eye movement data. A decrease in entropy at larger scale
factors typically implies increasing predictability and regularity over longer periods, while
an increase might indicate more complex and less predictable patterns, reflecting changes
in cognitive demand or task complexity. Together, these metrics provide a comprehensive
understanding of the intricate dynamics of eye movements in VR environments, reflecting
the cognitive processes and engagement levels of users.

3. Results and Discussion

Understanding the intricacies of eye movement behavior in virtual reality (VR) envi-
ronments is crucial for enhancing user experience and interface design. This study applies
Multiscale Entropy (MSE) analysis to dissect the complexity of eye movements, specifically
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focusing on the horizontal (x) and vertical (y) components of gaze position. MSE, a robust
method for quantifying the complexity and predictability of time series data, is particularly
well suited for exploring the nuanced patterns of eye movement in various VR tasks.

By analyzing these components across different scales, the study reveals insights into
the dynamic nature of gaze behavior and its implications for VR interaction. The following
subsections present the key findings from the MSE analysis, highlighting the distinct
complexity patterns observed in eye movements across a series of VR tasks. Through these
results, the study aims to shed light on the multifaceted nature of human gaze in virtual
environments and contribute to the optimized design and development of VR systems.

3.1. Multiscale Entropy Analysis of Eye Movements in the VRG Task

Task Context: The vergence (VRG) task involves eye movements where participants
adjust their gaze to focus on objects at varying depths within the virtual environment,
simulating a 3D experience. This task is critical for depth perception and fundamental to a
realistic and immersive virtual environment.

MSE Findings: Multiscale Entropy (MSE) analysis was performed on both the hori-
zontal (x) and vertical (y) components of eye movements during the VRG task. Figure 2
illustrates the sample entropy across different scale factors for the horizontal and vertical
gaze positions, respectively. The sample entropy was plotted across different scale factors
for both gaze positions, illustrating the complexity and predictability of eye movements as
participants engaged in depth-adjusting tasks.

Interpretation:

Horizontal Component (x) Analysis: For the horizontal component, the rising trends
in sample entropy across nearly all datasets indicate an increase in complexity and unpre-
dictability of gaze patterns as the scale factor increases. The patterns resembling y = ln(x)
suggest an adaptive or exploratory behavior, reflecting continuous engagement and ad-
justment by the users to the depth variations in the VR environment. The slight positive
slope observed in the rest of the datasets, similar to y = 1

n x, although indicative of a rising
trend, suggests a more gradual increase in complexity, possibly due to a more steady or
predictable aspect of the vergence task.

Figure 2. Cont.
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Figure 2. Multiscale Entropy analysis of eye movements in the VRG Task. (a) Horizontal and
(b) Vertical Gaze Position. The VRG task involves vergence eye movements, where participants
adjust their gaze to focus on objects at varying depths, simulating a 3D environment in VR.

Vertical Component (y) Analysis: In the vertical component, the datasets split into
two distinct behaviors: approximately half exhibiting a logarithmic increase, indicating
adaptive behavior as seen in the horizontal component, and the other half displaying
a steady trend, suggesting a uniform cognitive load or a consistent level of interaction
complexity. The consistent sample entropy across scales in these steady trend datasets
might imply that for certain aspects of the VRG task, users maintain a stable gaze behavior,
efficiently balancing exploration and exploitation of depth information presented in the
virtual environment.

Comprehensive Insights from VRG Task Analysis: The observed MSE trends for
the VRG task provide valuable insights into how users interact with and adapt to 3D virtual
environments. Rising trends across most datasets, especially in the horizontal component,
underscore the dynamic and engaging nature of the task, prompting users to continuously
adjust their gaze strategy. The variability in entropy, particularly the distinction between
rising and steady trends in the vertical component, highlights the complexity of depth
perception and the different strategies users might employ to navigate 3D spaces. These
findings emphasize the need for VR content design to consider the varying cognitive loads
and interaction complexities inherent in depth-oriented tasks, aiming to optimize user
comfort and enhance the overall immersive experience.

Implications for VR Content Design and User Experience: Understanding the com-
plexity patterns in eye movements during vergence tasks can inform the design of more
intuitive and comfortable VR experiences. By aligning VR content and interface design
with the natural tendencies of human ocular activity in 3D environments, developers can
create more immersive and engaging applications that cater to the depth perception needs
of users. Furthermore, recognizing the adaptive behaviors and stable interaction trends in
eye movements can help optimize the balance between visual challenge and user comfort,
contributing to the reduction of VR sickness and enhancing long-term user engagement.

3.2. Multiscale Entropy Analysis of Eye Movements in the VID Task

Task Context: The Video Viewing (VID) task is a central component of virtual reality
(VR) experiences, involving participants watching diverse video content. This immersive
activity requires users to maintain sustained attention and engagement, as they visually
explore and react to dynamic visual scenes. Understanding how gaze behavior adapts
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during video viewing is crucial for enhancing user experience and optimizing content
design in cinematic or narrative VR settings.

MSE Findings: For the VID task, Multiscale Entropy (MSE) analysis was conducted
on the horizontal (x) and vertical (y) components of eye movements. Figure 3 showcases
the sample entropy across different scale factors for horizontal and vertical gaze positions,
respectively. The analysis produced plots showing sample entropy across various scale fac-
tors for both gaze positions, reflecting the complexity and predictability of eye movements
as participants interacted with video content.

Figure 3. Multiscale Entropy analysis of eye movements in the VID Task. (a) Horizontal and
(b) Vertical Gaze Position. The VID task involves participants watching videos, a common activity in
VR, focusing on understanding how gaze behavior changes during passive viewing.

Interpretation:

Linearly Rising Trends: Both the horizontal and vertical components exhibit linearly
rising trends in sample entropy with different slopes. This consistent increase across the
scale factors suggests that as the viewing time extends, the complexity of gaze patterns
also increases. The variation in slopes between the horizontal and vertical components
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could indicate different levels or types of engagement and visual exploration. For instance,
steeper slopes may represent periods of more intense visual exploration or engagement
with the content, possibly during dynamic or rapidly changing scenes.

Comprehensive Insights from VID Task Analysis: The MSE analysis of eye move-
ments during the VID task underscores the dynamic interaction between viewers and
video content in VR environments. The linearly rising trends across most datasets high-
light the ongoing adaptation and engagement of viewers with the content, providing a
quantitative measure of how video narratives and visual stimuli influence gaze behavior.
These insights can drive the development of more captivating and immersive VR video
experiences, ensuring that content remains engaging and aligned with the viewer’s natural
gaze dynamics.

Implications for Content Design and User Experience: These findings have sig-
nificant implications for VR video content creators. Understanding the nature of gaze
complexity during video viewing can help in identifying key moments for narrative or
visual shifts to maintain or enhance viewer engagement. For example, creators might
introduce changes in content at points where the entropy trend suggests a decrease in
engagement or predictability, thereby reinvigorating viewer attention and interest.

3.3. Multiscale Entropy Analysis of Eye Movements in the PUR Task

Task Context: The pursuit (PUR) task is a crucial component in understanding user
interaction in virtual reality (VR), particularly focusing on smooth pursuit eye movements.
Participants track moving targets, a fundamental activity for simulating realistic scenarios
in interactive and gaming environments. This task is vital for examining the mechanisms
of visual tracking and how individuals maintain focus on dynamic objects within VR.

MSE Findings: Multiscale Entropy (MSE) analysis was performed on both the hori-
zontal (x) and vertical (y) components of eye movements during the PUR task. Figure 4
illustrates the sample entropy across different scale factors for the horizontal and vertical
gaze positions, respectively. The analysis yielded entropy trends across various scale fac-
tors, reflecting the complexity and predictability of eye movements as participants engaged
in tracking moving targets.

Interpretation:

Horizontal Component—Logistic Function Trends: The horizontal eye movements
exhibited trends similar to logistic functions with varying heights, indicating a saturation
effect in the complexity of eye movements.

Vertical Component—Logarithmic and Steady Trends: Vertical eye movements pre-
dominantly displayed a logarithmic increase in complexity, suggesting a continuous adap-
tation or increasing challenge in tracking the vertical motion of targets. A few datasets
exhibited steady trends, which might indicate consistent tracking behavior or uniform task
difficulty across those particular sessions.

Comprehensive Insights from PUR Task Analysis: The MSE trends in the PUR task
provide a detailed account of how users engage with moving targets in VR. The logistic-
like patterns in horizontal movements suggest a bounded complexity, perhaps due to the
capabilities of the human visual system or the specific nature of the task. On the other hand,
the logarithmic trends in vertical movements reflect a more nuanced adaptation process,
with users possibly exerting more effort or strategy in tracking vertical motion.

Implications for VR Content Design and User Experience: Understanding these
intricate patterns of eye movement can inform the design of VR content, particularly
in scenarios requiring object tracking or interaction with moving elements. Designers
and developers might consider the limitations and capabilities reflected in the logistic
function trends when creating moving targets or interactive elements, ensuring that these
are within comfortable tracking ranges for users. Additionally, the varying complexity in
vertical tracking might influence how vertical motion is incorporated into VR experiences,
balancing challenge and comfort to enhance overall engagement and minimize discomfort
or disorientation.
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Figure 4. Multiscale Entropy analysis of eye movements in the PUR task. (a) Horizontal and
(b) Vertical Gaze Position. In the PUR task, subjects engage in smooth pursuit movements, following
moving objects with their eyes, which is essential for tracking moving stimuli in VR.

3.4. Multiscale Entropy Analysis of Eye Movements in the TEX Task

Task Context: The text reading (TEX) task simulates the act of reading within a virtual
environment, an essential component in educational and informational VR applications.
This task involves participants reading text presented in the VR space, requiring saccadic
movements and fixations similar to those in real-world reading scenarios. Understanding
the complexity of these eye movements is vital for creating VR systems that support
effective and comfortable reading experiences.

MSE Findings: In the TEX task, Multiscale Entropy analysis was applied to both the
horizontal (x) and vertical (y) components of eye movements associated with reading. The
analysis yields distinct patterns of sample entropy across different scale factors for both gaze
positions. Figure 5 represents the sample entropy across different scale factors for horizontal
and vertical gaze positions, respectively. Horizontally, there is a trend of linearly rising
entropy with minor fluctuations, indicative of the systematic left-to-right eye movement
typical of reading in many languages. Vertically, most datasets show a rising trend with
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more pronounced fluctuations, reflecting the varied complexity as eyes move down the
page or screen and possibly adjust to different lengths of text or formatting changes.

Figure 5. Multiscale Entropy analysis of eye movements in the TEX task. (a) Horizontal and
(b) Vertical Gaze Position. The TEX task represents reading text in VR, a scenario that involves
distinct eye movement patterns due to the linear nature of text and frequent line shifts.

Interpretation: The MSE trends observed in the TEX task shed light on the nuanced
complexity of eye movements during VR reading activities. In the horizontal component,
the mostly linearly rising trend with little fluctuations suggests a consistent, though slightly
increasing, complexity in eye movement as the text progresses, likely due to accumulating
cognitive load or adapting strategies for text navigation. The presence of minor fluctua-
tions might also indicate variations in line lengths, word complexity, or punctuation that
momentarily alter the reading rhythm.

For the vertical component, the varying slopes and more pronounced fluctuations in
rising trends suggest a diverse range of strategies or challenges as users navigate between
lines or paragraphs. This variability might reflect differences in text layout, the effort
required to adjust to new lines, or the cognitive processing of section breaks or paragraph

133



Sensors 2024, 24, 1781

endings. A few datasets showing a more steady trend might represent users with more
uniform reading strategies or perhaps simpler text structures that elicit more consistent eye
movement patterns.

In both cases, the MSE analysis illustrates the complex landscape of reading behavior
in VR, offering valuable insights for designing VR content and interfaces that accommodate
the natural reading process. By aligning text presentation with the observed entropy trends,
developers can enhance readability, reduce cognitive load, and improve user comfort and
engagement with textual content in VR.

Implications for VR Content Design and User Experience: Understanding the en-
tropy patterns in reading-related eye movements enables VR content developers to optimize
text layout, pacing, and interaction in educational and informational applications. The in-
sights from the horizontal and vertical components of eye movement can inform decisions
about font size, line spacing, and the placement of textual elements to align with natural
reading patterns and minimize discomfort or disorientation. Furthermore, recognizing the
variability in individual reading strategies, as suggested by the different slopes and fluctua-
tions in entropy, underscores the need for customizable or adaptive reading interfaces that
can accommodate a range of user preferences and capabilities.

3.5. Multiscale Entropy Analysis of Eye Movements in the RAN Task

Task Context: The random saccades (RAN) task captures the eye movements when
participants are required to swiftly and randomly shift their gaze between various points
within the VR environment. This task simulates the erratic and spontaneous eye movements
that occur as users navigate through and respond to unpredictable or rapidly changing vir-
tual scenarios. Assessing the complexity of these movements is essential for understanding
user navigational strategies and responsiveness in a dynamic VR landscape.

MSE Findings: Multiscale Entropy analysis applied to the RAN task’s eye movements,
both horizontal (x) and vertical (y), shows a pattern of rising entropy, depicted in Figure 6.
The entropy progression in both components, characterized by a generally linear rise with
similar slopes across different datasets, suggests a consistent increase in complexity as
the scale factor increases. This uniformity in the trend across datasets might indicate a
standardized response to the random saccades required in the task, reflecting the users’
adaptation to the unpredictability inherent in the activity.

Interpretation: The MSE findings from the RAN task offer insights into the nature of
eye movements during random, quick shifts of gaze in VR. The consistently rising entropy
across scales in both horizontal and vertical components suggests that participants exhibit a
gradual increase in complexity in their eye movements, possibly as a reflection of ongoing
adaptation to the unpredictability and dynamism of the task. This adaptation might be
indicative of users’ efforts to optimize their gaze strategy to efficiently deal with random
stimuli, maintaining a level of readiness to shift focus swiftly and accurately.

The similar slopes in the linear rise of entropy among datasets imply a commonality in
the approach users take to handle random saccades in VR. This could be due to the nature
of the task, which requires a general alertness and readiness to move the gaze randomly,
leading to a uniform increase in complexity across users.

Comprehensive Insights from RAN Task Analysis: The RAN task’s analysis under-
scores the importance of understanding spontaneous and random eye movements in VR,
as they are indicative of how users might navigate and respond to unstructured or unpre-
dictable environments. Insights from this task can inform the design of VR experiences
that require users to be alert and ready to change focus quickly, such as in certain gaming
scenarios or training simulations where rapid situational awareness is critical.
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Figure 6. Multiscale Entropy analysis of eye movements in the RAN task. (a) Horizontal and
(b) Vertical Gaze Position. In the RAN task, participants perform random saccades, simulating
unpredictable eye movements as they might occur in a dynamic and unstructured VR environment.

Implications for VR Content Design and User Experience: Understanding the con-
sistent increase in complexity in eye movements during random saccades tasks can help VR
designers create environments that are attuned to the naturalistic movements of users. By
recognizing the characteristics of eye movement in unpredictable scenarios, VR experiences
can be optimized to accommodate or even leverage these natural behaviors, enhancing
user navigation, orientation, and overall engagement with the content. Moreover, insights
into the uniform strategies employed by users across different datasets may assist in stan-
dardizing certain aspects of VR design, ensuring a coherent and user-friendly experience
even in the most dynamic and unstructured virtual scenarios.

3.6. Deciphering Eye Movement Dynamics

The MSE analysis reveals diverse patterns in eye movements, reflecting users’ cog-
nitive states and adaptability within VR environments. The absence of declining trends
suggests users may be consistently engaged or adapting to the complexities of VR tasks.
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Rising, fluctuating, and steady trends indicate different user interactions, each providing
insights into how participants navigate and respond to VR environments. These patterns
highlight the need for adaptive VR systems that are responsive to the intricate behaviors
of users.

3.7. Insights into User Comfort from MSE Analysis

Our study’s Multiscale Entropy (MSE) analysis of eye movements across various VR
tasks provides critical insights that can significantly contribute to enhancing user comfort
in VR environments. By examining the complexity of eye movements, we can identify
potential triggers of discomfort and devise strategies to mitigate these issues. For instance,
tasks that exhibit high complexity in eye movements may signal a higher cognitive load or
visual stress, potentially leading to discomfort or VR sickness.

Specifically, the analysis revealed that certain VR tasks, such as the PUR (pursuit) and
RAN (random saccades) tasks, show pronounced complexity in eye movement patterns.
This complexity could indicate that users are required to constantly adapt their gaze,
potentially leading to eye strain or fatigue over extended periods. To address this, VR
content designers can consider integrating more natural gaze paths and reducing the
frequency of abrupt visual changes in these tasks. Moreover, implementing dynamic
difficulty adjustments based on real-time MSE analysis of eye movements can help maintain
user engagement without overwhelming them, thereby enhancing comfort.

Furthermore, our findings suggest that steady trends in eye movement complexity,
observed in tasks like the TEX (text reading) task, could be leveraged to design VR experi-
ences that align with natural eye movement patterns, minimizing the risk of discomfort.
By tailoring content to match these naturalistic patterns, VR experiences can become more
intuitive and less taxing on the user, promoting longer and more comfortable usage.

Incorporating adaptive interfaces that respond to the MSE analysis of a user’s eye
movements can also offer personalized comfort adjustments. For example, interfaces could
automatically adjust text size, brightness, or even the pace of content based on real-time
analysis, ensuring a comfortable viewing experience tailored to individual user needs.

Overall, the application of MSE analysis in understanding and optimizing eye move-
ment dynamics in VR opens up new avenues for creating more comfortable and engaging
virtual environments. By closely aligning VR design with the natural complexities of
human eye movements, we can significantly reduce discomfort and enhance the overall
user experience. Future research should continue to explore the relationship between eye
movement complexity and user comfort, fostering the development of VR technologies
that prioritize user well-being.

3.8. Comparative Analysis with Existing Research

Our study contributes to the burgeoning field of VR and eye movement analysis by
providing insights into the complexity of gaze patterns in VR environments. Previous research,
including Mallari et al.’s systematic review on VR’s impact on chronic pain [34], highlights
VR’s potential in enhancing user experiences. Riva et al. [35] and Chiquet et al. [36] have fur-
ther elucidated the benefits of VR in various therapeutic and wellness contexts, underscoring
the versatility of VR applications. Wu et al.’s work [37] on VR in clinical settings adds to the
understanding of VR’s applicability across different domains.

Expanding on these foundations, our application of Multiscale Entropy (MSE) anal-
ysis to VR gaze data offers a novel perspective on user engagement and cognitive load.
Parsons (2015) [38], Kourtesis et al. (2019) [39], and Tashjian et al. (2017) [40] emphasize
the importance of immersive and interactive VR experiences for cognitive research and
therapeutic interventions. Our findings resonate with these studies by demonstrating how
MSE analysis can be used to assess and enhance the VR experience, contributing to a deeper
understanding of user behavior in VR environments.

Moreover, recent studies by Tang et al. [41] and Sipatchin et al. [42] highlight the critical
role of eye-tracking in VR for cognitive assessments and clinical applications. By integrating
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MSE analysis with eye-tracking data, our research aligns with the broader trajectory of
leveraging VR technology to create immersive, beneficial, and user-centric experiences.

4. Conclusions

This study advances our understanding of eye movement behavior in virtual reality
(VR) through Multiscale Entropy (MSE) analysis. By dissecting the complexity of eye
movements across various VR tasks, we highlight the potential of MSE to contribute to
more intuitive and immersive VR environments. The nuanced insights into gaze behavior
provided by this analysis are invaluable for enhancing user experience and interface design
in VR technology.

4.1. Contributions

We conducted a comprehensive investigation into the complexity of eye movement
patterns in VR using MSE analysis. Our meticulous analysis of the horizontal and vertical
components of eye movements across a range of VR tasks—including vergence, smooth
pursuit, video viewing, reading, and random saccades—revealed distinct complexity pat-
terns. These patterns, characterized by logarithmic, logistic, rising, and steady behaviors,
contribute to a deeper understanding of gaze predictability and complexity in VR. Our find-
ings offer valuable insights for optimizing VR interfaces and enhancing user experiences
by adapting to dynamic user interactions.

4.2. Future Work

The continued exploration of MSE and its applications in VR is crucial for unlocking
the full potential of this technology for users worldwide. A collaborative approach between
academia and industry will accelerate innovation and ensure that VR technology evolves
in tandem with our understanding of user needs and preferences. Future research should
focus on the following:

• Investigating a broader range of VR tasks and long-term user interactions to provide a
more comprehensive understanding of how entropy trends manifest in different contexts.

• Exploring the implications of these findings for enhancing user comfort and en-
gagement in VR, aiming to support the development of more personalized and
immersive experiences.

• Integrating complex signal analysis like MSE into VR research, recognizing the poten-
tial for transformative impacts on technology and user interaction.

These directions for future research underscore the importance of a nuanced approach
to studying VR interactions, with the goal of creating more engaging and sustainable
VR environments.

Author Contributions: Conceptualization, S.Z.; methodology, S.Z.; software, S.Z.; validation, S.Z.;
formal analysis, S.Z.; investigation, S.Z.; data curation, S.Z.; writing—original draft preparation,
S.Z.; writing—review and editing, S.Z. and G.L.; visualization, S.Z.; supervision, G.L.; project
administration, G.L. All authors have read and agreed to the published version of the manuscript.

Funding: Sahar Z. would like to express her sincere gratitude to the College of Architecture and
Gregory A. Luhan, Department Head of Architecture at Texas A&M University, for providing financial
support and research assistantship (grant #248012) during the past four years.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Data and Python code for reproducing the experiments reported in this
article are available upon request. Please contact Sahar Zandi at sahar.zandi@tamu.edu for access.

Acknowledgments: Sahar Z. is grateful to Shahriar Esmaeili for his assistance and guidance in
understanding the Multiscale Entropy Analysis (MSE) concepts, which significantly contributed to
the development of the Python code used in this study.

137



Sensors 2024, 24, 1781

Conflicts of Interest: The authors declare no conflicts of interest.

Abbreviations

The following abbreviations are used in this manuscript:

MSE Multiscale Entropy
AR Augmented Reality
VR Virtual Reality
VRG vergence task
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TEX text-reading task
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Abstract: Significant research work has been undertaken related to the game-based learning approach
over the last years. However, a closer look at this work reveals that further research is needed to
examine some types of game-based learning approaches such as virtual reality serious games and
LEGO Serious Play. This article examines and compares the effectiveness for learning Scrum and
related agile practices of a serious game based on virtual reality and a learning activity based on
the LEGO Serious Play methodology. The presented study used a quasi-experimental design with
two groups, pre- and post-tests, and a perceptions questionnaire. The sample was composed of
59 software engineering students, 22 of which belonged to group A, while the other 37 were part
of group B. The students in group A played the virtual reality serious game, whereas the students
in group B conducted the LEGO Serious Play activity. The results show that both game-based
learning approaches were effective for learning Scrum and related agile practices in terms of learning
performance and motivation, but they also show that the students who played the virtual reality
serious game outperformed their peers from the other group in terms of learning performance.

Keywords: game-based learning; virtual reality; educational games; serious games; technology-
enhanced learning; LEGO Serious Play; Scrum; agile methodologies

1. Introduction

A considerable effort has been and continues to be devoted to search for new alter-
natives to improve and complement traditional learning methodologies. In recent years,
game-based learning has become one of the most promising learning approaches due
to its potential to increase not only students’ motivation but also students’ learning. As
evidenced by several recent literature reviews [1–7], a plethora of studies reported suc-
cessful game-based learning experiences. This evidence allows the conclusion that, when
game-based learning is suitably applied, it can lead to enhancements in both students’
motivation and learning outcomes.

However, although a lot of research work has been conducted in the game-based
learning field, a closer look at this work reveals that not all types of game-based learning
approaches have been extensively investigated. For example, despite there being plenty
of studies examining the educational use of videogames [1–7], much less research has
been conducted to examine the use of educational videogames based on virtual reality or
game-based learning activities based on LEGO Serious Play.

This article examines and compares the instructional effectiveness of a virtual reality
serious game and a learning activity based on the LEGO Serious Play methodology. In
particular, the study reported in this article examined and compared the use of the two
approaches for learning the Scrum framework and some agile practices commonly adopted
by Scrum teams. In this regard, it should be noted that, nowadays, Scrum is by far the
most widely employed agile methodology in the industry [8] and is part of many degree
programs, especially in software engineering. The research questions addressed by this
article are as follows:
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• RQ1: Are virtual reality serious games effective in terms of knowledge acquisition and
motivation for learning Scrum?

• RQ2: Are activities based on LEGO Serious Play effective in terms of knowledge
acquisition and motivation for learning Scrum?

• RQ3: Are virtual reality serious games more effective than activities based on LEGO
Serious Play in terms of knowledge acquisition and motivation for learning Scrum?

The article is organized into six sections. The next section reviews the existing literature
on virtual reality serious games, LEGO Serious Play, and Scrum training. Section 3 details
the research methodology, including a description of the virtual reality serious game and the
LEGO Serious Play activity that were employed. The results are presented and discussed
in Sections 4 and 5, respectively. Finally, Section 6 outlines the conclusions of the article
and suggests future works that could be undertaken.

2. Related Work

2.1. Serious Games Based on Virtual Reality

As evidenced by recent literature reviews, virtual reality is being widely used for
educational purposes in many knowledge fields and industrial sectors because this technol-
ogy contributes to improve knowledge acquisition and skills development, engages and
motivates learners, and enhances the whole learning experience [9–11].

Some works have reported the use of virtual reality serious games by practitioners
in professional contexts, including games to simulate medical operations [12], operate
control panels in power plants [13], and conduct psychological exposure therapies [14].
Furthermore, some works have reported the use of this kind of game in educational settings,
including games for learning languages and culture [15], physics [16], engineering [17],
and topics related to computer science such as computer programming [18]. In this regard,
it should be pointed out that the authors of the present contribution recently presented
ScrumVR [19–21], which is the virtual reality serious game examined in this article.

In addition to ScrumVR, other virtual reality serious games aimed to teach the Scrum
framework have been reported in the literature [22–24]. In the game presented by Caserman
et al. [22], the player controls a Scrum Master that must guide their team throughout a
Sprint. Radhakrishnan and Koumaditis [23] proposed the creation of a multiplayer virtual
reality environment for simulating Sprints. However, a full implementation or validation
of this system was not reported in that work. In a more recent work, Visescu et al. [24]
presented ScrumSim, a multiplayer simulation in which players, with the assistance of
two avatars who play the roles of the Scrum Master and the Product Owner, interact with
a virtual reality environment, perform tasks, and receive feedback on their performance.
Although ScrumSim has been used in real-world settings, a formal evaluation has not yet
been reported.

2.2. LEGO Serious Play

LEGO Serious Play [25] is a learning methodology initially designed to teach pro-
fessionals in a playful and active way soft skills such as leadership, communication, and
conflict resolution. However, in the last decades this methodology has evolved substan-
tially [26] and it is being applied in higher education across many knowledge fields. Indeed,
LEGO Serious Play activities have been used in fields as diverse as marketing [27], arts [28],
industrial engineering [29], and systems engineering [30]. These contributions indicate
that LEGO Serious Play can be used not only to learn soft skills, but also to learn specific
competences in many fields of knowledge, including software engineering.

Several LEGO Serious Play activities have been designed to teach concepts related
to software engineering. A very prolific author in this area is Kurkovsky [31–35], whose
works present activities to teach requirements engineering [31,32], complex systems de-
pendability [31], component integration, and software interface design [33], Test-Driven
Development (TDD) [34], and Scrum [35]. The conclusion of these contributions is that this
learning methodology is useful to learn specific competences about software engineering,
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develop soft skills, and improve students’ motivation. In the same vein, some authors
of the present contribution reported in [36] another LEGO Serious play which proved to
be highly appealing and motivating from the students’ perspective and effective to learn
about software life-cycle models and software development activities.

Another remarkable LEGO Serious play activity in the software engineering field
is LEGO City, which was conceived by Krivitsky [37] and serves to teach the Scrum
framework. In his book [37], this author presents guidelines to conduct the activity as well
as empirical experiences reporting positive outcomes. Beyond the experiences described
by Krivitsky himself, this activity has been adapted and replicated by other researchers
in professionals and higher education contexts. For example, ref. [38] used the LEGO
City activity with professionals of Croatian IT companies, ref. [39] with students of a
computer science degree delivered by the University of Pernambuco (Brazil), and ref. [40]
with students of a software project management master degree delivered by the Aalto
University (Finland). In every case, the authors found out that the LEGO City activity
was very well appreciated by the participants and highly effective to learn about Scrum.
Another interesting experience is the one reported by [41], who adapted the LEGO City
activity to be performed remotely using online whiteboards and real-time communication
tools. Similarly, ref. [42] adapted a LEGO Serious Play activity aimed at teaching Scrum to
be used with Minetest, an open-source variant of the Minecraft game.

2.3. Scrum Training

As described in the previous subsections, virtual reality serious games [19–24] and
LEGO Serious Play activities [35,37–42] have been used to deliver Scrum training. More-
over, other noteworthy alternatives have been used for this purpose, including serious
video games not based on virtual reality [43–45], physical games [46–48], agile project
management tools [49], and classroom exercises [50].

Scrum-X [43] is a game developed in Microsoft Excel 365 with VBA programming
designed to teach Scrum to graduates and professionals in which players can manage
software projects. Another serious video game for learning Scrum is Virtual Scrum [45]. In
this game, players can explore and interact with a virtual world that simulates the room
of a Scrum team. In [44], an online Scrum simulation conducted by using the multiplayer
video game “Don’t Starve Together”, Trello, and Discord is presented. In addition to video
games, some physical games aimed at teaching Scrum have been designed such as the card
games PlayScrum [46] and “Don’t Break the Build” [47]. Another physical game to teach
Scrum was proposed by [48]. In this game, players organized in groups must build paper
boats, hats, and planes following the Scrum framework.

Another approach that has been adopted for Scrum training is the planning and
monitoring of software projects through agile project management tools such as Taiga [49].
Lastly, it is also worth mentioning that some classroom exercises have been proposed for
introducing Scrum. For example, ref. [50] proposed “Play Ball”, an exercise targeted to
undergraduates that only requires 20–30 hand-size balls per team and that aims to introduce
students to basic Scrum concepts and allow them to practice self-organization.

3. Research Methodology

The study presented in this article used a quasi-experimental design with two groups
(A and B), pre- and post-tests, and a perceptions questionnaire. The goal of the study was
to empirically examine and compare the effectiveness in terms of knowledge acquisition
and motivation of two game-based interventions for learning Scrum and related agile
practices: one in which participants played a virtual reality serious game and another based
on LEGO Serious Play in which participants built a part of a city by using LEGO blocks.
The students in group A played the virtual reality serious game, whereas the students in
group B conducted the LEGO Serious Play activity.
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3.1. Sample

This study involved the participation of 59 students in total. Group A was comprised
of 22 students with a median age of 22.3 (SD = 2.3): 15 males, 5 females, and 2 students
who preferred not to indicate their gender. Group B was comprised of 37 students with
a median age of 22.5 (SD = 4.8): 32 males and 5 females. All students who participated
in this study were enrolled in a project management course at Universidad Politécnica
de Madrid. This project management course is worth 6 ECTS (European Credit Transfer
System) credits (so it requires 150–180 h of student work) and all students in their fourth
year of the Bachelor’s Degree in software engineering are required to take it. The course
covers the fundamentals and common practices of project management and introduces
software project management using traditional and agile approaches.

3.2. Procedure

First, all participating students gave informed consent to participate in the study.
Then, these students were split into two groups. Random assignment was not possible
because some of the students had already played the serious game the previous academic
year in a different course. Therefore, the students who had never played the serious game
were assigned to group A and the remaining students were assigned to group B. Once the
groups were established, all the participating students were given 10 min for completing
a pre-test. Once this test was completed, students in group A played the virtual reality
serious game over 40–45 min after spending 15 min attending to the teachers’ instructions
and setting up their devices; whereas students in group B conducted the LEGO Serious
Play activity, which lasted around one hour. Then, all students were given 10 min for
completing the post-test. Finally, students completed the perceptions questionnaire. The
whole intervention, including the tests and the questionnaire, lasted around one hour and
a half in both groups. All participating students completed both the pre- and post-test, as
well as the perceptions questionnaire.

3.3. Methods and Instruments

The pre-test consisted of 10 theoretical questions encompassing the Scrum framework
and related agile practices, including user stories, MoSCoW, story points, and Planning
Poker. The questions were aligned with the official Scrum Guide 2020 [51] and the resources
provided by the Agile Alliance [52]. Each question had four options, only one of which
was correct. Correct answers were worth +1 point each, whereas incorrect answers were
worth −0.33 points each. Thus, the pre-test was scored from 0 to 10. The post-test was
composed by the same 10 questions included in the pre-test and was scored in the same
way as this test. In this regard, it should be clarified that, with the aim of preventing
students from memorizing answers, correct answers and additional feedback were only
revealed to the students after the time to complete the post-test had expired. Moreover, in
order to discourage copying and other unexpected misconduct, the students’ final course
grade remained unaffected by either their post-test scores or their pre-test scores.

The questionnaire distributed to all participants at the end of the intervention to collect
their perceptions was developed ad hoc for this study. This questionnaire was comprised of
two demographic questions (age and gender), a set of statements to be rated on a Likert scale
ranging from one (strongly disagree) to five (strongly agree), and an open-ended question
that allowed respondents to provide comments. The Likert items of the questionnaire are
included in Section 4 together with the results. The questionnaire distributed to both groups
was identical, except for item 18, which was exclusively included in the questionnaire given
to the students in group A. This particular item aimed to inquire whether these students
had experienced any dizziness while using the virtual reality serious game.

3.4. Materials: Virtual Reality Serious Game

The virtual reality serious game examined in this article is called ScrumVR and aims
to instruct the player in the Scrum framework and some related agile practices in an
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immersive and effective way. ScrumVR is a first-person game in which the main character
is a developer who starts to work in a software company that joins a Scrum team. During
the game, the player receives explanations, interacts with other members of the Scrum
team, engages actively in the Scrum events, contributes to the development of Scrum
artifacts, and employs diverse agile techniques, including MoSCoW and Planning Poker.
Screenshots of certain key events taking place throughout the game are shown in Figure 1.

 

Figure 1. (A) The Scrum Master explains the foundation of agile methodologies. (B) The player
chooses a user story. (C) The player talks with the Product Owner. (D) The player selects a card
during a Planning Poker.

From a didactic standpoint, the game is narrated linearly, and it is divided into four
chapters of approximately the same duration. Completing the four chapters requires the
player to spend around 40–45 min. Each chapter is aimed at achieving certain learning
objectives in such a way that the player learns how the Scrum framework works. Table 1
presents a summary of the main topics covered by each chapter of ScrumVR.

Table 1. Main topics covered by ScrumVR.

Chapter Topics

1: Introduction
Agile and Scrum foundation.
The role of the Scrum Master.
How to operate a Kanban board.

2: Daily Scrum
Performance of a Daily Meeting in Scrum.
How to select user stories based on their priority and size estimation.
How to interpret a burndown chart.

3: Sprint Review
and Sprint
Retrospective

The role of the Product Owner.
Performance of a Sprint Review.
Performance of a Sprint Retrospective.
How to analyze the Sprint performance using a burndown chart.

4: Sprint Planning

Performance of a Sprint Planning.
How to define user stories.
How to prioritize user stories using MoSCoW.
How to estimate the size of user stories using Planning Poker and story points.

Regarding its technical characteristics, ScrumVR was developed using the Unity game
engine and was conceived to be played by using Android devices equipped with a simple
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cardboard. One of the most remarkable points in the development of this educational
application is the selected locomotion method. Since ScrumVR was designed for mobile
devices, where positional tracking is not available, it was decided to use the on-rails guided
locomotion method [53] in order to fully guide the player’s movement and minimize the
cybersickness feeling. Therefore, the players can look in all directions by rotating the head
but do not have the freedom to move wherever they want, thus avoiding distractions and,
consequently, facilitating the achievement of the established learning objectives. Addition-
ally, positional sound [54] was used to guide the players to look in the most convenient
direction throughout the experience. Another technical feature that was used for guiding
the attention of the players was the use of illumination [55].

Another key technical feature of ScrumVR is the use of diegetic menus to allow the
player to select an element by looking at it for a certain period of time. Whenever the
player can perform an action in the game, a reticle that can be moved by rotating the
head is displayed on the screen. When the reticle is placed over a selectable element, it
starts to visually indicate the waiting time required to select that element. The diegetic
menus used by ScrumVR allow the player to make decisions (see Figure 1C) and engage
in agile techniques with other characters by playing mini-games (see Figure 1B,D). These
mini-games were developed using a finite state machine model where all possible answers
have an associated narrative feedback. Thereby, the learning experience is enriched with
feedback generated according to the player’s actions. More technical details about ScrumVR
can be found at [19,20].

3.5. Materials: LEGO Serious Play Activity

The LEGO Serious Play activity assessed in this article aims to teach in an active and
engaging way the Scrum framework and some related agile practices, including MoSCoW
and Planning Poker. This activity was designed based on the LEGO City activity, which
was initially conceived by Krivitsky [37] as explained in the related work section.

In the LEGO Serious Play activity, students work in teams of 4–6 members and each
team assumes the role of a Scrum team belonging to a certain organization and working
on a project whose goal is to build a part of a city (e.g., a neighborhood, a zoo, or a motor
vehicle fleet). One student of each team assumes the role of the Product Owner, another
student of the team assumes the role of the Scrum Master, and the remaining students of
the team assume the role of the developers.

Each part of the city consists of a set of LEGO constructions. Therefore, each Scrum
team has to build a part of a city by using the Scrum framework as methodology and
LEGO pieces as materials. At the beginning of the activity, the Product Owner of each
team is provided with a set of user story cards. Each of these cards includes a user story
that describes a LEGO construction following the classic role–feature–benefit pattern, as
well as two empty boxes in order to allow students to write the priority and estimated
size of the user story (see Figure 2). During the activity, the LEGO constructions should
be built by the developers (and only by the developers) using LEGO pieces according to
their corresponding user stories and the LEGO construction manuals (see Figure 3). These
manuals can also be used by the developers in order to estimate the size of the user stories.

The LEGO Serious Play activity consisted of the following phases:

1. Preparation. Students were divided into teams of 4–6 people and each team appointed
a Product Owner and a Scrum Master. Then, each team received a starting pack
comprised of the following elements: three instruction manuals (one for the Product
Owner, one for the Scrum Master, and one for the developers), a LEGO box with
pieces and construction manuals, a set of user story cards, and a kit of Planning Poker
cards (see Figure 4). After that, each student read the instructions corresponding to
his/her role (Product Owner, Scrum Master, or developer).
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Figure 2. Example of a user story card.

 

Figure 3. Example of a LEGO construction.

 

Figure 4. LEGO Serious Play activity starting pack.

2. Product backlog prioritization. The Product Owner prioritized the user stories using
the MoSCoW technique. The Scrum Master was allowed to help the Product Owner
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in applying this prioritization technique. Meanwhile, students playing the role of
developers continued to familiarize themselves with its instructions.

3. Sprint planning. The Product Owner explained the client needs to the rest of the
Scrum team and then all students defined a goal for the current Sprint. Then, the
developers selected user stories to be included in the current Sprint in a consensual
manner with the Product Owner. During this process, the size of the selected user
stories was estimated by the developers using story points and Planning Poker.

4. Sprint execution. Once the Sprint planning event was over, students were given a total
of 20 min for this phase. Each team had to hold two Daily Scrums during the Sprint:
one at the beginning of this phase and another one 10 min later. During the Sprint, the
students assuming the role of developers worked on building LEGO constructions in
order to complete user stories, whereas the Product Owner was in charge of validating
these constructions (i.e., the increments). The Scrum Master was accountable for the
Scrum framework being adopted correctly, that is, as defined in the Scrum Guide.

5. Sprint review. The students held a Sprint review at the end of the Sprint, in which they
presented the results of the Sprint (i.e., the LEGO constructions that were completely
built during it) to the teachers, who acted as clients in this event. Furthermore,
students discussed about what to do on the next Sprints.

6. Sprint Retrospective. After the Sprint review, students held a Sprint retrospective, in
which they discussed what went well during the Sprint, what problems arose, and
how these problems were or were not solved. Moreover, students reflected on their
performance during the Sprint by using a burndown chart and identified at least one
improvement for the next Sprint.

3.6. Data Analysis

The learning performance was determined as the difference between post-test and
pre-test scores. A Shapiro–Wilk test of normality determined that not all collected data
were normally distributed and hence non-parametric methods were employed. Within
each group, the Wilcoxon signed-ranks test for paired samples was utilized to compare the
post-test and pre-test scores, while the Mann–Whitney U test was employed to conduct
comparisons between groups. In all comparisons, the correlation coefficient r was employed
as the measure of effect size. Following Cohen’s guidelines [56], an r value between 0.1
and 0.3 indicates a small effect size, between 0.3 and 0.5 it indicates a medium effect
size, while an r value of 0.5 or greater signifies a large effect size. Finally, the mean (M)
and the standard deviation (SD) were employed to analyze the results of the perceptions
questionnaire. Moreover, the Spearman correlation analysis was performed to explore the
relationships among the items of the perceptions questionnaire. The data collected and
analyzed in this study are provided in the Supplementary Materials.

4. Results

4.1. Learning Performance

Table 2 shows the pre- and post-test scores achieved by the students in group A (who
played the virtual reality game) and group B (who played the LEGO Serious Play activity).
The learning performance, determined by the difference between post-test scores and
pre-test scores, exhibited statistical significance in both groups. Its effect size was large
(r = 0.59) in group A and medium (r = 0.35) in group B. These figures indicate that the two
game-based learning approaches were effective in terms of knowledge acquisition.

When pre-test scores between groups were compared, a statistically significant dif-
ference with a medium effect size (p-value = 0.01; r = 0.35) was found in favor of group
B. On the contrary, the difference between post-test scores obtained by both groups was
non-statistically significant and had a less than small effect size (p-value = 0.50; r = 0.09).
These results indicate that students in group A had less prior knowledge on Scrum and agile
practices than their counterparts in group B but that, after the intervention, all students had
similar knowledge on this matter regardless of their group. The comparison of learning
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performance between groups shows that there is a statistically significant difference with a
medium effect size (p-value = 0.02, r = 0.30) in favor of group A. In view of this fact, it can
be concluded that the serious game based on virtual reality used by the students in group
A was more effective in terms of knowledge acquisition than the activity based on LEGO
Serious Play conducted by the students in group B.

Table 2. Pre- and post-test scores.

Group
Pre-Test Post-Test

Learning
Performance

Wilcoxon Signed-Ranks
Test for Paired Samples

M SD M SD M SD p-Value Effect Size (r)

A (N = 22) 3.9 1.8 7.3 1.3 3.5 2.3 <0.01 0.59
B (N = 37) 5.3 2.5 6.8 2.2 1.5 2.6 <0.01 0.35

4.2. Students Perceptions

On the one hand, Table 3 shows the Likert items of the questionnaire that were used
to collect the students’ perceptions toward the game-based learning interventions. On the
other hand, Table 4 shows the results of the questionnaire for both groups, including the
rating difference between groups for each item.

Table 3. Likert items of the questionnaire.

Item

1 My overall opinion of the activity is positive.
2 The activity helped me learn.
3 The activity was appealing and motivating.
4 The activity made learning fun.
5 The activity was immersive.
6 The activity was easy to complete.
7 I needed help to complete the activity.
8 The activity was well organized.
9 The activity is useful to learn about Scrum.
10 The activity is useful to learn about the roles defined by Scrum.
11 The activity is useful to learn about the events defined by Scrum.
12 The activity is useful to learn about the artifacts defined by Scrum.
13 The activity is useful to learn about the Planning Poker technique.
14 The activity is useful for learning about the MoSCoW technique.

15 In the future, I would like to conduct activities similar to the one I have
conducted in other courses.

16 I prefer learning through activities such as the one I conducted for learning
through traditional teaching methodologies.

17 The activity is a good complement to traditional teaching methodologies.
18 * I did not experience any dizziness during the activity.

* Item 18 was included only for group A.

Overall, the students in both groups had a very positive opinion of the game-based
learning activity that was performed in its group and found it beneficial for their learning,
as well as motivating, fun, immersive, and well organized. Moreover, in both groups, most
students thought the activity was easy to complete and stated that they did not need help
to do so. Regarding self-perceived learning effectiveness, in both groups a vast majority
of students considered the activity to be useful for learning about Scrum in general and,
specifically, for learning about the roles, events, and artifacts defined by Scrum, as well
as about two agile practices often used by Scrum teams: MoSCoW, and Planning Poker.
Finally, students in both groups were generally in favor of using similar activities in future
courses, either as a substitute for traditional teaching or as a complement to it.
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Table 4. Results of the questionnaire.

Item
A Group B Group Mann–Whitney U Test

M SD M SD p-Value Effect Size (r)

1 4.6 0.8 4.8 0.6 0.42 0.10
2 4.6 0.6 4.6 0.7 0.87 0.02
3 4.4 0.9 4.7 0.5 0.25 0.15
4 4.5 0.8 4.7 0.7 0.27 0.14
5 4.4 0.9 4.7 0.6 0.20 0.17
6 4.7 0.5 4.4 0.7 0.07 0.24
7 1.5 1.2 2.2 1.1 <0.01 0.45
8 4.8 0.4 4.5 0.6 0.07 0.23
9 4.7 0.5 4.6 0.7 0.34 0.12

10 4.5 0.8 4.6 0.5 0.74 0.04
11 4.8 0.4 4.6 0.6 0.47 0.09
12 4.4 0.8 4.4 0.8 0.87 0.02
13 4.9 0.3 4.7 0.6 0.30 0.13
14 4.7 0.4 4.3 1.0 0.15 0.19
15 4.7 0.6 4.7 0.6 0.97 0.00
16 3.8 1.3 4.4 1.1 0.09 0.22
17 4.7 0.5 4.8 0.5 0.54 0.08
18 3.5 1.5 - - - -

With respect to the question about dizziness, included only in the questionnaire
administered to the students in group A, 7 out of 22 (32%) students reported experiencing
some kind of dizziness while using the virtual reality serious game. In this regard, it should
be indicated that all participating students were able to complete the activity without
major issues. Furthermore, the Spearman correlation analysis was run and no statistically
significant correlations were found between dizziness and the intention to use similar
virtual reality games in the future or any other item of the perceptions questionnaire.

The average ratings given by the students in both groups were very similar for most
questionnaire items. In fact, the effect size of the difference between group ratings was
found to be less than small and non-statistically significant at the 0.05 level for all items
except for items 6, 7, 8, and 16. For the items 6, 8, and 16 the effect size was small and
non-statistically significant. The item 7 (needed help) was the only one for which the
difference was found to be statistically significant at the 0.05 level. The effect size of this
difference was found to be medium to large (r = 0.45) and indicates that, although in
general terms students in both groups agreed that they did not need help to complete the
activity, the students in group A agreed more strongly on this statement in comparison
with their counterparts. In general, the comments provided by the participating students
through the administered questionnaire were in line with the outcomes of the Likert items
in both groups. Several students expressed in their comments the innovative nature of both
activities and expressed gratitude to the course instructors for organizing them. In group
A, some students explained that they felt some dizziness and eyestrain during the use of
the virtual reality serious game. In group B, students suggested to increase the time of the
activity and to incorporate more Sprints.

5. Discussion

The results of this article show that the two game-based learning interventions exam-
ined were effective in terms of both knowledge acquisition and motivation. These results
are consistent with the current body of research on game-based learning [1–7], which
suggests that this methodology is capable of producing positive impacts on student perfor-
mance and motivation. More specifically, the results obtained for the virtual reality serious
game are consistent with those of previous assessments of this game [19–21]. Regarding
the results obtained for the LEGO Serious Play activity, it is worth remarking that they are
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aligned with those of [37–40], who also examined the use of a LEGO Serious Play activity
for learning Scrum and found that it was beneficial for the students’ learning.

Although student perceptions were very similar for the two interventions, students in
group A (who played the virtual reality serious game) outperformed their counterparts in
group B (who conducted the LEGO Serious Play activity) in terms of knowledge acquisition.
In this regard, it is worth pointing out that the students in group A had less prior knowledge
on Scrum and agile practices than those in group B. A possible explanation for this fact
is that students in group B had played the virtual reality serious game in the previous
academic year in a different course so they received extra training on Scrum and agile
practices compared to their peers. The results also show that, in spite of this difference in
prior knowledge on Scrum and related agile practices, students in both groups had similar
knowledge on this matter after the intervention.

Regarding students’ perceptions, it should be remarked that most students found
both game-based learning interventions motivating, fun, immersive, easy to complete, and
adequately organized, as well as beneficial for their learning. In regard to this latter finding,
it is worth pointing out that the students’ reports of self-perceived learning effectiveness
were aligned with the results of the pre- and post-tests and clearly evidence that both
interventions were useful for learning about the core concepts of Scrum including its roles,
events, and artifacts, as well as for learning about agile practices frequently used by Scrum
teams such as MoSCoW and Planning Poker.

Another interesting finding of this article is that the participating students were
generally in favor of conducting similar game-based learning activities in future courses,
either as a complement to traditional teaching or as a substitute of traditional teaching. In
this regard, it should be noted that the use of such activities as a complement to traditional
learning methodologies seems to have greater acceptance among students using them
as a replacement. The students who conducted the LEGO Serious Play activity agreed
more strongly on these statements than their counterparts, which is a noteworthy but not
statistically significant difference between groups. A reasonable explanation for this fact
could have been that a significant percentage (32%) of the students who played the virtual
reality serious game reported experiencing some kind of dizziness during the intervention.
However, all participating students were able to complete the activity without major issues
and no statistically significant correlation was found between dizziness and the intention
to use similar virtual reality games in the future or any other item of the perceptions
questionnaire. Therefore, it can be concluded that students’ perceptions toward the virtual
reality serious game were not affected by dizziness and that dizziness was not severe in
any case.

The only statistically significant difference between groups in terms of student per-
ceptions was that the students who played the virtual reality serious game reported that
they did not need help to a greater extent than their counterparts. This is an expected
finding, since the serious game is a resource that was designed for self-learning whereas the
LEGO Serious Play activity was designed to be conducted in class under the supervision of
the teaching staff. Notwithstanding, according to the results of the student questionnaire,
most students who participated in the LEGO Serious Play activity did not need help. This
finding suggests that the provided instructions, although having room for improvement,
were found suitable in most cases.

6. Conclusions

This article empirically examined and compared the effectiveness for learning Scrum
and related agile practices of a serious game based on virtual reality and a learning activity
based on the LEGO Serious Play methodology by means of a quasi-experiment with two
groups, pre- and post-tests, and a perceptions questionnaire. The reported results show
that both game-based learning approaches were effective in terms of knowledge acquisition
and motivation, as well as showing that the students who played the virtual reality serious
game outperformed their peers, who conducted a LEGO Serious Play activity, in terms
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of knowledge acquisition. Therefore, the results of the article suggest that game-based
learning using virtual reality serious games or LEGO Serious Play is a suitable option for
educators who are willing to teach in an innovative and playful way agile methodologies
such as Scrum.

Although previous works examined the use of virtual reality serious games for learn-
ing Scrum [19–24], as well as the use of LEGO Serious Play for this same purpose [35,37–42],
to the knowledge of the authors this is the first work that performed a comparison between
these two game-based learning approaches. Therefore, this article makes a novel contri-
bution by providing, for the first time, evidence on the learning effectiveness of virtual
reality serious games compared to LEGO Serious Play. Furthermore, the results reported in
this article contribute to a better understanding of the benefits and drawbacks of these two
game-based learning approaches.

It should be taken into account that, in spite of providing solid evidence of the effec-
tiveness of virtual reality serious games and LEGO Serious Play, the study presented in
this article has some important limitations. First, no random sampling was used because
students had to be divided based on whether or not they had played the virtual reality
serious game in the past. Second, the study was focused on the evaluation of a single
virtual reality serious game and a single LEGO Serious Play activity and the sample size
was small (22 for group A and 37 for group B), so the conclusions should be treated with
caution. Third, the study examined the learning effectiveness in the short term, but not
in the long term. Another noteworthy limitation is that certain aspects of the game-based
learning experiences such as enjoyment, motivation, and immersion could have been ex-
plored in more detail by extending the perceptions questionnaire to cover additional criteria
(e.g., [57]) and by using other evaluations instruments such as the GAMEX scale [58], the
Game Engagement Questionnaire [59], the Game Experience Questionnaire [60], or the
Igroup Presence Questionnaire [61]. Therefore, an interesting direction for future work is
to make further comparisons addressing these aspects in more depth.

An interesting finding of this article was that most students preferred to learn through
virtual reality serious games or LEGO Serious Play activities rather than through traditional
teaching methods. However, no comparison was conducted between these game-based
learning approaches and traditional teaching using control and experimental groups. Thus,
future works should conduct this type of comparison, preferably through randomized
control trials. Other interesting future works could be to examine the long-term impacts of
these approaches through longitudinal studies, as well as to examine them with different
games, technologies, instructional designs, and knowledge areas.
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Article

Adding a Web-Based Virtual Reality Classroom Experience to a
Hybrid, Blended Course Modality

Laura Huisinga

Department of Art, Design and Art History, California State University Fresno Campus, CA 93740, USA;
lhuisinga@csufresno.edu

Abstract: The blended classroom is a unique space for face-to-face (F2F) interaction and online
learning. The blended classroom has three distinct interaction types: in-person synchronous, virtual
synchronous, and virtual asynchronous; each of these modalities lends itself to different forms
of extended reality. This case study looks at using a virtual reality (VR) classroom for an online
synchronous weekly meetings for three upper-division or advanced (junior and senior level) higher
education design classes at a university. The use of social web VR for a classroom can offer a
collaborative, real-time environment that bridges the gap between virtual video conferences and
gaming platforms. This paper examines how to use social web VR in a virtual classroom. Mixed
methods were used to collect usability data at the end of the semester survey. The system usability
scale (SUS) and several qualitative questions gathered student feedback. Overall, the students enjoyed
using the VR classroom, but audio issues seemed to be the most significant pain point. While the
overall response was positive, this study will address several areas for improvement from both the
student and instructor perspectives. Social, web-based VR offers promising potential. Designing a
human-centered virtual environment and considering all participants’ total user experience is critical
to a successful learning tool.

Keywords: virtual reality; blended learning classroom; social virtual reality; web-based virtual reality;
virtual reality classroom; extended reality

1. Introduction

Virtual reality (VR) is an advanced technology used across different sectors including
medicine, aviation, art, and design [1,2]. Virtual reality can be used for training, therapy,
exhibits, and gaming, yet it is not widely used in daily life. Virtual reality is not a new
concept; the accessibility of VR technology has dramatically increased in the last few years.
Social virtual worlds are increasingly embedded into e-commerce and e-learning [3]. In
education, virtual reality technology is a way for teachers and students to create a simulated
three-dimensional world [4].

Hardware like head-mounted displays (HMD) has become more cost-effective, yet it
is not commonly owned by the masses like a smartphone. According to Pew Research, 85%
of Americans own a smartphone. Web-based VR consists of 360-degree content that can be
viewed and navigated using a web browser. In theory, any device capable of connecting
to the internet could run a web-based VR experience. Web-based VR offers unique access
across multiple devices, including phones, tablets, laptops, and head-mounted displays
(HMDs). Leveraging existing devices increases digital equity and allows access to be scaled
up quickly [5]. Web-based social VR is a subset of desktop-based VR and virtual worlds [6].

Unfortunately, there is often a digital divide issue in practice. While various devices
like phones and tablets can, in theory, run web-based VR, many device variables can
contribute to a negative user experience, such as older hardware and slow or inconsistent
internet connection speeds. Ideally, access to head-mounted displays could give students
additional immersion. However, the HMD should be an option used primarily for shorter
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meetings where movement and interaction in the space or with others is the primary
objective; as noted in earlier studies, discomfort or VR sickness from long-term wear and
difficulty with note taking while wearing an HMD are known issues [7–9]. In addition
to the digital divide, digital skill gaps are increasingly an issue. There is a great need to
establish projects addressing the digital skills needed for using social virtual environments
or web-based VR higher education [10].

Social VR allows people to communicate in real time through avatars that can interact
in a virtual world. Web-based social VR facilitates communication, collaboration, and
interaction between people in a virtual world when meeting in real-life is too tricky, or
inconvenient [11]. During the pandemic, many instructors sought alternatives to video
conferencing to increase immersion and presence. Some turned to web-based virtual reality
as a viable option. While research was already being conducted on distance learning using
social virtual reality environments in education, the pandemic forced everyone to adopt
distance learning, and some chose to explore the use of social virtual worlds. There was a
significant rise in usage of this technology in multiple regions of the globe [12]. Current
social VR platforms can provide an easy and affordable way for educators to utilize VR [13].

Several studies on Mozilla Hub web-based VR studies have been conducted since the
pandemic [5,7,8,11,14]. Being unable to meet in person, especially for large events, made
the virtual environment an exciting alternative. Conferences, expos, and festivals turned to
VR to interact, collaborate, and meet up with people worldwide. One could even attend
the annual Burning Man festival—where artists and makers gather to build Black Rock
City, a participative temporary metropolis in the Nevada desert—in virtual reality in 2020.

Using avatars can create an enhanced sense of self for the learner since they can often
customize and control the avatar that digitally represents them [10,15]. Some studies have
even shown that the increased connection to the learner’s avatar positively affected their
engagement and ability to follow online discussions in the virtual world [16]. Social VR
can be a successful tool in social learning spaces. [17] Some studies have shown that the
VR learning environment can effectively ensure students’ motivation and sociability in
distance learning [18].

While there was an increase in the use and experimentation with virtual reality as
a replacement for not being able to meet in person during a time of mandatory physical
separation, previous studies on the use of virtual reality in education pre-COVID have
shown how social virtual reality can be used as an educational tool to foster deep, mean-
ingful learning [10]. Delivering course material via a virtual environment is beneficial
to students [19]. Additionally, a literature review by Mystakidis et al., of studies before
2020 suggests, that social virtual reality Environments or SVREs “can provide authentic,
simulated, cognitively challenging experiences in engaging, motivating environments
for open-ended social and collaborative interactions and intentional, personalized Learn-
ing”. This pre-pandemic literature review of social virtual reality environments or SVREs
shows the promise of using virtual reality to facilitate deep, meaningful learning and foster
engagement in a virtual setting across different disciplines through distance learning.

Social virtual reality environments can enhance distance education efficacy when
used in combination with applying instructional methodologies such as situated learning,
experiential learning, and game-based learning [20].

This case study looks at using a virtual reality (VR) classroom for an online syn-
chronous weekly meeting for three upper-division advanced junior and senior-level design
classes. During the height of the COVID-19 worldwide pandemic, all higher education
institutions switched to a virtual teaching model. In many cases, this meant instructors pro-
vided class content in a learning management system (LMS) such as Canvas or Blackboard
and then held classes over a video chat platform like Zoom or Microsoft Teams.

As institutions have navigated the process of bringing more instructors and students
back to a face-to-face (F2F) campus environment, there have been various blended or hybrid
learning options. A unique opportunity to research the use of web-based virtual reality for
remote learning happened during the pandemic. New literature details the quick pivot to
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web-based virtual reality and what we have learned from relying solely on virtual reality
as a point of interaction. Moving forward, educators can now look at how web-based
virtual reality can fit into a blended learning environment. The blended classroom is a
unique space for face-to-face (F2F) interaction and online learning. Blended learning has
three distinct interaction types: in-person synchronous, virtual synchronous, and virtual
asynchronous; each of these modalities lends itself to different forms of extended reality.
Studies have also shown that when virtual environments are used as a supplement and
incorporate traditional instruction strategies, they are more effective than autonomous
learning experiences [21].

This work aims to look at how extended reality can pair with a blended classroom
model. This study specifically looks at using a virtual reality (VR) classroom for an online
synchronous weekly meeting for three upper-division design classes. The use of social
web VR for a classroom can offer a collaborative real-time environment that bridges the
gap between virtual video conferences and gaming platforms. The study is significant
and relevant due to advances in extended reality web-based technology and the change in
expected classroom modalities. A blended instruction model achieves greater flexibility for
both instructors and students. This flexibility allows for quick pivots of classroom modality
for any reason. In addition, it creates an equitable environment for students to continue
receiving instruction even if they cannot attend F2F in-person classes for any reason.

2. Materials and Methods

Three advanced interactive multimedia classes in the Graphics Design Bachelor of
Fine Arts (BFA) degree at California State University were used in this study, each class
with a description is listed below.

GD142 User Experience and User Interface Design Course Description: An intermedi-
ate web design class for graphic designers. The class focuses on user experience design
methods and practices to improve the usability and aesthetics of a user interface. Students
will use user experience methods to engineer the whole experience surrounding a digital
environment, emphasizing how data-driven research can improve the layout, hierarchy,
typography, and color scheme of a user interface. Summary/outline of the course: Students
will design website mock-ups and test functioning prototypes of their interfaces based on
user experience methods. Through usability tests, they will refine their prototypes with
multiple iterations to create finalized mock-ups ready for development. Similar to a style
guide for a brand, they will create style guidelines to document the user interface systems
they have created for their website.

GD157 Motiongraphics Course Description: Understand and implement animation
principles for time-based media. Application of software to create visually integrated,
concept-driven motion graphics and interactive web animations. Emphasis on research,
including usability research and production of advanced time-based media projects.

GD159 Immersive Design Course Description: This course explores 3D digital model-
ing and its incorporation into augmented and virtual environments. Students will research
and explore different ways to implement augmented and virtual reality. Summary/outline
of the course: This course will be driven by research and experimental development of
immersive technologies. Students will learn the basics of 3D modeling while researching
how to implement them in different augmented and virtual environments. Time will also
be spent considering the usability, UX (user experience) design, and UI (user interface)
design of an augmented or virtual reality interface.

Mixed methods collected usability data at the end of the semester survey. In addition,
the system usability scale (SUS) and several qualitative questions gathered feedback from
the students. The classes are blended, hybrid class modalities meaning that on Mondays,
students can join the instructor in the classroom face-to-face (F2F), join via Zoom or watch
a recording asynchronously. On Wednesdays, students meet for check-in via Mozilla Hubs,
a social web-based virtual reality platform. This is the text from the syllabus explaining the
blended breakdown:
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Group meetings will be held on Mondays to allow us to interact together. Most
Mondays, there will be live face-to-face (F2F) meetings in person. Some Mondays will
be held via a live Zoom meeting locations will be noted on the syllabus and on canvas.
Attending the group meeting live is optional but highly recommended. You are responsible
for reviewing the content and recordings of the meeting on canvas and asking questions if
you cannot make the Monday F2F or Zoom meeting.

Weekly Check-ins will happen on Wednesdays. We will all join our virtual classroom
in Mozilla Hubs for 30 min to have a progress check-in. The rest of class time will be work
time. You have the option of signing up for an individual meeting with me during class
time as well. Check-ins offer you time to ask questions or discuss anything class-related.
You will include 1. What have you completed so far this week? 2. What do you plan to
finish this week? 3. Any questions you have? 4. Screenshots or videos of any work you
would like feedback on.

The same professor taught all three classes with different groups of students. Dur-
ing the check-in using Mozilla Hubs’ web-based VR, the professor moderated a group
discussion where each student took turns sharing their progress either using their micro-
phone or typing in the chat. Visuals from students of their progress work were uploaded
to a collaborative Google slide show and imported as a PDF before the meeting. There
were approximately 15 students per class and attendance to the VR check-in fluctuated;
5–13 students would attend the VR check-in at a time. Mozilla Hubs was chosen for its abil-
ity to host the entire class, because it was free for the students to use, and because students
could join from mobile, desktop, or HMD. At the end of the semester, students were given
an option to participate in a post-activity survey asking a few qualitative questions on the
system usability scale (SUS). This study meets the qualifications of an exempt Institutional
Review Board (IRB) at the department-level review.

Qualitative questions included: How often did you attend the weekly Check-In in
Mozilla Hubs? If you only attended a few times or never, Please explain if it was technology
reasons or timing. What would have increased your desire to participate in the check-
in? What did you like and not like about the VR classroom? What would improve your
experience using the VR classroom?

The system usability scale (SUS) was worded as follows, using a 5-point Likert scale
[strongly agree 1, 2, 3, 4, 5 strongly disagree].

1. I think that I would like to use this VR classroom frequently.
2. I found the VR classroom unnecessarily complex.
3. I thought the VR Classroom was easy to use.
4. I think that I would need the support of a technical person to be able to use this

VR Classroom.
5. I found the various functions in this VR classroom were well integrated.
6. I thought there was too much inconsistency in this VR Classroom.
7. I would imagine that most people would learn to use this VR Classroom very quickly.
8. I found the VR classroom very cumbersome to use.
9. I felt very confident using the VR Classroom.
10. I needed to learn a lot of things before I could get going with this VR Classroom.

When reviewing the qualitative data, responses were run through voyant-tools.org to
reveal additional correlations. Each response was read and coded based on key terms. The
SUS was scored according to the SUS protocol. Each response is assigned a value for the SUS
score calculation. The points breakdown for the responses are: Strongly Disagree—1 point,
Disagree—2 points, Neutral—3 points, Agree—4 points, Strongly Agree—5 points. Then,
tabulate the overall SUS score using the following framework:

• Add the total score for all odd-numbered questions and subtract 5 from the total to
obtain (X).

• Add the total score for all even-numbered questions and subtract that total from 25 to
obtain (Y).
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• Add up the total score of the new values (X + Y) and multiply by 2.5.

The resulting score is the SUS score out of 100, with the average score being 68. Scoring
above or below the average will give you immediate insight into the overall usability of the
design solution [22,23].

3. Results

The results of the post-activity survey shed light on how students reacted to using
Mozilla Hubs once a week for a full semester. While some students struggled with the
modality because of technology, many also had issues that were unrelated to the modality
and could have caused a drop in attendance/participation regardless of the modality.
Several students appreciated the VR as an alternative to Zoom, while several students
thought the check-in would have been simpler on Zoom, and one student would have
preferred the whole class to be in-person F2F. Thirty-one out of thirty-five students opted
to take the survey.

3.1. Findings from Qualitative Data

When asked, “how often did you attend the weekly check-in”, four said a few times,
nine said sometimes, one said never, five said most weeks, and twelve said almost every
week. Nineteen people chose to answer: “If you only attended a few times or never,
Please explain if it was technology reasons or timing. What would have increased your
desire to participate in the check-in?” Twelve of those students attended sometimes/a
few times/never, and seven attended most/every. After running the qualitative responses
for this question through voyant-tools.org, the five most used words were work (6 uses),
time (6 uses), timing (5 uses), technology (6 uses), and issues (6 uses). See Figure 1 for the
collation of the most frequently used words.

Figure 1. Correlation of trend words created with Voyant Tools for the qualitative questions, “Please
explain if it was technology reasons or timing.” and “What would have increased your desire to
participate in the check-in?” [24].

After reviewing the context of each comment, seven of the students had technology
issues that prevented them from attending more frequently. While seven other students had
timing issues related to work schedules or personal/mental health, and time management
issues. Five students fell outside the time/work category. One would have preferred
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in-person, two liked/loved using Hubs, and two stopped participating because they fell
behind and “did not want to participate with nothing to share”.

One student shared, “Mozilla Hubs was novel in the beginning, but it lost the human
interaction that kept me engaged for most of the semester. Accessible, yes, but also isolating.
Being able to see and hear the professor in-person and interact with my peers are a couple
of reasons I enjoyed going to class.” While two students who attended almost every time
shared, “I loved the check-ins and how different it was to just Zoom. Would recommend
more classes try this.” and “[The] first time was confused but week after week I became
familiar with it and like it”.

Technology issues included having to reload the site multiple times, getting dropped
from the room, audio/mic issues, lag, not working correctly on a cellphone, or not being
able to enter the room:

“From the beginning, it was a bit buggy for me. For example, the audio would cut
out sometimes or just lots of lag.”; “Sometimes Mozilla Hubs does not comply with my
phone. I would always get kicked out.”; “I did encounter some technology issues when
using Mozilla Hubs in which sometimes it would freeze so I would have to leave and come
back in. And sometimes the sound would cut off, so it was hard to understand what people
were saying.”; “If it were easier to function on my phone, I would’ve been on every week”.

When asked “What did you like and not like about the VR classroom?”, students had
more positive than negative responses.

After running the qualitative responses for this question through voyant-tools.org, the
five most used words were liked (16 uses), like (14 uses), classroom (13 uses), vr (12 uses),
and Zoom (8 uses). See Figure 2 for the correlation of trend words.

Figure 2. Correlation of trend words created with Voyant Tools for the qualitative question, “What
did you like and not like about the VR classroom?” [25].

Some students liked the idea of the VR modality but disliked the technological issues
they encountered: “I thought it was a different way of learning! It definitely kept me more
engaged.”; “I liked being able to see everyone’s work easier, but the difficulties with the
site and having to learn an entirely new program on top of the other ones we were learning
was a lot.”; “I liked that we got to share our progress without having to show our face and
I disliked that the screen was small, so it was harder to see the presentations.”; “I liked that
it was a more interactive way to approach the classroom setting. The biggest issues I had
with the VR classroom did not really have to do with the classroom itself, I’ve experienced
a few technical issues on my end that made the VR classroom a little difficult”.
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Multiple students compared it to Zoom modalities:
“I like it because I learned new methods for education communication in technology

not only Zoom class that we used to, but also it gives us the vibe we are in VR class room. I
really do not have things that I do not like”; “I liked how we used something different and
fun instead of just using Zoom, which does get boring from time to time.”; “I liked that it
was more interesting than the monotony of Zoom. I felt that audio was an issue for other
students, though.”; “I liked that it was a nice alternative to a Zoom meeting. I think being
online in Zoom for two years gets very tiring, so personally, I like that this is a breath of
fresh air.”; “I liked the being able to see everyone virtually, and I did not dislike anything
about it, but I do not think it offers anything that Zoom would not.”; “I liked the idea of
something knew other than Zoom but I think there may be better ways and software to
accomplish this”.

While some students commented on how they enjoyed that the VR modality reminded
them of a video game, one student commented on how they disliked the game aspect. One
student stated their preference for in-person F2F modality:

“I liked the fun factor that it adds. Each person being their own avatar and navigating
a big open space. I loved it!”; “I liked how it was like playing a sort of video game but in
a classroom”; “I liked that it was available without VR goggles, but I feel the experience
would be better with VR goggles. Hopefully, with the amount of attention VR has been
getting for use other than games will help bring more affordable options.”; “I just did not
really care for the video game format of the VR classroom. I like Zoom check-in better.”;
“I missed interacting with people and being in an actual physical environment that was
meant for learning”.

Students also commented on liking the flexibility the VR modality provided as well as
it being a quick way to receive feedback and ask questions to acquire clarification as a group:
“I loved the flexibility it offers to students who may not be able to attend physical class. I
also really like the concept of it because I feel like it connects students who may have a fear
of presenting, or who may struggle more in a typical classroom setting.” Unfortunately,
audio issues and the inability to see well were also problems: “Every time I joined the
audio would start going static after just a few minutes in the VR classroom. I would have
to close out the page and come back in for it work again, and then the problem would just
continue repeating. I’ve tried fixing the audio settings in my devices, tried many different
earbuds/mics, and several different devices like an IPad, phone, laptop, and had the same
issue with all of them.”; “I liked the space, but when we had to see something on the virtual
board, it was hard to see.”; “I like that the VR classroom made it easier to ask questions
and receive feedback. It was hard to look at the screen with the slides as you needed to be
at a certain angle”.

These frustrations lowered students’ feelings of engagement and reduced participation,
especially among students joining with mobile devices. In future research, asking what
device students joined on, what their internet speeds were, and if the connection was stable
could verify if technological issues were related to the device type and/or poor internet
connections. However, an even more interesting line of questions would look into the
reason for device choice. Several students expressed the need to use mobile based on their
work or athletic practice schedule conflicting with the class time. It is possible that even if
students have access to higher-powered devices, they might still choose a lower-powered
mobile device because of the location they join the class from. When asked what could
improve their experience with the VR classroom, several mentioned phones. “I think if I
used my laptop instead of my phone.”; “If it was easier to use on cell phones,”; “I always
got distracted and wanted to walk around. Additionally, It’s not very mobile user friendly”.

3.2. Findings from Quantitative System Usability Scale (SUS) Data

After calculating the SUS score for each student’s response, the participants were
almost equally divided above and below the average 68-point score for decent usability of
the Mozilla Hubs web-based VR classroom experience. Fifteen scored it above 68, 13 scored
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it below 68, and three scored it at 67.5. The mean SUS score was 69.8. It should be noted
that there may be a slight variance in the mental model of how students answered the SUS;
some may have looked at it purely as evaluating the tool, while others may have viewed it
through how it was used in class. For instance, one student who said they never attended
the synchronous group check-in gave an SUS score of 85 based on interacting with the VR
classroom asynchronously but not its performance during a synchronous meeting with
multiple participants interacting since they did not attend group check-ins.

In response to the statement, “I think I would like to use this VR classroom frequently”,
thirty-one students (45%) strongly agreed/agreed, eight (25.8%) were neutral, and nine
(29%) disagreed/strongly disagreed. When asked if they found the VR classroom unneces-
sarily complex, four (13%) strongly agreed/agreed, nine (29%) were neutral, and eighteen
(58%) disagreed/strongly disagreed. Yet, twenty (64%) strongly agreed/agreed that the VR
classroom was easy to use, with only four students (12.9%) neutral, and seven (22.6%) dis-
agreed/strongly disagreed. When asked if they would need a technical support person to
use the VR room, students strongly disagreed, with twenty-two (71%) strongly disagreeing
and four (12.9%) disagreeing. Only three (9.7%) were neutral, and two agreed/strongly
agreed; one each, representing 3.2%. Figures 3 and 4 show a cross-analysis of how the
students answered multiple SUS questions overlayed with each other.

Figure 3. Cross Analysis of SUS questions showing the correlation between Support need, Perceived
Complexity, and Time needed to learn the system. Numbers one-five correlate to student answers on
a Likert scale.

Figure 4. Cross Analysis of SUS questions showing the correlation between confidence, ease of use,
and desire to use the system again. Numbers one-five correlate to student answers on a Likert scale.

While the students thought the classroom was easy to use and did not need tech-
nical support for the most part, they also were less sure that the functions of the VR
classroom were well integrated, remaining largely neutral. While thirteen students (22%)
agreed/strongly agreed that the various functions in the VR classroom were well integrated,
the exact same amount was neutral (thirteen); only five (16%) disagreed, and none strongly
disagreed. When asked if there was too much inconsistency in the VR classroom, students
heavily disagreed, with seventeen students (56.7%) disagreeing/strongly disagreeing, eight
feeling neutral (26.7%), and five (16.7%) agreeing/strongly agreeing. Students strongly
agreed that most people would learn to use this VR classroom very quickly, with twenty-
three students at 74% agreeing/strongly agreeing, only three (9.7%) feeling neutral, and
five (16.2%) disagreeing/strongly disagreeing. When asked if they found the virtual reality
classroom cumbersome to use, seven, or 22.6%, agreed/strongly agreed; seven (22.6%) were
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neutral, and seventeen (54.8%) disagreed/strongly disagreed. When asked if they were
confident using the virtual reality classroom, twenty-two students (73.3%) agreed/strongly
agreed, five (16.7%) were neutral, and three (10%) disagreed/strongly disagreed. The last
SUS question stated, “I needed to learn a lot of things to get going with this VR Classroom”.
Nineteen students (61.3%) disagreed/strongly disagreed, two (6.5%) were neutral, and ten
(32.3%) agreed/strongly agreed.

4. Discussion

Overall, the students enjoyed using the VR classroom. Still, audio issues seemed
to be the most significant pain point mentioned by students. The audio issues seem
to result from a lack of headphones, incorrect audio settings to use the headphones or
not giving the browser permission to use the microphone/speaker. While the overall
response was positive, there are several areas for improvement from both the student
and instructor perspectives. Social, web-based VR offers promising potential for blended
learning. Designing a human-centered virtual environment and considering all participants’
total user experience is critical to a successful learning tool.

While seven out of thirty-one students cited technology issues including having to
reload the room, audio/microphone issues, lag, and issues with using mobile devices, no
one used or had access to head-mounted displays. While students can join a web-based
VR experience from their phone, the immersion and usability of the interface on a small
screen are very different from the immersive experience of an HMD, where the room
responds naturally to head movement instead of trying to navigate on a small phone screen
with your fingers. Future studies will need to look more closely at comparing students
using HMD, Laptops, tablets, and phones, and additionally having students record their
connectivity speed and if they have a stable connection. Similar audio issues and instances
of participants being dropped from a Hubs VR room were also noted in a 2021 study by
Eriksson, in the paper title, “Failure and Success in Using Mozilla Hubs for Online Teaching
in a Movie Production Course”. Erikson outlines two main audio issues mentioned by
multiple students, including poor audio quality or crackling and issues with the spatial
audio and distance from the speakers [8]. The survey for this study did not specifically
ask about audio issues, so while many students mentioned them, they did not specify
the root of the audio issues. However, despite telling students to use headphones with a
microphone, students would frequently attend just using their computer microphone and
speakers. When un-muted, the lack of headphones created considerable feedback. Students
could also individually turn the volume up and down on the avatar who is speaking;
however, many did not remember or know that they could do this. Students did not always
state they were having audio issues while the problem was happening, but reported it
after the fact, making troubleshooting difficult. Sometimes, audio issues were discussed
during the class, and often solutions were found. For instance, about halfway through the
semester, the instructor’s right headphone would cause a static issue that only the other
participants in the room could hear. This problem was solved by only using the left earbud
for the rest of the semester.

Regarding the timing issues, either conflict with work, family obligations, mental
health issues, or time management issues, which were not related specifically to the modal-
ity, may have affected attendance/participation regardless of class modality. Similar issues
with disengagement and low attendance are discussed in McMurtrie’s 2022 article titled,
“A ‘Stunning’ Level of Student Disconnection”, published in The Chronicle of Higher
Education [26].

Many of the issues discussed by the student participants come back to frustrations
involving audio and feelings of disconnection instead of immersion because of audio issues.
Listed below are areas for improvement to create a better user experience with the Mozilla
Hubs system:

1. Turn off positional audio during presentations and turn it back on for breaking
into groups.
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2. Have a very clearly defined use and reason for meeting in the VR space.
3. Removing unnecessary objects to reduce loading issues for mobile participants.
4. Take advantage of the media frames feature for screen-sharing presentations.
5. Using the objects menu to streamline the viewing of presentations from various points

in the room.
6. Keep meetings short to avoid lag and the need to refresh the browser.
7. Having a separate viewing room for posted recordings or PDFs and an interaction

room for meetings in order to limit load when joining as a group.

Additionally, make sure students have access to the tech they need to join web VR
successfully. Access to a stable internet connection, quality headphones, with a microphone
that works with their device. A device that can handle running web VR through its browser,
ideally, access to head-mounted displays could give students additional immersion. Con-
ducting multiple demonstrations and running in-person tests could also greatly improve
the user experience for students. While a demonstration was led on how to use the Mozilla
Hubs classroom, the students would have benefited from additional demonstrations and
multiple test days when they all joined the VR classroom together while they were also
physically present in the same room. Mystakidis (2021) discusses the importance of higher
education in building up students’ digital skills to better prepare them for VR technology.

In a blended hybrid learning environment, web-based VR supplements face-to-face
(F2F) instruction, video conferencing, and the use of learning management systems like
Canvas or Blackboard. VR is an additional tool to offer a flexible and diverse way of
meeting that can increase presence and immersion in remote learning. Creating and using
VR to teach requires careful planning to ensure the modality fits the activity and that the
total user experience has been considered for the students.

5. Conclusions

Virtual reality (VR) is a technology that can be used to enhance classroom learning. It
can be useful for teaching and learning in a blended environment. Virtual reality (VR) is an
advanced technology used across different sectors. In education, virtual reality technology
is a way for teachers and students to create a simulated three-dimensional world. Web-
based social VR is a subset of desktop-based VR and virtual worlds. This work has looked
at how extended reality can pair with a blended classroom model.

The main finding relates to the responses of students from three different upper-
division design classes who met over Mozilla Hubs every Wednesday for a whole semester.
Overall, the students enjoyed using the VR classroom, but audio issues seemed to be the
most significant pain point. While the overall response was positive, this study identified
several areas for improvement from both the student and instructor perspectives. De-
signing a human-centered virtual environment and considering all participants’ total user
experience is critical.

The results of the post-activity survey have shed light on how students responded
to using Mozilla Hubs once a week for a full semester. This study shed light on the
implications of the practical use of VR in a blended classroom. While some students
struggled with the modality because of technology, many had issues that were unrelated to
the modality and that could have caused a drop in attendance/participation regardless of
the modality. At the same time, seven out of thirty-one students cited technology issues
including having to reload the room, audio/microphone issues, lag, and issues with using
mobile devices. Similar audio issues and instances of participants being dropped from
a Mozilla Hubs VR room were noted in the study by Eriksson. Students did not always
state that they were having audio issues while the problem was happening but reported
it after the fact, making troubleshooting difficult. Virtual reality is not a new concept; the
accessibility of VR technology has dramatically increased in the last few years. In education,
virtual reality technology is a way for teachers and students to create a simulated three-
dimensional world [4]. Hardware, like head-mounted displays (HMD), has become more
cost-effective, yet it is not commonly owned by the masses like a smartphone. Any device
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capable of connecting to the internet could run a web-based VR experience. Web-based
VR offers unique access across multiple devices, including phones, tablets, laptops, and
head-mounted displays (HMDs).

This study was limited to only one semester and the hardware that the students
already owned. By providing access to more robust hardware like hotspots, headphones
with microphones, or even HMD, there could be an improvement in participation due to
lower frustration levels. Additionally, more information should have been collected on the
types of connections, hardware used, and audio issues students experienced.

To conclude, future research should look at web-based VR and how educators, de-
signers, and developers can address digital equity issues to provide positive learning
experiences for all students. Designing a human-centered virtual environment and con-
sidering all participants’ total user experience is critical to the success of a learning tool.
While students can join a web-based VR experience from their phone, it might not be
the best option. The immersion and usability of the interface on a small screen are very
different from the immersive experience of a head-mounted display (HMD), where the
room responds naturally to head movement instead of trying to navigate on a tiny phone
screen with your fingers. Creating and using VR to teach requires careful planning to
ensure the modality fits the activity and that the total user experience has been considered
for the students.
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Abstract: In this paper, watercraft and ship simulation is summarized, and the way that it can be
extended through realistic physics is explored. A hydrodynamic, data-driven, immersive watercraft
simulation experience is also introduced, using the Unreal Engine to visualize a Landing Craft Utility
(LCU) operation and interaction with near-shore waves in virtual reality (VR). The VR application
provides navigation scientists with a better understanding of how coastal waves impact landing
operations and channel design. FUNWAVE data generated on the supercomputing resources at the
U.S. Army Corps of Engineers (USACE) Engineering Research and Development Center (ERDC)
are employed, and using these data, a graphical representation of the domain is created, including
the vessel model and a customizable VR bridge to control the vessel within the virtual environment.
Several dimension reduction methods are being devised to ensure that the FUNWAVE data can
inform the model but keep the application running in real time at an acceptable frame rate for the VR
headset. By importing millions of data points output from the FUNWAVE version 3.4 software into
Unreal Engine, virtual vessels can be affected by physics-driven data.

Keywords: virtual reality; simulation; hydraulics; navigation; FUNWAVE; hydrodynamics; Unreal
Engine; waves; Boussinesq; near-shore waves; physics engine; numerical models

1. Introduction

Navigation channels are essential for the economy and national security. Ship pilots
who traverse these channels can provide valuable feedback to the civil engineers who design
them, and pilot-operated simulators are a popular means of gathering this feedback. Ship
simulators can reproduce, imitate, or represent likely occurrences of real-world phenomena
and have many applications such as informing risk-based decision making. One way to
ensure that simulations are as accurate as possible is through numerical models of physical
systems. Calculations of mathematical equations can offer a physics-based representation of
common, natural phenomena such as fluid mechanics. In the case of vessel simulation, these
natural forces can have important interactions with a ship, affecting its operation. To achieve
our research objective of creating accurate simulations, it is imperative to focus on the
intricate interactions of vessels with near-shore waves. Near-shore waves present unique
challenges due to their complex behaviors influenced by coastal topography. As such, the
selection of an appropriate hydrodynamic modeler becomes crucial for this task. Therefore,
our research team has chosen to incorporate the hydrodynamic modeler FUNWAVE,
renowned for its precision and reliability in capturing near-shore wave dynamics [1]. Many
forces act upon a vessel, including waves, current, and wind. One of the most difficult
kinds of waves to simulate is near-shore waves. For this application, our research team has
incorporated the hydrodynamic modeler FUNWAVE as the most accurate data source for
modeling near-shore waves.

Natural phenomena can be visualized using computer graphics applications, which
are valuable in understanding and communicating the data. In the past, OpenGL was

Virtual Worlds 2023, 2, 422–438. https://doi.org/10.3390/virtualworlds2040024 https://www.mdpi.com/journal/virtualworlds



Virtual Worlds 2023, 2

the powerful tool most often used for demonstrating this capability, but in recent years,
video game engines have been leveraged for high-definition graphical renderings. To
gain a market edge, game design companies have been at the forefront of graphics. These
techniques have been proprietary and hidden until tools such as Unreal Engine and Unity
provided amateur developers with similar capabilities. Communities of content creators
can now share tools that make the process of visualization much easier. Scientists and
engineers are using game design and visual effects techniques to create high-definition
graphics simulations of physical systems. Advancements in visualization techniques have
significantly impacted the field, particularly with the adoption of video game engines like
Unreal Engine and Unity. These engines empower researchers, including both professionals
and amateurs, to create visually stunning simulations. For our research, Unreal Engine
proves to be an ideal choice, given its robust graphics rendering capabilities, which will
be instrumental in enhancing the visualization of ship operations and near-shore wave
dynamics. We have chosen this application because of the high quality of graphics capability
with the software compared to other applications such as Unity. Unreal Engine utilizes a
more advanced and sophisticated rendering pipeline, known as the Unreal Engine 4 (UE4)
rendering system. It features cutting-edge graphical techniques such as physically based
rendering (PBR) [2], high-quality global illumination through its precomputed radiance
transfer (LPV) [3] or real-time ray tracing (DXR) [4], and cinematic-quality post-processing
effects [5]. These features contribute to more visually stunning and realistic graphics in
Unreal Engine compared to Unity. Beyond merely seeing a visualization, researchers can
now be immersed in the data, thanks to virtual reality (VR). Smartphone technologies
have led to a resurgence of VR hardware utilizing small and powerful graphics processing
unit (GPU) chips and micro light-emitting diode (LED) screens. Game design tools such
as Unreal Engine and Unity have also enabled the explosion of VR content created by
independent developers. In academia, government, and private industry, developers are
going beyond gaming with VR to produce immersive communication solutions. Data
immersion can help stakeholders make better informed decisions based on an enhanced
experience of the information.

In this study, we harness the potential of virtual reality to provide a transformative data
immersion experience. By integrating Unreal Engine’s cutting-edge graphics capabilities
with VR technology (Table 1), our simulation will enable researchers and stakeholders to
interact with the data in an immersive and comprehensive manner. The immersive nature
of VR will foster a deeper understanding of the vessel behavior under various near-shore
wave conditions, thereby contributing to enhanced decision making in coastal engineering,
military operations, and navigational science.

Table 1. Hardware and software for virtual reality development.

PC Hardware Specs VR Headsets Software

Processor: Intel i9 Valve Index Unreal Engine 4.26
Graphics Card: Nvidia GeForce RTX 3090

RAM: 64 GB
Hard drive: 2TB SSD

HTC Vive Pro 2 FUNWAVE

2. Background

2.1. Ship Simulation

Ship simulation was developed to train mariners in areas such as safe vessel maneu-
vering techniques including avoiding collisions, which has been explored in previous stud-
ies [6]. While ship simulation was initially used for blue water navigation and deep-water
harbors, the simulated environments have expanded to include the riverine and littoral
environments. Its use promotes safe navigation in the world’s sea lanes and navigation
channels by allowing mariners to hone their skills in a zero-risk, laboratory environment [7].
In the 1980s and 1990s, the U.S. Army Corps of Engineers (USACE) Engineer Research and
Development Center (ERDC) began using ship simulation in a unique way: the analysis
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of navigation channel design [8]. Throughout these studies, the ERDC has continually
evolved its methods in support of safe and efficient channel design. The ERDC has ap-
plied ship simulation technology to design improvement projects in nearly every major
U.S. port and commercially navigated waterway in the United States including Alaska,
Hawaii, and Puerto Rico. Ship simulation has proven to be an invaluable tool in helping
evaluate safety and economic issues for maritime development projects. Using local area
expertise, field data, stakeholder input, and experience, the ERDC employs unique ship
simulation methods to analyze channel and port design alternatives. Visualization is what
makes simulation such a powerful training and analysis tool, giving the mariner a real-time
view of the physical environment. The medium for these visual environments began with
computer monitors and projectors and has advanced to high-resolution screens, projection
systems, and LED domes.

Currently, the visualization software used for ship simulators is essentially the same as
gaming and VR applications [9]. Many of the major companies such as Kongsberg Marine
(Figure 1) and HR Wallingford (Figure 2) use Unity or Unreal Engine as the basis for their
software due to the ability to create interactive experiences. In the past, game engines
did not offer the ability to create functionality at the code level and only offered some
asset importation and customization. This severely limited the ability to adjust physics
parameters or extend any built-in physics. Physics-based simulations had to be developed
without the use of game engines [10]. This research focused on Unreal Engine and its ability
to create custom adaptations through coding in Unreal Blueprints or by utilizing plugins,
which act as software libraries.

 

Figure 1. Kongsberg ship simulator at Engineering Research and Development Center.

 

Figure 2. HR Wallingford ship simulator.
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2.2. Virtual Reality Simulation in Gaming Engines

Virtual reality has been revolutionary in the field of ship and watercraft simulation
by providing a more immersive and realistic training environment. The advancements
of VR over the years have greatly enhanced the capabilities for these simulations, giving
users the experience of realistic scenarios without the need to pilot a ship in the real world.
The use of Unreal Engine, a powerful gaming engine known for its high-fidelity graphics
and interactive capabilities, has played a crucial role in driving these advancements. The
gaming engine’s ability to render detailed environments and simulate complex physics has
made it an ideal choice for watercraft and ship simulation.

The incorporation of VR allows for safer training scenarios and reduces the overall
risk of accidents involved in training such as those that are common in the construction
industry [11]. The realistic rendering of maritime environments enhances a pilot’s pre-
paredness in critical situations. The ability to model various vessels gives pilots a broad
range of options for training that greatly increases their overall knowledge, and they can
practice on various bridge types. VR is also very effective for remote learning [12]. Ship
simulators can be very large, containing many parts that cannot be easily moved such as
screens, consoles, and desktop computers. VR offers a more mobile solution, bringing the
training to the student, and saving costs on travel.

2.3. Hydrodynamic Visualization

Watercraft simulation in a VR environment is currently limited by the lack of sophisti-
cated near-shore wave models and the need for the better visualization of wave surfaces.
Most traditional wave models, based on linear wave theory, fail to accurately capture
nonlinear wave interactions, wave breaking, and near-shore dynamics [13]. These limita-
tions lead to a lack of fidelity in simulating critical hydrodynamic phenomena, resulting
in less reliable predictions of ship responses and behavior in realistic sea conditions. To
remedy this, it is important to use wave modeling simulations with higher accuracy, which
has been shown in previous studies [14]. Advancements in computer hardware, such as
high-performance supercomputing, makes it possible to use numerical modeling, such as
Navier–Stokes equations, to simulate the important factors affecting ships [15].

FUNWAVE is a fully nonlinear, shallow-to-intermediate water phase resolving, Boussi-
nesq numerical wave model. It provides high-fidelity simulations for many coastal pro-
cesses including near-shore waves, currents, wave breaking with run-up and overtopping,
harbor resonance, infra-gravity waves, and vessel-generated waves. Many of its capabilities
are only possible due to its ability to resolve the phases between different super-positioned
wave frequencies. This high degree of accuracy, however, comes at the cost of the applica-
tion being unable to run in real time. Researchers at the Coastal and Hydraulics Laboratory
are utilizing an HPC to reduce the computational costs.

The most important components of an immersive and realistic simulated environment
are physics calculations and visualization. This is especially true for maritime simulations
where pilots sail in both deep water and near-shore (shallow water). Multiple wave types
and conditions like spray, splashing, foam, and wakes are necessary to accurately render
these different environments and create useful visuals. Pilots, for example, use breaking
waves and foamy patches to navigate waters, especially in the near-shore. There are
currently two main calculation methods for simulating deep-water ocean waves: parametric
and statistical. The former uses mathematical equations to procedurally create simple,
trochoidal Gerstner waves. This implementation is based on deep-water waves and is
the method used in Unreal Engine’s built-in water physics engine. The most formative
example of a Gerstner-based wave simulation first appeared in the 1986 work of Fournier
and Reeves [16]. Since then, oceanographers have moved beyond Gerstner waves and
favor statistical models that generate “linear waves” or “gravity waves”, which result in
a more realistic representation of the open ocean’s surface [17]. The statistical calculation
method uses wave spectra data and Fast Fourier Transforms to statistically create a more
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realistic depiction of choppier waters. The individual waves themselves are still Gerstner
waves, but they are superimposed in a way to create more complicated waveforms [18].

Simulating shallow water is more complex than simulating deep water. Oceanogra-
phers refer to these waves passing over a shallow bottom as “nonlinear waves” [17]. Unlike
deep-water waves, which follow a sinusoidal shape, near-shore waves are sharp near the
crest and flat near the trough. This change in shape results from the water depth and seabed
terrain—not just wind and gravity. To simulate waves moving to the near-shore, a mathe-
matical model of the seafloor topography is required. Previous work demonstrates that
seafloor topography data and waveform data can be constructed simultaneously, making it
possible to render near-shore waves in real time at a frame rate of 132 fps in OpenGL [19].
Perhaps more important than deep and shallow water rendering, in the context of ship
simulation, is the rendering of visual context clues like breaking waves, spray, and foam.
Extensive prior work has been conducted to realistically render breaking waves [16,20] and
prove that very fast breaking wave behaviors are possible using OpenGL and NVIDIA Cg
shading language [21]. Previous work has also shown how realistic ocean foam and spray
can be achieved in real time using traditional texture-based methods [22]. More recent
work has demonstrated improvements to these visualizations, including bubbles popping
and clumping in natural patterns [23] and water spray as a two-continua for computer
graphics wherein it does not appear to fall straight down [24].

In order to improve the near-shore wave physics of ship simulators, it is important
to understand gaming physics engines. Programming logic combined with Newtonian
equations offers the ability to simulate real-world physics-based events. These software
packages are called “physics engines” for gaming and scientific simulation. Physics engines
mainly deal with rigid body dynamics, soft body dynamics, collision response, and fluid
dynamics. Physics-based particle systems for visual effects that simulate phenomena such
as smoke, fog, dust, rain, snow, clouds, water, fire, and light offer enhanced virtual reality
immersion [25]. In previous studies, physics engines have been compared, and some
important factors have been identified [26]. Integrator performance determines numerical
accuracy and is responsible for calculating a body’s position given the forces acting upon
it. Constraint stability, collision system, object representation, material properties, and the
way objects are stacked were also evaluated [27].

Since our research is mostly focused on using Unreal Engine 4.26, we examined the
Nvidia PhysX engine. The research did not evaluate Unreal Engine 5’s new Chaos engine
or Niagara Fluids but will be explored in a future work. For the PhysX system, three types
of physics actors are static, dynamic, and kinematic. Static actors are immovable in the
environment being used mostly for collision detection, dynamic actors are moveable bodies
and act under the normal laws of physics, and finally, kinematic actors do not respond
to outside forces and move under the user’s control [28]. Several techniques have been
evaluated with PhysX for water and fluid simulation including the forces acting upon
particles [29].

Data sets have been visualized in different ways, from dashboards with real-time
data [30] to VR applications using scatter plots on a 3D graph [31]. Many examples of
3D geospatial terrain data being ingested into virtual reality game engine simulations
exist [32]. Other examples show how digital elevation models can be used to create 3D
scenes for immersive geographical VR applications [33]. Data ingestion for simulations is
not limited to terrain, and examples exist of how meteorological data can be imported to
visualize real-time volumetric clouds using Python and Unreal Engine [34]. Researchers
have gone beyond the earth and have even modeled real-time cosmological visualizations
using Unreal Engine and galaxy image data [35]. Other rarer examples exist of actual
simulators implemented such as a vehicle traffic simulator created in Unreal Engine [36].
DataTables are gameplay elements that Unreal Engine uses to store related data. They
can be accessed using either C++ or Blueprints, the Unreal Engine visual scripting system.
DataTables allow Unreal Engine to input and output data from comma-separated values
(CSV) and JavaScript Object Notation (JSON) files [37].
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3. Methods

The core of the methodology revolves around a prototype, Landing Craft Utility (LCU),
which is piloted in virtual reality. Our unique approach was to ingest FUNWAVE output
data into Unreal Engine and represent it in a fully immersive virtual reality simulator. This
survey shows how a hybrid approach of virtual reality watercraft piloting, hydrodynamic
models, high-definition water rendering, and data ingestion can lead to more advanced
simulators in the future. Utilizing the information explained above, we have created a
framework that integrates those pieces (Figure 3). We have chosen to use Unreal Engine over
another application such as Unity due to its favorable graphics capabilities. Unreal Engine
provides the common data environment for our numerical modeler, rigid body physics,
realistic computer graphics, and virtual reality simulation. The application consists of a
backend developed on Unreal Engine 4.26 and its native handling of physics using PhysX
3.3. The water plugin that was created by Epic Games has options for creating animated
Gerstner waves and giving game actors buoyancy. Unreal Engine’s water plugin does not
have littoral or near-shore waves, which motivated this research. In order to enhance the
realism of near-shore waves, we chose the FUNWAVE hydrodynamic numerical modeler
as a source of data that could be ingested due to the high level of accuracy of the modeler.

 
Figure 3. Diagram of current implementation framework.

3.1. Unreal Engine Implementation

Our development team utilized Unreal Engine 4.26 to simulate an ocean environment
where the user can drive an LCU using a throttle for forward and backward motion and
using a steering wheel to turn from left to right (Figure 4). Like previously implemented
systems [38], the platform simulates real-time six-degrees-of-freedom ship motion (pitch,
heave, roll, surge, sway, and yaw) under user interactions and environmental conditions,
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linear and angular velocity, user gaze direction, as well as control and lever angles taken
from the bridge. The fully immersive virtual reality watercraft is buoyant and floats on
the surface of the simulated water consisting primarily of Gerstner-type waves. Other
auxiliary features include a horn that can be activated, emitting a realistic audio signature.
The ship model was designed by ERDC CHL’s Navigation branch. A menu system was
included to give users a launch point and the ability to change options such as sound effects,
music, and controller settings (Figure 5). A beach island scene was developed by the ITL
team using Megascans library and a Combat Rubber Raiding Craft (CRRC) downloaded
from Sketchfab.

 
Figure 4. Steering and throttle modeled for Unreal Engine in Maya by the ITL team.

 
Figure 5. Beach environment main menu with default UE 4.26 water rendering.

3.2. Hydrodynamic Data Ingestion

Data from FUNWAVE are essential to integrate high-accuracy physics into a virtual
simulation. Currently, there is no way to integrate a live Boussinesq model into a VR
simulation at the level of accuracy in FUNWAVE; therefore, the developed capability
relies on precomputed hydrodynamic data (Figure 6). Simulation data can be any phase-
resolved nonlinear wave model, but for this project, we used FUNWAVE. The model
output, packaged in binary files, comprise cross-shore velocities (u), alongshore velocities
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(v), and water surface elevation (η). The data were unpacked from FUNWAVE’s native
format and converted to the CSV format to be ingestible by Unreal Engine’s DataTables
(Table 2). To unpack the binary file, our Python script (Figure 7), was used to convert the
raw binary wave data into three columns of 7-point precision floating point numbers. Then,
we transformed each float to 7-point precision before writing it as a string to the newly
created CSV file.

 
Figure 6. FUNWAVE to Unreal Engine workflow.

Table 2. Example of DataTable with FUNWAVE data with approx. 1 million rows.

u v η

0 0 1.001615

0.200694 0.001318 0.951349

0.380469 0.030034 0.914848

−0.33905 −0.01439 0.861739

0.217115 −0.06727 0.805298

0.342044 0.003659 0.761927

0.337063 0.004634 0.711583

0.344882 −0.00511 0.662127

0.352469 −0.06368 0.613077

 
Figure 7. Python code for reading in a binary file and converting it to CSV file.
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FUNWAVE’s data are output in a structured 2D grid. Data points are discretized along
a user-entered resolution/value (every 1 m, 2 m, 0.5 m, etc.). For each discretized data
point (here after referred to as a “cell”), there are 3 values that we had FUNWAVE calculate:

- U and V: Cross-shore and against-shore velocities (respectively);
- Eta: The spatio-temporal instantaneous water level oscillating around the still-water

level; these values can be positive (peak) or negative (trough).

To render the simulation results of the littoral zone, a colored spatial grid was de-
signed from the FUNWAVE data (Figure 8). Each colored cube represents one point in the
FUNWAVE grid. Each cube represents a “u, v, eta” point, which will later be revised to be
animated water in a future work. Red colored cubes represent the area where the ship is
colliding with a FUNWAVE cell, illustrating how littoral waves affect the hydrodynamics
of the ship, and vice versa. Data were accessed from each row in the DataTable, which
consisted of three columns (u, v, eta) for each row. Each row represents a single time series
point from FUNWAVE. Our Blueprint script iterated through the DataTable grabbed each
row and assigned that to each cube.

 
Figure 8. Spatial grid showing FUNWAVE data interacting with the ship.

The arrows on top of the cells indicate the direction in which they are pushing. The red
cells are currently overlapping and pushing the ship, and as they come in and out, they will
subscribe or unsubscribe themselves from the boat. The values can be adjusted on the side,
such as the number of rows, columns, and the size of individual cells. These adjustments
can be made prior to runtime, and the values are pulled from a DataTable generated from
FUNWAVE that has the u, v, and eta columns, all stored in this data structure as floats.

The wave tile spawning construction script keeps an array of transforms, which are
spots in 3D space (Figure 9). It loops through the DataTable and creates a square grid
for those transforms (Figure 10). For each transform, it stores the three values from the
DataTable in an array, loops over them by rows and columns, and sets those transforms
equal to those values plus the offset from the starting location (Figure 11). The individual
grid cells are represented by green blocks that turn red when they overlap. They possess a
force vector, which tells the ship to keep track of them when they begin overlapping and to
stop keeping track of them when they stop overlapping. The following figures are snippets
of code written with Unreal Engine Blueprints.
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Figure 9. Blueprint snippet obtaining total number of entries.

 
Figure 10. Blueprint snippet making a square grid and user-entered sizing.
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Figure 11. Blueprint script obtaining u, v, and eta values from the DataTable.

A Battleship-style board is used to illustrate the following example (Figure 12). The
entire grid is too dense to load into memory at runtime, so we loaded a subset of those data,
with a 1 cell radius around the vessel shown as highlighted areas. Because FUNWAVE’s
output is indexed, we did not have to loop over the entire grid to find and load the values
for these cells. Instead, we took the known location of the vessel in 3D space (which Unreal
provides as a “Transform”). We then obtained the Transform for the top left corner of the
entire grid (red circle). The difference between the grid corner’s location and the vessel’s
location, divided by the size of each grid cell in meters, tells us how many “cells” are along
X the vessel (Figures 13 and 14).

(ShipXLocation − GridCornerXLocation)/CellSizeX = # of Cells on X

We used the same method to calculate how many cells away from the corner the ship
is on Y.

(ShipYLocation − GridCornerYLocation)/CellSizeY = # of Cells on Y

The grid’s maximum dimensions in X and Y are known. So, given an (X:Y) grid, we
calculated the index (the yellow number) of the cell directly under the center of the vessel
(the blue circle). In this example, the center of the ship is on G7 (rows in Battleship start at
1, not 0). If we replace “G”, the column of that cell would also be 7 (on a Battleship board).
The grid shown is 14 columns wide. So, each row is indexed as (0–13), (14–27), etc. See the
yellow numbers (arrays in C++ start at 0, not 1). We know the center of the ship (blue circle)
is on the 7th row of the grid, as well as the 7th column.

To calculate the index of this cell (the yellow number), we used the following formula:

{[ColumnWidth ∗ (RowNum-1)] − 1} + ColumnNum

{[ColumnWidth ∗ (RowNum-1)] − 1}

This portion accounts for all of the indexes of each “full” row above the target cell. It
puts us on the correct “line”/row. We subtracted 1 from the RowNum so it did not count
the row we were on as a full row (because we were not all the way to the right). We then
subtracted 1 from the multiplied value to account for the fact that indexes in C++ arrays
start at 0, and not 1. Rather than looping through the previous 90 cells and performing a
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calculation for each one to check if it was correct, we simply looked up the values for the
cell at index 90. This changed the time complexity from O(n) to O(1), which is important
due to FUNWAVE’s grid being millions of cells in length. Our array lookup had a check
based on the grid’s dimensions to prevent wrapping (when the ship was at the grid’s edge).
In our code, this radius of loaded cells is dynamic. The user can enter how large of a radius
they would like to load. This process enabled us to represent the ingested FUNWAVE data
to our ability at this point.

 

Figure 12. Battleship-style grid explaining radius of loaded cells.

 

Figure 13. Blueprint snippet showing transform location.

178



Virtual Worlds 2023, 2

 
Figure 14. Blueprint snippet showing spawn location in XY.

Further exploration of data representation will allow us to render the grid in a more
realistic way that represents water waves in a littoral zone. This is currently being studied
and will be presented in a future work. The purpose of this technique was to show how
the highly accurate FUNWAVE output could be ingested in an immersive environment.
Reading the physics data is a crucial process toward combining these systems. Through
the approach of hybridization, we outlined above that each data point could be integrated
into the VR immersive system.

4. Results

The integration of FUNWAVE numerical modeling data was successfully integrated
into a VR simulation, showing that highly accurate physics from numerical modeling can be
incorporated. Although FUNWAVE data can be visualized via plotting, they have yet to be
visualized in 3D, much less in virtual reality. Our final Unreal application shows our results
of a hybrid methodology. In Figure 15, we can see the final visualization of our virtual
watercraft simulation performing a beach landing. We also included the native FUNWAVE-
generated results for comparison (Figure 16). These figures show that FUNWAVE’s plot
using Python can show more detail in the physics accuracy of the wave movements, but
it lacks an immersive ability due to the nature of it being two-dimensional. A similar
visualization can be rendered in 3D virtual reality in Unreal Engine, with integrated
FUNWAVE data, greatly enhancing the physics accuracy of near-shore waves. Only a
subset of the millions of data points was used due to being too computationally heavy,
which resulted in lesser accuracy. Because FUNWAVE is run on a high-performance
computer, this enables a high level of accuracy. We summarize the comparison in Table 3.

Table 3. Comparison between FUNWAVE visualization and Unreal Engine.

Application Physics Accuracy Visualization Capability

FUNWAVE Higher (numerical modeler run
on HPC) Lower (only 2D plotting)

Unreal Engine Lower (basic gaming physics engine) Higher (fully immersive 3D VR)

Hybrid Approach High accuracy of physics High level of visual graphics and
immersive virtual reality
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Figure 15. Fully immersive VR scene of LCU performing landing operation.

Figure 16. FUNWAVE plot using Python only available in 2D.

The hybrid prototype we developed demonstrates the ability to ingest physics-based
output from computational modelers into a VR watercraft simulation running at 70 frames
per second. We developed a framework to further explore this concept of physics data
ingestion into VR development platforms for more immersive and scientifically accurate
virtual experiences. Our current effort takes in FUNWAVE numerical output in the form of
floating point numbers and ingests it into an Unreal Engine VR environment.
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5. Discussion and Future Work

This project shows the potential of watercraft simulation advancement and the impli-
cations of adding valuable hydrodynamic numerical model data. By adding near-shore
wave data through FUNWAVE simulation, LCU operators have a more accurate simulation
that could potentially save soldiers’ lives through more informed decisions relating to
watercraft operation in littoral environments. Coupling our prototype with high-fidelity
hydrodynamic numerical modeling within a VR environment provides a means to enhance
ship survivability in operational deployments. Another direction could be for autonomous
robotic ships that also operate in the littoral zones. Simulations for those systems could
potentially save costs by providing a safer means of testing.

Future work should include upgrading to Unreal Engine 5 and should offer added
functionality, better physics, and graphics capability. Reading in HDF5 and binary output
directly into Unreal via C++ classes is currently being researched and could provide a faster
ingestion method. A potential issue will be ingesting millions of numbers in parallel as
opposed to a slow sequential reading function. Blueprints were primarily used for this
project, but the use of C++ will be further explored for greater functionality. Additionally,
this work focused on using FUNWAVE as a phase-resolved near-shore wave model, and the
framework was built around the FUNWAVE HDF5 binary output. Celeris could provide a
Unity implementation for highly accurate and immersive visualization [39]. There are a
number of other phase-resolved wave models that can be used to generate the same spatial
output (u, v, and eta, each as a function of time) including, but not limited to, SWASH [40],
COULWAVE [41], and NHWAVE [42]. The framework can ingest these models with a
simple conversion script between each of those native model outputs and the native HDF5
format can be used as an output from FUNWAVE.

6. Conclusions

The purpose of this research was to understand and integrate several systems toward
an advanced watercraft simulator that is capable of physics-based water rendering. Hydro-
dynamic waves in VR have been limited to deep-water Gerstner waves and our application
aims to incorporate near-shore wave models for more accuracy in wave rendering. In order
to accomplish this, numerical modeler FUNWAVE data were ingested into Unreal Engine
to supplement the native physics engine. The results show that this can be successfully
achieved with the use of DataTables. Other methods are being explored, including reading
in HDF5 and binary directly from output files without DataTables. Overall, the hybrid
pieces of various data sources can come together for a comprehensive approach, creating a
useful framework for further research in the field of game simulation using physics numer-
ical models. This research will both accelerate development and facilitate the simulation,
planning, and rehearsal of multi-domain operations by ensuring a seamless integration
of sea- and land-based modeling and simulation tools to enable physics-based real-time
accuracy and run-time efficiency.
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Field Trips and Their Effect on Student Learning: A
Comparison of Knowledge Assessment for Physical versus
Virtual Field Trips in a Construction Management Course

Amna Salman

McWhorter School of Building Science, Auburn University, Auburn, AL 36849, USA; azs0072@auburn.edu

Abstract: Teaching through field trips has been very effective in the architecture, engineering and
construction (AEC) disciplines as it allows students to bridge the gap between theory and practice.
However, it is not always feasible to take a large class on field trips due to time, safety, and cost
limitations. To adequately prepare future professionals in the AEC industry, it is imperative that
institutions adopt innovative methods of providing the field trip experience. One such approach is
using virtual reality (VR) technology. Creating 3D VR construction environments and immersing
students in that virtual world could provide an engaging and meaningful experience. Although
researchers in AEC schools have developed and deployed many virtual field trips (VFTs) in education,
little is known about their potential to provide the same knowledge base. For that reason, a VR
app was created to teach students about the design and construction of steel structures, called the
Steel Sculpture App (SSA). The SSA served as a VFT, and the location of the steel frame structure
served as the actual field trip (AFT). The research was conducted in structure-related courses in the
spring, summer, and fall of 2021 and the spring and fall of 2022 semesters. Each semester, students
were split into groups, one being the control group and the other being the experimental group. The
control groups learned through AFTs, whereas the experimental groups learned through VFTs. A
knowledge test was administered at the end of each treatment to collect quantitative data on the
students’ performance, understanding, and knowledge retention. The results indicated that the
students learning from VFTs scored higher than those learning from AFTs. The paper discusses
student assessment results and student feedback about replacing AFTs with VFTs in times of need.

Keywords: virtual reality; construction education; pedagogical changes; steel structures; virtual field
trips; learning assessments

1. Introduction

Given the pragmatic essence of the architecture, engineering, and construction (AEC)
industry, it becomes crucial to delve into innovative teaching approaches to uphold elevated
standards of education. In AEC education, educational field trips, often taking the form of
site visits, play a pivotal role. These field trips offer participants a firsthand encounter with
the topics or concepts discussed in the classroom. Nevertheless, organizing such field trips
is not always practical due to constraints related to time, cost, and safety concerns [1]. It
is crucial to find an alternative to having no field trips because the ability to visualize the
built environment and learn the building construction processes is critical for students in
the AEC disciplines [2]. For students lacking field experience, visualizing the construction
processes and thus making informed decisions is difficult [3]. Creating 3D VR models
and immersing students in the virtual world could provide an engaging and meaningful
experience for all students in the AEC disciplines [4]. For this purpose, an interactive VR
app was created for Oculus Quest, the “Steel Sculpture App” (SSA), to teach students
about the design and construction of steel structures. Structural understanding is extremely
important for all AEC students. However, teaching such skills in a traditional classroom
setting becomes challenging.
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The aim of the SSA app presented in this paper was to provide support to building
science and architecture students, particularly in understanding onsite steel connections
in a classroom-based education. This app was specifically created for structure-related
courses in which students learn the design of steel, timber, and concrete structural members.
The topic of steel connections was chosen because of its inherent complexity. In a steel
building, connections play an important role, and many structural failures are attributed
to connection failures [5]. The recent failure of the I-35W Bridge in Minneapolis in 2007
was due to the connection failure. The SSA is a self-explanatory interactive app that is also
designed to cater to people with hearing impairments. In addition, for better understanding,
the app shows the assembly and erection of steel members on a construction site. The app
allows students to see modules again and again, pause, and exit at any time.

This interactive app could also bring an end to passive learners’ attitudes, which are
often found in traditional academic teaching settings [6]. Actual field trips, though helpful,
require significant planning, funds, and time and still have many safety concerns. This
paper explains the student learning assessment and student perspective of the VFT versus
the AFT. The app served as the VFT, and the location of the actual steel structure served as
the AFT. Controlled group and experimental group methods were used to analyze student
learning assessments. After the learning assessment, all students were given a chance to
experience both pedagogies to get their feedback.

2. Literature Review

The adoption of technology to effectively convey concepts to students is a common
practice [6]. As technology advances, new means and methods are developed for integrat-
ing it effectively into teaching. When looking at mechanics and related courses, which are a
vital part of understanding how a building carries loads, it is critical to clarify the concepts
and details regarding the structural members using steel, timber, and concrete [1]. Such a
task cannot be performed only within the boundaries of a classroom [7]. Visualization of
these elements and their configuration is crucial for precise understanding and knowledge
retention [7]. For this purpose, a field visit can enhance the concepts, where students can
view these members being put together to form the structure rather than just reading them
in a plan view [8]. The site visits, while educational, pose cost, safety, and time constraints.
Visits are also dependent on the availability of the construction project during the structural
phase [1].

VR was first used in the form of flight simulators, and it has come a long way since
then [9]. As described by Merchant et al. [10], the aspect of being in a three-dimensional
space, the ability to create and interact with three-dimensional objects, a digital represen-
tation of the learner in the form of an avatar, and the capability of communicating with
other learners in the virtual world are all features of virtual reality. Virtual worlds are
open-ended settings where users can design and develop their own objects, in contrast to
the organized environments of simulations and games.

With immersive and interactive experiences in fields ranging from science and engi-
neering to foreign languages and social sciences, virtual reality has long held promise as a
tool to improve education [11]. As a cutting-edge teaching strategy that offers unique expe-
riences to users, head-mounted VR-supported learning may influence students’ self-efficacy
in a specific area and further improve their future development [12]. Using VR modeling,
you can better capture the audience’s attention and immerse them to even change their
attitude toward an issue such as environmental issues, and the model can be updated
as new data is received [13]. In the medical industry, many surgical trainers use VR for
educational purposes [14]. The use of VR for teaching anatomy was found to be more
effective than traditional methods [15].

Virtual reality engages students in the learning process, particularly in lessons that
require visualization and cannot be adequately addressed in conventional instruction [16].
For understanding concepts where spatial access is difficult, such as the world of atoms
and molecules, VR has shown to improve the understanding of students, while making
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it much easier to teach [17]. On the other hand, students in a virtual reality learning
environment have the potential to reach deeper levels of conceptual clarity, leading to
knowledge retention, in a shorter amount of time, enabling students to focus on the
learning scenario [18]. A 3D virtual environment was also shown to improve the cognitive
skills of students with learning disabilities such as ADHD and dyslexia by allowing them
to better visualize the material [19].

In addition, the concept of Industry 4.0 has an impact on the construction industry
since structures are evolving into complex productions [20]. Construction management
is integrating cutting-edge technologies like VR and augmented reality (AR) to improve
efficiency and effectiveness in the construction process [21]. Therefore, it is important
to equip students with the skills to use such technology in the classroom. According to
Ververidis et al., virtual reality (VR) offers significant advantages in the realm of construc-
tion through its immersive visualization capabilities, enabling interactivity with the model,
spatial awareness, and immediate real-time feedback [22].

While the architectural, engineering, and AEC industry would be transformed by
integrating VR technologies and immersive collaboration among different stakeholders, it
can be a valuable tool for improving students’ capacity to recognize a range of building
principles [23]. It is now possible to educate students by utilizing immersive digital
environments that enable them to view and experiment with a 3D/4D full-scale virtual
model of a construction project. A student’s comprehension of complicated building
projects can be considerably improved by this enhanced visual communication [2]. For
example, for construction safety, VR is being used to develop simulations that give workers
a first-person perspective of a construction process that has not yet begun, to spot potential
issues before construction begins, and to train construction workers for potential hazards
that may emerge on construction sites [24]. By using virtual reality technology, it has shown
that most construction-related traffic incidents might be linked to workers who are easily
distracted and are susceptible to boredom [25].

In order to teach the newer generation, which is fairly tech-savvy, the use of technology
such as virtual reality (VR), augmented reality (AR), and mixed reality (MR) can provide
ways to engage students in a social, collaborative, and active learning environment [4].
Kıral et al. [26] developed a V-SAFE app in which trainees are exposed to actual building
risks in a secure virtual environment. Users become knowledgeable of the dangers they
can encounter at work and experience the possible consequences of their own or other
decisions [26]. In fact, virtual reality teaching is promoted for practical subjects like civil
engineering and physics but not for theoretical subjects [27].

Recently, work has begun to see if VR technology can replace actual construction
site visits [28]. This study used 360◦ panoramic photographs with modalities to enhance
their experience through a focus on immersion, perception, and telepresence. For the
modalities, iPads and VR headsets were used. Shahbaz et al., developed SimYA, which is
an interactive 3D VR software where students can experience the basics of the construction
process in a virtual environment and learn through trial and error as if they were at the
construction site [29]. Özacar et al. conducted a complete building survey class in VR using
tools like measuring tape, plumb, hose level, etc. The students and teachers were able to
communicate using avatars using VRArchEducation [3].

It is evident that work is being performed to improve technology so that it can be used
for teaching in the construction industry as well as education. To improve the learning
experience and engagement of the newer generation, VR can be used, especially in courses
where visualization is crucial. By providing an alternative to AFTs, a VFT can facilitate the
instruction of important aspects of the construction site in a controlled and safe environment.
Although a virtual trip may never completely replace or compare against AFTs, it can be
helpful in times of need and can avoid time, cost, and safety concerns.
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3. Research Methodology

This research study aimed to determine the validity of replacing VFTs with AFTs due
to time, safety, and cost concerns in times of need. After an extensive literature review of
VR in AEC academia and industry, a plan of approach was developed on how to compare
a VFT with an AFT. For this purpose, the Steel Sculpture App (SSA) was developed in
VR. The focus of this application was to create a virtual field trip and teach students about
steel construction and connections in structure courses. The app was introduced in the
Structures of Building-II course, where a major part of this course involved the design
of steel, timber, and concrete structural members. Steel construction was selected due to
its inherent complexity. The virtual trip explained seven basic connections of the steel
structure, their uses, and a field example. The location of the steel sculpture served as the
actual field trip, and the app served as the virtual field trip. The following objectives were
established to investigate the efficacy of VFTs:

• To examine and assess student learning and understanding through VFT and AFT.
• To assess students’ knowledge retention for VFT and AFT.
• To assess the challenges and student perspective of learning through VFT versus AFT.

To conduct this study, the following research hypothesis was developed.

Alternate Hypothesis: HA: Students who participated in AFT learn better than those who
participated in VFT.

Null Hypothesis: Ho: There is no significant difference in student learning between the two ways
of teaching.

3.1. Research Design

To carry out this research, the action research method was chosen. Action research
is a research philosophy and methodology that is commonly used in the social sciences.
It seeks transformative change through the concurrent processes of action and research,
which are linked by critical reflection involving the following steps:

• Diagnosis: finding problems.
• Action plan: how to approach the problem’s solution.
• Action taking: application of the planned action.
• Evaluating: determination of the effects of the action.
• Specific learning: reflection on the action taken and recording the results.

The detailed action research road map is shown in Figure 1.

3.2. Steel Sculpture App (SSA) Development

After the ‘Diagnosis’ of the problem, ‘Action Plan’ was set to resolve the problem
(Figure 1). The Steel Sculpture App (SSA) was developed, which served as VFT. For the
development of the SSA, a sketch-up model of the steel sculpture was created (Figure 2,
right). The location of the steel sculpture served as an AFT (Figure 2 left). This model was
imported into Unity 3D (a virtual environment development software), where animations
and voice-overs were added, and details were added for each connection type (Figure 3).
The app developed in Unity 3D was then transferred to the Oculus Quest, where it was
tested (Figure 4). The Oculus Quest can be seen in Figure 5.

3.3. Testing the SSA

The steps shown in Figure 6 were used to assess students’ understanding of the
SSA and knowledge retention of VFT versus AFT. For each semester, the students were
separated into two groups, as detailed in Figure 6. One group was given a virtual tour
using SSA, while the other was assigned a physical visit. In both trips, details regarding
the model were taught to the students. A week after the trips, the students were evaluated
through a quiz to determine their knowledge retention (Appendix A). In the next class
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period, students who had a VFT went on an AFT, and students who went on an AFT
experienced the VFT. After both groups had gone through both trips, their feedback was
collected. Both the feedback and the data from the quiz were then compiled and taken
for analysis.

Figure 1. Research Design.

(a) (b)

Figure 2. Steel sculpture for AFT; (a) VS steel sculpture 3D model in Oculus (b).
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Figure 3. Images from the Steel Sculpture App.

Figure 4. Development of SSA.

Figure 5. Oculus Quest.

3.4. Data Analysis

To evaluate the extent to which students retained knowledge from the two field trips,
a quiz was administered one week after the trips occurred. Additionally, during the
subsequent class period, students were exposed to both types of field trips to gauge their
perceptions and feedback regarding each experience. To examine the data in detail, the
student demographics and various tests used to analyze the data are given below.

3.5. Students’ Demographic

To assess the effectiveness of the Steel Structure App (SSA), an experimental investiga-
tion of the VFT was carried out involving students from Auburn University’s Architecture
and Building Construction program. The study was conducted during the spring, summer,
and fall of 2021 and the spring and fall of 2022. The study included a total of 182 students, of
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whom 94 were in the experimental group and 88 were in the controlled group. The results
and analysis of the study incorporated feedback and assessments from 72 architecture
students and 94 building science students.

Figure 6. Flowchart for testing.

3.6. ANOVA Test (Analysis of Variance)

ANOVA is a statistical method employed to ascertain if there are significant differences
in the means of two or more groups. It compares the means of various samples to assess
the influence of one or more factors. ANOVA tests are commonly utilized to determine
the significance of survey or experiment results. Essentially, they aid in making decisions
regarding whether to accept the null hypothesis and reject the alternative hypothesis, or
vice versa.

The null hypothesis in an ANOVA is valid when all the sample means are equal or do
not have any significant difference. Thus, they can be considered part of a larger population.
On the other hand, the alternate hypothesis is valid when at least one of the sample means
is different from the rest of the sample means. This test is performed using MS Excel with a
built-in plug-in. In simpler terms, if the p-value from the ANOVA test is < 0.05, then the
alternate hypothesis is true. If the p-value is > 0.05, then the null hypothesis is true.

3.7. Mean and Standard Deviation

After determining if there was variance in the data, the mean score for the data was
calculated. This was performed by taking the results of the students in the two groups and
taking an average. This shows which of the two groups performed better in the test. The
standard deviation was also calculated to see which of the two groups had more consistent
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data, i.e., less variance in their results. Both the mean and the standard deviation were then
used to draw a conclusion.

3.8. Feedback

In terms of the feedback obtained from the students regarding both methods of tours,
the data was collected on a Likert scale of 1–7, with “1” being strongly disagreed with and
“7” being strongly agreed with. This data was then used to calculate the mean, mode, and
standard deviation of the feedback statements. In addition, the weighted mean was also
calculated for the statements.

4. Results and Discussion

To draw conclusions about the performance of the two groups, a quiz was adminis-
tered one week after their respective tours. Upon analyzing the quiz results, it was observed
that the experimental group, which underwent a virtual tour (group 1), achieved a higher
mean/average score of 8.08 on the quiz. In contrast, the control group, which experienced
a physical field trip (group 2), obtained a lower mean/average score of 7.39 (Table 1). These
findings indicate that the performance of the experimental group was superior to that of
the control group. Examining the standard deviations, the experimental group exhibited a
standard deviation of 1.12, while the control group had a standard deviation of 1.27. As the
standard deviation of the experimental group was lower than that of the control group, it
can be inferred that there was less variation in the results of the experimental group.

Table 1. Student assessment results.

Groups Count Sum Average Standard Deviation Variance

Group 1 (Virtual tour) 94 760 8.085106383 1.1232 1.261496225

Group 2 (Physical model visit) 88 651 7.397727273 1.2734 1.621603971

An ANOVA (Analysis of Variance) test was performed to find which of the hypotheses
was true. By comparing the values gained from the ANOVA test, it was determined
that group 1 had less variance in their scores, which shows that all students perceived
roughly the same amount of information that was given to them during the virtual tour
(Table 2). The F value is compared with the F-critical value to see if the test was significant.
Since F > F-critical, the test is considered significant, and the null hypothesis can be rejected
(Table 2). Also, to back up the results, the p-value was assessed. In this case, the p-value
is <0.05, and the alternate hypothesis is true, meaning there is a difference in knowledge
retention between students who took a VFT and those who took an AFT.

Student Feedback

To receive student perspectives about replacing AFT with VFT in times of need due
to time, cost, and safety concerns, a survey was developed. Figure 7 shows the questions
and student feedback from the survey. Table 3 shows the median, mode, SD, and weighted
average of the results of the data received, where strongly agree = 7 and strongly disagree = 1.

Table 2. ANOVA test results.

Source of Variation SS df MS F p-Value F Crit

Between Groups 21.4749 1 21.4749 14.95939353 0.000153351 3.89364
Within Groups 258.399 180 1.43555

Total 279.874 181

191



Virtual Worlds 2023, 2

26%

12%

19%

32%

5%

7%

37%

33%

23%

28%

11%

14%

12%

26%

33%

21%

19%

30%

12%

14%

12%

11%

26%

11%

4%

4%

2%

16%

11%

5%

7%

5%

4%

21%

18%

4%

4%

7%

4%

2%

11%

Q6

Q5

Q4

Q3

Q2

Q1

0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%

Strongly Agree Agree Slightly Agree Nuetral Slightly Disagree Disagree Strongly Disagree

Figure 7. Student perception and feedback.

According to the survey results, 126 out of 168 students (75.4%) either slightly agree,
agree, or strongly agree that virtual field trips (VFTs) can be used as an alternative to actual
field trips (AFTs). The weighted average for this statement is 5.05, indicating that most of
the students agree with this proposition (Table 3). However, it should be noted that there
were a few students who were using the VR Oculus Quest headset for the first time, and
it took longer for them to understand the subject matter (Q5: weighted average = 3.93).
This suggests that there might be a learning curve associated with using virtual reality (VR)
technology for educational purposes. Additionally, some students reported experiencing
motion sickness during the VR experience (Table 3, Question 6, weighted average = 4.02).
This highlights a potential drawback of VR technology, as certain individuals may be more
susceptible to motion sickness when using VR headsets. Students also wanted to see more
educational tools developed in VR (Q1, weighted average = 5.4).

In some open-ended questions, the students explained their likes and dislikes about
the app. One student said, “I enjoyed how you were able to view the connections from
multiple vantage points, as well as the aspect of if your instructor cannot plan a field trip,
VR could be used as an alternate”. Another student said, “that I could go back and hear
the same thing again”. Another student said, “I liked being able to see the structure from
multiple angles, including from above; this is not possible in a real field trip”. When asked
about improvements in the app, a student said, “If there is a way to make it to where
you don’t get a headache, I think it would greatly improve my opinion about it”. The
students were also asked about what they did not like in the app, and one student said,
“I did not like the voice changes, and the screen strained my eyes”. These comments call
for improvements in the technology to make it more comfortable for end users.

Overall, while the majority of students agreed that VFTs can serve as an alternative
to AFTs, there were a few concerns related to the learning curve and potential discomfort
associated with using VR technology. However, an informal discussion with the partic-
ipants reached the conclusion that there are some experiences for which we must visit
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the actual site. Especially for freshmen and sophomores who have little field experience.
However, for juniors and seniors, VR-based educational tools should be developed for
conceptual clarity. These findings provide valuable insights into the students’ experiences
and perceptions regarding the use of VFTs in educational settings.

Table 3. Student perception and feedback.

Questions N Median Mode SD Weighted Average

Q1: You want to see more educational
tools developed in VR? 168 6 6 1.61 5.4

Q2: You enjoyed VFT without having to
go out of classroom? 168 5 6 1.53 5.02

Q3: You believe we can sometimes use
VFTs as an alternative to actual field trip? 168 5 5 1.66 5.05

Q4: Teaching a class of 30 students
through the physical field trip will be

challenging as some students may not be
able to hear, some may be far away from
the model to actually understand it well?

168 6 7 1.3 5.53

Q5: As a learner, it took longer to
understand the subject matter in VR
exercise than the physical field trip?

168 4 4 1.51 3.93

Q6: One of the reasons you did not enjoy
VFTs is because you felt motion sickness

during the VR experience?
168 5 5 1.8 4.02

5. Conclusions

In this study, student assessment and perception of virtual field trips (VFT) versus
the actual field trip (AFT) were examined. A Steel Sculpture App (SSA) was created as the
VFT, and the location of the actual steel sculpture model served as the AFT. The study was
performed in the Structures of Building-II course, and students had no prior knowledge of
steel connections or design. It was found that students not only learned better in VFTs but
were also able to achieve conceptual clarity of the subject matter. During the AFT, students
who were closer to the instructor were able to listen and see well, whereas those at a distance
were either distracted, not able to listen, or could not see the connection properly. VFTs
give students a chance to focus on subject matter very closely with visual demonstrations
and applications. The actual field trips entail a lot of planning on the instructor’s part.
However, there are some experiences for which actual field trips are essential. Evidently,
VFTs cannot provide the physical perception that one has in the field, such as touching soil,
walking on muddy dirt, hearing sounds and smells, or climbing the stairs of a construction
site. A well-designed VFT, involving proper visualization, real-time maps, sound, and
video clips in a variety of formats, could, however, help students imagine what an actual
site visit would be like. In targeting the learning objectives through a VFT, one must be
realistic in its design, information presented, and voiceovers. The SSA created for this
study is an Oculus Quest app that has been published for everyone to download from the
Oculus library and incorporate into their curriculum. After the study, students proposed
some improvements to the app, which are under process. In conclusion, VFTs offer a
compelling alternative to actual field trips (AFTs) in construction education, considering
the time, safety, and cost concerns involved. Using immersive technology, students can
engage in realistic and interactive experiences that simulate real construction environments.
Although students scored better with VFTs, they still expressed the belief that actual field
trips are necessary, productive, and foundational. The students emphasized the importance
of hands-on learning, as it allows students to physically engage with the construction
site. While not advocating for replacing actual field trips entirely, students encouraged
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the development of better immersive educational apps, recognizing their potential to save
in-class time. However, it was noted that having sufficient devices for all students in the
class is crucial for effective implementation.

One of the primary advantages of VFTs is the time efficiency they provide. Traditional
AFTs often require extensive planning, logistics, and travel time, which can be a significant
constraint on the instructor. VFTs eliminate the need for physical travel, enabling students
to explore multiple construction sites and scenarios within the convenience of the class-
room. This allows for more frequent and varied learning experiences, enhancing students’
exposure to different construction practices and projects.

Safety is another critical consideration in construction education, particularly when
conducting site visits. Construction sites can present inherent risks, including heavy
machinery, hazardous materials, and unstable structures. VFTs eliminate these safety
concerns, ensuring a controlled and risk-free learning environment. Students can observe
construction processes and safety protocols without exposure to actual hazards, reducing
the potential for accidents or injuries.

Cost is often a limiting factor in organizing AFTs. Expenses related to transportation,
accommodation, and site access can be substantial, making AFTs financially burdensome,
especially for educational institutions with limited resources. VFTs offer a cost-effective
alternative, as they require minimal additional expenses once the necessary VR equipment
and software are in place. This affordability allows educational institutions to provide more
opportunities for students to engage in experiential learning without straining their budgets.

However, it is important to acknowledge that VFTs may not completely replace AFTs
in construction education and may only focus on one stage of the project. AFTs offer
unique benefits, such as physical presence, tactile experiences, and real-time interactions
with professionals on site. Therefore, a balanced approach that combines both VFTs and
AFTs can provide a comprehensive learning experience, leveraging the advantages of each
approach. As technology continues to advance, incorporating VFTs alongside AFTs can
create a well-rounded and immersive learning environment for construction education,
preparing students for the challenges of the industry while optimizing resources and
ensuring their safety. VR is shaping up to be a powerful tool in teaching and is gradually
becoming a part of classrooms. From this research, it is concluded that VFTs are directly
linked to the students’ knowledge retention and are responsible for a better understanding
of the material. Thus, instructors can use VFTs in times of need due to time, safety, and
cost limitations.
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Appendix A

Virtual Steel Sculpture Quiz
Please answer the following questions from the best of your knowledge.
Question 1: Simple Connection are used to transmit ______________ forces
(a) Shear Forces (b) Bending Moment (c) Both Shear and Bending Moment (d) None of

the above
Question 2: What is the purpose of moment connection?
(a) To transfer bending moments (b) To transfer bending moments and shear forces

(c) To transfer only the dead loads (d) To transfer only the live loads
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Question 3: In connecting beams to girders, when do we need to cop the beams?
(a) When beams and girders are of same depth (b) When beams and girders of same

length (c) When beams have to connect with columns (d) None of the above
Question 4: The size of each member, plates and bolts is determined by the magnitude

of load applied. (True/False)
Question 5: Which of the following connections do you recommend to use when a

beam is too long to be transported in a single piece and has to be spliced i.e., transported in
two pieces and joined at the jobsite?

Question 6: Which of the following connections is Shear Tab?

Question 7: Which of the following connection do you recommend to use when you
have a concrete slab that is bonded to a beam and behaves as composite section?

Question 8: Which of the following connections do you recommend when you need a
shear-moment connection between a girder and column?

Question 9: Which of the following connections do you recommend when you need a
shear-moment connection between a girder and column?

Question 10: Which of the following connection do you recommend when the column
is too long to be transported in single piece and needs to be connected at the jobsite?

References

1. Kim, J. Comparing 360 Virtual Reality Learning Configurations for Construction Education. In IOP Conference Series: Materials
Science and Engineering; IOP Publishing: Bristol, UK, 2022; Volume 1218, p. 012054.

2. Azhar, S.; Kim, J.; Salman, A. Implementing Virtual Reality and Mixed Reality Technologies in Construction Education: Students’
Perceptions and Lessons Learned. In ICERI2018 Proceedings; IATED: Valencia, Spain, 2018; pp. 3720–3730.

195



Virtual Worlds 2023, 2

3. Özacar, K.; Ortakcı, Y.; Küçükkara, M.Y. VRArchEducation: Redesigning Building Survey Process in Architectural Education
Using Collaborative Virtual Reality. Comput. Graph. 2023, 113, 1–9. [CrossRef]

4. Azhar, S.; Han, D.; Dastider, S.G. Immersive VR Modules for Construction Safety Education of Generation Z Students. EPiC Ser.
Built Environ. 2020, 1, 482–490.

5. Moaveni, S.; Chou, K. Teaching Steel Connections Using an Interactive Virtual Steel Sculpture. J. STEM Educ. 2015, 16, 61–68.
6. Amna Salman, M. Student Learning Assessment from a Virtual Field Trip. EPiC Ser. Built Environ. 2020, 1, 99–107.
7. Kisaumbi, A.M. External Factors and Adoption of New Technology in Education Support Organisations in Kenya: A Case of

Cemastea. Ph.D. Thesis, Africa Nazarene University, Nairobi, Kenya, 2022.
8. Ullah, F.; Sepasgozar, S.; Tahmasebinia, F.; Sepasgozar, S.M.E.; Davis, S. Examining the Impact of Students’ Attendance,

Sketching, Visualization, and Tutors Experience on Students’ Performance: A Case of Building Structures Course in Construction
Management. Constr. Econ. Build. 2020, 20, 78–102. [CrossRef]

9. Sun, Y.; Albeaino, G.; Gheisari, M.; Eiris, R. Virtual Collaborative Spaces for Online Site Visits: A Plan-Reading Pilot Study. EPiC
Ser. Built Environ. 2022, 3, 688–696.

10. Pantelidis, V.S. Reasons to Use Virtual Reality in Education and Training Courses and a Model to Determine When to Use Virtual
Reality. Themes Sci. Technol. Educ. 2010, 2, 59–70.

11. Merchant, Z.; Goetz, E.T.; Cifuentes, L.; Keeney-Kennicutt, W.; Davis, T.J. Effectiveness of Virtual Reality-Based Instruction on
Students’ Learning Outcomes in K-12 and Higher Education: A Meta-Analysis. Comput. Educ. 2014, 70, 29–40. [CrossRef]

12. Boyles, B.D. Virtual Reality and Augmented Reality in Education; Center for Teaching Excellence, United States Military Academy:
West Point, NY, USA, 2017.

13. Huang, W. Examining the Impact of Head-Mounted Display Virtual Reality on the Science Self-Efficacy of High Schoolers. Interact.
Learn. Environ. 2019, 30, 100–112. [CrossRef]

14. Cho, Y.; Park, K.S. Designing Immersive Virtual Reality Simulation for Environmental Science Education. Electronics 2023, 12, 315.
[CrossRef]

15. Haowen, J.; Vimalesvaran, S.; King Wang, J.; Boon, L.; Mogali, S.; Tudor Car, L. Virtual Reality in Medical Students’ Education: A
Scoping Review. JMIR Med. Educ. 2022, 8, e34860. [CrossRef] [PubMed]

16. Zhao, J.; Xu, X.; Jiang, H.; Ding, Y. The Effectiveness of Virtual Reality-Based Technology on Anatomy Teaching: A Meta-Analysis
of Randomized Controlled Studies. BMC Med. Educ. 2020, 20, 127. [CrossRef]

17. Safikhani, S.; Keller, S.; Schweiger, G.; Pirker, J. Immersive Virtual Reality for Extending the Potential of Building Information
Modeling in Architecture, Engineering, and Construction Sector: Systematic Review. Int. J. Digit. Earth 2022, 15, 503–526.
[CrossRef]

18. Laricheva, E.N.; Ilikchyan, A. Exploring the Effect of Virtual Reality on Learning in General Chemistry Students with Low
Visual-Spatial Skills. J. Chem. Educ. 2023, 100, 589–596. [CrossRef]

19. Hui, J.; Zhou, Y.; Oubibi, M.; Di, W.; Zhang, L.; Zhang, S. Research on Art Teaching Practice Supported by Virtual Reality (VR)
Technology in the Primary Schools. Sustainability 2022, 14, 1246. [CrossRef]

20. Elfakki, A.O.; Sghaier, S.; Alotaibi, A.A. An Efficient System Based on Experimental Laboratory in 3D Virtual Environment for
Students with Learning Disabilities. Electronics 2023, 12, 989. [CrossRef]

21. Das, P.; Perera, S.; Senaratne, S.; Osei-Kyei, R. Paving the Way for Industry 4.0 Maturity of Construction Enterprises: A State of
the Art Review. Eng. Constr. Archit. Manag. 2022. Available online: https://www.emerald.com/insight/content/doi/10.1108/
ECAM-11-2021-1001/full/html (accessed on 1 September 2023).

22. Seyman Guray, T.; Kismet, B. VR and AR in Construction Management Research: Bibliometric and Descriptive Analyses. Smart
Sustain. Built Environ. 2023, 12, 635–659. [CrossRef]

23. Ververidis, D.; Nikolopoulos, S.; Kompatsiaris, I. A Review of Collaborative Virtual Reality Systems for the Architecture,
Engineering, and Construction Industry. Architecture 2022, 2, 476–496. [CrossRef]

24. Ghanem, S.Y. Implementing Virtual Reality-Building Information Modeling in the Construction Management Curriculum. J. Inf.
Technol. Constr. 2022, 27, 48–69. [CrossRef]

25. Sacks, R.; Perlman, A.; Barak, R. Construction Safety Training Using Immersive Virtual Reality. Constr. Manag. Econ. 2013, 31,
1005–1017. [CrossRef]

26. Kim, N.; Yan, N.; Grégoire, L.; Anderson, B.A.; Ahn, C.R. Road Construction Workers’ Boredom Susceptibility, Habituation to
Warning Alarms, and Accident Proneness: Virtual Reality Experiment. J. Constr. Eng. Manag. 2023, 149, 04022175. [CrossRef]

27. Kiral, I.A.; Comu, S.; Kavaklioglu, C. Enhancing the Construction Safety Training by Using Virtual Environment: V-SAFE; University
of British Columbia Library: Vancouver, BC, Canada, 2015.

28. An, D.; Deng, H.; Shen, C.; Xu, Y.; Zhong, L.; Deng, Y. Evaluation of Virtual Reality Application in Construction Teaching: A
Comparative Study of Undergraduates. Appl. Sci. 2023, 13, 6170. [CrossRef]
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Abstract: Appropriate techniques for promoting reading fluency are difficult to implement in the
classroom. There is little time to provide students with individualized feedback on reading aloud or
to motivate them to do so. In this context, Virtual Reality (VR) can be beneficial for learning because
it allows for individualized feedback and for increasing learner engagement. Studies that analyze
established methods of language learning in VR at school are thus far lacking. Therefore, this pilot
study is one of the first to analyze student acceptance of reading fluency training in desktop VR at a
secondary school. The interview guide was developed in accordance with the Technology Acceptance
Model. The desktop VR environment is web-based and provides individual and collaborative
opportunities for training reading fluency, giving, and receiving feedback, and deepening content
understanding of reading texts. To analyze the acceptance of the desktop VR environment, five
guided interviews were conducted. The results reveal that despite various technical challenges within
the VR environment, students not only accepted but also appreciated the reading fluency training in
VR. The integration of established concepts of reading fluency training in foreign language classrooms
has great potential as an additional value in addressing the challenges of face-to-face instruction.

Keywords: virtual reality; reading fluency training; language learning; acceptance; students;
secondary school

1. Introduction

In the past, reading aloud was commonly employed in first language (L1) and second
language (L2) learning to train reading fluency with reference to the skill of reading
accurately, in a meaningful way, and with appropriate expression. Reading fluency training
has gained popularity in L1 education after studies have made it evident that reading
competence in L1 is closely linked to reading fluency [1]. While such research findings are
limited, evidence suggests that reading fluency is also important for L2 learners [2,3].

Repeated reading of a text, assisted reading, and model reading have been proven to
positively affect reading fluency [1]. However, these techniques require substantial amounts
of time and resources. In addition, appropriate reading fluency instruction can hardly be
met in school settings, as teachers already face a number of challenges such as the growing
heterogeneity among their student bodies [4]. Subsequently, there is little to no time for
each student to read aloud and receive sufficient feedback from the teacher. Additionally,
motivating students to read aloud frequently proves difficult due to the perceived monotony
of reading aloud activities [5]. Therefore, reading fluency training needs to be developed
further by individualizing the learning process and student support, as well as making
it more appealing. Moreover, training should reach beyond scholarly settings, giving
students the chance to practice at home and allowing for “seamless learning” [6] (p. 98).

The overall objective of this project is, therefore, to evaluate student acceptance of
a technology-based learning activity based on Virtual Reality (VR) and corresponding
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learning environments. The principle learning design draws from the Multilingual Readers’
Theater (MELT), in which groups of students practice reading fluency using multilingual,
dialogical texts until they are able to read them aloud fluently and expressively, and then
perform them in plenum. The readers’ theater (RT) is one of the reading-aloud methods
that is able to achieve significant improvement in the area of reading fluency with regard to
correct word recognition, reading speed, and prosody, while also significantly increasing
young learners’ motivation to read [7,8]. MELT and RT are based on cooperative role-
playing, narrative approaches that provide an excellent starting point for research in the
development of cooperative, VR-based methods for fostering foreign language learning.

The development of a digital system that is based on the previous approaches, MELT
and RT, promises increased efficiency, easier structuring of the learning process, online
collaboration, seamless learning at home and at school, and a more satisfying user experi-
ence for digital natives. Adding VR to MELT aims to provide students with a realistic and
motivating learning experience that allows for flexible collaboration options. Using this
backdrop, the specific objective of the project is to address the question: To what extent do
students accept the use of MELT in the foreign language classroom in a VR environment?
Furthermore, what are the specific internal (e.g., student motivation) and external factors
(e.g., the design and features of the VR learning environment) that may influence student
acceptance of VR applications in the foreign language classroom? Subsequently, what are
the potential problems of VR application in MELT that need to be worked out? The research
questions that guide this research are thus:

1. What internal and external factors influence a given student’s intentions to use and
accept VR in the context of MELT?

2. To what extent do students accept the performance of the reading fluency training
phase of MELT in a VR application?

3. To what extent does VR have the potential to be used in foreign language classrooms
to complement MELT?

This paper is organized as follows. First, related work is presented, with a specific
focus on reading fluency and related technology-based approaches, such as the Technology
Acceptance Model, and the application of VR in school-related learning scenarios in lan-
guage learning. Second, the VR conception and design are described, followed by the study
methodology. Third, the results are discussed; the research questions are addressed; and
the conclusions are drawn. Lastly, the implications for the future design of VR applications
in foreign language teaching are presented.

2. Related Work

2.1. Reading Fluency

Reading fluency (RF), a central factor in literacy, requires the mastery of accuracy,
automaticity, and prosody [9]. Strategies that have a high potential for training RF are
repeated reading and assisted reading [10]. Repeated reading of a text is used to strengthen
automaticity in word recognition so that a reader’s cognitive resources can be used for
comprehension rather than the decoding of individual words [11]. Assisted reading refers
to the “oral reading of a text while simultaneously listening to a fluent rendering of the
same text” [12] (p. 514) which can be performed by a partner, a group choral reading, or an
audio recording. Practicing assisted reading speeds up the learning progress, especially for
text comprehension [12]. In combination with repeated reading, assisted repeated reading
benefits reading speed, word recognition, as well as overall comprehension [13].

Even though RF is a central skill for educational, occupational, and societal success,
it is rarely explicitly tackled in classroom settings, which is likely the result of method
limitations. Most reading interventions require extensive amounts of time and human
resources, both of which are scarce due to the growing heterogeneity of learner needs in the
classroom, among other difficulties [4,14]. Further, weak readers are not able to improve
their reading by practicing solely in school [15]. In addition, assisted and repeated reading
require the monotonous task of reading the same text multiple times, which commonly
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lowers student motivation and prevents them from staying engaged for longer periods
of time. These challenges cause the use of such interventions to fall short of their full
potential [5].

2.2. Readers Theater

RT embeds repeated and assisted reading in a meaningful and motivational context
because this method focuses on practicing a script that will eventually be performed in front
of an audience [16]. “Readers Theatre, as well as other kinds of performance, gives students
an authentic reason to engage in repeated reading of texts”, Worthy and Prater [17] (p. 295)
note. Moreso, this method focuses on meaning and comprehension instead of reading
rate [16,17]. Rather than stereotypical theater, the use of props, costumes, and stage settings
are rare in readers theater. Consequently, actors convey meaning by using appropriate
intonation, rate, and accentuation [16,18]. Instead of text memorization, performers read
from scripts. This shifts the purpose from memorization towards decoding words and
adding them to the reader’s visual vocabulary [19]. Additionally, readers can focus on
precise and expressive oral reading, thus practicing prosody.

While traditional RT is constructed monolingually, its multilingual version allows
practicing RF in several languages at the same time. MELT recognizes multilingualism in
heterogeneous classrooms, allowing the inclusion of school language, foreign languages,
and students’ native tongues [19]. Furthermore, this method is able to provide a cooperative
learning setting in which student heterogeneity is seen as a resource. In this setting, students
with stronger reading skills support those with weaker skills by acting as reading models
who also provide feedback [19]. Kutzelmann et al. [20] have created an eight-phase plan to
guide teachers through the implementation of MELT in their classrooms (see Figure 1).

Figure 1. Eight–phase MELT structure [20].

In addition to training RF in multiple languages, MELT has the potential to positively
impact other areas of foreign language learning, such as listening comprehension, pronun-
ciation, and vocabulary training [19]. The method further aims to promote social learning
and reduce fear associated with speaking foreign languages simply because MELT’s means
of practice depends on group interaction. One study documents a high acceptance of this
design on the part of the teachers and learners [19]. Teachers have also acknowledged its
potential in terms of promoting RF, second language learning, and beyond. However, a
comprehensive quantitative evaluation is still pending [19].

2.3. Digital Technologies and Reading Fluency Training

Digital approaches specifically targeted at the enhancement of RF used to be scarce.
The Peabody Literacy Lab [21], a technology-based intervention for older school children,
consists of a reading lab, a word lab, and a spelling lab. Instructions and feedback are
provided by an animated tutor. Compared to a control group, the system was found to
significantly foster auditory vocabulary, literal comprehension, inferential comprehension,
and total reading comprehension.
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Automatic speech recognition (ASR) was employed by Adams [22] and Mostow et al. [23].
In both cases, a Reading Assistant [22] or Reading Tutor [23] listens to a student reading
aloud and provides feedback. Mostow’s ASR provides feedback and gives supporting
functions. Reading skills of students whose first language is English and also of students
learning English as a second language [24] were improved in proof-of-concept studies.
Adam’s system additionally creates performance reports to assist teachers in monitoring
student growth. In a 17-week study of grade 2–5 classrooms, she found that students
using the Reading Assistant showed significantly greater gains in RF than students in the
control group.

One study combined podcasting technology with traditional RT [25]. During a ten-
week intervention, students practiced a new theater script each week that was then recorded
and published online as podcasts. Results showed that publishing podcasts online not only
increased the authenticity of the RT for the students, but also allowed them to self-evaluate,
revise, and improve their reading performance.

Furthermore, RF training has also been enhanced with digital tools related to gamifica-
tion [26,27]. For instance, GameLet implements meaningful digital media-based gamifica-
tion mechanisms for the purpose of increasing pupil motivation in self-directed, individual,
and cooperative learning in RF training [28].

Until recently, the few technology-based approaches used to complement classroom
activities linked to RT assessments and feedback were limited to the evaluation of multiple-
choice tests. More comprehensive approaches to automatic assessment, e.g., meaningful
feedback, were largely lacking. However, in March 2023, Klett Publishing House launched
the new reading tutor LaLeTu, which measures and promotes reading fluency with the
help of AI [29]. According to information on the publisher’s website, speech technology
records and evaluates student reading samples in terms of reading speed, sentence stress,
and reading errors. Allegedly, AI recognizes reading errors, long pauses, and incorrect
intonations. It also has the capacity to recognize dialects and accents. With this technology,
learners receive feedback while the teacher obtains an individualized analysis of read-
ing performance. A playful reward system for reading motivation rounds off the offer.
However, no studies have been published yet.

2.4. VR and Learning

For some time now, VR has been considered a strong contender in the world of
learning technology. VR technologies are attributed to a high potential for generating
added value in the context of learning applications. Studies have shown the positive effects
of VR on learning [30]. The chances of improving teaching/learning processes through
the use of VR are derived, among other things, from the high degree of immersion [31]
that is achieved with these techniques, which can also address learners on an emotional
level. The teaching/learning and the experienced environments merge, thus allowing
learners to become immersed in the learning experience. At the same time, VR offers
additional opportunities for interaction with the potential to improve individualization
and flexibility of learning processes and strengthen cooperation between learners. Both
aspects can be expected to provide strong arguments for initiating more successful and
sustainable teaching/learning processes.

Although VR is still a relatively new technology in foreign language learning, it has
been applied to this domain [32–34] mostly in the context of vocabulary learning and
communicative processes training, which also fosters communicative skills. However,
to our knowledge, applications at the school level that focus on training RF in a second
language, do not exist. Nevertheless, two studies that used VR as a means to assess reading
fluency have been carried out. In one recent study, Mirlaut et al. used VR glasses to
assess beginner reading behavior and to measure their RF with the One-Minute Reading
test [35]. While this study focused on native speakers, it showed that VR could be used as a
legitimate tool for studying reading behavior in general terms [35]. As part of a master’s
thesis, the impact of reading in VR on a group of dyslexic student’s reading fluency was
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explored [36]. The outcome of the study suggests that reading in VR may positively affect
dyslexic readers, because it allows for the adjustment of fonts, text size, words per line, etc.

In general, applications of VR in school settings appear to be first and foremost linked
to leveraging motivational aspects [37]. More comprehensive conceptualizations of learning
scenarios linked to established methods in language learning at school and approaches
for integrating classroom teaching with appropriate virtual learning methods appear to be
missing thus far.

2.5. Technology-Acceptance Model

The perception of technologies can impact how these will be used in specific envi-
ronments [38]. In this context, Davis et al. [39] developed the Technology-Acceptance
Model (TAM) that was specifically designed to determine user acceptance of a specific type
of technology—in this study: a VR application. According to Davis et al. [39], there are
two key factors that could influence user attitudes and intentions to use a technology (see
Figure 2): perceived ease of use and perceived usefulness. Perceived usefulness refers to
whether users attribute added value to the technology, e.g., making training in reading
fluency easier or more entertaining. Perceived ease of use is defined as the estimated effort
that is required to use a specific technology. Since perceived ease of use and perceived
usefulness are indicated as the most important factors influencing technology acceptance,
they also play a central role in the context of this research.

Figure 2. Technology-Acceptance Model (TAM) (our own illustration, based on Davis et al. [39]).

According to the model, the behavior of an individual is determined by their behav-
ioral intention to use a specific technology. The behavioral intention to use a technology
sheds light on a person’s intentions to use it in the future [39]. Accordingly, users are more
likely to accept applications that they find useful and are easier to use than those with little
added value and complicated applications [40]. In the meantime, TAM has been used in a
number of studies to examine attitudes towards new technologies [41]).

3. Concept and Design

3.1. Learning Objectives

The objectives behind the learning activities are, on the one hand, important for
the development and promotion of good RF. On the other hand, these objectives were
developed according to the general limitations and challenges of MELT, e.g., growing
heterogeneity in classrooms [4], time restrictions for teacher feedback, and low motivation
for reading aloud activities [28]. Therefore, with the implementation of MELT in a desktop
VR school environment we hoped to develop the following: engaging, motivating reading
tasks; personalized and intensified individual RF training and feedback options; and flexible
collaboration opportunities for MELT in time and space. Based on these, the overarching
learning objective for the desktop VR training session is for students to improve their RF
by practicing reading scripts in a small group within the desktop VR environment. This is
achieved by the following sub-learning objective in which students:

1. use the desktop VR environment to communicate and cooperate effectively with
learning partners;

201



Virtual Worlds 2023, 2

2. give and receive feedback on their performance of the text;
3. move through the desktop VR environment and interact appropriately with its fea-

tures in order to improve their RF;
4. gain a deepened understanding of the story and its characters by interacting with

props and images provided in the desktop VR environment.

3.2. Learning Scenario

Based on the learning objectives described in the previous chapter, the learning sce-
nario of the desktop VR environment was developed.

3.2.1. Sub-Scenario of MELT Phases

For the implementation of the MELT concept in desktop VR, specific phases were
chosen from the RF training concept. Based on the challenges of collaborative practice
that occur in the classroom, e.g., limited spatial capacities at schools, certain phases of
the collaborative RF training of MELT in particular were implemented in the desktop
VR training phase and taken into account accordingly in the design of the desktop VR
environment. This was conducted in an effort to address the challenges of traditional
classroom instruction and to explore alternative design options for conducting MELT in VR.
Thus, the focus was on the phase of collaborative RF training in various small groups of
3–4 students (n = 7). This correlated with phase 6 of the eight phases of MELT, as introduced
by Kutzelmann et al. [20] (see Figure 1).

3.2.2. Desktop VR Concept (Implementation of MELT in Desktop VR)

To address the challenges of RF training in a classroom setting as described in the
previous chapter, the desktop VR environment is based on the development of various
virtual classroom types. For this purpose, a VR school environment was designed to consist
of three large classrooms (see Figure 3a) and five small breakout rooms (see Figure 3b).

(a) (b)

Figure 3. Available rooms in the desktop VR school environment: (a) Example for one of the three
large classrooms; (b) Example for one of the five small breakout rooms.

In general, all of the eight VR rooms should be used for collaborative reading fluency
training, i.e., MELT script out loud reading and giving others feedback. The collaborative
reading training could take place both in tandem and in small groups (with three to four
students per group). In addition, the VR school environment also provides ample space to
conduct individual practice periods in which each student practices the MELT script on
their own. However, since this was not the focus of this study project, this aspect will not
be addressed.

In addition to the overarching goal of collaborative reading training, the learners were
given additional tasks in two of the larger classrooms and the smaller group rooms.
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The main purpose of the two larger classrooms was to create a space where the whole
class, or in this case the study participants and the teacher, could come together for two
different reasons. First, to acquire specific instructions from the teacher about the RF
exercises that will be carried out, i.e., the task to be completed, time to complete the task,
and group composition. Second, students should gather into their respective groups,
determine reading roles, choose, and familiarize themselves with an individual avatar.

In the third large classroom, student groups present their scene to one another and
receive feedback from the teacher and classmates. This means that both a final rehearsal
and a performance of the MELT script are to be carried out in this classroom.

The small group work rooms were also designed to enable collaborative practice in
small groups. Since these small rooms can only be entered via a link that opens a new
browser window, these serve primarily for undisturbed reading training space. This degree
of privacy should also be used by teachers to give groups individual feedback about their
RF performance in an unthreatening atmosphere.

3.2.3. Desktop VR Design

For the development of the desktop VR learning environment, a VR school model
was used that had already been made publicly available by the selected VR software,
Hubs by Mozilla. This model already represented a school environment with a total
of eight different classrooms. To adapt the model to the specific needs of conducting
MELT in desktop VR, some modifications were made based on the one developed by
Hubs. Some of the tables and chairs were removed from the large classrooms while
a stage and partition wall were integrated, and avatars, shelves with props, and the
MELT theater script were added. The links to both environments can be found in the
supplementary materials.

The following describes how the individual rooms were designed, based on the tasks
and functions that should take place in the individual rooms.

Practicing reading aloud cooperatively: In order to enable cooperative reading training
in the rooms and to offer the students a wide range of cooperation opportunities, all rooms
were equipped with chairs and tables analogous to real classrooms. However, these were
arranged differently, making it possible to be used for different reading tasks. One of the
large classrooms was furnished with free-standing chairs that had a foldable backrest, while
the other one had various group tables. In both large classrooms, a free area without chairs
and tables was set up for free use in the front area. A stage was integrated into the third
large classroom for the purpose of conducting final rehearsals and reading performances
with the entire class. Hence, the chairs in this room were arranged in rows staggered
upwards, which are analogous to a lecture hall or theater hall, thus allowing all students to
have a good view of the stage.

The five smaller classrooms, on the other hand, were set up identically. The reason
here is to create a pleasant discussion atmosphere for feedback and at the same time offer
space for collaborative practice in smaller student groups. Finally, a small meeting table
with six chairs was integrated into all of the five small VR group rooms.

To support collaborative reading, the RT scripts were directly integrated as digital
versions into all of the eight classrooms. On the one hand, the MELT scripts were first
uploaded to each classroom in advance by the study instructors and pinned on the available
media walls (see Figure 4a). Secondly, each student was given the option of viewing the RT
scripts as cue cards (see Figure 4b) which they “carried” with them through the environment
as they moved their avatars. This provided students with flexible and space-independent
reading training.
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(a) (b)

Figure 4. Versions of digital MELT scripts in the desktop VR environment: (a) Example of uploaded
VR script on media wall; (b) Example of MELT script on individual cue cards.

In addition, audio zones were set up for all of the rooms so that students could hear
only each other within the same room. The closer students placed their avatars towards
each other, the louder their voices became. This provided enough space for individuals and
groups to practice at the same time, which was designed with individual student needs in
mind. Additionally, the feature allows for the receiving and giving of feedback in a private
and non-threatening atmosphere.

Support further understanding of story and characters in the MELT script: To improve
the overall prosodic composition of student reading, it is necessary to have a literary
understanding of the MELT scripts [28]. For this reason, various props in the form of
3D objects (see Figure 5a) were integrated into the desktop VR environment in order to
visualize central elements. Students could use these during cooperative reading sessions
in order to highlight the content of their script, to give more expression to their own
role, or the content of the readers’ theater. Furthermore, posters were also integrated into
the environment that illustrated central elements, characters, and contents of the RT (see
Figure 5b).

(a) (b)

Figure 5. Elements supporting the further understanding of story and characters: (a) Example of a
3D object that appears in the MELT script; (b) Example of a poster that shows the main character of
the MELT script.

To support engagement with their roles and characters, students were allowed to
choose a personal avatar. In addition to an internal collection of avatars provided in
Mozilla Hubs (see Figure 6a), additional and pre-designed avatars were provided directly
in the desktop VR environment (see Figure 6b). These were specifically designed to reflect
the roles and content of the underlying MELT scenario. In order to spatially delimit the
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choice of an avatar from the reading training area, the back of one of the large classrooms.
A mirror wall was also integrated into this area, which should enable the students to look at
the avatars and become familiar with them since the field of view of the students represents
a first perspective.

(a) (b)

Figure 6. Avatars supporting the further understanding of the characters: (a) Mozilla Hubs internal
avatar collection; (b) Pre-designed avatars uploaded directly into the VR environment.

Asking for, giving, and receiving feedback: Due to the use of an avatar eliminating
nonverbal behavior, such as e facial expressions and gestures, it is also important in VR
that the students receive feedback on their expression and intonation while reading. To
provide such feedback to each other, both auditory and visual options were made available
in the desktop VR environment. Students could comment on how a classmate read aloud
using two features that are provided in Mozilla Hubs. Students can either select an emoji
from a dropdown menu or use a chat function. In addition, there was also the possibility
of giving more detailed oral feedback. The smaller rooms were specifically designed for
this purpose by offering a more private and unthreatening space than the large classrooms.
This trains the perception of fluent reading and supports reading development.

Originally, the head of the study should have joined the VR environment by means of
an iPad and avatar in order to coach students during the exercises (e.g., by giving feedback).
However, this plan could not be realized due to technical problems.

3.2.4. Interaction Design

Since the students already use iPads in their everyday school life, this technology was
selected for the study project in order not to overwhelm them with unfamiliar technology
and VR software. In the following, the interaction design is described in relation to the use
of the VR software on an iPad. The complete operation of the VR software was carried out
using various tapping and swiping commands.

Avatar selection: By tapping once on the respective avatar, a button with the command
“Choose an avatar” appears. By simply touching this button, the avatar could be selected
and then automatically change its appearance.

Avatar navigation: The avatar could be moved forward by zooming in on the ap-
propriate spot with two fingers. Backward movement is achieved by zooming out with
two fingers. Swiping left or right rotated the avatar in those directions. Simultaneous
movement and rotation could be performed using on-screen joysticks. With the help of
these commands, one’s own avatar could be moved through all rooms.

Seat avatar: To place the avatar on a chair, two fingers should tap simultaneously on
the iPad screen and then select a chair.

Use of cue cards: Cue cards with the MELT text could be displayed by tapping the
screen with two fingers and then selecting the magnifying glass icon. The entire MELT text
was divided into different index card pages. Three roles were displayed on each index card
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page. After reading these, students need to manually switch to the next page of cue cards.
This could be displayed by tapping the index card once. An arrow menu (left arrow (back
one page) and right arrow (next page)) was then displayed, allowing students to navigate
to the next cue card page by tapping on the desired arrow.

Prop usage: Props could be controlled by using a custom object menu that appears
when tapping on an object. To rotate an object, the rotate icon is tapped while simul-
taneously specifying the direction by means of finger movement. Following the same
principle, an object could be enlarged by holding the zoom-in icon and either moving the
finger away from the object (zooming) or towards the object (zoom-out). While holding
the object with a finger, it can be freely moved through the VR environment and shifted
from one room to another.

4. Methodology

4.1. Study Design

The study was inspired by the idea of a design or feasibility study. The main purpose
of the study was to conduct an initial assessment of applying MELT to the VR context. This
evaluation could then serve as a basis for determining its potential applicability across
different levels of the SAMR framework. It should be noted that while this study has
predominantly addressed the substitution level and allowed for potential application at the
augmentation level, it could also provide insights for further research, thus extending the
implementation of MELT in desktop VR to the modification level and beyond.

The objective of this study was to investigate the acceptance and potential of MELT—
a RF training format when performed by students in a desktop VR application. From
this, design recommendations for future use of VR in the context of MELT should be
derived. In this context, requirement surveys were conducted to analyze the challenges of
traditional face-to-face instruction in foreign language classes, as well as the limitations
of implementing MELT in the classroom. It was found that in implementing MELT in the
classroom, and in particular, collaborative RF training in student groups, difficulties arose
due to space limitations in schools and classrooms. For this reason, digital supplements
are needed for flexible learning and facilitating the implementation of RF training, as well
as collaborative RF practice. In particular, the study focused on testing collaborative RF
training in various small groups (with three to four students each) (see Chapter 3.2).

The general approach was to ensure that the study design was as realistic as possible.
It was therefore necessary to carry out the study design and collect data in a real school
with real users, i.e., students and teachers. Moreover, the desktop VR study was carried out
in the context of a MELT intervention in a real school. This means that the MELT concept
was first explained to the students in the classroom. In this way, they became acquainted
with and tried out all phases of MELT in a physical classroom setting. The collaborative RF
training was the only phase carried out with a subset of the students in the VR environment.
In addition, the study design relied on iPads, a technology that was already in use at the
study school. The advantage was that the students were already familiar with this tool,
thus making it easier for the students to participate in the study. Since the VR software was
freely accessible via the Internet and did not have to be paid for separately, or installed
on the iPads, it was possible to create highly realistic study conditions. As access to the
environment is not location-bound, there is the possibility of including other schools, either
nationally and/or internationally, in the training sessions, hence adding further potential
for collaboration.

4.2. Subjects and Procedure

The study was conducted at a Secondary school in Ravensburg (Germany). Both the
students and their parents were informed of the research project in advance. In order
to participate in the interviews, a written declaration of consent was signed by both the
parents and students. However, the students could independently decide whether to
participate in the study or not.

206



Virtual Worlds 2023, 2

The sample consisted of students (n = 28) in a bilingual English class in grade nine;
the mean age was 14 years. Because the students had no prior experience with MELT, the
study and data collection were preceded by two hours of classroom training (e.g., 90 min
each) in order to introduce the students to the method. The two training sessions were,
however, used solely for introductory reasons and were therefore not analyzed empirically.
In total, the study consisted of two phases that built on each other (see Figure 7).

Figure 7. Study procedure (own illustration).

The study started with two synchronous classroom training sessions, based on the
eight phases of MELT as introduced by Kutzelmann et al. [20]. Due to the limited time
available, each phase was shortened to fit the timeframe of 90 min per session. The
classroom training was conducted with the following learning objectives in mind:

1. Know the general concept of MELT;
2. Know and understand the story and characters in the MELT script (writing a table

of consent);
3. Understand and learn the vocabulary used in the MELT script;
4. Practice reading the role aloud with others (e.g., intonation, emotions, etc.);
5. Give and receive feedback on group members’ reading-aloud production.

The classroom training sessions took place in the students’ classroom five and seven
days before the VR study. All students attended these sessions during those two days. An
overview of the contents addressed in classroom training can be found in Figure 7.

Following the classroom training sessions, those students who had completed the
required declaration of consent (n = 7) participated in a synchronous desktop VR training
session (60 min). First, as a group, all students were shown the desktop VR environment
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and its general functions (audio, chat, navigation, etc.) in the classroom (five minutes).
However, the study itself took place in a different building where the school computer
room was located. For this purpose, the students who were accompanied by the two
study directors, changed buildings after the joint introduction in the classroom. There,
the students were given the task of acquainting themselves independently with the VR
environment by exploring its spaces and getting a feel for how to use and navigate it by
means of an avatar (15 min). During the phase, each student was assigned an iPad (tablet).

After the self-exploration phase, students met in small groups to perform reading
training, i.e., acting out or reading aloud one of the scenes of the MELT play. For the VR
training session, only one phase of MELT was applied: the collaborative RF training. The
previous phases (i.e., getting to know the play) had already been covered in the classroom
training, at which time, they chose an appropriate avatar and met with their group which
consisted of three to four students. The students were then given time to decide on which
practice room to choose, and whether and how to integrate props into their reading training.
Subsequent phases of MELT (such as the performance of the MELT script) could not be
realized due to time constraints.

While students were engaging in the desktop VR activities, two study directors ob-
served and noted their actions with guided, structured observation notes aimed at iden-
tifying aspects concerning RF, repetition, motivation, collaboration, and communication
within the reading groups (see Chapter 5.2). After the activities were completed, some
students (n = 5) were asked to provide additional qualitative feedback. One of the study
directors conducted semi-structured interviews with five students that elicited the extent
to which these students accepted the implementation of MELT in the desktop VR school
environment and their reasons.

4.3. Investigation Tools
4.3.1. VR Software

There are various software applications that could be used to create VR environments
for specific learning scenarios [42]. In the context of this study, we used the Mozilla Hubs
platform [43], which features the creation and usage of virtual 3D rooms to facilitate various
communication scenarios, in educational contexts. Mozilla Hubs is a web-based application
that works on a browser and supports many devices. It can be used for a fully immersive
experience with head-mounted displays, as well as for 2D web browser applications (e.g.,
desktop, laptop, smartphone, or tablet). The Mozilla Hubs rooms are private. Participants
can enter a specific room by clicking on a web link generated by the room creator. The
advantage of Mozilla Hubs is that it does not require further software installation. This
particular ease of use was one of the reasons why we chose this application [44]. In
addition, we selected Mozilla Hubs because of its free usage option for up to 10 users at a
time, addressing concerns and risks of using VR in an educational context or class [45]. The
restriction to 10 simultaneously active users did not represent a limitation in the context of
the study, as training sessions with individual Reading Theatre Learning groups consisted
of fewer students. It should be noted, however, that a regular implementation in class
with possibly several parallel exercise groups therefore may require a modified solution
with regard to the VR system to be used, but also possibly more comprehensive didactic
measures that enable sufficient coaching of the different groups. Users are represented
as avatars that they can choose from a large selection of pre-generated avatars. It is also
possible for users to create an avatar with 3D modeling tools such as Blender. Further
Mozilla Hubs features include display and media sharing (e.g., PDFs, images, videos,
audios, 3D models, etc.), voice and text chat, and live reactions via emojis, among others.

4.3.2. Observation Notes

Observation notes were taken during the desktop VR training session by the two
researchers who sat in the room with the participants. For a systematic recording of ob-
servations and subsequent comparability between the different observers, an observation
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protocol was developed with the following categories (see Appendix A): reading repe-
titions, reading of the RT script, design of the practice phases, communication within
the groups, avatar and props, avatar movement and navigation, technique, and other
notes/observations.

4.3.3. Construction Interview Questionnaire

In addition to the observation notes and to answer the research questions, additional,
semi-structured interviews with the students were conducted that directly followed the
desktop VR exercise phase. Overall, the interview guide was divided into four parts:
(1) demographic information, (2) acceptance of the desktop VR RT (perceived ease of
use and perceived usefulness), (3) effects of the desktop VR RT (joy, motivation, first
impression) and (4) behavioral intention to use the desktop VR RT. The first part served
to collect demographic information (1), consisting of a total of four questions about the
students’ media consumption (“What technical devices do you own?”, “How and for what
purpose do you use media in your everyday life/at school?”) and previous experiences using VR
applications (“What has your experience with VR applications been like?”).

Interview section two analyzed student acceptance of the VR school environment (2)
and the implementation of the RT in this environment. While the questions were based
on Davis et al. [39] original Technology Acceptance Model questionnaire, their content
was adapted to the specific format of the RT in the VR school environment and translated
into German. As postulated by Davis et al. [39], student acceptance was therefore divided
into perceived ease of use and perceived usefulness. The six questions about perceived
usefulness were primarily related to the practice phase, reading tasks, and or the use of an
avatar during the performance of the RT in the VR environment (“What did you like/dislike
about the VR practice phase?”, “What did you like/dislike about the VR practice phase compared
to face-to-face practice?”, “How did you feel about performing the reading practice tasks in VR?”,
“What was easier/harder about performing the reading exercise in VR than in presence?”, “What
did you find helpful/disruptive about the VR environment in order to complete the exercise?”, “How
did you feel about being able to step into your role in the play with an avatar?”).

The four questions on perceived ease of use focused primarily on the VR school
environment and how students interact with it (“What did you like/dislike about the VR
school environment?”, “What did you like/dislike about the VR environment compared to
face-to-face practice?”, “How did you get along with the VR school environment?”, “Were
there any (technical) problems during the reading exercise in the VR school environment, if
so—which ones?”).

The third part of the questionnaire was related to what effects (3), e.g., general impres-
sion or joy, the implementation of the RT in the VR school environment had on the students
(“What was your first impression of the VR environment or practice phase?”, “How much did you
enjoy today’s practice period in VR compared to the practice period face-to-face?”, “Did you feel
more like practicing the play in the VR environment than in presence? Why?”).

The last interview section was to delve deeper into the reasons why students enjoyed
using VR at school/in foreign language classes/in relation to RT, or not (4) in the future
(“What do you think are the advantages/disadvantages of performing a reader’s theater in VR
compared to being present?”, “Would you like to use more VR applications in school/foreign
language class/in relation to RT in the future? And why?”).

4.4. Methodology of Data Evaluation
4.4.1. Evaluation Procedure Observation Protocol

The observation protocol was completed individually by the two study directors
following the desktop VR training session. Subsequently, the two observation protocols
were compared in order to identify similarities or differences in the observations. The
subsequent qualitative evaluation was carried out according to the previously discussed
observation criteria.
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4.4.2. Evaluation Procedure Interview Questionnaire

The interviews were subsequently evaluated by means of a qualitative content
analysis in accordance with Mayring and Fenzl [46]. For this purpose, an iterative process
was used to create a coding guide in the form of a category system with the following
characteristics: main category, subcategory, definition of the category, and anchor example
from the interview materials (see Table 1). The categories were formed both deductively
along previous research findings and theories in the literature and inductively from the
existing data material. The entire data material from the five interviews was analyzed
with the help of this category system. Individual interview passages were assigned to the
various categories in several iteration loops until a suitable category was found for all
interview statements.

Table 1. Excerpt from the coding guide.

Main-Category Sub-Category Definition Anchor Example

Effects of the
VR RT

First impression of
VR environment

In this category, study
participants report on their
first impression of the
VR environment.

“I thought it was
really good.” (I. 1).

Sense of fun
and motivation

This category includes
statements that relate to
anything the study
participants say about their
motivation and enjoyment in
using the VR environment or
performing Reader’s Theater
in the VR environment.

“So it was even
more fun.” (I. 5).

Perceived
Usefulness

Choice of an avatar

This category includes
statements in which students
comment on the choice and
use of avatars in the
VR environment.

“I just wanted it to
fit my role a little
bit. And because
there were so many
options to choose
from, it was also
good.” (I. 3).

Expression of
emotions

This category includes
statements related to the
expression and perception of
emotions when performing
RT in VR.

“Disadvantage is
just clear that you
cannot hear these
emotions and so
good out.” (I. 5).

5. Results

5.1. Description of the Sample

A total of n = 7 students participated in the desktop VR training session. Their
behaviors were included in the observation protocols. Of these, four participants were
female, and three participants were male. Only five of these students (four female and one
male participant) participated in the interviews that are referred to in the following sample
description. The average age at the time of the interviews was 14 years.

Use of technical devices in everyday life: With regards to the use of media in everyday
life, it was found that participants use cell phones (n = 5), laptops (n = 3), tablets (e.g.,
family tablet) (n = 2), PC (n = 1) and TV (n = 1).

Use of technical devices in school: Three of the participants stated that they use their
iPads at school.

Estimated duration of technical devices used per day: In terms of daily cell phone use,
n = 2 students reported a daily duration of approximately two hours, n = 1 two to three
hours, and n = 1 three hours. One student emphasized that her daily cell phone use had
a fixed limit. In terms of daily iPad use at school, n = 2 students spoke of needing and
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using it for most of the school day. One study participant indicated that iPad use varied
by subject, which approximated one to two hours per day. Overall, n = 2 of the students
estimated their daily media use to be about three to four hours.

Previous experience with VR and VR environments: All participants (n = 5) reported
having prior experience with various VR applications. While one student claimed never
having been in a VR environment, 3 students named a school project that involved a VR art
exhibit. One student talked about having used VR outside of school, two to three times at a
friend’s home. Finally, 2 students reported previous experience with VR glasses.

5.2. Observation Protocol

During the virtual reading training, the study participants were observed by the two
study directors who used a guided, structured observation protocol with nine observation
categories. The results are described below along these nine observation categories.

Reading repetitions: During the first reading of the RT scene in desktop VR, the
students had trouble assigning the different RT roles and finding the appropriate page in
the scripts while they read aloud in groups. As a result, the students would point out a
missed cue, by saying “it’s your turn”. The second reading of the RT scene went smoothly.

Motivation to read: The students felt were motivated to read. It appears that they
were more motivated during the desktop VR reading training than their classroom training.
For instance, after the technical problems were solved, the students started to read the play
on their own without being directly asked to do so by the study instructors. In presence, on
the other hand, the students tended to occupy themselves with other things after a while.
In addition, all students in a reading group had to take on a role unknown to them and
read out unknown sentences. One student even had to take on two roles at the same time.
The students had no inhibitions reading an unknown text and were motivated to read them.
In addition, similar group dynamics with respect to reading motivation were evident in the
desktop VR training as well as in the classroom training. For example, one student who
motivated his group to read in presence also did so in VR. Reading motivation was also
evident by the fact that the students did not take breaks during the reading training. After
completing the first reading session, one group asked the study leader for the next reading
task. In the physical classroom setting, the students did not ask the teacher for new tasks
during the practice periods.

Reading Fluency: In terms of students’ RF, no (positive/negative) differences were
perceptible between the reading training in the desktop VR school environments and the
classroom training sessions.

Communication & collaboration: At the beginning of the reading training in the
presence, the students sat down next to each other and talked “in person” in order to
distribute or discuss the division of the RT roles. This occurred above all when the first
technical problems arose. After the technical problems were fixed, one reading group
spread out on different floors in the hallway of the real school building while the other
group spread out in a classroom to practice reading in presence.

Degree of distraction: During the reading training, most of the students were focused
on their reading tasks and scripts. Only one student moved through the desktop VR
environment with his avatar while his group members were reading, but then felt he had
been caught by one of the study instructors.

Digital RT script: The study instructor first showed the students how to view and use
the digital RT script in the desktop VR environment: i.e., how to keep clicking on the text
shown on the media walls and how to view it on index card form. Even during the reading,
some of the students needed help with setting and displaying the script. Nevertheless, all
students voluntarily used the RT script available in the VR environment rather than their
analog paper scripts.

Use of avatars and props: The study instructors observed that the students do not
position their avatars in any special way while practicing reading. Instead, the avatars were
randomly spread out in the room instead of being placed next to each other while reading.

211



Virtual Worlds 2023, 2

This behavior resembles the RT reading practice in the presence where the students tend
not to stand in any specific way, either. Even while reading per se, students did not move
their avatars. With regard to the use of props during the reading training, students were
observed to be aware of the props (e.g., by talking about them in their respective groups)
but did not explicitly integrate them into the reading exercises.

Movement and navigation: The students intuitively and independently moved around
and explored the environment and their features with their avatars immediately upon
entering the desktop VR environment. This they were observed to do even without specific
instruction from the study leader or an official warm-up phase that did not take place
as planned due to technical problems. It was not apparent that the students had any
inhibitions or fears about using the VR environment for reading practice.

Technical Equipment: The reading training start was delayed by audio problems in
which the volume was too low so the students only partially heard themselves reading
while their group members heard nothing at all. One student showed some frustration in
this issue. In addition, Wi-Fi connection problems and the performance of the Internet in
the school meant that students were forced to contend with re-accessing connectivity after
being thrown out of the desktop VR environment. This problem meant an overall loss of
reading practice time. In spite of this issue, the students remained motivated and patient
while waiting for the technical problems to be resolved, or they searched for possible
solutions themselves. Even though this took approx. 30 min, the students then became
involved in the planned reading training which they carried out.

5.3. Interview Results
5.3.1. Student Acceptance of the Desktop VR RT

When analyzing interview results of the students’ acceptance of participating in the
virtual MELT, a distinction could be made between perceived usefulness and ease of use,
as postulated by Davis et al. [39].

Perceived usefulness:
Choice of an avatar: Four of the five interviewees liked having the freedom to choose

their own avatar. Two participants positively evaluated the variety of choices allotted to
them. Various reasons were listed which were decisive for the choice of one’s avatar. These
were determined in accordance with the role in the RT play, personality, and the appearance
of the avatar (e.g., “what I find cool now”, I. 4). In addition, one person said that the choice of
avatar made it easier for her to identify with her reading role.

Reference to the RT play and use of props: For one student the use of props for the
reader’s theater play in the VR school environment was evaluated positively. Conversely,
one student claimed not to have used any of the props in the desktop VR reading training.

Reference to the RT role: Contrasting results emerged with regards to the students’
reading in the RT play on the desktop VR environment. One participant reported that she
found it easier to gain entrance into her RT role in presence because she was able to draw
more parallels to acting in a theater (e.g., voice changes), while another participant said it
was easier for her to change into her role because of her avatar choice.

Spatial flexibility: Three of the study participants talked about how they liked the
flexibility of the desktop VR environment which made it possible to read together without
having to sit in the same room.

Level of variety: All five participants told us that they found conducting the MELT
in a desktop VR environment to be very diversified in relation to their usual school day
routine and that they liked this very much. One student went on to describe this aspect as
follows: “Because it’s just something new and you don’t do it every day. . .” (I. 5).

Expression of emotions: With regard to the expression of emotions while reading
the MELT script, differentiated results could be observed. Two students reported that
it was more difficult for them to express their emotions and hear the emotions of other
students when reading in VR than when reading in presence. The reason for this was the
representation of oneself in the form of an avatar cannot show a facial expression. However,
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another student went on to say that there are no significant differences: “I don’t think it’s a
big difference. You can tell that other emotions are also shown whether you’re standing opposite each
other or there’s another device in between.” (I. 3). In contrast, one student perceived emotions
better when reading in the VR school environment than in presence.

Immersion: The statements by three students show that they experienced feelings
of immersion during the reading training or in the desktop VR environment in general:
“It almost felt a bit like you were really in there” (I. 1). Another student gave credence to the
feeling of immersion as follows: “It felt a little bit like being in school” (I. 2).

Perceived ease of use:
Movement, navigation, and orientation: Two students stated that they could move

freely and enter different rooms by means of their avatar in the desktop VR environment.
Another participant reported needing time to learn how to navigate by avatar at the
beginning of the reading training in the VR environment. However, he only needed three
to five minutes to become accustomed to this function which worked well. One of the
participants reported frequent navigation problems, in which her avatar became stuck to
the environment furniture (e.g., a chair). This participant also referred to differences in the
field of vision in the VR environment as compared to the real world, saying: “You couldn’t
see exactly what you normally see, so you had to adjust to what you see a bit first” (I. 5).

Degree of distraction: Four of the five participants stated that the VR environment
did not distract them from the reading training and exercises. One student attributed this
to her frequent use of an iPad at school. Another student justified this by saying that she
focused mainly on the script and not the surroundings in the VR school environment while
reading and practicing.

Digital RT script: Three of the participants perceived the presence of a digital theater
script both on the media walls and in index card form positively. One of the participants
explained as follows: “It’s not so boring with the paper at the front, but you can have it at the
bottom, press on nicely” (I. 2). Likewise, three of the study participants reported problems in
using the digital theater script because one “...always had to press on a cross at the top, so it
wasn’t so easy to see when it was your turn” (I. 2).

Desktop VR school environment Design: Comments by four study participants con-
cerning the design and structure of the VR environment were consistently positive. They
found the virtual school building and the various classrooms to be realistic. The large
number of classrooms surprised two of the study participants who said the school building
and classrooms were a good representation of their real-life school. In addition, one of the
interviewees commented specifically on the furnishings, which she claimed were “...very
colorful and um clearly arranged” (I. 5).

Communication & collaboration: Communication and collaboration within one’s
group during the desktop VR reading training was described as difficult by two participants.
They reported occasional difficulties with understanding the other group members which
was mainly due to audio problems. Moreover, due to the use of the digital RT scripts, it
was not always clearly recognizable whose turn it was to read next. The ability to hear and
understand the other group members directly in the VR environment, as long as there were
no audio problems, was found to be positive by two interviewees.

Degree of exercise/reading difficulty: Two students found the reading training in the
desktop VR school environment to be more difficult than reading in presence. The reasons
were as follows: technical problems, use of a digital script, and expression of emotions.
One student, on the other hand, stated that she did not find the reading training in the VR
environment more difficult than in the presence.

Technical problems: One of the participants said that it was difficult to hear the other
group members at the beginning of the reading training. Towards the end of this phase,
however, the volume problems could be solved, as she explained. With regard to audio-
technical aspects, one study participant noted finding it “stupid” that most of the study
participants did not have headphones with them. Two students also talked about how
the time they were able to spend in the desktop VR environment was limited as a result
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of problems with the WIFI connection in the school building. These complications were
evaluated differently by two students: One student said the technical problems were “...not
particularly bad now” (I. 5), while the other felt it was “...just a little bit stupid that it did not
work out so perfectly then” (I. 3).

5.3.2. Effects of the Desktop VR RT

The general impression of the Desktop VR environment (usefulness, ease of use,
design) and the reading fluency training: Four of the five participants responded posi-
tively about their first impression of the VR environment and the reading exercises. They
described it as: “I thought it was really good” (I. 2) or “...it was cool” (I. 3).

Sense of fun and motivation: Three of the five interviewees said they liked practicing
the RT play more in VR than in presence. In addition, three interviewees also talked about
how much more they enjoyed reading in the VR school environment than in the presence.
One person, on the other hand, stated that she did not enjoy reading in VR any more or less
than in presence. Moreover, she would prefer to use either format or a combination of both.

5.3.3. Behavioral Intent (Future Usage of Desktop VR RT)

Potential of RT in Desktop VR: All participants stated that they could imagine learning
more in the future with VR applications because it is fun and offers variety. Of these, two
of the interviewees specified that they would not want to use VR exclusively in class, but
rather as a change from normal school lessons e.g., two to three times a month, or as a
combination of both. As one participant put it: “Well, I think it’s best to have both together
somehow” (I. 3). In addition, one student said that he could imagine using VR, especially in
English/foreign language classes, e.g., to learn and test vocabulary, engage in role plays, or
read texts.

6. Discussion and Conclusions

Reading training formats that promote RF, e.g., repeated or assisted reading, are
considered to be time-consuming. They often do not allow teachers to respond to the
individual needs of students, nor give sufficient feedback. In addition, it is very difficult to
motivate students as they sometimes find reading-aloud activities monotonous. Therefore,
the overarching goal of this study was to determine the extent to which students accept
the implementation of a specific phase of MELT in a VR environment for the purpose of
cooperative reading fluency training. This may aid in increased efficiency, easier structuring
of personal learning processes, individual feedback options, online collaboration, and a
more satisfying and motivating user experience for the students.

In this section, we will now discuss how the learning objectives established in Chapter
3.1 could be implemented through the design of the VR environment and the didactic
structure of the desktop VR training session. With regards to the sub-learning aim of
providing opportunities for cooperative reading training, an important and surprising
finding in this project is the overall positive response to the virtual RT, despite numerous
technical difficulties at the beginning of the VR training session. In addition, the students
indicated that they felt highly motivated and had more fun during the virtual RF training
than during the face-to-face reading training (s. Chapter 5.3.2). However, two students
explicitly stated that reading training in desktop VR was still more difficult for them than
in presence, mainly due to technical challenges. Furthermore, the students perceived the
presence of the digital MELT script as positive, even though they described its use as
challenging and complicated (s. Chapter 5.3.1). In terms of testing the use of MELT and
making student collaboration easier in VR, alternative possibilities should be created (e.g.,
the digital representation of the MELT script). In addition, the VR software that enables the
reading text to be displayed and operated more easily should be tested.

Turning now to the second sub-learning objectives, (e.g., methods to encourage the
giving of and receiving feedback), results showed that students did not use the chat and
emoji features, even though they discovered them of their own accord. Due to the omission
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of non-verbal communication elements such as facial expressions or gestures, students are
not able to interpret fellow readers reactions to their reading performance. In this context,
it would be important to help students understand the relevance of giving and receiving
verbal feedback about reading fluency as a means of support. In addition, various exercises
should be integrated into the collaborative reading fluency training phases of VR. In this
way, students can be instructed on not only how to give each other feedback, but also to
encourage them to do so. For example, students could also be motivated to give feedback
by means of a gamified approach, (e.g., a virtual badge award to the group that gave the
most feedback).

Analysis of data concerning the third sub-learning objective that allows for movement
and interaction within the desktop VR environment revealed that after initial difficulties
and a short familiarization phase, most students were able to move their avatars around
well. However, this feature distracted some of the students from the exercise task at hand,
which then enticed them to continue exploring the VR environment and trying out the
functions, (e.g., sitting on a chair, etc.). After a short introduction, they were also able to
independently and intuitively use the other VR features (e.g., the digital MELT script).
This ease of use is likely the result of their daily media use and, or prior VR experience
(s. Chapter 5.2). However, it is unclear whether this ability improved their RF. This would
require further experimental studies.

We now turn to the fourth sub-learning objective of gaining a better understanding of
the story and its characters by means of interacting with props and images. Interview results
showed that students very much liked how the design of the desktop VR environment was
based on the content of the MELT script through the use of relevant props, even though they
did not actively integrate them into their reading training. The free choice of an avatar was
also described positively. However, only one student was able to benefit from the avatar that
helped her identify in her role (s. Chapter 5.3.1). It is therefore recommended to integrate
student input more into the design and development process of VR environments (e.g.,
avatar creation). This has the potential to promote learner discussion, as well as to support
the process of understanding the MELT script content. In addition, there are a plethora of
other features that could be integrated into a VR environment. For example, features that
focus on practicing and improving RF are aimed at increasing student acceptance of VR
or supporting students in giving and receiving feedback. Teachers and students would
certainly benefit from functions similar to a recording studio that allow for uploading
and recording audio files. In addition, an audio studio could also include a vocabulary
pronunciation feature. Functions that support independent reading training could be
integrated along with a comment function. Finally, integrating vocabulary lists would
certainly add to the desktop VR environment learning experience.

Those factors associated with perceived usefulness, e.g., avatars, MELT content-specific
environment design, and spatial flexibility of the VR environment, were perceived as
useful and varied. However, a majority of the respondents found the expression and
perception of emotions in the VR environment to be more challenging than in the presence
(s. Chapter 5.3.1). To deal with this issue, students could benefit from instruction on and
practicing the means to express emotions in the VR environment through intonation and
voice pitch. In addition, when training in presence, one could create similar conditions
for practicing the expression and perception of emotions as they occur in presence. For
example, with closed eyes, students could listen to their classmate’s expression of emotions
with special emphasis on the emotions of their MELT character. An interesting paradox
with regards to the perceived ease of use of the desktop VR environment emerged. Despite
the difficulties with the digital script and various audio problems, students found these
integrated features to be positive. It was not possible to carry out pre-tests under real
study conditions within the scope of this study, due to limitations of time (i.e., hardware
and software testing in advance with real study participants). For future studies, it is
advisable that pre-tests are planned for and carried out in order to identify and eliminate
technical problems early on. In this study, it was only possible to test the functionality of
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the hardware and software with one person in advance. Unfortunately, this was one of the
study leaders. It would have been more advantageous to include a real number of study
participants in this process. In addition, it is advisable to carry out the study with several
study managers who can support participants in the event of technical difficulties.

In summary, an important and surprising result of this project revealed that despite
numerous technical difficulties at the beginning of the desktop VR training session, the
students’ first impressions of the virtual RT were highly positive. Moreover, they indicated
being highly motivated to engage in the activities and that they had had more fun as
compared to face-to-face reading training (s. Chapter 5.3.2). In particular, due to the
high levels of motivation and patience among the study participants, it can be concluded
that they accepted the implementation of MELT in the desktop VR school environment.
This aspect is consistent with previous research results and findings in the literature (see
Chapter 2.4) [30]. This finding also suggests that with the above-mentioned improvements,
the use of VR applications could potentially enable numerous design options, such as
self-learning activities, personalized learning, and feedback, which are difficult to achieve
in face-to-face settings. The results here provide evidence that supports the potential of the
MELT reading fluency practice phase in a VR environment. Moreover, the findings suggest
that the refinement and transfer of an established format for training reading fluency, such
as in this project, creates additional added value that can, among other things, counter
the limitations of the setting itself (e.g., the low motivation of the students to practice
reading repeatedly).

In view of the limitations of this study, it must be stated that due to the time, financial,
and personal resources available, an unrepresentative study was carried out. It should be
noted that this study served as a pilot with a small sample size (n = 7). Moreover, we were
unable to analyze speech patterns, nor the number of spoken words due to data privacy
and technical constraints. Audio recordings were not permitted, thus preventing us from
conducting an analysis of the aspects mentioned above. However, we do plan to address
these dimensions in the future.

With regard to further research in this area, it is therefore essential to conduct a long-
term study with a representative number of students in order to be able to draw more
robust conclusions about their acceptance of the reading fluency practice phases of MELT
in a VR application and RF development over a longer period of time. In addition, it is
essential to test the various RF training phases and formats of a RT (e.g., individual, tandem,
group) in order to assess how these affect student acceptance. It would also be exciting to
explore the final performance of the MELT script in VR. In order to draw conclusions about
the promotion of reading fluency in VR, an experimental study design would have to be
carried out.

The above results can be considered a first evaluation of the acceptance of VR tech-
nologies in the context of reading fluency training at schools within the specific scenario of
MELT. The next steps in this research will include a more comprehensive implementation
of a VR-enhanced MELT scenario at schools and a more comprehensive evaluation over a
longer time period, hence allowing for more informative insights on the possibilities and
potentials for a permanent application of VR technologies in this context. Since the study
results revealed the potential for the substitution and augmentation levels of the SAMR
framework, further research will explore how modification of and even redefinition can
be achieved by integrating MELT and VR technology. Corresponding research activities
will also investigate the influence of specific VR technologies (e.g., VR glasses), as well as
usability aspects and user experience in more detail.

Supplementary Materials: Original VR school environment link: https://hubs.mozilla.com/5JAX6
Qa/ready-hidden-area (accessed on 1 September 2023); Customized VR school environment link:
https://hubs.mozilla.com/link/EqYFJmf (accessed on 1 September 2023).
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Abstract: Virtual reality (VR) is gaining popularity as an educational, training, and healthcare tool due
to its decreasing cost. Because of the high user variability in terms of ergonomics, 3D manipulation
techniques (3DMTs) for 3D user interfaces (3DUIs) must be adjustable for comfort and usability, hence
avoiding interactions that only function for the typical user. Given the role of the upper limb (i.e., arm,
forearm, and hands) in interacting with virtual objects, research has led to the development of 3DMTs
for facilitating isomorphic (i.e., an equal translation of controller movement) and non-isomorphic (i.e.,
adjusted controller visuals in VR) interactions. Although advances in 3DMTs have been proven to
facilitate VR interactions, user variability has not been addressed in terms of ergonomics. This work
introduces Piecewise, an upper-limb-customized non-isomorphic 3DMT for 3DUIs that accounts for
user variability by incorporating upper-limb ergonomics and comfort range of motion. Our research
investigates the effects of upper-limb ergonomics on time completion, skipped objects, percentage of
reach, upper-body lean, engagement, and presence levels in comparison to common 3DMTs, such
as normal (physical reach), object translation, and reach-bounded non-linear input amplification
(RBNLIA). A 20-person within-subjects study revealed that upper-limb ergonomics influence the
execution and perception of tasks in virtual reality. The proposed Piecewise approach ranked second
behind the RBNLIA method, although all 3DMTs were evaluated as usable, engaging, and favorable
in general. The implications of our research are significant because upper-limb ergonomics can affect
VR performance for a broader range of users as the technology becomes widely available and adopted
for accessibility and inclusive design, providing opportunities to provide additional customizations
that can affect the VR user experience.

Keywords: 3D user interface; ergonomics; virtual reality; upper limb

1. Introduction

Virtual reality (VR) is currently contributing to the development of psychomotor skills
in education [1], training [2], and healthcare [3], among others, by allowing for immersion
and exposure to scenarios that would otherwise be difficult or impossible to replicate
in real life. However, despite the fact that recent breakthroughs in VR technology are
mainly utilized in entertainment, one-size-fits-all solutions continue to be the norm, with
advancements in comfort aimed at enhancing the user experience for more immersion
and presence[4]. However, a lack of adequate ergonomics in virtual reality can have
a negative effect on the user’s immersion and presence [5], as well as causing motion
sickness [6]. Several contributors to the poor impact on the user experience include an
inadequate reach, height, and interpupillary distance, which are primarily the result of
one-size-fits-all solutions.

Our research focuses on the upper limb since effective user interactions are essential
for conducting real-world activities or tasks in virtual reality [7]. Upper-limb interactions
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are essential in virtual reality by allowing for reaching and gripping, which require a
combination of movements resulting from the 27 degrees of freedom (DOFs) from the
shoulder to the wrist, [8]. The 27 DOFs allow for the flexion and extension, abduction
and adduction, and pronation and supination of the upper limb. Moving the upper limb
within its range of motion should not result in tiredness and pain, which cause fatigue
and/or discomfort. However, repetitive or prolonged physical activity, such as keeping
arms in midair, may create weariness and elevate exertion levels, which may develop into
musculoskeletal problems, such as the gorilla arm [4]. Three-dimensional manipulation
techniques can minimize cognitive stress [1] and hazardous body movements linked with
musculoskeletal illnesses [4] when combined with good ergonomics.

Research on 3DMTs, such as isomorphic (a mathematical term meaning “sameness”)
and non-isomorphic (i.e., “not the same”) techniques for reaching, selecting, and grabbing
objects in VR [9], is providing solutions for enhancing the VR user experience, such as
Erg-O, a non-isomorphic 3DMT that remaps the position of VR objects [10]. Isomorphic and
non-isomorphic 3DMTs are essential in VR applications, such as entertainment, education,
healthcare, and training, to ensure that users can properly interact with the virtual environ-
ment. Object translation, commonly referred to as “distance grab,” is a typical isomorphic
3DMT in which virtual objects are translated to the user’s hand by stretching, expanding
their reach. This 3DMT is included in various VR software development kits (SDKs) (e.g.,
Oculus, Steam VR, and the virtual reality toolkit (VRTK)) as it allows for interaction with
objects out of physical reach. Although object translation improves reach, it can negatively
impact immersion, presence, and embodiment as interactions no longer require arm move-
ments matching those in VR. This scenario has sparked interest in the development of
novel 3DMTs [11–13]. Rietzler et al. (2018) [5] examined the effects of virtual hand offsets
on immersion and presence relative to the real hand location by examining the felt weight
of virtual items in four tasks that allowed participants to interact with virtual objects. When
portraying the weight of virtual objects, the study found that the offsets favor immersion
and presence marginally.

Li, Cho, and Wartell (2018) compared the effects of offsets on four reaching conditions,
focusing on efficiency, accuracy, and timely completion [14]. The four reaching conditions
were: (i) no offset (physical reach), (ii) a fixed offset where the virtual hand would be
translated one meter from the real hand position, (iii) a dynamic non-isomorphic linear
offset that increased the virtual reach by adjusting the magnitude of the actual hand
within different distances from the HMD, and (iv) a non-isomorphic quadratic gain reach
approach (similar to the GoGo non-linear mapping technique [15]). The study enrolled
24 participants who used the Oculus Rift DK2 (discontinued), the Leap Motion, and the
Razer Hydra (a discontinued computer desktop motion-sensing VR controller that uses
magnetic tracking). The test subjects were instructed to grab a color-changing sphere at four
different depth clusters. The results show that participants could only reach spheres in all
four cluster depths when using non-isomorphic offsets, and the dynamic offset condition
(iii) outperformed all other reach techniques. It is important to note that the Leap Motion
remains a relevant 3DUI for dexterity used in human–computer interactions for graphical
user interfaces, exergames, and educational applications [16]. Although the Oculus Rift
DK2 and Razer Hydra are discontinued, the findings from Li, Cho, and Wartell remain
fundamental for understanding the role of offsets in 3DMTs.

Another 3DMT that facilitates virtual object manipulation employs multi-object re-
targeting with freehand movement, based on isomorphic visual-to-physical mapping,
and an optimized computation for rendering the interactable objects with the least visual
difference [10]. Re-targeting produces ease-of-use manipulations by remapping the targets
to appear closer to the user, partitioning the physical and visual space with tetrahedrons.
The study presented three layouts and three re-targeting strategies to 12 participants, who
completed nine trials in total. The three layouts included one employing a a normal
mode or physical reach mode, and two variations of the proposed Erg-O 3DMT for spacial
consistent and ergonomics.
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Murillo, Subramanian, and Plasencia [10] used re-targeting to facilitate VE manipu-
lation by remapping the targets closer to the user. This approach allows for multi-object
re-targeting with freehand movement, isomorphic visual-to-physical mapping, and an
optimized computation for rendering interactable objects with the least visual discrepancy.
Participants in the study were presented with three interaction layouts and three 3DMTs.
The layouts consisted of (i) 15 spheres arranged in a 5 × 3 grid, (ii) 24 spheres distributed
evenly within the participant’s reach, and (iii) 24 spheres placed beyond the participant’s
reach. The 3DMTs included a normal mode (physical reach) and two variations of Erg-O,
focusing on spatial consistency by leveraging visual dominance to keep VR elements close
to the user rather than focusing on ergonomics to maintain objects within comfortable reach.
Participants completed surveys regarding comfort and physical exertion. The study’s find-
ings indicate that spatially consistent remapping can reduce task execution times, whereas
ergonomic configurations lead to the least amount of overstretching.

Wentzel, d’Eon, and Vogel [17] compared low and high non-linear input amplification
techniques to create virtual offsets for Erg-O to better understand their role in comfort,
physical motion path length, virtual motion path length, ease of reach, overstretching, body
ownership, and sense of control. Erg-O was replicated, and ergonomics were calculated
using the HTC Vive Pro HMD in conjunction with compatible HTC Vive trackers strapped
to the participants’ shoulders, elbows, and waist, as well as the Vive controllers and
a Microsoft Kinect for body tracking. The study recruited 18 participants (9 of whom
had moderate VR experience) and presented them with three different offset layouts:
(i) no amplification, (ii) low amplification, and (iii) high amplification, in addition to
three variations of Erg-O, including ergonomics, reach limits, and world fixation. The
results demonstrate an increased comfort without reducing the task performance or body
ownership when participants utilized the amplification layouts. Furthermore, physical
path lengths decreased whereas virtual path lengths increased due to the offset created in
the VE. No differences in time to completion were found, and comfort was determined by
comparing the arm movement with comfortable ergonomic shoulder and elbow flexion
and extension.

A follow-up study saw the recruitment of 18 participants (11 of whom had prior VR
experience) who now experienced offset amplifications ranging from 0 percent to 45 percent
at 5 percent increase intervals [17]. For this study, the HTC Vive trackers were removed in
favor of body tracking using the Microsoft Kinect. At the same time, the VR headset was
changed to the Oculus Rift S for a simplified setup, not requiring external tracking cameras
for the headset. According to the second study, the offset’s slope could not be less than one,
and offsets that increase a user’s arm reach by up to 30 percent are acceptable as long as
the user maintains a sense of body ownership. Wentzel, d’Eon, and Vogel concluded that
the participants’ performance and time completion results were comparable to the Erg-O
method. Nevertheless, their offset method is more easily reproducible in numerous VR and
VE applications.

The evolution of 3DMTs toward providing manipulation techniques with a greater
reach has led to the development of isomorphic and non-isomorphic solutions and their
impacts on the overall user experience. According to the related works, offsets are crucial
in extending the user’s arm for interactions beyond their physical reach. For example,
adding reach offsets can improve efficiency, accuracy, immersion, and task completion.
Other approaches consider the upper limb’s maximum reach to re-map targets closer to
the user, but still out of physical reach, with positive effects on comfort, completion time,
and physical effort. Finally, other methods employ linear amplifications to compensate for
the user’s reach in virtual reality, influencing comfort, embodiment, and task performance.
While offsets and maximum reach provide manipulation techniques to improve the user
experience, the related works do not integrate ergonomic ranges of motion as part of
the 3DMT.

Ergonomic ranges of motion measure the impact of reach on the interactions [17]. In
order to prevent overexertion or musculoskeletal disorders such as the gorilla arm [4], it is
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essential to keep movements within the ergonomic comfort range of movement. As the
use of virtual reality (VR) continues to grow in popularity, one-size-fits-all ergonomics
fail to account for user diversity. For instance, the COVID-19 pandemic increased VR
adoption as a means of overcoming the limitations of traditional video calls in order
to develop experiential learning and hands-on experiences [18], elderly care [19], and
social connectedness [20], among others. By combining manipulation techniques for 3DUI
principles and ergonomics, we intend to address one-size-fits-all reach in VR by factoring
the upper-limb range of motion within a comfortable range.

In this paper, we present the development and evaluation of Piecewise, a non-
isomorphic 3DMT for reaching and grabbing objects in VR that considers the ergonomics
of the upper limb. We investigated the effects of accounting for upper-limb ergonomics on
time to completion, task completion, percentage of reach, upper-body lean, engagement,
and presence when compared to typical 3DMT methods, such as object translation (distance
grab), reach-bounded non-linear input amplification (RBNLIA) [17], and the normal mode
that relies on physically reaching for the objects in VR.

We hypothesize that Piecewise, a 3DMT in which the user is given an extended reach
interaction customized to their upper-limb ergonomics to reposition the virtual hand in VR
in comparison to normal (physical reach), object translation, and RBNLIA, will: (i) enable
the execution of pick and place tasks in less time than other 3DMTs, (ii) reduce upper-body
lean in comparison to the other 3DMTs, (iii) reduce the number of objects skipped in
comparison to the other 3DMTs, (iv) maintain the percentage of reach within the comfort
range of motion relative to other 3DMTs, and (v) provide a greater presence and immersion
relative to other 3DMTs.

2. Materials and Methods

Our study consisted of a virtual scenario developed with the Unity game engine
(2019.2.15f1) [21] and OpenVR [22]. Unity and OpenVR were chosen because, at the outset
of the development process, they offered the tools required to support multiple VR headsets.
Support for multiple VR headsets was required due to the restrictions imposed by the
COVID-19 pandemic, which made collecting data online and remotely necessary. The
study evaluated the effects on the engagement, presence, time, and task completion of four
3DMTs, including our proposed Piecewise method, which considers upper-limb ergonomics
in comparison to object translation (distance grab), RBNLIA [17], and the normal mode,
which rely on physically reaching for the objects in VR. In addition to performing the
task in VR, the VR Questionnaire Toolkit [23] was utilized to house and display the Game
Engagement Questionnaire (GEQ) [24] and the Presence Questionnaire (PQ) [25] in VR to
minimize distractions and maintain the user’s immersion and presence in VR.

2.1. Ergonomics

As depicted in Figure 1, human body movement includes flexion and extension in
the sagittal or longitudinal plane, and abduction and adduction in the frontal or coronal
plane. For comfort, these motions should remain within a specified range. According to
Openshaw and Taylor [8], the optimal positioning for different types of tasks varies based
on the activity, necessitating the need for ergonomic designs focusing on reducing fatigue
and increasing comfort, which can influence productivity, reduce stress, and affect the
quality of life.

The range of motion for comfort and safety is divided into four zones: (i) Zone 0,
coded green for minimal stress on muscles and joints; (ii) Zone 1, coded yellow for minimal
stress on muscles and joints; (iii) Zone 2, coded red for a greater strain on muscles and
joints; and (iv) Zone 3 beyond the red zone for an extreme strain on muscles and joints
that should be avoided. These zones indicate the optimal ranges for comfort, which is
crucial for avoiding potential musculoskeletal disorders caused by repetitive movements,
overexertion, and poor postures, such as the gorilla arm [4].
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(a) (b) (c)

Figure 1. Ranges of motion showing outward and forward extension in the sagittal or longitudinal
and frontal or coronal planes, respectively. (a) Frontal and longitudinal planes of motion. (b) Comfort
zones for adduction and abduction movement. (c) Comfort zones for flexion and extension movement.

Piecewise, our proposed non-isomorphic 3DMT, is intended for reaching and grabbing
objects in virtual reality. Piecewise takes upper-limb ergonomics into account through a
calibration procedure that offsets the reach based on the range of motion to ensure that
objects can be reached while remaining within the ergonomic comfort range (i.e., the green
zone, Figure 1). The virtual scene requires the user to reach out and grab objects on a table’s
left and right sides from various distances. In order to compare our proposed Piecewise
3DMT, a management subsystem enables switching between three additional implemented
manipulation methods, including object translation, RBNLIA, and a normal mode. A
high-level overview of Piecewise is presented in Figure 2. An output data subsystem uses
metrics that are recorded for calibration and performance metrics capture, such as task and
time completion.p

Figure 2. High-level overview of the proposed system and its components.

2.2. Calibration

Upper-limb calibration was used to capture user ergonomics, including their height
when seated (referenced from the virtual floor calibration), the arms’ length, and the virtual
shoulders’ location. A four-pose calibration consisting of: (i) arms up, (ii) arms forward,
(iii) arms down, and (iv) arms outward allowed us to define both arms’ length and virtual
shoulder locations. The calibration poses are shown in Figure 3.
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(a) (b)

(c) (d)

Figure 3. A virtual avatar models the calibration positions for the participant to imitate while seated
throughout the upper-limb calibration process. (a) Step 1: Arms extended upward. (b) Step 2: Arms
extended downward. (c) Step 3: Arms extended forward. (d) Step 4: Arms extended outward.

2.3. Three-Dimensional Manipulation Techniques

In addition to Piecewise, the following 3DMTs were added for our study: (i) the normal
mode (physical reach), the object translation mode (also known as distance grab), and the
RBNLIA mode [17]. The subsections that follow go over each 3DMT that was used.

2.3.1. Normal Mode

The normal mode is a universal, unaltered interaction method that relies on physical
reach, as depicted in Figure 4a. This mode, which remains the most popular among VR
installations and is easily accessible on a variety of SDKs, including OpenVR, SteamVR,
and OpenXR, and it strongly depends on each user’s upper-limb length and available
VR area.

2.3.2. Piecewise Mode

The Piecewise mode, which factors in upper-limb calibration, extends the user’s reach
interaction by adding a scalar multiplier to the controller’s location to reposition the virtual
hand in VR. Piecewise was named after its multi-behavioral function, which is achieved by
relocating the virtual hand in the VE using the forward vector based on the controller’s
local orientation (see Figure 4b). The visual modification is activated when the user’s arms
reach percentage hits 60% to maintain the range of motion within the comfort zone where a
normal reach is performed. To reposition the controller, the scalar multiplier is doubled
from a slope of 1 to a slope of 2 when the user’s reach surpasses 60%. When the user’s arm
is fully extended, the maximum reach is adjusted by the scalar multiplier to be 140 percent.
For instance, if the user’s arms reach is 100 cm, the Piecewise mode’s maximum reach is
140 cm. Nevertheless, the user will not experience an increase in reach until they cross 60%
of their arm’s reach; in this case, 60 cm.
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2.3.3. Object Translation/Distance Grab Mode

The object translation mode (also known as distance grab) [26] is also readily available
as a built-in interaction option in various VR SDKs, such as Oculus, SteamVR, OpenXR,
and OpenVR. In the object translation mode, users can interact with far-off items by em-
ploying an extended invisible hand collider increase that secures objects to the virtual hand
(Figure 4c). The distance grab is achieved by a constant range increasing the controller’s
local forward vector (see Figure 4). The maximum reach range in the object translation
mode is 140 percent of the user’s reach, with the arm’s length being utilized to determine
the 40% reach increase [17]. The additional range increase when interacting in the VE keeps
a reach difference of 40% in centimeters (cm) from the user’s actual maximum reach. The
maximum reach possible with the object translation mode, for instance, is 140 cm if the
user’s arms reach is 100 cm. However, the user will always have an additional reach range
of 40 cm added to their virtual hand position.

2.3.4. Reach-Bounded Non-Linear Input Amplification Mode

The RBNLIA mode leverages upper-limb ergonomics to expand the user’s reach
for virtual interactions (Figure 4d). RBNLIA is comparable to the Piecewise mode that
we have proposed, with the primary difference being how the offset is determined. For
example, RBNLIA exponentially increases the user’s range so that, if the user’s arms reach
nears 100%, the exponential rise slows. The user interaction modification remains active
throughout the mode and grants the user an additional 40 percent of reach. The virtual
hand’s size will expand exponentially from 0% to 60% based on the percentage of reach.
As depicted in Figure 4d, an RBNLIA or slowing of the virtual hand will occur between
60 and 100 percent of the user’s reach for fine motor interactions.

(a) (b) (c) (d)

Figure 4. Percentage of reach comparison for the four user interaction modes, including normal,
Piecewise, object translation, and RBNLIA. (a) Normal mode. (b) Piecewise mode. (c) Object translation
mode. (d) Reach-bounded non-linear input amplification.

2.4. Study Design

A within-subjects study was conducted in which participants were exposed to all
3DMTs. A balanced Latin square was used to ensure that all participants access all condi-
tions to minimize biases toward any interaction mode. Additionally, each condition was
built into a separate executable file given to the participants who ran them as indicated
by the study facilitator. The decision to provide the participants with the executables was
made to minimize problems with larger files and errors when selecting the appropriate
3DMT. Due to the COVID-19 pandemic, the study was conducted online remotely, requiring
participants to have access to a compatible desktop HMD and sufficient space for running
the software in seated mode while having room to fully extend their arms forward, outward
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and upward as shown in Figure 3. The study software was compressed into an executable
build and e-mailed to participants, along with additional documentation for running the
study executable file, filling out the consent form, completing the surveys in VR after each
manipulation technique, and finally uploading their data after the study was completed.

After the calibration (Figure 5a), the participants were immediately guided through the
scene with a tutorial presenting the controller layout and interactions, with demonstrations
given by a virtual avatar (Figure 5b). After completing the tutorial at the start of the
study, the participants then proceeded to complete the pick-and-place task within the VE,
employing the normal, Piecewise, RBNLIA, and object translation modes (Figure 5c). After
completing each 3DUI mode, participants answered the questionnaires in VR, beginning
with in-game GEQ and subsequently PQ (Figure 5d). The in-game GEQ survey captures
each participant’s experience with each 3DMT. The PQ questionnaire assesses the level of
presence felt by the participants. However, the auditory, haptic, resolution, and interface
quality subscales were omitted from the analysis because they were irrelevant to the current
study. Figure 5 depicts a high-level summary of the study stages.

(a) (b)

(c) (d)

Figure 5. Step-by-step participant study journey. (a) Upper-limb calibration. (b) Tasks execution
tutorial. (c) RBNLIA mode being used with a user reaching out to grab a cylinder. (d) Survey
completion in VR where the * indicates mandatory questions.

2.5. Participants

The study recruited 20 individuals, 11 females and 9 males. Five percent of the
participants were between the ages of 18 and 24, sixty-six percent were between the ages
of 25 and 34, ten percent were between the ages of 35 and 54, and twenty percent were at
least 55 years old. Seventeen individuals utilized the Meta Quest 1 HMD, whereas just
three utilized the Meta Quest 2 HMD. A total of 75% of participants indicated no prior
exposure to virtual reality, 15% reported using VR 1-5 times per month, 5% reported using
VR 10–20 times per month, and 5% reported using VR 20+ times per month.
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2.6. VR Scene

On a virtual table, the user is presented with a total of 12 virtual objects (cylinders)
at varied distances within the ergonomic motion range reach, including Zone 0, Zone 1,
and Zone 2 (see Figure 6). The objects on the left side of the virtual table are presented
first, starting with Left object 1 (L1) and increasing to L6, followed by the objects on the
right side, starting with Right object 1 (R1) and increasing to R6. The height of the virtual
table was adjusted to 71 cm, which is the usual height for desks. In compliance with
ergonomic requirements for the table height and comfortable range of motion [27], the table
also contains the assistance, reply, and skip buttons, which were 38 cm from the user. The
objects were equipped with interaction and tracking scripts to allow for interactions and
timestamped metric monitoring. In order for the next object to appear, participants had to
place the object in the Target area (T) in the bottom-center of the virtual table.

Figure 6. Objects, the user, and interactive buttons are presented on a virtual tabletop perspective.

Data Collection and Analysis

The data collected from the user study included the positions of the HMD and con-
trollers, the position of the virtual hand, the start and end times to interact with an object
and each mode, and the responses to the surveys asked in VR. Additionally, questions
about their preferences toward any 3DMT and how exhausted they felt after completing
the study were presented using a Google Form. Using the collected data, participant de-
mographics and familiarity with VR were summarized, and the Statistical Package for the
Social Sciences (SPSS) was used to analyze the collected data (i.e., time completion of each
interaction mode, time completion of each object, percentage of arms reach, upper-body
lean, and skipped objects). Using SPSS, the data were evaluated using the Shapiro–Wilk,
Friedman, and Sign tests.

3. Results and Discussion

Our study’s findings are organized into subsections based on time completion, skipped
objects, percentage of reach, upper-body lean, engagement, and presence.

3.1. Time Completion

Time completion was utilized to determine how quickly a participant could interact
with an object and how much time was spent in each interaction mode. The results
indicate that the object translation mode had the shortest average time spent in the
mode at 31 s (M = 2.756 s/object, SD = 2.422), followed by the normal mode at 33.52 s
(M = 3.176 s/object, SD = 2.331), and then the two customized non-isomorphic interactions:
RBNLIA mode at 37.28 s (M = 3.148 s/object, SD = 2.195), and Piecewise mode at 43.56 s
(M = 3.728 s/object, SD = 3.797). A Shapiro–Wilk test found that the data set on time
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completion had not been normalized (see Tablereftab:TC swt), and a Friedman test revealed
a statistically significant difference, X2(3) = 137.25, p ≤ 0.001 (see Table 1).

Table 1. Time completion Shapiro–Wilk results.

Shapiro–Wilk N 1 OT 2 P 3 F 4

p-value 0.001 0.001 0.001 0.001
1 Normal, 2 Object translation, 3 Piecewise, 4 RBNLIA.

A Bonferroni-adjusted non-parametric Sign test revealed a significant difference be-
tween all modes except for object translation and normal (see Table 2). The results disprove
the hypothesis that customized non-isomorphic interactions will enable participants to
complete tasks more quickly. The time spent in a mode was related to the number of objects
that were skipped. In comparison to the Piecewise and RBNLIA modes, the normal and
object translation modes had a larger average number of objects skipped (see Figure 7).

Table 2. Time completion Sign test results for the total time per mode.

Sign Test P and N OT and N
RBNLIA

and N
OT and P

RBNLIA
and P

RBNLIA
and OT

p-value 0.001 0.239 0.001 0.001 0.001 0.001

Figure 7. Number of skipped objects per 3DMT mode.

3.2. Skipped Objects

Figure 7 presents the number of skipped objects per 3DMT, from the 48 objects (12 per
mode): 29 objects were skipped in the normal mode, 15 objects were skipped in the object
translation mode, 6 objects were skipped in the Piecewise mode, and 4 objects were skipped
in the RBNLIA mode. The L6 object (the farthest object on the left) had the most skips (12),
followed by the R6 object (the farthest object on the right), which was skipped 9 times (for
the table layout distribution, see Figure 6). Curiously, some participants skipped over L1,
L2, and R1 objects that were closest to them. Considering the motion data and participant
input, we believe that this may have been caused by tracking errors and inadvertently
pressing the skip button, an issue that will require future research.

The majority of skipped objects were encountered in the normal mode, as the farthest
ones required participants to physically reach them, often leaning to extend their reach.
The second most frequently skipped objects were met in the object translation mode, where
collected motion data and participant input suggested that the virtual hand location made
it difficult to aim at the objects. Unlike the normal and object translation modes, the
participants skipped six objects when using Piecewise, and skipped four objects when using
BRNLIA. Based on the number of skipped objects, Piecewise had a higher task completion
than the normal and object translation modes.
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3.3. Percentage of Reach

A Shapiro–Wilk analysis revealed that the data set for the percentage of reach did not
have a normal distribution (see Table 3), and a Friedman test indicated that there were no
statistically significant differences (X2(3) = 5.04, p = 0.168). The average reach percentage
per object, based on mode, showed that the reach percentages were all within the 90%
range, but somewhat lower for objects positioned on the right side of the virtual table (see
Table 4). Participants exhibited higher reach percentages when using the Piecewise and
RBNLIA modes for objects on the left side of the virtual table, and when using the normal,
object translation, and RBNLIA modes for objects on the right side.

Table 3. Percentage of reach Shapiro–Wilk significance results.

Shapiro–Wilk N OT P RBNLIA

p-value 0.001 0.001 0.001 0.001

The percentage of reach results is comparable across all DMT options (see Table 4).
We believe that this is the case because the participants behaved as they would in real life,
where extending the arm to reach objects is a more natural interaction than maintaining a
reach percentage and leaning forward to correct for distance.

Table 4. Average percentage of reach of each object based on interaction mode.

Object Normal Distance Piecewise RBNLIA

L1 95.508% 96.176% 95.335% 93.625%
L2 95.703% 97.109% 97.132% 96.552%
L3 96.130% 95.398% 97.655% 98.246%
L4 96.519% 97.223% 98.541% 98.263%
L5 97.003% 96.752% 98.421% 97.698%
L6 96.824% 97.495% 98.394% 97.852%
R1 94.267% 92.687% 91.686% 90.999%
R2 96.890% 95.541% 93.585% 94.979%
R3 98.065% 97.333% 94.938% 96.933%
R4 97.804% 97.483% 94.947% 97.928%
R5 98.345% 98.112% 94.919% 98.802%
R6 99.035% 98.042% 94.977% 98.808%

3.4. Upper-Body Lean

A Shapiro–Wilk analysis indicated that the lean data set was not normalized (see
Table 5), and a Friedman test revealed a statistically significant difference, X2(3) = 289.742,
p ≤ 0.001. An additional analysis utilizing a non-parametric Sign test revealed statistically
significant differences across all interaction types (see Table 6).

Table 5. Upper-body lean Shapiro–Wilk significance results.

Shapiro–Wilk N OT P RBNLIA

p-value 0.003 0.001 0.001 0.001

Table 6. Upper-body lean Sign test significance.

Sign Test P and N OT and N
RBNLIA

and N
OT and P

RBNLIA
and P

RBNLIA
and OT

p-value 0.001 0.001 0.001 0.001 0.004 0.001

Figure 8 provides an overview of the average lean per object based on the interac-
tion mode. The results indicated that the normal mode had the most upper-body lean
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(M = 32.30 cm, SD = 17.998), followed by the object translation mode (M = 25.04 cm,
SD = 17.948), RBNLIA mode (M = 16.10 cm, SD = 15.920), and Piecewise mode (M = 11.37 cm,
SD = 15.236). The amount of leaning by participants using the normal mode was a result of
extending their reach in the absence of any virtual visual manipulation or offsets. Interest-
ingly, a similar behavior was present when using object translation, where leaning occured
as an effort to increase reach and accuracy. Unlike the normal and object translation 3DMTs,
Piecewise and RBNLIA both shifted the participant’s virtual hand position in the virtual
environment, which resulted in less leaning.

Figure 8. Upper-body lean average for each 3DMT mode.

3.5. Engagement

A Shapiro–Wilk test revealed that the data set was not normally distributed (see Table 7),
and a Friedman test revealed significance in six of the seven GEQ categories: competence
(X2(3) = 12.876, p=.005), sensory (X2(3) = 94.320, p ≤ 0.001), flow (X2(3) = 7.826, p = 0.050),
tension (X2(3) = 70.541, p ≤ 0.001), challenge (X2(3) = 62.935, p ≤ 0.001), negative affect
(X2(3) = 127.286, p ≤ 0.001), and positive affect (X2(3) = 40.271, p ≤ 0.001).

Table 7. In-game GEQ Shapiro–Wilk test.

Shapiro-Wilk Chal 1 Com 2 Fl 3 Neg 4 Pos 5 Sen 6 Ten 7

p-value 0.004 0.001 0.001 0.001 0.001 0.001 0.001
1 Challenge, 2 Competence, 3 Flow, 4 Negative affect, 5 Positive affect, 6 Sensory, 7 Tension.

A non-parametric Sign test with a Bonferroni adjustment indicated statistically sig-
nificant differences between the majority of modes in each GEQ category (see Table 8).
The normal mode received the lowest scores for challenge, negative affect, and tension,
indicating that this method of interaction was the least engaging. The Piecewise mode
received the highest scores in the GEQ categories for flow, sensory, and immersion, while
the RBNLIA mode received the lowest scores for negative affect and the highest scores for
positive affect, and the object translation mode received the lowest scores for challenge and
tension and the highest scores for competence.

The GEQ results (see Figure 9) indicate that non-isomorphic interactions were more
engaging than isomorphic ones. The GEQ ratings corresponded to the degree of reach that
was made available in each interaction style. The normal mode did not provide participants
with enhanced reaching aids; as a result, the success rate of task completion was impaired,
resulting in high scores in the categories of difficulty, negative affect, and tension. The
Piecewise and RBNLIA modes both had a virtual offset and produced better engagement
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results. The participants’ reach range increased the most in the object translation mode,
and the findings reflect this.

Table 8. GEQ Sign test significance: P-Piecewise, N-Normal, OT-Object Translation, RBNLIA.

Sign Test P and N OT and N FRBNLIA and N OT and P RBNLIA and P RBNLIA and OT

Competence 0.076 0.002 0.001 0.001 0.0036 0.001
Sensory 0.001 0.019 0.001 0.001 1 0.001
Tension 0.001 0.001 0.001 0.001 0.156 1

Challenge 0.378 0.001 0.412 0.001 1 0.001
Negative 0.001 0.001 0.001 0.001 0.001 0.001
Positive 0.338 0.036 0.001 0.076 0.001 0.001

Figure 9. In-game GEQ results by category.

3.6. Presence

The Shapiro–Wilk test revealed that the data set was not normalized (see Table 9), and
the Friedman test revealed a statistically significant relationship between the interaction
modes in each of the PQ categories: control factors (CFs) (X2(3) = 94.242, p ≤ 0.001),
sensory factors (SFs) (X2(3) = 36.000, p ≤ 0.001), distraction factors (DFs) (X2(3) = 38.571,
p ≤ 0.001), realism factors (RFs) (X2(3) = 32.424, p ≤ 0.001), involvement/control (INV/C)
(X2(3) = 65.217, p ≤ 0.001), and natural (NAT) (X2(3) = 33.288, p ≤ 0.001).

Table 9. PQ Shapiro–Wilk test.

Shapiro-Wilk CF SF DF RF INV/C NAT

p-value 0.001 0.001 0.001 0.034 0.002 0.001

An additional analysis using a non-parametric Sign test with Bonferroni adjustment
indicated significant differences between the majority of interaction modes within each PQ
category (see Table 10).

Table 10. PQ Sign test significance.

Sign Test P and N OT and N
RBNLIA

and N
OT and P

RBNLIA
and P

RBNLIA
and OT

CF 0.001 0.118 0.001 0.001 0.001 0.441
SF 0.378 0.097 0.001 1.000 0.097 0.001
DF 0.097 0.014 0.001 0.441 0.001 0.020
RF 0.14 0.118 0.001 0.441 1.000 0.001

INV/C 1.000 0.001 0.001 0.014 0.001 0.441
NAT 0.001 0.014 0.076 0.014 0.001 0.009
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Figure 10 shows the PQ results, where the RBNLIA mode received the highest scores
for all PQ categories, including CFs, SFs, DFs, RFs, INV/C, and NAT. The Piecewise mode
yielded the second-most positive outcomes, after the object translation mode, while the
normal mode yielded the least positive results. These results indicate that non-isomorphic
3DMTs that factor upper-limb VR had a higher presence level than those that do not. In
spite of the visual manipulation of the virtual hand in the VE, participants believed that the
RBNLIA mode produced the strongest level of presence. We believe that these results are
the product of RBNLIA slowing the virtual hand’s position utilizing a non-linear increase
for finer motor control and interactions for all items within a 90% range.

Figure 10. Presence results by category: CFs—control factors, SFs—sensory factors, DFs—distraction
factors, RFs—realism factors, INV/C—involvement/control, NAT—natural.

3.7. Preferred 3DMT and Perceived Fatigue

After completing the GEQ and PQ surveys, the participants were asked to identify
their preferred 3DMT. The object translation mode was preferred by 40% of participants,
followed by RBNLIA with 32%, Piecewise with 12%, the normal mode with 8%, and, finally,
no preference with 8%.

In addition, because the GEQ and PQ questionnaires were delivered in virtual reality,
the participants were asked to report their level of fatigue upon completion of the study.The
results indicate that 35% of participants reported “Feeling Great!”, 20% reported “feeling
good”, 15% reported “feeling okay”, 20% reported “feeling tired”, and 10% reported feeling
“Very Tired”.

3.8. Results Summary and Discussion by 3DMT
3.8.1. Normal Mode

Participants missed a total of 29 objects in the normal mode, which was viewed as the
most difficult 3DMT, increasing the challenge and anxiety, thus causing the highest tension
and having the most negative impact on participants, affecting the overall engagement
and presence (see Figure 9). Due to the physical reach nature of the normal mode, the
participants found that it felt more natural than the object translation and Piecewise modes
(see Figure 10). Additionally, 8% of the participants preferred the normal mode in terms of
engagement. The normal mode produced the highest reach percentage per object and the
greatest upper-body lean as a result of no offsets or upper-limb customizations.
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3.8.2. Object Translation Mode

Forty percent of participants indicated object translation as their preferred interaction
option. The participants spent the least amount of time in this mode, completed each object
in the shortest amount of time, assessed it to be the least difficult, and experienced the least
amount of tension (see Figure 9). In spite of having the quickest completion time, the object
translation mode was deemed to be the least challenging, with 15 objects skipped. The time
completion results indicated that the participants interacted with objects the quickest in
this interaction mode; however, despite having the highest additional reach throughout
the entirety of the interactions in the VE, there were nine and eleven more skips than in
the Piecewise and RBNLIA modes, respectively. This non-isomorphic customized mode not
only supplied the same maximum reach as the Piecewise and RBNLIA modes, but also
included an increment to produce a greater interaction range from the participant’s virtual
hand. The large number of objects skipped in the object translation mode may have been
influenced by the participant’s inability to comprehend the extent of their interaction range.
This may also be the result of the absence of a visual input, such as a laser beam or other
visual help, to identify the complete reach range.

3.8.3. RBNLIA Mode

Participants using the RBNLIA mode skipped the fewest amount of objects: four.
Despite having the second-longest completion time per object, 32% of participants self-
reported RBNLIA mode as their preferred form of engagement. The design of the RBNLIA
mode, which slows the offset rise, enables greater control for fine-motor interactions. The
RBNLIA mode scores from the in-game GEQ suggest that participants felt the most positive
effect and the least negative effect (see Figure 9), while the PQ results reveal that people felt
the most present in the VE when interacting in this mode (see Figure 10).

3.8.4. Piecewise

The Piecewise 3DMT provided participants with up to 60% of their reach, followed by
a virtual hand offset from 60% to 100% of the participant’s reach. The Piecewise mode was
self-reported as the most favored mode of interaction by 12% of participants, despite having
the longest average completion time per object. We believe that the higher completion time
is due to participants learning the technique and adjusting the reach based on their arm
flexion and extension.

4. Conclusions

As VR continues to be adopted in non-entertainment scenarios such as education,
training, and healthcare, users face usability difficulties due to a high user variability that
hinders engagement, presence, and task execution. However, there have been advance-
ments in providing VR customization in areas other than upper-limb ergonomics, such
as setting the interpupillary distance, height calibration, adding tunneling vignettes for
reducing motion sickness, and adjusting locomotion styles for ease of navigation. Therefore,
it is essential to comprehend how upper-limb ergonomics influence presence, engagement,
and task execution when integrated into a 3D manipulation technique.

This paper presented the development of a customized upper-limb 3DMT called
Piecewise and compared it to existing isomorphic interactions, including normal and object
translation (distance grab) modes, as well as RBNLIA, a non-isomorphic 3DMT for picking
and placing objects set at various distances in front of the participants using both hands.
Our research determined that the two 3DMTs that accounted for upper-limb ergonomics
resulted in a greater presence and engagement, indicating that non-isomorphic techniques
were more engaging than their isomorphic counterparts when immersing participants in
the virtual environment. Despite having a greater number of omitted objects, isomorphic
3DMTs required less time to complete tasks than non-isomorphic modes according to our
research. As a consequence of the number of skipped objects, non-isomorphic interactions
permitted greater task completion with fewer skipped objects.
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Following the analysis of the percentage of reach, both isomorphic and non-isomorphic
3DMTs produced comparable results. However, it is important to note that the participants
had greater reach when using the Piecewise and RBNLIA modes for objects on the left
side of the virtual table, and greater reach when using the normal, object translation, and
RBNLIA modes for objects on the right side of the virtual table. Although the 3DMTs had
no effect on the percentage of reach, the results of the upper-body lean revealed that the
normal and object translation 3DMTs had a higher percentage than Piecewise and RBNLIA.

Our analysis of presence, engagement, time to completion, percentage of reach, and
upper-body lean, as well as participant preferences, suggests that incorporating upper-limb
ergonomics into a 3DMT has an effect on the performance of the task. Specifically, when
compared to RBNLIA, our proposed Piecewise 3DMT ranked second in terms of preference,
had the longest time to completion, the least amount of upper-body lean, the second
highest rating in presence, and the most positive scores for flow, sensory, and imaginative
immersion, while ranking behind RBNLIA’s negative and positive affect. In terms of
difficulty, tension, and proficiency, normal and object translation modes outperformed both
non-isomorphic 3DMTs.

This paper contributes to 3DMTs by presenting the effects of factoring upper-limb
ergonomics toward ensuring arm motion within the comfort zone when reaching and
grasping objects in VR compared to a non-isomorphic (i.e., RBNLIA) and two isomorphic
3DMT models (i.e., normal and object translation). Our findings align with previous
research on 3DMTs, further corroborating the importance of motion within ergonomics
comfort. Furthermore, our results show how maintaining upper-limb movement with an
ergonomic comfort range of motion can impact body posture and presence. Such findings
are essential for advancing 3DMTs that can be used for accessible and inclusive immersive
experiences. As VR becomes more widely adopted, eliminating one-size-fits-all barriers
to immersive technologies is pertinent. Customizations tailored to each user will aid in
performing duties and the experience of a greater presence and engagement.

Future Work

Future research will investigate the optimal combination of isomorphic and non-
isomorphic 3DMTs for maximizing immersion, presence, and task success. Due to the
cross-applications of 3DMT, additional use cases will be investigated in fields such as
medicine, engineering, and inclusive design in order to study the effects on psychomotor
skills development. Additional qualitative data will be collected from participants to better
comprehend their perceptions of the provided amplification at various upper-limb flexion
and extension ranges. Lastly, a larger study will be conducted to increase statistical power.
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Abbreviations

The following abbreviations are used in this manuscript:

3DUI 3D User Interface
3DMT 3D Manipulation Technique
CFs Control Factors
COVID-19 Coronavirus Disease of 2019
DFs Distraction Factors
DK Development Kit
DOFs Degrees of Freedom
GEQ Game Engagement Questionnaire
GUI Graphical User Interface
HMD Head-Mounted Display
INV/C Involvement/Control
M Mean
N Normal
NAT Natural
OT Object Translation
P Piecewise
PQ Presence Questionnaire
RBNLIA Reach-Bounded Non-Linear Input Amplification
RFs Realism Factors
SD Standard Deviation
SDK Software Development Kit
SFs Sensory Factors
VR Virtual Reality
VRTK Virtual Reality Toolkit
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Abstract: Augmented reality (AR) has gained enormous popularity and acceptance in the past few
years. AR is indeed a combination of different immersive experiences and solutions that serve as
integrated components to assemble and accelerate the augmented reality phenomena as a workable
and marvelous adaptive solution for many realms. These solutions of AR include tracking as a means
for keeping track of the point of reference to make virtual objects visible in a real scene. Similarly,
display technologies combine the virtual and real world with the user’s eye. Authoring tools provide
platforms to develop AR applications by providing access to low-level libraries. The libraries can
thereafter interact with the hardware of tracking sensors, cameras, and other technologies. In addition
to this, advances in distributed computing and collaborative augmented reality also need stable
solutions. The various participants can collaborate in an AR setting. The authors of this research
have explored many solutions in this regard and present a comprehensive review to aid in doing
research and improving different business transformations. However, during the course of this study,
we identified that there is a lack of security solutions in various areas of collaborative AR (CAR),
specifically in the area of distributed trust management in CAR. This research study also proposed a
trusted CAR architecture with a use-case of tourism that can be used as a model for researchers with
an interest in making secure AR-based remote communication sessions.

Keywords: trusted augmented reality; augmented reality review; collaborative augmented reality;
virtual reality review; display and tracking technology; display technologies in augmented reality

1. Introduction

Augmented reality (AR) is one of the leading expanding immersive experiences of
the 21st century. AR has brought a revolution in different realms including health and
medicine, teaching and learning, tourism, designing, manufacturing, and other similar in-
dustries whose acceptance accelerated the growth of AR in an unprecedented manner [1–3].
According to a recent report in September 2022, the market size of AR and VR reached USD
27.6 billion in 2021, which is indeed estimated to reach USD 856.2 billion by the end of the
year 2031 [4]. Big companies largely use AR-based technologies. For instance, Amazon, one
of the leading online shopping websites, uses this technology to make it easier for customers
to decide the type of furniture they want to buy. The rise in mobile phone technology also
acted as an accelerator in popularizing AR. Earlier, mobile phones were not advanced and
capable enough to run these applications due to their low graphics. Nowadays, however,
smart devices are capable enough to easily run AR-based applications. A lot of research
has been done on mobile-based AR. Lee et al. [5] developed a user-based design interface
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for educational purpose in mobile AR. To evaluate its conduct, fourth-grade elementary
students were selected.

The adoption of AR in its various perspectives is backed up by a prolonged history.
This paper presents an overview of the different integrated essential components that con-
tribute to the working framework of AR, and the latest developments on these components
are collected, analyzed, and presented, while the developments in the smart devices and
the overall experience of the users have changed drastically [6]. The tracking technolo-
gies [7] are the building blocks of AR and establish a point of reference for movement
and for creating an environment where the virtual and real objects are presented together.
To achieve a real experience with augmented objects, several tracking technologies are pre-
sented which include techniques such as sensor-based [8], markerless, marker-based [9,10],
and hybrid tracking technologies. Among these different technologies, hybrid tracking
technologies are the most adaptive. As part of the framework constructed in this study,
the simultaneous localization and mapping (SLAM) and inertial tracking technologies are
combined. The SLAM technology collects points through cameras in real scenes while the
point of reference is created using inertial tracking . The virtual objects are inserted on the
relevant points of reference to create an augmented reality. Moreover, this paper analyzes
and presents a detailed discussion on different tracking technologies according to their
use in different realms i.e., in education, industries, and medical fields. Magnetic tracking
is widely used in AR systems in medical, maintenance, and manufacturing. Moreover,
vision-based tracking is mostly used in mobile phones and tablets because they have screen
and camera, which makes them the best platform for AR. In addition, GPS tracking is
useful in the fields of military, gaming, and tourism. These tracking technologies along
with others are explained in detail in Section 3.

Once the points of reference are collected after tracking, then another important factor
that requires significant accuracy is to determine at which particular point the virtual objects
have to be mixed with the real environment. Here comes the role of display technologies
that gives the users of augmented reality an environment where the real and virtual objects
are displayed visually. Therefore, display technologies are one of the key components of AR.
This research identifies state-of-the-art display technologies that help to provide a quality
view of real and virtual objects. Augmented reality displays can be divided into various
categories. All have the same task to show the merged image of real and virtual content to
the user’s eye. The authors have categorized the latest technologies of optical display after
the advancements in holographic optical elements (HOEs). There are other categories of
AR displays, such as video-based, eye multiplexed, and projected onto a physical surface.
Optical see-through has two sub-categories, one is a free-space combiner and the other is a
wave-guide combiner [11,12]. The thorough details of display technologies are presented
in Section 4.

To develop these AR applications, different tools are used depending on the type of
application used. For example, to develop a mobile-based AR application for Android
or iOS, ARToolKit [13] is used. However, FLARToolKit [14] is used to create a web-
based application using Flash. Moreover, there are various plug-ins available that can be
integrated with Unity [15] to create AR applications. These development tools are reviewed
in Section 6 of this paper. Figure 1 provides an overview of reviewed topics of augmented
reality in this paper.
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Figure 1. Overview of AR, VR, and collaborative AR applications, tools, and technologies.

After going through a critical review process of collaborative augmented reality,
the research has identified that some security flaws and missing trust parameters need
to be addressed to ensure a pristine environment is provided to the users. Hackers and
intruders are always active to exploit different vulnerabilities in the systems and software,
but the previous research conducted on collaborative augmented reality did not depict
reasonable efforts made in this direction to make secure collaboration. To address the
security flaws and to provide secure communication in collaborative augmented reality,
this research considered it appropriate to come up with a security solution and framework
that can limit danger and risks that may be posed in the form of internal and external attacks.
To actualize the secure platform, this study came up with an architecture for presenting a
secure collaborative AR in the tourism sector in Saudi Arabia as a case study. The focus
of the case study is to provide an application that can guide tourists during their visit to
any of the famous landmarks in the country. This study proposed a secure and trustful
mobile application based on collaborative AR for tourists. In this application, the necessary
information is rendered on screen and the user can hire a guide to provide more information
in detail. A single guide can provide the services to a group of tourists visiting the same
landmark. A blockchain network was used to secure the applications and protect the
private data of the users [16,17]. For this purpose, we performed a thorough literature
review for an optimized solution regarding security and tracking for which we studies the
existing tracking technologies and listed them in this paper along with their limitations.
In our use case, we used a GPS tracking system to track the user’s movement and provide
the necessary information about the visited landmark through the mobile application.

Observing the fact that AR operates in an integrated fashion that combines different
technologies including tracking technologies, display technologies, AR tools, collaborative
AR, and applications of AR has encouraged us to explore and present these conceptions and
technologies in detail. To facilitate researchers on these different techniques, the authors
have explored the research previously conducted and presented it in a Venn diagram, as
shown in Figure 2. Interested investigators can choose their required area of research in
AR. As can be seen in the diagram, most research has been done in the area of tracking
technologies. This is further divided into different types of tracking solutions including
fiducial tracking, video-based tracking, and inertial tracking. Some papers lie in several
categories for, example some papers such as [18–20] fall in both the fiducial tracking and
sensor categories. Similarly, computer vision and display devices have some common
papers, and inertial tracking and video-based tracking also have some papers in common.
In addition, display devices share common papers with computer vision, mobile AR, design
guidelines, tool-kits, evaluation, AR tags, and security and privacy of AR. Furthermore,
visualization has different papers in common with business, interior design, and human–
robot communication. While education shares some paper with gaming, simulation,
medicine, heritage, and manufacturing. In short, we have tried to summarize all papers
and further elaborate in their sections for the convenience of the reader.
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Papers related to Tracking, Display, Authoring Tools,
Application, and security

Paper that Cover Collaborative Aug-
mented Reality Only

Figure 2. Classification of reviewed papers with respect to tracking, display, authoring tools, applica-
tion, Collaborative and security

Contribution: This research presents a comprehensive review of AR and its associated
technologies. A review of state-of-the-art tracking and display technologies is presented fol-
lowed by different essential components and tools that can be used to effectively create AR
experiences. The study also presents the newly emerging technologies such as collaborative
augmented reality and how different application interactions are carried out. During the
review phase, the research identified that the AR-based solutions and particularly collab-
orative augmented reality solutions are vulnerable to external intrusion. It is identified
that these solutions lack security and the interaction could be hijacked, manipulated, and
sometimes exposed to potential threats. To address these concerns, this research felt the
need to ensure that the communication has integrity; henceforth, the research utilizes the
state-of-the-art blockchain infrastructure for the collaborating applications in AR. The pa-
per further proposes complete secure framework wherein different applications working
remotely have a real feeling of trust with each other [21].

Outline: This paper presents the overview of augmented reality and its applications
in various realms in Section 2. In Section 3, tracking technologies are presented, while a
detailed overview of the display technologies is provided in Section 4. Section 6 apprises
readers on AR development tools. Section 7 highlights the collaborative research on
augmented reality, while Section 8 interprets the AR interaction and input technologies.
The paper presents the details of design guidelines and interface patterns in Section 9, while
Section 10 discusses the security and trust issues in collaborative AR. Section 12 highlights
future directions for research, while Section 13 concludes this research.

2. Augmented Reality Overview

People, for many years, have been using lenses, light sources, and mirrors to create
illusions and virtual images in the real world [22–24]. However, Ivan Sutherland was the
first person to truly generate the AR experience. Sketchpad, developed at MIT in 1963 by
Ivan Sutherland, is the world’s first interactive graphic application [25]. In Figure 3, we
have given an overview of the development of AR technology from the beginning to 2022.
Bottani et al. [26] reviews the AR literature published during the time period of 2006–2017.
Moreover, Sereno et al. [27] use a systematic survey approach to detail the existing literature
available on the intersection of computer-supported collaborative work and AR.
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Figure 3. Augmented reality advancement over time for the last 60 years.

2.1. Head-Mounted Display

Ens et al. [28] review the existing work on design exploration for mixed-scale gestures
where the Hololens AR display is used to interweave larger gestures with micro-gestures.

2.2. AR Towards Applications

ARToolKit tracking library [13] aimed to provide the computer vision tracking of
a square marker in real-time which fixed two major problems, i.e., enabling interaction
with real-world objects and secondly, the user’s viewpoint tracking system. Researchers
conducted studies to develop handheld AR systems. Hettig et al. [29] present a system
called “Augmented Visualization Box” to asses surgical augmented reality visualizations in
a virtual environment. Goh et al. [30] present details of the critical analysis of 3D interaction
techniques in mobile AR. Kollatsch et al. [31] introduce a system that creates and introduces
the production data and maintenance documentation into the AR maintenance apps for
machine tools which aims to reduce the overall cost of necessary expertise and the planning
process of AR technology. Bhattacharyya et al. [32] introduce a two-player mobile AR game
known as Brick, where users can engage in synchronous collaboration while inhabiting
the real-time and shared augmented environment. Kim et al. [33] suggest that this decade
is marked by a tremendous technological boom particularly in rendering and evaluation
research while display and calibration research has declined. Liu et al. [34] expand the
information feedback channel from industrial robots to a human workforce for human–
robot collaboration development.

2.3. Augmented Reality for the Web

Cortes et al. [35] introduce the new techniques of collaboratively authoring surfaces
on the web using mobile AR. Qiao et al. [36] review the current implementations of mobile
AR, enabling technologies of AR, state-of-art technology, approaches for potential web AR
provisioning, and challenges that AR faces in a web-based system.

2.4. AR Application Development

The AR industry was tremendously increasing in 2015, extending from smartphones to
websites with head-worn display systems such as Google Glass. In this regard, Agati et al. [18]
propose design guidelines for the development of an AR manual assembly system which
includes ergonomics, usability, corporate-related, and cognition.

AR for Tourism and Education: Shukri et al. [37] aim to introduce the design guidelines
of mobile AR for tourism by proposing 11 principles for developing efficient AR design for
tourism which reduces cognitive overload, provides learning ability, and helps explore the
content while traveling in Malaysia. In addition to it, Fallahkhair et al. [38] introduce new
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guidelines to make AR technologies with enhanced user satisfaction, efficiency, and effec-
tiveness in cultural and contextual learning using mobiles, thereby enhancing the tourism
experience. Akccayir et al. [39] show that AR has the advantage of placing the virtual image
on a real object in real time while pedagogical and technical issues should be addressed to
make the technology more reliable. Salvia et al. [40] suggest that AR has a positive impact
on learning but requires some advancements.

Sarkar et al. [41] present an AR app known as ScholAR. It introduces enhancing the
learning skills of the students to inculcate conceptualizing and logical thinking among
sevemth-grade students. Soleiman et al. [42] suggest that the use of AR improves abstract
writing as compared to VR.

2.5. AR Security and Privacy

Hadar et al. [43] scrutinize security at all steps of AR application development and
identify the need for new strategies for information security, privacy, and security, with a
main goal to design and introduce capturing and mapping concerns. Moreover, in the in-
dustrial arena, Mukhametshin et al. [44] focus on developing sensor tag detection, tracking,
and recognition for designing an AR client-side app for Siemen Company to monitor the
equipment for remote facilities.

3. Tracking Technology of AR

Tracking technologies introduce the sensation of motion in the virtual and augmented
reality world and perform a variety of tasks. Once a tracking system is rightly chosen and
correctly installed, it allows a person to move within a virtual and augmented environment.
It further allows us to interact with people and objects within augmented environments.
The selection of tracking technology depends on the sort of environment, the sort of data,
and the availability of required budgets. For AR technology to meet Azuma’s definition of
an augmented reality system, it must adhere to three main components:

1. it combines virtual and the real content;
2. it is interactive in real time;
3. is is registered in three dimensions.

The third condition of being “registered in three dimensions” alludes to the capability
of an AR system to project the virtual content on physical surroundings in such a way that
it seems to be part of the real world. The position and orientation (pose) of the viewer
concerning some anchor in the real world must be identified and determined for registering
the virtual content in the real environment. This anchor of the real world may be the
dead-reckoning from inertial tracking, a defined location in space determined using GPS,
or a physical object such as a paper image marker or magnetic tracker source. In short, the
real-world anchor depends upon the applications and the technologies used. With respect
to the type of technology used, there are two ways of registering the AR system in 3D:

• Determination of the position and orientation of the viewer relative to the real-world
anchor: registration phase;

• Upgrading of viewer’s pose with respect to previously known pose: tracking phase.

In this document, the word “tracking” would define both phases as common termi-
nology. There are two main types of tracking techniques which are explained as follows
(depicted in Figure 4).
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Figure 4. Categorization of augmented reality tracking techniques.

3.1. Markerless Tracking Techniques

Markerless tracking techniques further have two types, one is sensor based and
another is vision based.

3.1.1. Sensor-Based Tracking

Magnetic Tracking Technology: This technology includes a tracking source and two
sensors, one sensor for the head and another one for the hand. The tracking source creates
an electromagnetic field in which the sensors are placed. The computer then calculates
the orientation and position of the sensors based on the signal attenuation of the field.
This gives the effect of allowing a full 360 range of motion. i.e., allowing us to look all
the way around the 3D environment. It also allows us to move around all three degrees
of freedom. The hand tracker has some control buttons that allow the user to navigate
along the environment. It allows us to pick things up and understand the size and shape of
the objects [45]. In Figure 5 we have tried to draw the tracking techniques to give a better
understanding to the reader.

Figure 5. Augmented reality tracking techniques presentation.
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Frikha et al. [46] introduce a new mutual occlusion problem handler. The problem of
occlusion occurs when the real objects are in front of the virtual objects in the scene. The
authors use a 3D positioning approach and surgical instrument tracking in an AR environ-
ment. The paradigm is introduced that is based on monocular image-based processing.
The result of the experiment suggested that this approach is capable of handling mutual
occlusion automatically in real-time.

One of the main issues with magnetic tracking is the limited positioning range [47].
Orientation and position can be determined by setting up the receiver to the viewer [48].
Receivers are small and light in weight and the magnetic trackers are indifferent to optical
disturbances and occlusion; therefore, these have high update rates. However, the res-
olution magnetic field declines with the fourth power of the distance, and the strength
of magnetic fields decline with the cube of the distance [49]. Therefore, the magnetic
trackers have constrained working volume. Moreover, magnetic trackers are sensitive to
environments around magnetic fields and the type of magnetic material used and are also
susceptible to measurement jitter [50].

Magnetic tracking technology is widely used in the range of AR systems, with applica-
tions ranging from maintenance [51] to medicine [52] and manufacturing [53].

Inertial Tracking: Magnetometers, accelerometers, and gyroscopes are examples of
inertial measurement units (IMU) used in inertial tracking to evaluate the velocity and ori-
entation of the tracked object. An inertial tracking system is used to find the three rotational
degrees of freedom relative to gravity. Moreover, the time period of the trackers’ update
and the inertial velocity can be determined by the change in the position of the tracker.

Advantages of Inertial Tracking: It does not require a line of sight and has no range
limitations. It is not prone to optical, acoustic, magnetic, and RE interference sources.
Furthermore, it provides motion measurement with high bandwidth. Moreover, it has
negligible latency and can be processed as fast as one desires.

Disadvantages of Inertial Tracking: They are prone to drift of orientation and position
over time, but their major impact is on the position measurement. The rationale behind this
is that the position must be derived from the velocity measurements. The usage of a filter
could help in resolving this issue. However, the issue could while focusing on this, the filter
can decrease the responsiveness and the update rate of the tracker [54]. For the ultimate
correction of this issue of the drift, the inertial sensor should be combined with any other
kind of sensor. For instance, it could be combined with ultrasonic range measurement
devices and optical trackers.

3.1.2. Vision-Based Tracking

Vision-based tracking is defined as tracking approaches that ascertain the camera pose
by the use of data captured from optical sensors and as registration. The optical sensors
can be divided into the following three categories:

• visible light tracking;
• 3D structure tracking;
• infrared tracking.

In recent times, vision-based tracking AR is becoming highly popular due to the
improved computational power of consumer devices and the ubiquity of mobile devices,
such as tablets and smartphones, thereby making them the best platform for AR technolo-
gies. Chakrabarty et al. [55] contribute to the development of autonomous tracking by
integrating the CMT into IBVS, their impact on the rigid deformable targets in indoor
settings, and finally the integration of the system into the Gazebo simulator. Vision-based
tracking is demonstrated by the use of an effective object tracking algorithm [56] known
as the clustering of static-adaptive correspondences for deformable object tracking (CMT).
Gupta et al. [57] detail the comparative analysis between the different types of vision-based
tracking systems.
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Moreover, Krishna et al. [58] explore the use of electroencephalogram (EEG) signals in
user authentication. User authentication is similar to facial recognition in mobile phones.
Moreover, this is also evaluated by combining it with eye-tracking data. This research con-
tributes to the development of a novel evaluation paradigm and a biometric authentication
system for the integration of these systems. Furthermore, Dzsotjan et al. [59] delineate the
usefulness of the eye-tracking data evaluated during the lectures in order to determine the
learning gain of the user. Microsoft HoloLens2’s designed Walk the Graph app was used to
generate the data. Binary classification was performed on the basis of the kinematic graphs
which users reported of their own movement.

Ranging from smartphones to laptops and even to wearable devices with suitable
cameras located in them, visible light tracking is the most commonly used optical sensor.
These cameras are particularly important because they can both make a video of the real
environment and can also register the virtual content to it, and thereby can be used in video
see-through AR systems.

Chen et al. [60] resolve the shortcomings of the deep learning lightning model (DAM)
by combining the method of transferring a regular video to a 3D photo-realistic avatar
and a high-quality 3D face tracking algorithm. The evaluation of the proposed system
suggests its effectiveness in real-world scenarios when we have variability in expression,
pose, and illumination. Furthermore, Rambach et al. [61] explore the details pipeline of
6DoF object tracking using scanned 3D images of the objects. The scope of research covers
the initialization of frame-to-frame tracking, object registration, and implementation of
these aspects to make the experience more efficient. Moreover, it resolves the challenges
that we faced with occlusion, illumination changes, and fast motion.

3.1.3. Three-Dimensional Structure Tracking

Three-dimensional structure information has become very affordable because of the
development of commercial sensors capable of accomplishing this task. It was begun after
the development of Microsoft Kinect [62]. Syahidi et al. [63] introduce a 3D AR-based
learning system for pre-school children. For determining the three-dimensional points
in the scene, different types of sensors could be used. The most commonly used are the
structured lights [64] or the time of flight [65]. These technologies work on the principle of
depth analysis. In this, the real environment depth information is extracted by the mapping
and the tracking [66]. The Kinect system [67], developed by Microsoft, is one of the widely
used and well-developed approaches in Augmented Reality.

Rambach et al. [68] present the idea of augmented things: utilizing off-screen ren-
dering of 3D objects, the realization of application architecture, universal 3D object track-
ing based on the high-quality scans of the objects, and a high degree of parallelization.
Viyanon et al. [69] focus on the development of an AR app known as “AR Furniture"
for providing the experience of visualizing the design and decoration to the customers.
The customers fit the pieces of furniture in their rooms and were able to make a deci-
sion regarding their experience. Turkan et al. [70] introduce the new models for teaching
structural analysis which has considerably improved the learning experience. The model
integrates 3D visualization technology with mobile AR. Students can enjoy the different
loading conditions by having the choice of switching loads, and feedback can be provided
in the real-time by AR interface.

3.1.4. Infrared Tracking

The objects that emitted or reflected the light are some of the earliest vision-based
tracking techniques used in AR technologies. Their high brightness compared to their
surrounding environment made this tracking very easy [71,72]. The self-light emitting
targets were also indifferent to the drastic illumination effects i.e., harsh shadows or poor
ambient lighting. In addition, these targets could either be transfixed to the object being
tracked and camera at the exterior of the object and was known as “outside-looking-in” [73].
Or it could be “inside-looking-out”, external in the environment with camera attached to
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the target [74]. The inside-looking-out configuration, compared to the sensor of the inside-
looking-out system, has greater resolution and higher accuracy of angular orientation. The
inside-looking-out configuration is used in the development of several systems [20,75–77],
typically with infrared LEDs mounted on the ceiling and a head-mounted display with a
camera facing externally.

3.1.5. Model-Based Tracking

The three-dimensional tracking of real-world objects has been the subject of researchers’
interest. It is not as popular as natural feature tracking or planner fiducials, however,
a large amount of research has been done on it. In the past, tracking the three-dimensional
model of the object was usually created by the hand. In this system, the lines, cylinders,
spheres, circles, and other primitives were combined to identify the structure of objects [78].
Wuest et al. [79] focus on the development of the scalable and performance pipeline for
creating a tracking solution. The structural information of the scene was extracted by using
the edge filters. Additionally, for the determination of the pose, edge information and the
primitives were matched [80].

In addition, Gao et al. [81] explore the tracking method to identify the different
vertices of a convex polygon. This is done successfully as most of the markers are square.
The coordinates of four vertices are used to determine the transformation matrix of the
camera. Results of the experiment suggested that the algorithm was so robust to withstand
fast motion and large ranges that make the tracking more accurate, stable, and real time.

The combination of edge-based tracking and natural feature tracking has the follow-
ing advantages:

• It provides additional robustness [82].
• Enables spatial tracking and thereby is able to be operated in open environments [83].
• For variable and complex environments, greater robustness was required. Therefore,

they introduced the concept of keyframes [84] in addition to the primitive model [85].

Figen et al. [86] demonstrate of a series of studies that were done at the university
level in which participants were asked to make the mass volume of buildings. The first
study demanded the solo work of a designer in which they had to work using two tools:
MTUIs of the AR apps and analog tools. The second study developed the collaboration of
the designers while using analog tools. The study has two goals: change in the behavior of
the designer while using AR apps and affordances of different interfaces.

Developing and updating the real environment’s map simultaneously had been the
subject of interest in model-based tracking. This has a number of developments. First,
simultaneous localization and map building (SLAM) was primarily done for robot naviga-
tion in unknown environments [87]. In augmented reality, [88,89], this technique was used
for tracking the unknown environment in a drift-free manner. Second, parallel mapping
and tracking [88] was developed especially for AR technology. In this, the mapping of
environmental components and the camera tracks were identified as a separate function. It
improved tracking accuracy and also overall performance. However, like SLAM, it did not
have the capability to close large loops in the constrained environment and area (Figure 6).

Oskiper et al. [90] propose a simultaneous localization and mapping (SLAM) frame-
work for sensor fusion, indexing, and feature matching in AR apps. It has a paral-
lel mapping engine and error-state extended Kalman filter (EKF) for these purposes.
Zhang et al.’s [91] Jaguar is a mobile tracking AR application with low latency and flexible
object tracking. This paper discusses the design, execution, and evaluation of Jaguar. Jaguar
enables a markerless tracking feature which is enabled through its client development
on top of ARCoreest from Google. ARCore is also helpful for context awareness while
estimating and recognizing the physical size and object capabilities, respectively.
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Figure 6. Hybrid tracking: inertial and SLAM combined and used in the latest mobile-based AR tracking.

3.1.6. Global Positioning System—GPS Tracking

This technology refers to the positioning of outdoor tracking with reference to the
earth. The present accuracy of the GPS system is up to 3 m. However, improvements are
available with the advancements in satellite technology and a few other developments.
Real-time kinematic (RTS) is one example of them. It works by using the carrier of a
GPS signal. The major benefit of it is that it has the ability to improve the accuracy
level up to the centimeter level. Feiner’s touring machine [92] was the first AR system
that utilized GPS in its tracking system. It used the inclinometer/magnetometer and
differential GPS positional tracking. The military, gaming [93,94], and the viewership
of historical data [95] have applied GPS tracking for the AR experiences. As it only
has the supporting positional tracking low accuracy, it could only be beneficial in the
hybrid tracking systems or in the applications where the pose registration is not important.
AR et al. [96] use the GPS-INS receiver to develop models for object motion having more
precision. Ashutosh et al. [97] explore the hardware challenges of AR technology and
also explore the two main components of hardware technology: battery performance
and global positioning system (GPS). Table 1 provides a succinct categorization of the
prominent tracking technologies in augmented reality. Example studies are referred to
while highlighting the advantages and challenges of each type of tracking technology.
Moreover, possible areas of application are suggested.

3.1.7. Miscellaneous Tracking

Yang et al. [98], in order to recognize the different forms of hatch covers having similar
shapes, propose tracking and cover recognition methods. The results of the experiment
suggest its real-time property and practicability, and tracking accuracy was enough to be
implemented in the AR inspection environment. Kang et al. [99] propose a pupil tracker
which consists of several features that make AR more robust: key point alignment, eye-nose
detection, and infrared (NIR) led. NIR led turns on and off based on the illumination light.
The limitation of this detector is that it cannot be applied in low-light conditions.
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Moreover, Bach et al. [118] introduce an AR canvas for information visualization which
is quite different from the traditional AR canvas. Therefore, dimensions and essential
aspects for developing the visualization design for AR-canvas while enlisting the several
limitations within the process. Zeng et al. [119] discuss the design and the implementation
of FunPianoAR for creating a better AR piano learning experience. However, a number of
discrepancies occurred with this system, and the initiation of a hybrid system is a more
viable option. Rewkowski et al. [120] introduce a prototype system of AR to visualize the
laparoscopic training task. This system is capable of tracking small objects and requires
surgery training by using widely compatible and inexpensive borescopes.

3.1.8. Hybrid Tracking

Hybrid tracking systems were used to improve the following aspects of the tracking
systems:

• Improving the accuracy of the tracking system.
• Coping with the weaknesses of the respective tracking methods.
• Adding more degrees of freedom.

Gorovyi et al. [108] detail the basic principles that make up an AR by proposing a hy-
brid visual tracking algorithm. The direct tracking techniques are incorporated with the
optical flow technique to achieve precise and stable results. The results suggested that
they both can be incorporated to make a hybrid system, and ensured its success in de-
vices having limited hardware capabilities. Previously, magnetic tracking [109] or inertial
trackers [110] were used in the tracking applications while using the vision-based tracking
system. Isham et al. [111] use a game controller and hybrid tracking to identify and resolve
the ultrasound image position in a 3D AR environment. This hybrid system was beneficial
because of the following reasons:

• Low drift of vision-based tracking.
• Low jitter of vision-based tracking.
• They had a robust sensor with high update rates. These characteristics decreased

the invalid pose computation and ensured the responsiveness of the graphical up-
dates [121].

• They had more developed inertial and magnetic trackers which were capable of
extending the range of tracking and did not require the line of sight. The above-
mentioned benefits suggest that the utilization of the hybrid system is more beneficial
than just using the inertial trackers.

In addition, Mao et al. [122] propose a new tracking system with a number of unique
features. First, it accurately translates the relative distance into the absolute distance by
locating the reference points at the new positions. Secondly, it embraces the separate
receiver and sender. Thirdly, resolves the discrepancy in the sampling frequency between
the sender and receiver. Finally, the frequency shift due to movement is highly considered
in this system. Moreover, the combination of the IMU sensor and Doppler shift with the
distributed frequency modulated continuous waveform (FMCW) helps in the continuous
tracking of mobile due to multiple time interval developments. The evaluation of the
system suggested that it can be applied to the existing hardware and has an accuracy to the
millimeter level.

The GPS tracking system alone only provides the positional information and has low
accuracy. So, GPS tracking systems are usually combined with vision-based tracking or
inertial sensors. The intervention would help gain the full pose estimation of 6DoF [123].
Moreover, backup tracking systems have been developed as an alternative when the
GPS fails [98,124]. The optical tracking systems [100] or the ultrasonic rangefinders [101]
can be coupled with the inertial trackers for enhancing efficiency. As the differential
measurement approach causes the problem of drift, these hybrid systems help resolve them.
Furthermore, the use of gravity as a reference to the inertial sensor made them static and
bound. The introduction of the hybrid system would make them operate in a simulator,
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vehicle, or in any other moving platform [125]. The introduction of accelerators, cameras,
gyroscopes [126], global positioning systems [127], and wireless networking [128] in mobile
phones such as tablets and smartphones also gives an opportunity for hybrid tracking.
Furthermore, these devices have the capability of determining outdoor as well as indoor
accurate poses [129].

3.2. Marker-Based Tracking

Fiducial Tracking: Artificial landmarks for aiding the tracking and registration that
are added to the environment are known as fiducial. The complexity of fiducial tracking
varies significantly depending upon the technology and the application used. Pieces of
paper or small colored LEDs were used typically in the early systems, which had the
ability to be detected using color matching and could be added to the environment [130].
If the position of fiducials is well-known and they are detected enough in the scene then
the pose of the camera can be determined. The positioning of one fiducial on the basis
of a well-known previous position and the introduction of additional fiducials gives an
additional benefit that workplaces could dynamically extend [131]. A QR code-based
fudicial/marker is also proposed by some researchers for marker-/tag-based tracking [115].
With the progression of work on the concept and complexity of the fiducials, additional
features such as multi-rings were introduced for the detection of fiducials at much larger
distances [116]. A minimum of four points of a known position is needed for determining
for calculating the pose of the viewer [117]. In order to make sure that the four points are
visible, the use of these simpler fiducials demanded more care and effort for placing them
in the environment. Examples of such fiducials are ARToolkit and its successors, whose
registration techniques are mostly planar fiducial. In the upcoming section, AR display
technologies are discussed to fulfill all the conditions of Azuma’s definition.

3.3. Summary

This section provides comprehensive details on tracking technologies that are broadly
classified into markerless and marker-based approaches. Both types have many subtypes
whose details, applications, pros, and cons are provided in a detailed fashion. The different
categories of tracking technologies are presented in Figure 4, while the summary of tracking
technologies is provided in Figure 7. Among the different tracking technologies, hybrid
tracking technologies are the most adaptive. This study combined SLAM and inertial
tracking technologies as part of the framework presented in the paper.

Figure 7. Steps for combining real and virtual content.
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4. Augmented Reality Display Technology

For the combination of a real and the virtual world in such a way that they both look
superimposed on each other, as in Azuma’s definition, some technology is necessarily
required to display them.

4.1. Combination of Real and the Virtual Images

Methods or procedures required for the merging of the virtual content in the physical
world include camera calibration, tracking, registration, and composition as depicted in
Figure 7.

4.2. Camera vs. Optical See Through Calibration

It is a procedure or an optical model in which the eye display geometry or param-
eters define the user’s view. Or, in other words, it is a technique of complementing the
dimensions and parameters of the physical and the virtual camera.

In AR, calibration can be used in two ways, one is camera calibration, and another is
optical calibration. The camera calibration technique is used in video see-through (VST)
displays. However, optical calibration is used in optical see-through (OST) displays. OST
calibration can be further divided into three umbrellas of techniques. Initially, manual
calibration techniques were used in OST. Secondly, semi-automatic calibration techniques
were used, and thirdly, we have now automatic calibration techniques. Manual calibration
requires a human operator to perform the calibration tasks. Semi-automatic calibration,
such as simple SPAAM and display relative calibration (DRC), partially collect some pa-
rameters automatically, which usually needed to be done manually in earlier times by
the user. Thirdly, the automatic OST calibration was proposed by Itoh et al. in 2014 with
the model of interaction-free display calibration technique (INDICA) [132]. In video see
through (VST), computer vision techniques such as cameras are used for the registration
of real environments. However, in optical see through (OST), VST calibration techniques
cannot be used as it is more complex because cameras are replaced by human eyes. Vari-
ous calibration techniques were developed for OST. The author evaluates the registration
accuracy of the automatic OST head-mounted display (HMD) calibration technique called
recycled INDICA presented by Itoh and Klinker. In addition, two more calibration tech-
niques called the single-point active alignment method (SPAAM) and degraded SPAAM
were also evaluated. Multiple users were asked to perform two separate tasks to check
the registration and the calibration accuracy of all three techniques can be thoroughly
studied. Results show that the registration method of the recycled INDICA technique is
more accurate in the vertical direction and showed the distance of virtual objects accurately.
However, in the horizontal direction, the distance of virtual objects seemed closer than
intended [133]. Furthermore, the results show that recycled INDICA is more accurate
than any other common technique. In addition, this technique is also more accurate than
the SPAAM technique. Although, different calibration techniques are used for OST and
VST displays, as discussed in [133], they do not provide all the depth cues, which leads
to interaction problems. Moreover, different HMDs have different tracking systems. Due
to this, they are all calibrated with an external independent measuring system. In this
regard, Ballestin et al. propose a registration framework for developing AR environments
where all the real objects, including users, and virtual objects are registered in a common
frame. The author also discusses the performance of both displays during interaction tasks.
Different simple and complex tasks such as 3D blind reaching are performed using OST and
VST HMDs to test their registration process and interaction of the users with both virtual
and real environments. It helps to compare the two technologies. The results show that
these technologies have issues, however, they can be used to perform different tasks [134].

Non-Geometric Calibration Method

Furthermore, these geometric calibrations lead to perceptual errors while converting
from 3D to 2D [135]. To counter this problem, parallax-free video see-through HMDs were
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proposed; however, they were very difficult to create. In this regard, Cattari et al. in 2019
proposes a non-stereoscopic video see-through HMD for a close-up view. It mitigates
perceptual errors by mitigating geometric calibration. Moreover, the authors also identify
the problems of non-stereoscopic VST HMD. The aim is to propose a system that provides
a view consistent with the real world [136,137]. Moreover, State et al. [138] focus on a VST
HMD system that generates zero eye camera offset. While Bottechia et al. [139] present an
orthoscope monocular VST HMD prototype.

4.3. Tracking Technologies

Some sort of technology is required to track the position and orientation of the object
of interest which could either be a physical object or captured by a camera with reference
to the coordinate plan (3D or 2D) of a tracking system. Several technologies ranging from
computer vision techniques to 6DoF sensors are used for tracking the physical scenes.

4.4. Registration

Registration is defined as a process in which the coordinate frame used for manifesting
the virtual content is complemented by the coordinate frame of the real-world scene. This
would help in the accurate alignment of the virtual content and the physical scene.

4.5. Composition

Now, the accuracy of two important steps, i.e., the accurate calibration of the virtual
camera and the correct registration of the virtual content relative to the physical world,
signifies the right correspondence between the physical environment and the virtual scene
which is generated on the basis of tracking updates. This process then leads to the composi-
tion of the virtual scene’s image and can be done in two ways: Optically (or physically)
or digitally. The physical or digital composition depends upon the configuration and
dimensions of the system used in the augmented reality system.

4.6. Types of Augmented Reality Displays

The combination of virtual content in the real environment divides the AR displays
into four major types, as depicted in Figure 8. All have the same job to show the merged
image of real and virtual content to the user’s eye. The authors have categorized the latest
technologies of optical display after the advancements in holographic optical elements
HOEs. There are other categories of AR display that arealso used, such as video-based, eye
multiplexed, and projection onto a physical surface.

Figure 8. Types of augmented reality display technologies.
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4.7. Optical See-Through AR Display

These kinds of displays use the optical system to merge the real scenes and virtual
scene images. Examples of AR displays are head-up display HUD systems of advanced
cars and cockpits of airplanes. These systems consist of the following components: beam
splitters, which can be of two forms, combined prisms or half mirrors. Most beam splitters
reflect the image from the video display. This reflected image is then integrated with a
real-world view that can be visualized from the splitter. For half mirrors as a beam splitter,
the working way is somewhat different: the real-world view is reflected on the mirror rather
than the image of the video display. At the same time, the video display can also be viewed
from the mirror. The transport projection system is semi-transparent optical technology
used in optical display systems. Their semi-transparent property allows the viewer to
witness the view at the back of the screen. Additionally, this system uses diffused light to
manifest the exhibited image. Examples of semi-display optical systems are transparent
projection film, transparent LCDs, etc. Optical combiners are used for the combination of
virtual and real scene images. Optical see-through basically has two sub-categories, one
is a free-space combiner and the other is a wave-guide combiner [140]. Additionally, now
the advancement of technology has enabled technicians to make self-transparent displays.
This self-transparent feature help in the miniaturization and simplification of the size and
structure of the optical see-through displays.

4.7.1. Free-Space Combiners

Papers related to free space combiners are discussed here. Pulli et al. [11] introduce a
second-generation immersive optical see-through AR system known as meta 2. It is based
on an optical engine that uses the free-form visor to make a more immersive experience.
Another traditional geometric display is ultra-fast high-resolution piezo linear actuators
combined with Alvarez’s lens to make a new varifocal optical see-through HMD. It uses a
beamsplitter which acts as an optical combiner to merge the light paths of the real and virtual
worlds [12]. Another type of free-space combiner is Maxwellian-type [112–114,141]. In [142],
the author employs the random structure as a spatial light modulator for developing a light-
field near-eye display based on random pinholes. The latest work in [143,144] introduces
an Ini-based light field display using the multi-focal micro-lens to propose the extended
depth of the field. To enhance the eyebox view there is another technique called puppil
duplication steering[145–150]. In this regard, refs. [102,151] present the eyebox-expansion
method for the holographic near-eye display and pupil-shifting holographic optical element
(PSHOE) for the implementation. Additionally, the design architecture is discussed and the
incorporation of the holographic optical element within the holographic display system
is discussed. There is another recent technique similar to the Maxwellian view called
pin-light systems. It increases the Maxwellian view with larger DoFs [103,104].

4.7.2. Wave-Guide Combiner

The waveguide combiner basically traps light into TIR as opposed to free-space, which
lets the light propagate without restriction [104–106]. The waveguide combiner has two
types, one is diffractive waveguides and another is achromatic waveguides [107,152–155].

4.8. Video-Based AR Displays

These displays execute the digital processes as their working principle [156]. To
rephrase, the merging of the physical world video and the virtual images, in video display
systems, is carried out by digital processing. The working of the video-based system de-
pends upon the video camera system by which it fabricates the real-world video into digital.
The rationale behind this system is that the composition of the physical world’s video or
scenario with the virtual content could be manifested digitally through the operation of
a digital image processing technique [157]. Mostly, whenever the user has to watch the
display, they have to look in the direction of the video display, and the camera is usually
attached at the back of this display. So, the camera faces the physical world scene. These are
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known as “video see-through displays" because in them the real world is fabricated through
the digitization (i.e., designing the digital illusion) of these video displays. Sometimes
the design of the camera is done in such a way that it may show an upside-down image of
an object, create the illusion of a virtual mirror, or site the image at a distant place.

4.9. Projection-Based AR Display

Real models [158] and walls [159] could be example of projection-based AR displays.
All the other kinds of displays use the display image plan for the combination of the real
and the virtual image. However, this display directly overlays the virtual scene image over
the physical object. They work in the following manner:

• First, they track the user’s viewpoint.
• Secondly, they track the physical object.
• Then, they impart the interactive augmentation [160].

Mostly, these displays have a projector attached to the wall or a ceiling. This inter-
vention has an advantage as well as a disadvantage. The advantage is that this does not
demand the user to wear something. The disadvantage is that it is static and restricts the
display to only one location of projection. For resolving this problem and making the pro-
jectors mobile, a small-sized projector has been made that could be easily carried from one
place to another [161]. More recently, with the advancement of technology, miniaturized
projectors have also been developed. These could be held in the hand [162] or worn on the
chest [163] or head [164].

4.10. Eye-Multiplexed Augmented Reality Display

In eye-multiplexed AR displays, the users are allowed to combine the views of the
virtual and real scenes mentally in their minds [72]. Rephrased, these displays do not com-
bine the image digitally; therefore, it requires less computational power [72]. The process
is as follows. First, the virtual image gets registered to the physical environment. Second,
the user will get to see the same rendered image as the physical scene because the virtual
image is registered to the physical environment. The user has to mentally configure the
images in their mind to combine the virtual and real scene images because the display does
not composite the rendered and the physical image. For two reasons, the display should be
kept near the viewer’s eye: first, the display could appear as an inset into the real world,
and second, the user would have to put less effort into mentally compositing the image.

The division of the displays on the basis of the position of the display between the real
and virtual scenes is referred to as the “eye to world spectrum”.

4.11. Head-Attached Display

Head-attached displays are in the form of glasses, helmets, or goggles. They vary
in size from smaller to bigger. However, with the advancement of technology, they are
becoming lighter to wear. They work by displaying the virtual image right in front of the
user’s eye. As a result, no other physical object can come between the virtual scene and
the viewer’s eye. Therefore, the third physical object cannot occlude them. In this regard,
Koulieris et al. [165] summarized the work on immersive near-eye tracking technologies and
displays. Results suggest various loopholes within the work on display technologies: user
and environmental tracking and emergence–accommodation conflict. Moreover, it suggests
that advancement in the optics technology and focus adjustable lens will improve future
headset innovations and creation of a much more comfortable HMD experience. In addition
to it, Minoufekr et al. [166] illustrate and examine the verification of CNC machining using
Microsoft HoloLens. In addition, they also explore the performance of AR with machine
simulation. Remote computers can easily pick up the machine models and load them onto
the HoloLens as holograms. A simulation framework is employed that makes the ma-
chining process observed prior to the original process. Further, Franz et al. [88] introduce
two sharing techniques i.e., over-the-shoulder AR and semantic linking for investigating
the scenarios in which not every user is wearing HWD. Semantic linking portrays the
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virtual content’s contextual information on some large display. The result of the experiment
suggested that semantic linking and over-the-shoulder suggested communication between
participants as compared to the baseline condition. Condino et al. [167] aim to explore
two main aspects. First, to explore complex craniotomies to gauge the reliability of the
AR-headsets [168]. Secondly, for non-invasive, fast, and completely automatic planning-to-
patient registration, this paper determines the efficacy of patient-specific template-based
methodology for this purpose.

4.12. Head-Mounted Displays

The most commonly used displays in AR research are head-mounted displays (HMDs).
They are also known as face-mounted displays or near-eye displays. The user puts them
on, and the display is represented right in front of their eyes. They are most commonly
in the form of goggles. While using HMDs, optical and video see-through configurations
are most commonly used. However, recently, head-mounted projectors are also explored
to make them small enough to wear. Examples of smart glasses, Recon Jet, Google glass,
etc., are still under investigation for their usage in head-mounted displays. Barz et al. [169]
introduce a real-time AR system that augments the information obtained from the recently
attended objects. This system is implemented by using head-mounted displays from the
state-of-the-art Microsoft HoloLens [170]. This technology can be very helpful in the fields
of education, medicine, and healthcare. Fedosov et al. [171] introduce a skill system, and an
outdoor field study was conducted on the 12 snowboards and skiers. First, it develops a
system that has a new technique to review and share personal content. Reuter et al. [172]
introduce the coordinative concept, namely RescueGlass, for German Red Cross rescue dog
units. This is made up of a corresponding smartphone app and a hands-free HMD (head-
mounted display) [173]. This is evaluated to determine the field of emergency response
and management. The initial design is presented for collaborative professional mobile
tasks and is provided using smart glasses. However, the evaluation suggested a number
of technical limitations in the research that could be covered in future investigations.
Tobias et al. [174] explore the aspects such as ambiguity, depth cues, performed tasks, user
interface, and perception for 2D and 3D visualization with the help of examples. Secondly,
they categorize the head-mounted displays, introduce new concepts for collaboration tasks,
and explain the concepts of big data visualization. The results of the study suggested that
the use of collaboration and workspace decisions could be improved with the introduction
of the AR workspace prototype. In addition, these displays have lenses that come between
the virtual view and the user’s eye just like microscopes and telescopes. So, the experiments
are under investigation to develop a more direct way of viewing images such as the
virtual retinal display developed in 1995 [175]. Andersson et al. [176] show that training,
maintenance, process monitoring, and programming can be improved by integrating AR
with human—robot interaction scenarios.

4.13. Body-Attached and Handheld Displays

Previously, the experimentation with handheld display devices was done by tethering
the small LSDs to the computers [177,178]. However, advancements in technology have im-
proved handheld devices in many ways. Most importantly, they have become so powerful
to operate AR visuals. Many of them are now used in AR displays such as personal digital
assistants [179], cell phones [180], tablet computers [181], and ultra-mobile PCs [182].

4.13.1. Smartphones and Computer tablets

In today’s world, computer tablets and smartphones are powerful enough to run AR
applications, because of the following properties: various sensors, cameras, and powerful
graphic processors. For instance, Google Project Tango and ARCore have the most depth
imaging sensors to carry out the AR experiences. Chan et al. [183] discuss the challenges
faced while applying and investigating methodologies to enhance direct touch interaction
on intangible displays. Jang et al. [184] aim to explore e-leisure due to enhancement in
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the use of mobile AR in outdoor environments. This paper uses three methods, namely
markerless, marker-based, and sensorless to investigate the tracking of the human body.
Results suggested that markerless tracking cannot be used to support the e-leisure on
mobile AR. With the advancement of electronic computers, OLED panels and transparent
LCDs have been developed. It is also said that in the future, building handheld optical
see-through devices would be available. Moreover, Fang et al. [185] focus on two main
aspects of mobile AR. First, a combination of the inertial sensor, 6DoF motion tracking
based on sensor-fusion, and monocular camera for the realization of mobile AR in real-
time. Secondly, to balance the latency and jitter phenomenon, an adaptive filter design
is introduced. Furthermore, Irshad et al. [186] introduce an evaluation method to assess
mobile AR apps. Additionally, Loizeau et al. [187] explore a way of implementing AR for
maintenance workers in industrial settings.

4.13.2. Micro Projectors

Micro projectors are an example of a mobile phone-based AR display. Researchers are
trying to investigate these devices that could be worn on the chest [188], shoulder [189],
or wrist [190]. However, mostly they are handheld and look almost like handheld flash-
lights [191].

4.13.3. Spatial Displays

Spatial displays are used to exhibit a larger display. Henceforth, these are used in
the location where more users could get benefit from them i.e., public displays. Moreover,
these displays are static, i.e., they are fixed at certain positions and can not be mobilized.

The common examples of spatial displays include those that create optical see-through
displays through the use of optical beamers: half mirror workbench [192–195] and virtual
showcases. Half mirrors are commonly used for the merging of haptic interfaces. They also
enable closer virtual interaction. Virtual showcases may exhibit the virtual images on some
solid or physical objects mentioned in [196–200]. Moreover, these could be combined with
the other type of technologies to excavate further experiences. The use of volumetric 3D
displays [201], autostereoscopic displays [202], and other three-dimensional displays could
be researched to investigate further interesting findings.

4.13.4. Sensory Displays

In addition to visual displays, there are some sensors developed that work with
other types of sensory information such as haptic or audio sensors. Audio augmentation
is easier than video augmentation because the real world and the virtual sounds get
naturally mixed up with each other. However, the most challenging part is to make the
user think that the virtual sound is spatial. Multi-channel speaker systems and the use of
stereo headphones with the head-related transfer function (HRTF) are being researched
to cope with this challenge [203]. Digital sound projectors use the reverberation and the
interference of sound by using a series of speakers [204]. Mic-throughand hear-through
systems, developed by Lindeman [205,206,206], work effectively and are analogous to
video and optical see-through displays. The feasibility test for this system was done
by using a bone conduction headset. Other sensory experiences are also being researched.
For example, the augmentation of the gustatory and olfactory senses. Olfactory and visual
augmentation of a cookie-eating scene was developed by Narumi [207]. Table 2 gives the
primary types of augmented reality display technologies and discusses their advantages
and disadvantages.
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4.14. Summary

This section presented a comprehensive survey of AR display technologies. These
displays not only focused on combing the virtual and real-world scenes of visual experience
but also other ways of combining the sensory, olfactory, and gustatory senses are also under
examination by researchers. Previously, head-mounted displays were most commonly
in practice; however, now handheld devices and tablets or mobile-based experiences are
widely used. These things may also change in the future depending on future research and
low cost. The role of display technologies was elaborated first, thereafter, the process of
combining the real and augmented contents and visualizing these to users was elaborated.
The section elaborated thoroughly on where the optical see-through and video-based
see-through are utilized along with details of devices. Video see-through (VST) is used
in head-mounted displays and computer vision techniques such as cameras are used
for registration of real environment, while in optical see-through (OST), VST calibration
techniques cannot be used due to complexity, and cameras are replaced by human eyes.
The optical see-through is a trendy approach as of now. The different calibration approaches
are presented and analyzed and it is identified after analysis, the results show that recycled
INDICA is more accurate than other common techniques presented in the paper. This
section also presents video-based AR displays. Figure 8 present a classified representation
of different display technologies pertaining to video-based, head-mounted, and sensory-
based approaches. The functions and applications of various display technologies are
provided in Table 2 Each of the display technologies presented has its applicability in
various realms whose details are summarized in the same Table 2.

5. Walking and Distance Estimation in AR

The effectiveness of AR technologies depends on the perception of distance of users
from both real and virtual objects [214,215]. Mikko et al. performed some experiments to
judge depth using stereoscopic depth perception [216]. The perception can be changed if
the objects are on the ground or off the ground. In this regard, Carlos et al. also proposed a
comparison between the perception of distance of these objects on the ground and off the
ground. The experiment was done where the participant perceived the distance from cubes
on the ground and off the ground as well. The results showed that there is a difference
between both perceptions. However, it was also shown that this perception depends on
whether the vision is monocular or binocular [217]. Plenty of research has been done in
outdoor navigation and indoor navigation areas with AR [214]. In this regard, Umair et al.
present an indoor navigation system in which Google glass is used as a wearable head-
mounted display. A pre-scanned 3D map is used to track an indoor environment. This
navigation system is tested on both HMD and handheld devices such as smartphones.
The results show that the HMD was more accurate than the handheld devices. Moreover, it
is stated that the system needs more improvement [218].

6. AR Development Tool

In addition to the tracking and display devices, there are some other software tools
required for creating an AR experience. As these are hardware devices, they require some
software to create an AR experience. This section explores the tools and the software
libraries. It will cover both the aspects of the commercially available tools and some that
are research related. Different software applications require a separate AR development
tool. A complete set of low-level software libraries, plug-ins, platforms, and standalones
are presented in Figure 9 so they can be summarized for the reader.
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Figure 9. Stack of development libraries, plug-ins, platforms, and standalone authoring tools for
augmented reality development.

In some tools, computer vision-based tracking (see Section 3.1.2) is preferred for creat-
ing an indoor experience, while others utilized sensors for creating an outdoor experience.
The use of each tool would depend upon the type of platform (web or mobile) for which it
is designed. Further in the document, the available AR tools are discussed, which consist
of both novel tools and those that are widely known. Broadly, the following tools will
be discussed:

• Low-level software development tools: needs high technological and programming
skills.

• Rapid prototyping: provides a quick experience.
• Plug-ins that run on the existing applications.
• Standalone tools that are specifically designed for non-programmers.
• Next generation of AR developing tools.

6.1. Low-Level Software Libraries and Frameworks

Low-level software and frameworks make the functions of display and core tracking
accessible for creating an AR experience. One of the most commonly used AR software
libraries, as discussed in the previous section, is ARToolKit. ARToolKit is developed by
Billing Hurst and Kato that has two versions [219]. It works on the principle of a fidu-
cial marker-based registration system [220]. There are certain advances in the ARToolKit
discussed related to the tracking in [213,221–224]. The first one is an open-source version
that provides the marker-based tracking experience, while the second one provides natu-
ral tracking features and is a commercial version. It can be operated on Linux, Windows,
and Mac OS desktops as it is written in the C language. It does not require complex graphics
or built-in support for accomplishing its major function of providing a tracking experience,
and it can operate simply by using low-level OpenGL-based rendering. ARToolKit requires
some additional libraries such as osgART and OpenScene graph library so it can provide
a complete AR experience to AR applications. OpenScene graph library is written in C
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language and operates as an open-source graph library. For graphic rendering, the Open-
Scene graph uses OpenGL. Similarly, the osgART library links the OpenScene graph and
ARToolKit. It has advanced rendering techniques that help in developing the interacting AR
application. OsgART library has a modular structure and can work with any other tracking
library such as PTAM and BazAR, if ARtoolkit is not appropriate. BazAR is a workable
tracking and geometric calibration library. Similarly, PTAM is a SLAM-based tracking
library. It has a research-based and commercial license. All these libraries are available and
workable to create a workable AR application. Goblin XNA [208] is another platform that
has the components of interactions based on physics, video capture, a head-mounted AR
display on which output is displayed, and a three-dimensional user interface. With Goblin
XNA, existing XNA games could be easily modified [209]. Goblin XNA is available as a
research and educational platform. Studierstube [210] is another AR system through which
a complete AR application can be easily developed. It has tracking hardware, input devices,
different types of displays, AR HMD, and desktops. Studierstube was specially developed
to subsidize the collaborative applications [211,212]. Studierstube is a research-oriented
library and is not available as commercial and workable easy-to-use software. Another
commercially available SDK is Metaio SDK [225]. It consists of a variety of AR tracking
technologies including image tracking, marker tracking, face tracking, external infrared
tracking, and a three-dimensional object tracking. However, in May 2015, it was acquired by
Apple and Metaio products and subscriptions are no longer available for purchase. Some of
these libraries such as Studierstube and ARToolKit were initially not developed for PDAs.
However, they have been re-developed for PDAs [226]. It added a few libraries in assistance
such as open tracker, pocketknife for hardware abstraction, KLIMT as mobile rendering,
and the formal libraries of communication (ACE) and screen graphs. All these libraries
helped to develop a complete mobile-based AR collaborative experience [227,228]. Simi-
larly, ARToolKit also incorporated the OpenScene graph library to provide a mobile-based
AR experience. It worked with Android and iOS with a native development kit including
some Java wrapping classes. Vuforia’s Qualcomm low-level library also provided an AR
experience for mobile devices. ARToolKit and Vuforia both can be installed as a plug-in in
Unity which provides an easy-to-use application development for various platforms. There
are a number of sensors and low-level vision and location-based libraries such as Metaio
SDK and Droid which were developed for outdoor AR experience. In addition to these
low-level libraries, the Hit Lab NZ Outdoor AR library provided high-level abstraction for
outdoor AR experience [229]. Furthermore, there is a famous mobile-based location AR
tool that is called Hoppala-Augmentation. The geotags given by this tool can be browsed
by any of the AR browsers including Layar, Junaio, and Wikitude [230].

6.2. ARTag

ARTag is designed to resolve the limitations of ARToolkit. This system was developed
to resolve a number of issues:

• Resolving inaccurate pattern matching by preventing the false positive matches.
• Enhancing the functioning in the presence of the imbalanced lightening conditions.
• Making the occlusion more invariant.

However, ARTag is no longer actively under development and supported by the NRC
Lab. A commercial license is not available.

6.3. Wikitude Studio

This is also a web-based authoring tool for creating mobile-based AR applications. It
allows the utilization of computer vision-based technology for the registration of the real
world. Several types of media such as animation and 3D models can be used for creating
an AR scene. One of the important features of Wikitude is that the developed mobile AR
content can be uploaded not only on the Wikitude AR browser app but also on a custom
mobile app [231]. Wikitude’s commercial plug-in is also available in Unity to enhance the
AR experience for developers.
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6.4. Standalone AR Tools

Standalone AR tools are mainly designed to enable non-programmer users to create an
AR experience. A person the basic computer knowledge can build and use them. The reason
lies in the fact that most AR authoring tools are developed on a graphical user interface. It is
known as a standalone because it does not require any additional software for its operation.
The most common and major functions of standalone are animation, adding interactive
behaviors, and construction. The earliest examples of the standalone tools are AMIRE [232]
and CATOMIR [233]. However, AMIRE and CATOMIR have no support available and are
not maintained by the development team.

BuildAR

This standalone AR authoring tool has the advantage of quickly adding to the devel-
opment of the AR experience. BuildAR has important characteristics. This allows the user
to add video, 3D models, sound, text, and images. It has both arbitrary images and the
square marker for which it provides computer vision-based tracking. They use the format
of proprietary file format for saving the content developed by the user. BuildAR viewer
software can be downloaded for free and it helps in viewing the file. However, BuildAR
has no support available and the exe file is not available on their website.

Limitation: It does not support adding new interactive features. However, Choi et al. [234]
have provided a solution to this constraint. They have added the desktop authoring tool
that helps in adding new interactive experiences.

6.5. Rapid Prototyping/Development Tools

In order to cope with the limitation of low-level libraries, another more fast and more
rapid AR application development tool is required. The major idea behind the development
of rapid prototyping was that it rapidly shows the user the prototype before executing
the hard exercise of developing the application. In the following paragraphs, a number
of different tools are explained for developing rapid prototyping. For the creation of
multimedia content, Adobe Flashis one of the most famous tools. It was developed on
desktop and web platforms. Moreover, the web desktop and mobile experiences can be
prototyped by it. Flash developers can use the FLARManager, FLARToolKit, or any other
plug-ins for the development of AR experience. Porting the version of ARToolKit over the
flash on the web creates the AR experience. Its process is so fast that just by writing a few
lines, the developer can:

• Activate their camera.
• The AR markers could be viewed in a camera.
• The virtual content could be overlaid and loaded on the tracked image.

FLARToolkit is the best platform for creating AR prototyping because it has made
it very easy for being operated by anyone. Anyone who has a camera and flash-enabled
web browser can easily develop the AR experience. Alternatives to Flash: According to the
website of Adobe, it no longer supports Flash Player after 31 December 2020 and blocked
Flash content from running in Flash Player beginning 12 January 2021. Adobe strongly
recommends all users immediately uninstall Flash Player to help protect their systems.
However, some AR plug-ins could be used as an alternative to Flash-based AR applications.
For instance, Microsoft Silverlight has the SLARToolKit. HTML5 is also recently used by
researchers for creating web-based AR experiences. The major benefit of using HTML5 is
that the interference of the third-party plug-in is not required. For instance, the AR natural
feature tracking is implemented on WebGL, HTML5, and JavaScript. This was developed
by Oberhofer and was viewable on mobile web browsers and desktops. Additionally,
the normal HTML, with few web component technologies, has been used by Ahn [235] to
develop a complete mobile AR framework.
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6.6. Plug-ins to Existing Developer Tools

For the creation of AR experiences, the software libraries require tremendous program-
ming techniques. So, plug-ins could be used as an alternative. Plug-ins are devices that
could be plugged into the existing software packages. The AR functionality is added to
the software packages that to the existing two-dimensional or three-dimensional content
authoring tools. If the user already knows the procedure of using authoring tools that are
supported by plug-ins, then AR plug-ins for the non-AR authoring tools are useful. These
tools are aimed at:

• AR tracking and visualization functions for the existing authoring tools.
• It depends on the content authoring function supplied by the main authoring tool.

There are certain tools available as plug-ins and standalone through which AR appli-
cations can be built comparatively simply. These are commercial and some of them are
freely available. As discussed earlier, Vuforia can be installed as a plug-in in Unity [236]
and also has a free version. However, with complete support of tools certain amount needs
to be paid. Similarly, ARtoolkit is available standalone and a plug-in for Unity is available.
It is freely available for various platforms such as Android, iOS, Linux, and Windows.
Moreover, ARCore and ARKit are also available for Android and iOS, respectively, and can
work with Unity and Unreal authoring tools as a plug-in. ARCore is available and free
for developers. MAXST and Wikitude also can work in integration with Unity, though they
have a licensing price for the commercial version of the software. MAXST had a free
version as well. All these tools, the abovementioned libraries, and standalone tools are
depicted in Figure 9. Cinema 4D, Maya, Trimble SketchUp 3D modeling software, 3Ds
Max, and many others were created by a number of plug-ins that acted as authoring tools
for three-dimensional content. While 3D animation and modeling tools are not capable of
providing interactive features, it is very productive in creating three-dimensional scenes.
SketchUp can utilize the AR plug-in by creating a model for the content creators. This
model is then viewable in the AR scene provided by a free AR media player. The interactive
three-dimensional graphic authoring tools are also available for the creation of highly
interactive AR experiences, for instance, Wizard [237], Quest3D [238], and Unity [236]. All
of these authoring tools have their own specific field of operation; however, Unity can be
utilized to create a variety of experiences. The following are examples that justify the use
of Unity over different solutions available:

• The AR plug-in of the Vuforia tracking library can be used with Unity 3D. This
integration will help Vuforia in the creation of AR applications for the android or iOS
platform.

• Similarly, the ARToolkit for Unity also provides marker-based experiences. It provides
both image and marker-based AR visualization and tracking.

In such integrations, the highly interactive experiences are created by the normal
Unity3D scripting interface and visual programming. Limitations of AR plug-ins: The
following are the limitations accrued with the AR plug-in:

• The need for proprietary software could arise for the content produced by the au-
thoring tool. The design provided by the authoring tools could restrict the user’s
interactive and interface designs.

• Moreover, the authoring tools can also restrict the configurations of hardware or
software within a certain limit.

Moreover, Nebeling et al. [239] reviewed the issues with the authoring tools of AR/VR.
The survey of the tools has identified three key issues. To make up for those limitations, new
tools are introduced for supporting the gesture-based interaction and rapid prototyping
of the AR/VR content. Moreover, this is done without having technical knowledge of
programming, gesture recognition, and 3D modeling. Mladenov et al. [240] review the
existing SDKs and aim to find the most efficient SDK for the AR applications used in
industrial environments. The paper reveals that currently available SDKs are very helpful
for users to create AR applications with the parameters of their choice in industrial settings.
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6.7. Summary

This section presents a detailed survey of different software and tools required for
creating an AR experience. The section outlines hardware devices used in AR technology
and various software to create an AR experience. It further elaborates on the software
libraries required and covers bother the aspects of the commercially available tools. Table 3
provides a stack of software libraries, plug-ins, supported platforms, and standalone
authoring tools. The figure also presents details of whether the mentioned tools are active
or inactive. As an example, BazAR is used in tracking and geometric calibration. It is an
open-source library for Linux or windows available under research-based GPL and can be
used for research to detect an object via camera, calibrate it, and initiate tracking to put a
basic virtual image on it; however, this library is not active at the present. Commercially
used AR tools such as plug-ins have the limitations of only working efficiently in the 2D
GUI and become problematic when used for 3D content. The advancement of technology
may bring about a change in the authoring tools by making them capable of being operated
for 3D and developing more active AR interfaces.
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7. Collaborative Research on Augmented Reality

In general, collaboration in augmented reality is the interaction of multiple users with
virtual objects in the real environment. This interaction is regardless of the users’ location,
i.e., they can participate remotely or have the same location. In this regard, we have two
types of collaborative AR: co-located collaborative AR and remote collaborative AR. We
mention it further in Figure 10.

7.1. Co-Located Collaborative AR

In this type of collaborative AR, the users interact with the virtual content rendered
in the real environment while sharing the same place. The participant are not remote in
such case. In this regard, Wells et al. [241] aim to determine the impact on the co-located
group activities by varying the complexity of AR models using mobile AR. The paper also
discusses different styles of collaborative AR such as:

• hlActive Discussion: A face-to-face discussion including all participants.
• Single Shared view: The participants focus on a single device.
• Disjoint and Shared View: Two to three participants focus on a single device.
• Disjoint and Distributed View: One to two people focus on their devices while the

others are discussing.
• Distributed View: Participants focus on their devices with no discussion.
• Distributive View with Discussion: Participants focus on their devices while discussing

in the group.

In this paper, the author did not contribute to the technology of co-located collaborative
AR, but rather performed analysis on the effectiveness of different collaborative AR.

Figure 10. Collaborative augmented reality research domains.

Grandi et al. [242] target the development of design approaches for synchronous col-
laboration to resolve complex manipulation tasks. For this, purpose fundamental concepts
of design interface, human collaboration, and manipulation are discussed. This research
the spiral model of research methodology which involves the development, planning,
analysis, and evaluation. In addition, Dong et al. [243] introduce “ARVita”, a system where
multiple users can interact with virtual simulations of engineering processes by wearing a
head-mounted display. This system uses a co-located AR technique where the users are
sitting around a table.
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7.1.1. Applications of Co-located Collaborative AR

Kim et al. [244] propose a PDIE model to make a STEAM educational class while incor-
porating AR technology into the system. Furthermore, the “Aurasma” application is used
to promote AR in education. In addition, Kanzanidis et al. [245] focus on teaching mobile
programming using synchronous co-located collaborative AR mobile applications in which
students are distributed in groups. The result showed that the students were satisfied with
this learning methodology. Moreover, Chang et al. [246] explore the use of a mobile AR
(MAR) application to teach interior design activities to students. The results identified
that the students who were exposed to MAR showed more effectiveness in learning than
those who were taught traditionally. Lastly, Sarkar et al. [247] discuss three aspects of syn-
chronous co-located collaboration-based problem-solving: first, students’ perspectives on
AR learning activities, either in dyads or individually are determined; second, the approach
adopted by students while problem-solving is determined; third, the students’ motivation
for using ScholAR is determined. Statistical results suggested that 90.4% students preferred
the collaborative AR experience, i.e., in dyads. Meanwhile, motivation level and usability
scores were higher for individual experiences. Grandi et al. [248] introduce the design for
the collaborative manipulation of AR objects using mobile AR. This approach has two main
features. It provides a shared medium for collaboration and manipulation of 3D objects as
well as provides precise control of DoF transformations. Moreover, strategies are presented
to make this system more efficient for users in pairs. Akccayir et al. [249] explore the impact
of AR on the laboratory work of university students and their attitudes toward laboratories.
This study used the quasi-experimental design with 76 participants—first year students
aged 18–20 years. Both qualitative and quantitative methods were used for the analyses
of data. A five-week implementation of the experiment proved that the use of AR in the
laboratory significantly improved the laboratory skills of the students. However, some
teachers and students also discussed some of the negative impacts of other aspects of AR.
Rekimoto et al. [250] propose a collaborative AR system called TransVision. In this system,
two or more users use a see-through display to look at the virtual objects rendered in a real
environment using synchronous co-located collaborative AR. Oda et al. [251] propose a
technique for avoiding interference for hand-held synchronous co-located collaborative AR.
This study is based on first-person two-player shooting AR games. Benko et al. [87] present
a collaborative augmented reality and mixed reality system called “VITA” or “Visual In-
teraction Tool For Archaeology”. They have an off-site visualization system that allows
multiple users to interact with a virtual archaeological object. Franz et al. [88] present a
system of collaborative AR for museums in which multiple users can interact in a shared
environment. Huynh et al. [252] introduce art of defense (AoD), a co-located augmented
reality board game that combines handheld devices with physical game pieces to create
a unique experience of a merged physical and virtual game. Nilsson et al. [253] focus on
a multi-user collaborative AR application as a tool for supporting collaboration between
different organizations such as rescue services, police, and military organizations in a
critical situation.

7.1.2. Asynchronous Co-Located Collaborative AR

Tseng et al. [254] present an asynchronous annotation system for collaborative aug-
mented reality. This system can attribute virtual annotations with the real world due to
a number of distinguishing capabilities, i.e., playing back, placing, and organizing. Ex-
tra context information is preserved by the recording of the perspective of the annotator.
Furthermore, Kashara et al. [255] introduce “Second Surface”, an asynchronous co-located
collaborative AR system. It allows the users to render images, text, or drawings in a real
environment. These objects are stored in the data server and can be accessed later on.

7.2. Remote Collaborative AR

In this type of collaborative AR, all the users have different environments. They
can interact with virtual objects remotely from any location. A number of studies have
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been done in this regard. Billinghurst et al. [256] introduce a wearable collaborative
augmented reality system called “WearCom” to communicate with multiple remote people.
Stafford et al. [257] present God-like interaction techniques for collaboration between
outdoor AR and indoor tabletop users. This paper also describes a series of applications for
collaboration. Gauglitz et al. [258] focus on a touchscreen interface for creating annotations
in a collaborative AR environment. Moreover, this interface is also capable of virtually
navigating a scene reconstructed live in 3D. Boonbrahm et al. [259] aim to develop a design
model for remote collaboration. The research introduces the multiple marker technique to
develop a very stable system that allows users from different locations to collaborate which
also improves the accuracy. Li et al. [260] suggest the viewing of a collaborative exhibit
has been considerably improved by introducing the distance-driven user interface (DUI).
Poretski et al. [261] describe the behavioral challenges faced in interaction with virtual
objects during remote collaborative AR. An experiment was performed to study users’
interaction with shared virtual objects in AR. Clergeaud et al. [262] tackle the limitations of
collaboration in aerospace industrial designs. In addition, the authors propose prototype
designs to address these limitations. Oda et al. [263] present the GARDEN (gesturing
in an augmented reality depth-mapped environment) technique for 3D referencing in a
collaborative augmented reality environment. The result shows that this technique is more
accurate than the other comparisons. Muller et al. [85] investigate the influence of shared
virtual landmarks (SVLs) on communication behavior and user experience. The results
show that enhancement in user experience when SVLs were provided. Mahmood et al. [264]
present a remote collaborative system for co-presence and sharing information using mixed
reality. The results show improvements in user collaborative analysis experience.

7.2.1. Applications of Remote Collaborative AR

Munoz et al. [265] present a system called GLUEPS-AR to help teachers in learning
situations by integrating AR and web technologies i.e., Web 2.0 tools and virtual learning
environments (VLEs) [266]. Bin et al. [267] propose a system to enhance the learning expe-
rience of the students using collaborative mobile augmented reality learning application
(CoMARLA). The application was used to teach ICT to students. The results showed im-
provement in the learning of the students using CoMARLA. Dunleavy et al. [268] explore
the benefits and drawbacks of collaborative augmented reality simulations in learning.
Moreover, a collaborative AR system was proposed for computers independent of location,
i.e., indoor or outdoor. Maimone et al. [269] introduce a telepresence system with real-time
3D capture for remote users to improve communication using depth cameras. Moreover, it
also discusses the limitations of previous telepresence systems. Gauglitz et al. [270] present
an annotation-based remote collaboration AR system for mobiles. In this system, the remote
user can explore the scene regardless of the local user’s camera position. Moreover, they can
also communicate through annotations visible on the screen. Guo et al. [271] introduce an
app, known as Block, that enables the users to collaborate irrespective of their geographic
position, i.e., they can be either co-located or remote. Moreover, they can collaborate either
asynchronously or synchronously. This app allows users to create structures that persist in
the real environment. The result of the study suggested that people preferred synchronous
and collocated collaboration, particularly one that was not restricted by time and space.
Zhang et al. [272] propose a collaborative augmented reality for socialization app (CARS).
This app improves the user’s perception of the quality of the experience. CARS benefits the
user, application, and system on various levels. It reduces the use of computer resources,
end-to-end latency, and networking. Results of the experiment suggest that CARS acts
more efficiently for users of cloud-based AR applications. Moreover, on mobile phones,
it reduces the latency level by up to 40%. Grandi et al. [242] propose an edge-assisted
system, known as CollabAR, which combines both collaboration image recognition and
distortion tolerance. Collaboration image recognition enhances recognition accuracy by
exploiting the “spatial-temporal" correlation. The result of the experiment suggested that
this system has significantly decreased the end-to-end system latency up to 17.8 ms for a

269



Sensors 2023, 23, 146

smartphone. Additionally, recognition accuracy for images with stronger distortions was
found to be 96%.

7.2.2. Synchronous Remote Collaborative AR

Lien et al. [273] present a system called “Pixel-Point Volume Segmentation” in col-
laborative AR. This system is used for object references. Moreover, one user can locate
the objects with the help of circles drawn on the screen by other users in a collaborative
environment. Huang et al. [274] focus on sharing hand gestures and sketches between a
local user and a remote user by using collaborative AR. The system is named “Handsin-
Touch”. Ou et al. [275] present the DOVE (drawing over video environment) system, which
integrates live-video and gestures in collaborative AR. This system is designed to perform
remote physical tasks in a collaborative environment. Datcu et al. [276] present the creation
and evaluation of the handheld AR system. This is done particularly to investigate the
remote forensic and co-located and to support team-situational awareness. Three experi-
enced investigators evaluated this system in two steps. First, it was investigated with one
remote and one local investigator. Secondly, with one remote and two local investigators.
Results of the study suggest the use of this technology resolves the limitation of HMDs.
Tait et al. [277] propose the AR-based remote collaboration that supports view indepen-
dence. The main aim of the system was to enable the remote user to help the local user with
object placement. The remote user uses a 3D reconstruction of the environment to indepen-
dently find the local user’s scene. Moreover, a remote user can also place the virtual cues in
the scene visible to the local user. The major advantage of this system is that it allows the
remote user to have an independent scene in the shared task space. Fang et al. [278] focus
on enhancing the 3D feel of immersive interaction by reducing communication barriers.
WebRTC, a real-time video communication framework, is developed to enable the operator
site’s first-hand view of the remote user. Node.js and WebSocket, virtual canvas-based
whiteboards, are developed which are usable in different aspects of life. Mora et al. [279]
explain the CroMAR system. The authors aim to help the users in crowd management who
are deployed in a planned outdoor event. CroMAR allows the users to share viewpoints
via email, and geo-localized tags allow the users to visualize the outdoor environment
and rate these tags. Adcock et al. [280] present three remote spacial augmented reality
systems “Composite Wedge”, “Vector Box”, and “Eyelight” for off-surface 3D viewpoints
visualization. In this system, the physical world environment of a remote user can be
seen by the local user. Lincoln et al. [281] focus on a system of robotic avatars of humans
in a synchronous remote collaborative environment. It uses cameras and projectors to
render a humanoid animatronic model which can be seen by multiple users. This system is
called “Animatronic Shader Lamps Avatars”. Komiyama et al. [282] present a synchronous
remote collaborative AR system. It can transition between first person and third person
view during collaboration. Moreover, the local user can observe the environment of the
remote user. Lehment et al. [283] present an automatically aligned videoconferencing AR
system. In this system, the remote user is rendered and aligned on the display of the local
user. This alignment is done automatically regarding the local user’s real environment
without modifying it. Oda et al. [284] present a remote collaborative system for guidance in
a collaborative environment. In this system, the remote expert can guide a local user with
the help of both AR and VR. The remote expert can create virtual replicas of real objects
to guide a local user. Piumsomboon et al. [285] introduce an adaptive avatar system in
mixed reality (MR) called “Mini Me” between a remote user using VR and a local user
using AR technology. The results show that it improves the overall experience of MR and
social presence. Piumsomboon et al. [286] present “CoVAR”, a collaboration consisting
of both AR and VR technologies. A local user can share their environment with a remote
VR user. It supports gestures, head, and eye gaze to improve the collaboration experience.
Teo et al. [287] present a system that captures a 360 panorama video of one user and shares
it with the other remote user in a mixed reality collaboration. In this system, the users
communicate through hand gestures and visual annotation. Thanyadit et al. [288] introduce
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a system where the instructor can observe students in a virtual environment. The system is
called “ObserVAR” and uses augmented reality to observe students’ gazes in a virtual envi-
ronment. Results show that this system is more improved and flexible in several scenarios.
Sodhi et al. [289] present a synchronous remote collaborative system called “BeThere” to
explore 3D gestures and spatial input. This system enables a remote user to perform virtual
interaction in the local user’s real environment. Ong et al. [290] propose a collaborative
system in which 3D objects can be seen by all the users in a collaborative environment.
Moreover, the changes made to these objects are also observed by the users. Butz et al. [84]
present EMMIE (environment management for multi-user information environments) in a
collaborative augmented reality environment in which virtual objects can be manipulated
by the users. In addition, this manipulation is visible to each user of this system.

7.2.3. Asynchronous Remote Collaborative AR

Irlitti et al. [291] explore the challenges faced during the use of asynchronous col-
laborative AR. Moreover, the author further discusses how to enhance communication
while using asynchronous collaborative AR. Quasi-systems do not fulfill Azuma’s [292]
definition of AR technology. However, they are very good at executing certain aspects of
AR as other full AR devices are doing. For instance, mixed-space collaborative work in
a virtual theater [268]. This system explained that if someone wants two groups to pay
attention to each other, a common spatial frame of reference should be created to have a
better experience of social presence. In the spatially aware educational system, students
were using location-aware smartphones to resolve riddles. This was very useful in the edu-
cational system because it supported both engagement and social presence [245,265,269].
However, this system did not align the 3D virtual content in the virtual space. Therefore, it
was not a true AR system. In order to capture a remote 3D scene, Fuchs and Maimone [293]
developed an algorithm. They also developed a proof of concept for teleconferencing.
For capturing images, RGB-D cameras were used. The remote scene was displayed on the
3D stereoscopic screen. These systems were not fully AR, but they still exhibited a very
good immersion. Akussah et al. [294] focus on developing a marker-based collaborative
augmented reality app for learning mathematics. First, the system focuses on individual
experience and later on expands it to collaborative AR.

7.3. Summary

This section provides comprehensive details on collaborative augmented reality which
is broadly classified into co-located collaborative AR, where participants collaborate with
each other in geographically the same location, and remote collaboration. The applications
of both approaches are presented as well. Co-located collaborative AR is mostly adopted
in learning realms for sharing information, for example, in museums. On the other hand,
in remote collaborative AR the remote user can explore the scene regardless of the local
user’s camera position. The applications of this technology are mostly found in education.

8. AR Interaction and Input Technologies

The interaction and input technologies are detailed in this section. There are a number
of input methods that are utilized in AR technologies. First, multimode and 3D interfaces
such as speech, gesture and handheld wands. Second, the mouse, and keyboard tradi-
tional two-dimensional user interfaces (UI). The type of interaction task needed for the
interface defines which input method would be utilized in the application. A variety of
interfaces have been developed: three-dimensional user interfaces, tangible user interfaces,
multimedia interfaces, natural user interfaces, and information browsers.

8.1. AR Information Browsers

Wikitude and Navicam are one of the most popular examples of AR information
browsers. The only problem with AR browsers is that they cannot provide direct interaction
with the virtual objects.

271



Sensors 2023, 23, 146

8.2. Three-Dimensional User Interfaces

A three-dimensional user interface uses the controllers for providing the interaction
with virtual content. By using the traditional 3D user interface techniques, we can directly
interact with the three-dimensional object in the virtual space. There are a number of 3D
user interface interaction techniques as follows: 3D motion tracking sensors are one of the
most commonly used devices for AR interaction. The motion tracking sensors allow the
following functions: tracking the parts of the user’s body and allow pointing as well as the
manipulation of the virtual objects [295]. Haptic devices are also used for interacting with
AR environments [296–298]. They mainly used as 3D pointing devices. In addition, they
provide tactile and forces feedback. This will create the illusion of a physical object existing
in the real world. Thereby, it helps in complementing the virtual experience. They are used
in training, entertainment, and design-related AR applications.

8.3. Tangible User Interface

The tangible user interface is one of the main concepts of human–computer interface
technology research. In this, the physical object is used for interaction [299]. It bridges the
gap between the physical and the virtual object [300]. Chessa et al. incorporated grasping
behavior in a virtual reality systems [301], while Han et al. presented and evaluated hand
interaction techniques using tactile feedback (haptics) and physical grasping by mapping a
real object with virtual objects [302].

8.4. Natural User Interfaces in AR

Recently, more accurate gesture and motion-based interactions for AR and VR applica-
tions have become extensively available due to the commercialization of depth cameras
such as Microsoft Kinect and technical advances. Bare-hand interaction with a virtual
object was made possible by the introduction of a depth camera. It provided physical
interaction by tracking the dexterous hand motion. For instance, the physical objects and
the user’s hands were recognized by the use of Kinect Camera, designed by the Microsoft
HoloDesk [299]. The virtual objects were shown on the optical see-through AR workbench.
It also allowed the users to interact with the virtual objects presented on the AR workbench.
The user-defined gestures have been categorized into sets by the Piumsomboon [300]. This
set can be utilized in AR applications for accomplishing different tasks. In addition, some
of the mobile-based depth-sensing cameras are also under investigation. For instance,
the SoftKinetic and Myo gesture armband controller. SodtKinetic is aimed at developing
hand gesture interaction in mobile phones and wearable devices more accurately, while the
Myo gesture armband controller is a biometric sensor that provides interaction in wearable
and mobile environments.

8.5. Multimodal Interaction in AR

In addition to speech and gesture recognition, there are other types of voice recognition
are being investigated. For example, the whistle-recognition system was developed by
Lindeman [303] in mobile AR games. In this, the user had to whistle the right length
and pitch to intimidate the virtual creatures in the game. Summary: The common input
techniques and input methods have been examined in this section. These included simple
information browsers and complex AR interfaces. The simple ones have very little support
for the interaction and virtual content, while the complex interfaces were able to recognize
even the speech and gesture inputs. A wide range of input methods are available for the
AR interface; however, they are needed to be designed carefully. The following section
delineates the research into the interface pattern, design, and guideline for AR experiences.

9. Design Guidelines and Interface Pattern

The previous section detailed the wide range of different AR input and interaction
technologies; however, more rigorous research is required to design the AR experience. This
section explores the interface patterns and design guidelines to develop an AR experience.
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The development of new interfaces goes through four main steps. First, the prototype
is demonstrated. Second, interaction techniques are adopted from the other interface
metaphors. Third, new interface metaphors are developed that are appropriate to the
medium. Finally, the formal theoretical models are developed for modeling the interaction
of users. In this regard, Wang et al. [304] employ user-centered AR instruction (UcAI) in
procedural tasks. Thirty participants were selected for the experiment while having both the
control and experiment groups. The result of the experiment suggested that introduction
of UcAI increased the user’s spatial cognitive ability, particularly in the high-precision
operational task. This research has the potential of guiding advanced AR instruction designs
to perform tasks of high cognitive complexity. For instance, WIMP (windows, icons, menus,
and pointers) is a very well-known desktop metaphor. In development, it has gone through
all of these stages. There are methods developed that are used to predict the time taken by
the mouse will select an icon of a given size. These are known as formal theoretical models.
Fitts law [305] is among those models that help in determining the pointing times in the
user interfaces. There are also a number of virtual reality interfaces available that are at
the third stage with reference to the techniques available. For example, the manipulation
and selection in immersive virtual worlds can be done by using the go-go interaction
method [306]. On the other hand, as evident in the previous section, AR interfaces have
barely surpassed the first two stages. Similarly, a number of AR interaction methods
and technologies are available; however, by and large, they are only the extensions or
versions of the existing 3D and 2D techniques present in mobiles, laptops, or AR interfaces.
For instance, mobile phone experiences such as the gesture application and the touch screen
input are added to AR. Therefore, there is a dire need to develop AR-specific interaction
techniques and interface metaphors [307]. A deeper analysis and study of AR interfaces
will help in the development of the appropriate metaphor interfaces. AR interfaces are
unique in the sense that they need to develop close interaction between the real and the
virtual worlds. A researcher, MacIntyre, has argued that the definition and the fusion of the
virtual and real worlds are required for creating an AR design [308]. The primary goal of
this is to depict the physical objects and user input onto the computer-generated graphics.
This is done by using a suitable interaction interface. As a result, an AR design should have
three components:

• The physical object.
• The virtual image to be developed.
• An interface to create an interaction between the physical world and the virtual objects.

Use of design patterns could be an alternative technique to develop the AR interface de-
sign. These design patterns are most commonly used in the fields of computer science and
design interface. Alexander has defined the use of design patterns in the following words:
“Each pattern describes a problem that occurs over and over again in our environment,
and then describes the core of the solution to that problem in such a way that you can use
this solution a million times over, without ever doing it the same way twice” [309,310]. The
pattern language approach could be used to enhance AR development, as suggested by Re-
icher [311]. This idea has evolved from the earlier research works of MacWilliam [312]. This
approach has two main functionalities. First, it is more focused on the software engineering
aspect. Secondly, it suggests ways to develop complex AR systems by combining different
modules of design patterns. So, they describe each pattern by the number of its aspects such
as name, motivation, goal, description, consequences, known project usage, and general
usability. One of the most notable examples of it is the DWARF framework [313]. DWARF is
a component-based AR framework that is developed through the design pattern approach.
In contrast to the pattern language approach, the user experience of design in the AR hand-
held device could be used for developing designs. This was described by Xu and the main
concern was pre-patterns. Pre-patterns are the components that bridge the gap between
the game design and the interaction design. For determining the method of using of design
patterns,seamful design could be used. This suggests that the designer should integrate
the AR handheld game design and the technology in such a way that they should blend
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into each other. Some users need more attention for designing effective AR experiences;
therefore, the designing of special needs is another intervention to resolve this discrepancy.
For instance, as pointed out by Rand and Maclntyre [314], in designing an AR system for
the age group of 6–9, the developmental stages of the children should be accounted for
in it. The research has also suggested that a powerful educational experience could be
created through the use of AR. In addition to this development, it was also stated that the
developmental stages of the students should be considered [315,316]. However, there is
no extensive research that suggests the development of AR experiences for children [317].
Radu, in his paper, has determined the key four areas that should be considered while
designing AR for children: attention, motor, special, logic, and memory abilities [318].

10. Security, Trust, and Collaborative AR

Security is very important in augmented reality, especially in collaborative augmented
reality. While using collaborative AR applications, the data are exposed to external attacks,
which increases concerns about security relating to AR technologies. Moreover, if the
users who share the same virtual collaborative environments are unknown to each other, it
also elevates these issues. In [319], the basic premise of the research is that the developed
abstraction device not only improves the privacy but also the performance of the AR
apps, which lays the groundwork for the development of future OS support for AR apps.
The results suggested that the prototype enables secure offloading of heavyweight, incurs
negligible overhead, and improves the overall performance of the app. In [320], the authors
aim to resolve security and privacy challenges in multi-user AR applications. They have
introduced an AR-sharing module along with systematized designs and representative case
studies for functionality and security. This module is implemented as a prototype known
as ArShare for the HoloLens. Finally, it also lays the foundation for the development
of fully fledged and secure multi-user AR interaction. In [321], the authors used AR
smart glasses to detail the “security and safety” aspect of AR applications as a case study.
In the experiment, cloud-based architecture is linked to the oil extractor in combination
with Vuzix Blade smart glasses. For security purposes, this app sends real-time signals if a
dangerous situation arrives. In [322], deep learning is used to make the adaptive policies for
generating the visual output in AR devices. Simulations are used that automatically detect
the situation and generate policies and protect the system against disastrous malicious
content. In [323], the authors discussed the case study of challenges faced by VR and AR in
the field of security and privacy. The results showed that the attack reached the target of
distance 1.5 m with 90 percent accuracy when using a four-digit password. In [324], the
authors provide details and goals for developing security. They discuss the challenges faced
in the development of edge computing architecture which also includes the discussion
regarding reducing security risks. The main idea of the paper is to detail the design
of security measures for both AR and non-AR devices. In [325], the authors presented
that the handling of multi-user outputs and handling of data are demonstrated are the
two main obstacles in achieving security and privacy of AR devices. It further provides
new opportunities that can significantly improve the security and privacy realm of AR.
In [326], the authors introduce the authentication tool for ensuring security and privacy
in AR environments. For these purposes, the graphical user password is fused with the
AR environments. A doodle password is created by the touch-gesture-recognition on
a mobile phone, and then doodles are matched in real-time size. Additionally, doodles
are matched with the AR environment. In [327], the authors discussed the immersive
nature of augmented reality engenders significant threats in the realm of security and
privacy. They further explore the aspects of securing buggy AR output. In [328], the
authors employ the case study of an Android app, “Google Translator”, to detect and avoid
variant privacy leaks. In addition, this research proposes the foundational framework to
detect unnecessary privacy leaks. In [329], the authors discuss the AR security-related
issues on the web. The security related vulnerabilities are identified and then engineering
guidelines are proposed to make AR implementation secure. In [330], the past ten years
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of research work of the author, starting from 2011, in the field of augmented reality is
presented. The main idea of the paper is to figure out the potential problems and to predict
the future for the next ten years. It also explains the systematization for future work
and focuses on evaluating AR security research. In [331], the authors presented various
AR-related security issues and identified managing the virtual content in the real space as
a challenge in making AR spaces secure for single and multi-users. The authors in [332]
believe that there is a dire need of cybersecurity risks in the AR world. The introduction of
systemized and universal policy modules for the AR architecture is a viable solution for
mitigating security risks in AR. In [333], the authors discuss the challenge of enabling the
different AR apps to augment the user’s world experience simultaneously, pointing out the
conflicts between the AR applications.

11. Summary

In this paper, the authors have reviewed the literature extensively in terms of tracking
and displays technology, AR, and collaborative AR, as can be seen in Figure 10. It has been
observed that collaborative AR has further two classifications i.e., co-located AR and remote
collaboration [334]. Each of these collocated and remote collaborations has two further
types i.e., synchronous and asynchronous. In remote collaborative AR, there are a number
of use cases wherein it has been observed that trust management is too important a factor to
consider because there are unknown parties that participate in remote activities to interact
with each other and as such, they are unknown to each other as well [21,335–338]. There has
been a lack of trust and security concerns during this remote collaboration. There are more
chances of intrusion and vulnerabilities that can be possibly exploited [331,339,340]. One
such collaboration is from the tourism sector, which has boosted the economy, especially
in the pandemic era when physical interactors were not allowed [341]. To address these
concerns, this research felt the need to ensure that the communication has integrity and for
this purpose, the research utilized state-of-the-art blockchain infrastructure for collaborative
applications in AR. The paper has proposed a complete secure framework wherein different
applications working remotely are having a real feeling of trust in each other [17,342,343].
The participants within the collaborative AR subscribed to a trusted environment to further
make interaction with each other in a secure fashion while their communication was
protected through state-of-the-art blockchain infrastructure [338,344]. A model of such an
application is shown in Figure 11.

Figure 11. A model of blockchain-based trusted and secured collaborative AR system.

Figure 12 demonstrates the initiation of the AR App in step 1, while in step 2 of
Figure 12, the blockchain is initiated to record transactions related to sign-up, record
audio calls, proceed with payment/subscription, etc. In step 3, when the transaction is
established, AR is initiated, which enables the visitor to receive guidance from the travel
guide. The app creates a map of the real environment. The created map and the vision
provide a SLAM, i.e., SLAM provides an overall vision and details of different objects in
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the real world. Inertial tracking controls the movement and direction in the augmented
reality application. The virtual objects are then placed after identifying vision and tracking.
In a collaborative environment, the guides are provided with an option of annotation so
they can circle a particular object or spot different locations and landmarks or point to
different incidents [16].

Figure 12. Sharing of the real-time environment of CAR tourist app for multiple users [16].

12. Directions for Research

The commercialization efforts of companies have made AR a mainstream field. How-
ever, for the technology to reach its full potential, the number of research areas should
be expanded. Azuma has explained the three major obstacles in the way of AR: inter-
face limitation, technological limitations, and the issue of social acceptance. In order to
overcome these barriers, the two major models are developed: first, Roger’s innovation
diffusion theory [345] and the technology acceptance model (developed by Martinez) [346].
Roger has explained the following major restriction towards the adoption of this technol-
ogy: limited computational power of AR technology, social acceptance, no AR standards,
tracking inaccuracy, and overloading of information. The main research trends in display
technology, user interface, and tracking were identified by Zho by evaluating ten years
of ISMAR papers. The research has been conducted in a wide number of areas except
for social acceptance. This section aims at exploring future opportunities and ongoing
research in the field of AR, particularly in the four key areas: display, tracking, interaction,
and social acceptance. Moreover, there are a number of other topics including evalua-
tion techniques, visualization methods, applications, authoring and content-creating tools,
rendering methods, and some other areas.

13. Conclusions

This document has detailed a number of research papers that address certain problems
of AR. For instance, AR tracking techniques are detailed in Section 3. Display technologies,
such as VST and OST, and its related calibration techniques in Section 4, authoring tools in
Section 6, collaborative AR in Section 7, AR interaction in Section 8, and design guidelines
in Section 9. Finally, promising security and trust-related papers are discussed in the
final section. We presented the problem statement and a short solution to the problem
is provided. These aspects should be covered in future research and the most pertinent
among these are the hybrid AR interfaces, social acceptance, etc. The speed of research is
significantly increasing, and AR technology is going to dramatically impact our lives in the
next 20 years.
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Abstract: This study investigates how virtual and augmented reality role games impact self-learning
in higher education settings. A qualitative research–action approach that involved creating aug-
mented reality micro-stories to encourage creativity and critical thinking was used. Through role-
playing, students collaborated and gained a deeper understanding of the course, improving their
self-learning abilities. The findings indicate that incorporating virtual and augmented reality into
higher education positively affects self-learning, promoting active student engagement and mean-
ingful learning experiences. Additionally, students perceive these immersive educational methods
as bridging the gap between virtual and in-person learning environments, ultimately leading to
enhanced educational results.

Keywords: virtual reality; augmented reality; role games; higher education; self-learning

1. Introduction

Learning, by nature, is a collaborative process in which students work together and
share resources to learn [1]. The teacher guides students in experimentation and exploration;
individual learning is derived from group activities. The teacher must design learning
problems to be solved in simulated learning environments and promote social participation
and sustainable development. They should also consider interaction with the community
and social projects and encourage creative and scientific thinking. Using technology and
digital platforms in learning should create confidence in students and develop their digital
skills. According to [2], virtuality in education responds satisfactorily to the needs of current
social, cultural, and economic changes in Latin American digital times. These cultural
aspects of student generations interacting with virtuality with their digital devices help
create and build an equitable and inclusive society by developing active methodologies that
allow learning and trusting of others in an interrelated and complex system. Digital models,
which use modern techniques such as virtual reality (VR) and augmented reality (AR),
should promote problem-solving that contributes to social well-being and the development
of student expertise. Students should be able to interact with natural or very similar
environments and apply their knowledge and skills to relevant situations [3].

To generate curiosity and prepare professionals for the future, the emerging educa-
tion of a resilient, collaborative type that empowers everyone is role-playing, as noted
by [4]. It promotes gamification, volunteering, self-motivation, myth, and fantasy; inte-
grates knowledge in a globalizing way; considers creativity and construction of meanings,
self-organization of knowledge, and critical thinking; grants the importance of small infor-
mation, interaction among peers, dialogue, collaboration, teamwork, empathy, tolerance,
decision-making and responsibility, personal self-affirmation, motivation to learn, security,
and self-esteem; it responds to affective needs; fosters freedom of movement and expression;
is therapeutic and liberating of tension, with anticipatory experiences; and is multicultural.
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Self-Learning

As part of the learning process, we come across self-learning, which consists of stu-
dents being able to independently identify, explore, develop, elaborate, observe, apply,
analyze, and conclude educational activities. By working in teams in real-time virtual envi-
ronments, students can interact with technology and their peers in a way that allows them
to develop cognitive skills and a connective and virtual vision for learning in collaboration.
Students can also be producers, creators, and consumers of their content when learning
with role-playing games using AR and VR technologies. By facing situations of analysis
and problem-solving in real-world or simulated environments, students can develop skills
such as creativity, leadership, and self-management. Students can also develop a critical
attitude by evaluating and analyzing information and applying their knowledge and skills
to relevant situations [2].

Furthermore, self-learning can foster the development of identity and social responsi-
bility by involving students in projects that benefit the community. In higher education,
self-learning can have several problems and benefits [5–7].

Some potential problems of self-learning are

• Lack of motivation: Students may need help motivating themselves to learn indepen-
dently, especially if they need a clear learning structure or incentives to learn.

• Lack of supervision: Students learning independently may need access to a teacher or
tutor who can provide feedback or guidance during the learning process.

• Lack of social interaction: Collaborative learning may only be effective if students can
interact with their classmates and discuss and debate ideas.

However, there are also several potential benefits of self-learning in higher education:

• Autonomy and responsibility: Self-learning can foster autonomy and responsibility in
students by allowing them to take control of their learning process.

• Flexibility: Self-learning can be more flexible than traditional learning, as students can
work at their own pace and in the place of their choice.

• Development of lifelong learning skills: Self-learning can help students develop
lifelong learning skills, which can be helpful in their professional and personal lives.

• Increased participation and engagement: Students who participate in self-learning
may show increased participation and engagement in their learning process and with
learning materials.

The goal of this research is to explore the impact of VR and AR role-playing games on
self-learning in higher education. The research question guiding our inquiry is: How do
virtual and augmented reality role-playing games influence the self-learning processes of
students in higher education? We aim to explore how VR and AR role-playing games can
enhance self-directed learning in higher education.

2. Virtual Reality and Augmented Reality in Education

VR and AR have significantly evolved over the years, becoming pivotal technologies in
higher education that offer immersive learning experiences and enhance the understanding
of abstract concepts [8,9]. The main difference between VR and AR is their level of immer-
sion and interaction. VR completely replaces the real world with a digital environment,
providing a fully immersive experience. On the other hand, AR superimposes digital
content onto the real world using devices like smartphones or AR glasses, allowing users
to interact with both the real and digital worlds simultaneously.

The fundamental theories underpinning the use of VR and AR in education include
constructivism, situated learning, and experiential learning, emphasizing the importance of
interactive and hands-on learning experiences. These pedagogical theories align with the af-
fordances of VR and AR, providing rich, interactive, and immersive learning environments
that foster more profound understanding and engagement among students.

Azuma and Milgram’s seminal works fundamentally understand AR and VR. In
particular, Azuma’s survey on AR laid the groundwork for comprehending how digital
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information could be overlaid in the real world, resulting in enhanced interactive experi-
ences [10]. Milgram et al.’s classification of displays on the reality–virtuality continuum
provides a framework for understanding the different immersive experiences offered by
AR and VR [11].

A comprehensive overview of AR and Gamification in Education was provided in a
recent systematic review conducted by Lampropoulos et al. [12]. The review showcased
a range of applications and empirical studies exploring these technologies’ pedagogical
benefits. This paper provides valuable insights into how AR and VR can be gamified to
enhance learning engagement and outcomes.

Krug et al. [13] proposed a set of evaluation criteria that provide a structured approach
for designing and analyzing AR applications in educational contexts. These criteria have
been used in recent studies to compare and evaluate the effectiveness of AR applications in
education. By doing so, they enabled a better understanding of AR and VR’s pedagogical
benefits and challenges.

In higher education, VR and AR have been used in a variety of ways:

• Simulation of environments: VR and AR can simulate real-world or hypothetical envi-
ronments, such as laboratories, hospitals, or extraterrestrial planets. Students can interact
with these environments, practice skills, and make decisions in controlled contexts.

• Role-playing games: VR and AR can allow students to put themselves in the place
of characters or professionals in different contexts and make decisions that affect the
game’s outcome.

• Virtual tours: VR and AR can provide students with virtual tours of places that
would otherwise be inaccessible or costly to visit in person, such as museums or
historical sites.

• Presentations: VR and AR can be used to make presentations more interactive and
engaging for students, for example, by adding augmented visual elements to a Power-
Point slide.

In addition, both AR and VR have been used in education to improve self-directed
learning. The literature presents several works on this topic.

The study reported in [14] evaluated the use of AR in self-directed learning in special
education. The results indicated that students were more excited and enthusiastic about
classes during the experiment.

VR and AR can be effective for learning abstract or difficult-to-understand concepts.
For example, a study found that students who used VR to learn about the lifecycle of a
pipe wrench had a greater understanding of the concept and a higher retention of the
information in the long-term [9].

AR has also been helpful in secondary education. For example, in [8], a study was
reported in which history was taught to students, and the results showed that the students
perceived high usability for this kind of application.

In higher education, AR role-playing games allow students to have the opportunity to
assume the roles of characters or professionals in diverse scenarios and take actions that
impact the game’s final result. Some examples of AR role-playing games used in higher
education are:

• Escape rooms: Students must solve problems and decode clues to successfully “escape”
the room before the time limit expires [15].

• AMELIO: To complete a mission in a space colony emergency, students must make
team decisions using mixed reality games [16].

• Chariot Augmented Reality Medical (CHARM) simulator: In an AR environment,
students must use their clinical skills and adhere to proper medical protocols to
succeed in a cardiovascular life support (ACLS) simulation scenario [17].

Regarding the students’ perceptions, opinions, and attitudes, the literature suggests
that students generally favor VR and AR in education. Mikropoulos [18] discovered that
education students favor using VR in the educational process. Antonietti [19] investigated
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students’ perceptions of VR use in education and found no differences based on gender
or prior VR experience. Matome [20] examined student perceptions of VR in higher
education and found several benefits associated with its introduction. However, the diverse
population and socioeconomic differences among students may affect these advantages’
equitable distribution and utilization. Serin [21] surveyed teachers’ perspectives on VR
in education. The study revealed that VR was perceived as an exciting tool that enhances
students’ engagement, facilitates learning, and requires concentration.

According to Sural [22], prospective educators expressed enthusiasm for integrating
AR into their learning and believed it would benefit other learning materials. Bower [23,24]
discussed how AR can improve education by providing students with information at the
exact time and place of need, reducing cognitive overload, and enabling various learning
methods. Arguing for the merit of having students design AR experiences to develop
higher-order thinking capabilities, Rizov [25] discovered that using AR as a teaching tool
in higher education significantly improved student engagement, comprehension, and
retention while enhancing educators’ teaching experience.

This research highlights the importance of role-playing in higher education, utilizing
the capabilities of AR and VR. In the previous section, we discussed how role-playing,
AR, and VR can affect the learning experience. The following section outlines the target
population, details the implementation of the intervention, and describes the data collection
and analysis procedures.

3. Methods

3.1. Research Approach

This study follows a qualitative research–action approach, focusing on describing
the didactic impact of AR and VR learning objects during role-playing activities. The
research–action methodology [26] consists of four interconnected phases: planning, action,
observation, and reflection.

The research–action approach involves thinking about the intervened practice, which
contributes to the competence of the research participants, as mentioned by [27]. The study
encourages reflective examination of the educational practices of the teacher when using
STEM methodologies with critical use of technology to promote inclusion in the classroom.

3.2. Target Population

The present research was conducted with the school subject of “Herramientas básicas
de estudios de casos (Basic tools for case studies)” in the HE program “Licenciatura en
inclusión educativa (Bachelor in Educational Inclusion)” at the Higher Institute of Normal
Education of the State of Colima (ISENCO), campus Cuauhtémoc, Colima, Mexico. This
study was carried out during the 4th semester. Due to the non-random nature of this
qualitative study, a total of 11 students, who were prospective teachers aged between 18
and 22 years old were selected. Due to the COVID-19 pandemic, we had to adapt the
original course plan for hybrid teaching. It involved the virtual delivery of course materials
through the G-suite platform and in-person small groups for hands-on activities. Data were
gathered with the use of three primary tools: an argumentative journal, a photographic
analysis, and a questionnaire.

The decision to select this target population was based on several factors. Firstly, the
subject topic is crucial in educational inclusion, as it equips future teachers with essential
skills and knowledge to support diverse learners effectively. Secondly, the 4th semester
was appropriate for this research, as the students had already acquired some foundational
knowledge in the field, making them capable of engaging with the content of the course
meaningfully. Additionally, the first author was a professor of the subject. The transition
to virtual learning during the COVID-19 pandemic presented a unique opportunity to
explore the challenges and opportunities associated with technology-mediated classes in
the context of educational inclusion.
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By examining the experiences and outcomes of this target population, this study aims
to contribute valuable insights to the AR and VR role games field in higher education
scenarios.

3.3. Data Collection

In order to obtain thorough information for this research, various data collection
techniques were used, such as analyzing photographs and a questionnaire.

3.3.1. Photographic Analysis

Photography is a valuable tool for researching social reality, as stated in [28]. In this
study, we used photographic analysis to evaluate the educational impact of role-playing ac-
tivities that utilized AR and VR among students. We captured images at the intervention’s
beginning, during, and end to document the didactic events and student engagement visu-
ally. By analyzing the photos alongside questionnaire responses gathered at the end of each
session, we gained valuable insights into the AR environments, digital skill applications,
and impact on self-directed learning. This immersive and holistic experience bridges the
virtual and in-person realms, examining its effect on students’ emotions, interactions, and
learning outcomes.

3.3.2. Questionnaire

A questionnaire is a form that contains a series of questions applied to study subjects
to gather information [29]. After each session, this study administered a questionnaire to
collect first-hand ordinary data from the participating students. The questionnaire (see
Appendix A) included open-ended questions related to the a priori research categories.
To ensure its validity, an expert reviewed and validated the questionnaire in the field of
technologies to eliminate any ambiguities in question phrasing, avoid vague terms, prevent
negative question formulations, and use precise and straightforward language for the
participants [30].

3.4. Data Analysis

The data collected with the abovementioned tools underwent a systematic analysis
process to derive meaningful insights and findings. The analysis process consisted of the
following key steps:

3.4.1. Photographic Analysis

Images captured at the intervention’s beginning and end and throughout were system-
atically examined for photographic analysis. These images documented the didactic events,
student engagement, and interactions in AR environments. A qualitative content analysis
approach was used to identify the images’ patterns, themes, and significant observations.

3.4.2. Questionnaire Data Analysis

Data collected in the questionnaire responses were analyzed using qualitative content
analysis techniques. Open-ended questions allowed for a rich exploration of participants’
experiences and perceptions. Responses were categorized to identify common themes,
insights, and emerging patterns related to the research categories.

The analysis aimed to uncover connections between the data collected using different
methods, providing a comprehensive understanding of the didactic impact of AR and VR
learning objects during role-playing activities.

By using this research methodology, this study aims to clarify the didactic impact
of AR and VR learning objects during role-playing activities among prospective teachers,
providing valuable insights into the integration of technology and STEM methodologies in
higher education settings for promoting inclusive teaching practices.
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4. Study Design

For this experiment, we used the STEM approach as our instructional framework. It
involved several phases, namely:

• Understand;
• Imagine;
• Design;
• Construct;
• Test;
• Improve.

We followed these phases to conduct role-playing activities using AR and VR learning
objects.

In the Understand phase, students were introduced to role-playing activities that
allowed them to experience the role of researchers. In the Imagine phase, students were
assigned specific roles and functions to immerse themselves in the experience fully. During
the Design phase, students developed a strategy to implement or develop a project based on
their emotions and the knowledge gained from the activity. As a prototype to demonstrate
their level of achievement, they created a micro-story in AR, as shown in Figure 1.

 

Figure 1. Micro-story in AR.

In the Construct and Test phases, students used 2D and 3D figures to develop the
AR micro-story prototype. The design phase visually represented the case studies with
drawings that were later animated in AR using the Paint 3D program (see Figure 2).

Figure 2. Three-dimensional models created by the students.
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As part of an experiment, the students used Oculus Quest 2 to explore AR level 3 and
learn about digital design, as seen in Figure 3. By immersing themselves in a virtual story
and creating sensory virtual learning objects, they could engage with the content more
meaningfully.

 

Figure 3. Use of AR level 3 with the Oculus Quest 2 visor.

Finally, to provide a more immersive and interactive experience, the students were
introduced to the metaverse of VR using the Mozilla Hubs platform [31]. In this study
phase, they were assigned a thrilling role-playing game of “Following Clues”, where
they had to embark on a quest to find a living being that flies, possesses wings, features
green and yellow plumage, and has a beak (see Figure 4). As they followed the clues, the
students had to engage in collaborative interactions and navigate through the VR space.
This experiment phase aimed to assess the students’ adaptability and engagement within
an entirely virtual context, promoting teamwork and problem-solving skills in a dynamic
and engaging ICT setting.

 

Figure 4. Use of VR with the cardboard visor.

Incorporating the metaverse experience in the experimental study, the investigation
sought to delve further into the potential of VR to facilitate more profound learning
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experiences and foster a more comprehensive understanding of role-playing activities.
The Mozilla Hubs platform provided a unique opportunity for the students to interact
with the environment in a novel and captivating way, expanding their perspectives on the
educational possibilities of immersive technologies. The data collected during this phase
complemented the findings from the AR role-playing activities, providing a more holistic
understanding of the impact of these technologies on self-learning and skill development
in higher education scenarios.

5. Results

5.1. Photographic Analysis

This study’s analysis of activities conducted during role-playing sessions involving
the use of AR and VR learning objects was undertaken. This analysis primarily focuses on
the visual component and participant interactions, offering a detailed view of the didactic
influence of technology on the educational process.

5.1.1. Rally Activity and QR Code Usage

During the first session, students formed teams, each representing a group of social
researchers (see Figure 5). Their task was to search for clues related to their assigned role-
play scenario, which involved exploring different locations and using their mobile devices
to scan QR codes. This initial approach centered on levels 1 and 2 of AR, incorporating
transmedia storytelling to guide knowledge-seeking.

 

Figure 5. Students during the rally activity.

After analyzing this activity, it was found that the students quickly adapted to the
role-play scenario. They organized themselves into teams based on their assigned roles
and efficiently used their mobile devices to scan QR codes and access clues. This initial
interaction promoted teamwork and critical thinking skills, laying a solid foundation for
future activities.
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5.1.2. Creation of Micro-Stories and Transmedia Narrative

Analysis of the development process (see Figure 6) at level 1 included the creation
of micro-stories in AR. Students formulated research questions about their assigned case
study during the investigator role-play. These questions were used to gather information
about observed barriers to learning and participation during their professional practice.

 

Figure 6. Students creating transmedia materials.

This activity promoted collaboration among students who worked in teams to design
drawings related to the selected case studies. Each student recorded observations and
interpretations of the drawings, enriching their understanding of the topic. The resulting
micro-stories were presented via QR codes, allowing students to access content related to
the micro-story, thus enhancing the learning experience.

5.2. Questionnaire Results

By analyzing the responses to the questionnaire, we gained valuable insights into how
role-playing activities using AR and VR affect students’ learning experiences. According to
the research, incorporating AR and VR technology into role-playing situations benefited
students’ interactions and communication with their classmates. Through the immersive
and collaborative nature of the activities, students engaged in effective teamwork, fostering
communication and collaboration skills. One student noted, “Yes, there was more commu-
nication with peers”. Another student shared, “Yes, it allowed us to use our imagination”.
The combination of the STEM instructional framework and creative thinking encouraged
the students to envision and create imaginative AR stories, showcasing their abilities to
apply acquired knowledge and skills dynamically and innovatively.

In addition, the interactive nature of the role-playing exercises helped the students
fully embody the role of social researchers. It led to an improvement in their ability to
present their case studies engagingly and playfully. By using an experiential approach, the
students were able to gain a better understanding of the case studies they were studying.
This approach also helped the students empathize with the subjects they observed, as a
student expressed, “The interaction with classmates, more knowledge, and experience
in how to conduct a case study”. The transmedia narrative technique in digitalizing the
micro-stories provided a unique opportunity for the students to explore and present their
findings creatively, fostering a sense of ownership and pride in their work.

While the advantages of AR role-playing activities were evident, this study also
uncovered some challenges faced by the students. Due to technical difficulties, some users
encountered obstacles while attempting to digitize 2D drawings into 3D using the Paint
3D application. However, the activity allowed the students to develop problem-solving
skills as they explored solutions to overcome these obstacles. As one student reflected, “I
am not good at creating stories, so it was challenging to come up with ideas or imagine,
but when I started drawing the story, it became easy for me”. Another student shared, “I
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think the difficulties I encountered were in writing the story since it is difficult for me to
create stories”. By overcoming challenges, the students were able to improve their digital
skills while also developing perseverance and adaptability.

The creation of AR stories during role-playing activities proved beneficial in fostering
reading comprehension. By crafting their stories and reading them aloud to their peers, the
students engaged in an interactive and dynamic process that deepened their understanding
of the subject matter. This approach allowed them to effectively express complex concepts
and emotions, promoting critical thinking and analytical skills. One student explained,
“By reading the story, imitating or using different voices, fully engaging in the story, and
teaching with creativity the drawing that was created”.

The research rally using QR codes was met with enthusiasm by the students, who
found it innovative, interactive, and enjoyable. This activity encouraged exploration
and independent learning as they searched for clues and answers using QR code reader
applications. The combination of technology and gamification made the students’ learning
experience exciting and engaging. As one student enthusiastically shared, “It was fun
because we were moving around, thinking about the answer to the clues”.

5.3. Sentiment Analysis

AR in role-playing games has proven to be an immersive tool in higher education,
promoting student interaction and collaboration. Two specific questions from the ques-
tionnaire were analyzed to comprehend the emotional impact of these activities. The first
question, Question 8, asked about the emotions experienced while writing stories in AR.
The second question, Question 10, explored the emotions felt during role-playing while
developing micro-stories in AR.

Figure 7 shows the frequency of positive and negative emotions mentioned in response
to both questions. In Question 8, 13 mentions of positive emotions and four mentions
of negative emotions were observed, suggesting a generally positive reception of the AR
story-writing task. Similarly, in Question 10, 11 mentions of positive and six mentions
of negative emotions were recorded, indicating a diverse emotional experience during
micro-story development in the role-playing game.

 

Figure 7. Sentiment analysis of emotions.

Figure 8 presents a word cloud that visually encapsulates the spectrum of emotions
articulated by students in response to Questions 8 and 10, spotlighting the emotional
undertones experienced during AR storytelling and role-playing activities. Dominating the
visual are the words “Joy” and “Emotion”, presented in larger fonts, underscoring their
frequent mention, and thereby hinting at a generally positive emotional experience among
participants. The presence of emotions like “Confusion”, “Desperation”, and “Nervousness”
interwoven with the predominantly positive emotions suggests a complexity in the students’
emotional journey, where moments of enjoyment and engagement coexist with instances of
challenge and uncertainty.
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Figure 8. Word cloud of emotions.

Although the prevalence of positive emotions suggests a generally beneficial and
pleasant experience for students, the mentions of negative emotions indicate that challenges
and difficulties were also presented that emotionally impacted participants. Specifically,
these negative emotions may be linked to obstacles and challenges encountered while
developing stories in AR, such as technical problems or creative difficulties.

In order to identify a connection with negative emotions, an analysis was conducted
to correlate the responses from Question 3, “What difficulties did you experience while
developing the AR story during role-playing activities?”, as patterns may emerge between
the encountered difficulties and the negative emotions from Questions 8 and 10. These
relationships could provide insights into how challenges faced during the development of
AR stories may have influenced student emotions.

5.3.1. Technical Difficulties

Students expressed challenges with understanding and utilizing AR tools effectively,
which could be correlated with feelings of enjoyment, as seen in Table 1.

Table 1. Technical difficulties in relation to emotions.

Difficulties Emotions Writing Stories Emotions Developing Micro-Stories

I needed clarification on how the tools worked,
possibly with a slightly more detailed explanation to

do a better job
Joy Joy and fun

Lack of experience Nerves and excitement Enthusiasm

Participants encountering technical difficulties, particularly in comprehending and
using AR tools, exhibited a variety of emotions in the subsequent activities. Despite
technological struggles, they expressed predominantly positive emotions like “joy” and
“excitement” in Question 8, indicating a positive reception toward writing AR stories. The
responses for Question 10 were mostly positive, with words like “fun” and “enthusiasm”,
indicating that participants enjoyed creating AR micro-stories within role-playing games
despite facing technical difficulties.

This suggests that even though technical challenges were encountered, they did not
significantly impact the overall emotional experience. This finding could be due to the
engaging nature of the AR activities.

5.3.2. Story Creation

Struggles in imagination and structuring the narrative were highlighted as difficulties
in developing stories, which can lead to mixed emotions, as shown in Table 2. The stress
and confusion of the creative process can overshadow the joy of creation.
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Table 2. Story creation in relation to emotions.

Difficulties Emotions Writing Stories Emotions Developing Micro-Stories

Developing the story Joy Joy and happiness
I am not good at creating stories, so I found it

very difficult to think about what to put or
imagine, but it became easy for me when I drew

the story

Happiness, confusion, and
excitement Desperation, joy, and motivation

I did not know how to shape both the story and
the drawing Nerves Stress

I had difficulties writing the story since I found it
difficult to create stories Joy and emotion Emotion, confusion, and stress

Participants who encountered challenges in creating and developing stories conveyed
a spectrum of emotions. In Question 8, despite the inherent challenges in developing stories,
emotions were notably positive, with expressions like “Joy” and “Happiness” surfacing,
suggesting that crafting stories in AR was pleasurable. In contrast, responses to Question
10, such as “Desperation”, “stress”, and “confusion”, indicated a blend of emotions. During
the creative process, one can experience both joy and desperation. The latter can arise due
to struggles with the creative writing process. This highlights that the challenges of creating
a story can elicit a complex emotional response. It intertwines the joy of creation with the
potential stress or anxiety that may arise from these challenges.

5.3.3. Creative Expression

Participants pointed out challenges in expressing ideas and choosing characters, poten-
tially linked to feelings of insecurity, confusion, and joy, reflecting a bittersweet experience
where creative expression was enjoyable and slightly daunting, as seen in Table 3.

Table 3. Creative expression in relation to emotions.

Difficulties Emotions Writing Stories Emotions Developing Micro-Stories

Not knowing exactly how to express myself
correctly Joy and emotion Happiness, confusion, emotion, and

anger
How to create or choose the characters Emotion and happiness Joy and uncertainty

Participants who expressed difficulties with creative expression and character creation
revealed a range of emotions in their responses. In Question 8, responses such as “Joy and
emotion” suggest a wholesome emotional experience. Meanwhile, in Question 10, expres-
sions like “Happiness, confusion, emotion, and anger” unveil a multifaceted emotional
response to developing micro-stories, where the happiness derived from creative expres-
sion is juxtaposed with confusion and anger, possibly related to struggles with embodying
creativity in the AR platform. While creative expression in AR is enriching and enjoyable,
it also introduces emotional complexity, where positive emotions coexist with potential
emotional struggles tied to the creative process.

This analysis illustrates the importance of considering students’ emotional experiences
in innovative and technologically advanced learning activities. Although these activities
can offer enriching and exciting opportunities for interactive learning and collaboration,
they can also present challenges that require adequate support and guidance to ensure
positive and effective learning experiences for all students.

Future research could explore the circumstances and factors contributing to negative
emotions to develop strategies and supports that minimize these challenges and enhance
positive experiences and learning outcomes.
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6. Discussion

Using role-playing activities in AR and VR environments was effective in helping stu-
dents express and reflect on their learning experiences. Students could immerse themselves
in various scenarios through these activities, engaging in dynamic interactions with their
peers and the digital content. This immersive experience helped bridge the gap between vir-
tual and in-person learning environments, as students felt actively involved in the learning
process despite being in a digital setting. Integrating asynchronous and synchronous activi-
ties further enriched their skills in using inclusive technology for educational purposes,
contributing to their overall digital literacy.

VR and AR have gained increasing interest in higher education, especially in role-
playing games that promote self-learning. Oyelere et al.’s systematic review [32] highlights
the emergence of Educational VR Games (EVRGs) as a catalyst for transformative educa-
tional experiences at different levels, including higher education. Our study supports this
trend, demonstrating how role-playing in VR and AR environments enhances self-learning,
critical thinking, and creative application among higher education students, in line with
current literature.

By incorporating STEM teaching practices, the experiment encouraged critical thinking
and problem-solving skills among the students. The creation of AR micro-stories neces-
sitated creative thinking and the application of knowledge to craft engaging narratives.
This experiential learning approach allowed students to develop a deeper understanding
of the lessons as they become active creators of knowledge rather than passive recipients.
Moreover, the use of AR and VR technology provided a unique opportunity for students
to explore their creativity and present their findings visually compellingly. Upon further
comparison with other studies, it was revealed that although traditional teaching methods
have their benefits, the immersive digital experiences offered by VR and AR tend to provide
a more engaging learning environment. They allow for a deeper level of engagement with
complex materials beyond what can be achieved with conventional lectures and textbooks,
providing opportunities for personalized learning experiences [33].

This exploration unveiled a blend of emotions experienced by students, with a gen-
erally positive inclination toward AR activities, but not without the presence of negative
emotions arising from various difficulties. While the innovative approach of integrating
AR in role-playing was found to be engaging and imaginative, it is crucial to acknowledge
the emotional and technical challenges encountered by the students. Identifying and devel-
oping strategies to minimize these hurdles could enhance the learning experience, ensuring
it is innovative, emotionally supportive, and educationally productive.

This complex emotional landscape sheds light on the intricate relationship between
technology, creativity, and emotional response in educational activities. It also highlights
areas for further exploration and support in future implementations of AR in learning
environments.

The positive response from students toward the AR and VR role-playing activities
underscores the potential of these immersive educational experiences to enhance self-
learning in higher education contexts. This sentiment is supported by the existing literature
on the pedagogical advantages of VR and AR [34,35].

Future research and implementations may further focus on providing additional
support in areas identified as challenging, such as technical guidance, creative writing
workshops, and emotional support, to nurture positive learning experiences in technologi-
cally advanced educational activities.

The teacher’s role in crafting a comprehensive virtual classroom plan must be con-
sidered. The experiment’s success relied heavily on the teacher’s ability to design and
implement various activities and strategies aligned with the learning objectives. With the
teacher’s guidance and facilitation during role-playing exercises, students could better
understand the lessons and connect them to real-world scenarios based on their experiences.
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7. Limitations

Although our study provided valuable insights into using AR and VR role-playing
activities in higher education, it is essential to acknowledge its limitations. Firstly, this
study was conducted in a specific higher education setting, focusing on a particular subject
and semester. Thus, the context of our study may limit the generalizability of our findings
to other academic institutions or disciplines. Secondly, this study relied on a relatively small
sample size, with only 11 students participating. A more extensive and diverse sample
could offer a broader perspective on the impact of AR and VR in higher education.

This study evaluated the immediate impact of AR and VR role-playing activities but
did not assess long-term effects and sustained learning outcomes. Future studies could
investigate the durability of the skills and knowledge acquired through these immersive
experiences. Additionally, this study could have provided a more in-depth analysis of
students’ technical challenges while using AR and VR technology. Developing effective
strategies to address these challenges could improve the overall learning experience.

Our research methodology uses an action research approach, but we do not include
a control group. There are both advantages and disadvantages to this methodological
choice. On the one hand, it allows us to explore the phenomenon under study in a way
that enhances our understanding of the processes and dynamics involved. It is important
to acknowledge that our findings may need to be generalizable due to the absence of a
control group, which limits our ability to establish definitive causal relationships. However,
despite this limitation, the action research approach has enriched our research by providing
a valuable qualitative perspective that complements our analysis of using AR and VR
role-playing activities in higher education.

Although there are some limitations, our research has provided valuable insights into
how AR and VR can be utilized in higher education. Further studies can expand on our
findings and explore the transformative effects of immersive technologies on self-directed
learning and skill development.

8. Conclusions

This project evaluated the impact of AR and VR learning objects on developing both
generic competencies related to ICT and professional competencies in inclusive teaching
strategies. The evaluation criteria focused on the quality of the learning objects, the
effectiveness of collaborative work among students, and the final prototype of the micro-
story in AR. The findings showed that the integration of AR and VR technology positively
impacted the students’ competency development.

In conclusion, combining AR and VR technology with role-playing activities in higher
education offers a promising pathway for enhancing self-learning and promoting active stu-
dent engagement. The immersive and interactive nature of these activities fosters creativity,
critical thinking, and collaboration, empowering students to become active participants
in their educational journey. As educational institutions continue to embrace innovative
technologies, integrating AR and VR in higher education holds immense potential for
transforming how students learn and prepare for a technology-driven world.
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Appendix A

This appendix contains the questionnaire used to collect insights from the participants
in our study on the impact of augmented and virtual reality role-playing activities. The
questionnaire assesses various aspects of creating augmented reality stories during the role-
playing sessions, including inquiries about the emotions experienced by the participants.
The original questions are in Spanish to ensure a comprehensive understanding for the
participating students, who are native Spanish speakers.

1. Did the elaboration of stories in augmented reality during the role-playing games
favor the interaction between your classmates?

2. Based on your perception, what did the dynamics during the role-playing activi-
ties foster?

3. What difficulties did you experience while developing the augmented reality story
during role-playing activities?

4. What advantages did the creation of augmented reality stories during role-playing
activities offer?

5. In your opinion, how does the creation of augmented reality stories contribute to
fostering reading comprehension?

6. What are your thoughts on the research rally using QR codes?
7. What is your opinion about the digital skills used in developing augmented reality

micro-stories during role-playing activities?
8. What emotions did you experience while writing stories in augmented reality during

role-playing games?
9. What socioemotional skills were developed while creating micro-stories in augmented

reality during role-playing?
10. What emotions did you feel while developing micro-stories in augmented reality

during the role-playing game?
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Abstract: Accurate prediction of the estrus period is crucial for optimizing insemination efficiency and
reducing costs in animal husbandry, a vital sector for global food production. Precise estrus period
determination is essential to avoid economic losses, such as milk production reductions, delayed
calf births, and disqualification from government support. The proposed method integrates estrus
period detection with cow identification using augmented reality (AR). It initiates deep learning-
based mounting detection, followed by identifying the mounting region of interest (ROI) using
YOLOv5. The ROI is then cropped with padding, and cow ID detection is executed using YOLOv5
on the cropped ROI. The system subsequently records the identified cow IDs. The proposed system
accurately detects mounting behavior with 99% accuracy, identifies the ROI where mounting occurs
with 98% accuracy, and detects the mounting couple with 94% accuracy. The high success of all
operations with the proposed system demonstrates its potential contribution to AR and artificial
intelligence applications in livestock farming.

Keywords: artificial intelligence; augmented reality; dairy cow identification; deep learning; estrus
detection; image processing; livestock; precision livestock farming; transfer learning

1. Introduction

In today’s context, agricultural and livestock sectors make significant changes in
order to increase labor productivity and become more efficient [1–3]. Augmented reality
(AR) technology is gaining increasing importance for the success of precision agriculture.
Emerging technologies, such as data-driven farming and autonomous agricultural robots,
provide substantial advantages in terms of data visualization, animal monitoring, and
access to information, suggesting that this technology may find broader applications in
agriculture and food supply chain domains in the future [4]. For instance, Caria and others
have emphasized the significance of AR technology in the context of precision livestock
farming, highlighting its crucial role in enabling the real-time monitoring of animals during
farm operations [5]. Augmented reality can enhance farm management by providing
farmers with real-time access to details, such as milking, feeding, and breeding of animals,
thereby improving efficiency and accuracy in farm operations. Particularly, AR-based
smart glasses can display information, like animal identification numbers, health status,
genetic characteristics, and production data, making the process of animal selection and
management more efficient and precise, thus offering substantial advantages to farmers [6].
AR technologies can also assist farmers in navigation and guidance, especially in large-scale
farms. They can be utilized to determine the locations of animals and facilities using GPS
and sensors. For example, AR-based smart glasses can provide directions to specific animals
or groups of animals, as well as suggest the most optimal routes to reach them, which can
reduce the time and effort required for animal tracking and grouping [7]. Another example
of the use of AR in the field of livestock is its application in improving the education and
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training of veterinary students and professionals. AR can provide interactive learning
experiences by simulating animal anatomy, physiology, diseases, and treatments [8,9].

Industry 4.0 and precision livestock farming (PLF) have enabled a modern techno-
logical approach to animal farming and production, encompassing ethical, economic, and
logistical aspects [10]. The advent of Industry 4.0 and the Internet of Things (IoT) have
enabled the continued advancement and development of PLF. Everyday farming practices
coupled with continuous and real-time monitoring of animal parameters can have signifi-
cant impacts on welfare and health assessment. The term Agriculture 4.0 emerged from
the term Industry 4.0. However, the benefits that Industry 4.0 bring to industrial use cases
may not be fully transferable to livestock farming [11]. The presence of individual living
animals and the strong environmental impact of livestock farming affect the role of digital
individualization and demand orientation. The introduction and adoption of Industry
4.0 concepts and technologies may contribute significantly to transforming agriculture into
something that may be called Agriculture 4.0.

AR is still an emerging technology in the field of agriculture [4]. It can potentially help
farmers with training by providing an interactive and safe form of training. However, its us-
age in agriculture is unexplored. AR technologies are employed in agriculture and livestock
to enhance data visualization, integrate with Industry 4.0 technologies, support disease
detection, facilitate real-time monitoring, and enable individual animal management, as
well as improve efficient access to information and animal tracking. These applications
aim to enhance overall efficiency, productivity, and sustainability in the agricultural sector.
Factors such as monitoring, identification, and estrus detection in animals hold significant
importance in dairy cow farming, both in open and closed environments. These pro-
cesses facilitate the close monitoring of animal health, early disease detection, and timely
treatment when needed. Furthermore, animal identification allows for accurate record
keeping and data tracking, thereby enhancing efficiency. Estrus detection, when accurately
timed, improves reproductive efficiency and enables more effective management of genetic
resources. Therefore, animal monitoring and management play a critical role in both ani-
mal welfare and production efficiency in dairy cow farming. Traditionally, identification
methods such as ear tags, smart collars, and Radio-Frequency Identification (RFID) are com-
monly used in livestock farming [12]. These systems are suitable for indoor facilities and are
typically associated with static infrastructure, such as milking, feeding, or watering units.
However, innovative identification methods, such as image-based pattern/spot [13–15],
nose prints [16,17], or head/face recognition systems [18], have emerged as alternatives
to traditional systems. These new systems can provide more precise, cost-effective, and
efficient monitoring and management of cows, and they are also suitable for deployment
in mobile setups.

The estrus period in cows refers to the time when a mature cow is most fertile and
ready for conception. This period is usually marked by specific movements and behaviors.
Cows typically have an estrus cycle that lasts around 21 days, and if they do not become
pregnant, they will enter another estrus period approximately 21 days later [19,20]. The
estrus period of cows can vary depending on factors such as age, seasonal conditions,
diet, etc. Monitoring estrus in cows is important to ensure that pregnancy occurs within
a short period of time after giving birth. In Reith and Hoy’s classification of estrus signs,
both primary and secondary signs of estrus are explained [21]. Primary signs include
“standing to be mounted”, which is the most prominent behavior, indicating that cows are
ready for mating during the estrus period. However, a decrease in the frequency of this
behavior has been noted, especially in cows with high milk production. The duration of this
behavior may be shorter in high-yielding cows. Secondary signs include mounting behavior,
increased activity, changes in rumination time, agonistic interactions, and social interactions.
Mounting behavior is a secondary sign that begins before the primary sign of estrus and
continues afterward. The frequency of cows mounting each other or attempting to mount
during the mating period can be considered a more reliable indicator for estrus detection.
These signs are important for accurately detecting the estrus period and determining the
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optimal time for artificial insemination. Additionally, the text emphasizes the impact of
environmental factors such as housing conditions, floor features, and climate on these signs.
Observing the estrus period of a cow is important for optimal timing of insemination to
increase productivity [19,22]. The estrus cycle seen in cows is shown in Figure 1. Artificial
insemination can be performed between the 12th and 24th h of estrus, but the highest
conception rate is achieved between the 12th and 18th h.

Figure 1. Estrus cycle diagram.

The detection of estrus using traditional methods involves employees on the farm
monitoring the mounting behavior of the cows. Missing the estrus period due to any
disruptions can result in economic losses for the business. These economic losses can lead
to a reduced milk yield, delayed insemination by 21 days, and a one-month delay in calf
birth [23–26]. For example, in a farm with 10 cows, if estrus is missed once for each cow, it
causes one calf loss in a year in the number of calves that will be born on the farm.

Machine learning and deep learning techniques are among the latest technologies
used to automate estrus detection. These techniques detect the estrus period based on
the activities, behaviors, and/or physiological characteristics of the cows relying on their
video images. This enables increased productivity in farming by preventing the need
for employees to spend time on estrus detection and minimizing the risk of inaccurate
detections [22].

The mounting behavior of the cow in estrus is shown in Figure 1. Memmedova and
Keskin aimed to detect cows’ estrus by utilizing the movement characteristics of cows
during the estrus period [23]. They aimed to detect estrus using a fuzzy logic model that
includes features like the level of activity of a cow and the time elapsed since giving birth.
The movement characteristics of the cows were measured by attaching step counters to
their front legs. Memmedova and Keskin were able to detect the cows’ estrus state at a rate
of 98% using the method they used [23].
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Yıldız and Özgüven conducted a study that aimed to detect cows’ estrus by examining
not only the movements displayed by cows during the estrus periods but also the effects of
the season [27]. They collected movement data and seasonal information from 186 cows
that exhibited estrus, of which 78 were dairy cows. They trained single-layer artificial
neural network models on this data and obtained an estrus period detection accuracy of
97% [27]. Arago et al. developed a system that aims to detect cows’ estrus by tracking
the mounting behavior displayed by cows during the estrus period [28]. In their study,
they trained two artificial neural network models using the Tensor Flow Object Detection
Application Programming Interface (API) with the goal of detecting the estrus event within
100 m. They carried out the detection process with the trained models by analyzing images
taken from cameras installed at specific angles. The system they developed has an accuracy
rate of 94%. In addition to these academic studies, there are also products that detect estrus
in cows. Actimoo is a commercial estrus tracking system [29]. This product detects estrus
based on physical data collected by an activity meter attached to the neck of the cows, and
its accuracy rate is defined as 80%. Another product used for estrus tracking is the estrus
band. Estrotect bands are attached to the backs of cows, and they change color during the
estrus period when another cow mounts the band-wearing cows, indicating estrus [30].

Various methods exist for detecting the estrus period in cows used in production.
These methods typically involve attaching a pedometer-like collar or wearable bracelet
device [23,27,29,31–33] to the cow or applying painting patches called estrus patches [30]
to the tail region of the cows. The main disadvantage of commercial wearable devices
used in animal husbandry, namely wristbands, collars, or paint patches, compared to
computer vision-based systems, is the necessity of allocating a device to each animal and,
therefore, pricing per animal. In addition, painting patches, such as Estrotect [30], are
disposable, although they are cheap and practical. Actimoo [29] and SCR [33], which
are commercial systems, have a limited usage time (as long as battery life) and require
infrastructure because they communicate wirelessly with the intermediary device; that is,
they are environment dependent.

Systems supported by deep learning, which could be considered more recent, are
still in the research stage, and a commercially matured system has not been encountered.
Existing visual systems serve a single purpose, such as estrus detection. This paper proposes
the development of a system that sequentially performs both estrus detection and cow
identification processes for use in augmented reality applications in dairy cows. The system
we propose is not individual based but refers to a volume such as a room, cow pen, or open
area, and its mobility is higher, especially for use in devices such as smartphones or drones.
The method proposed in this study aims to contribute to the following aspects:

• Introduce a deep learning-based method to visually identify animals on a livestock
farm;

• Introduce a deep learning-based method for detecting standing mounted and mount-
ing behaviors, the primary and secondary signs of estrus behavior. This brings new
technology to the dynamic structure of modern animal husbandry;

• Present a high-accuracy system by integrating estrus detection and cow identification
processes through the proposed method.

2. Materials and Methods

The core idea of the method is shown in Figure 2. The general structure of the method
involves the sequential utilization of two deep learning-based detectors for estrus and cow
identification, as illustrated in Figure 2. In the general method, the mounting detection
process is initially performed using a CNN or VGG, followed by determining the region of
interest (ROI) where the mounting action occurs using YOLO. After identifying the ROI, it
is cropped with a padding of 20 pixels around it. Cow ID detection is then carried out on
this cropped ROI using YOLO. Subsequently, the cow IDs are registered in the system. The
details of these procedures are presented in the subsequent subsections.
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Figure 2. General method.

The estrus detector operates by transferring a model trained on images containing
positive and negative cases of estrus periods, collected from the internet to real videos. This
method was chosen due to the labor-intensive and time-consuming nature of monitoring
and photographing the estrus period. For cow identification, a dataset of images was
gathered from various angles of cows present in the livestock facility and manually labeled.
The obtained dataset was utilized for this purpose. The two models obtained were tested on
images captured from drones, smartphones, and pan-tilt cameras. Initially, estrus detection
is performed, followed by the identification of cows during the estrus period, enabling
labeling within the facility.

2.1. Dataset and Transfer Learning for Mounting Detection

After the first calving, a dairy cow can be counted in the productive stage [34]. The
lifecycle in this stage is a sequence of lactation (up to 305 days), dry period (about 60 days),
and calving (about 280 days) [34–36]. Even if samples are collected in an area with many an-
imals due to the fact that obtaining comprehensive data from different animals would take
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a year and necessitate continuous observation by an individual who tags these moments
through video, it has been decided that the process of data collection is both laborious and
time consuming. To alleviate the burden on human resources, expedite the process, and
expand the dataset, we opted to source images featuring both mounting and non-mounting
behavior from the internet. Our research is centered around a dataset comprising cows
of diverse breeds, specifically Simmental, Holstein, Jersey, and Brown Swiss (Montofon).
This dataset encompasses images of cows engaged in mounting behavior and those not
involved in such activities, all captured from various angles. The dataset was curated by
collating images from online sources, specifically from search engines where cow images
are publicly shared. Importantly, each image underwent a manual labeling process to
categorize them appropriately.

The dataset was enriched with data augmentation techniques to prevent the models
from overfitting. During the data augmentation phase, techniques such as rotating images
by a specific angle and zooming in and out were benefited [37]. The total size of the dataset
is 1638. The test data size is 492 (30%), and the training size is 1146 (70%). The distribution
is not stratified. The two-class dataset consists of a total of 1638 images, comprising
937 images of cows in estrus and 701 images of cows not in estrus. Figures 3 and 4 display
some examples belonging to the positive and negative classes within the dataset. The
images in the dataset were preprocessed and normalized prior to training. During the
preprocessing stage, images with different pixel dimensions were resized to (224,224)
pixel dimensions.

 

Figure 3. Dataset positive class image collage.

2.2. Dataset and Cow Identification

The dataset was collected from a farm in the Aydın region, and this cow recognition
project was enhanced through the use of drone technology. All 300 dairy cows in the
full-capacity section of the farm were captured in high-quality images, which were then
analyzed using artificial intelligence techniques. The inclusion of cows from different
breeds, such as Holstein and Simmental, highlights the ability of artificial intelligence and
deep learning to accurately recognize various breeds and characteristics.
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Figure 4. Dataset negative class image collage.

2.3. Deep Learning Architectures
2.3.1. Convolutional Neural Network (CNN)

A CNN was used only for mounting detection purposes; therefore, only the estrus
dataset consisting of images of mounting or non-mounting situations was used, and the
images were collected from the internet. Artificial neural networks are models that are
based on the functioning of the human brain. The goal of this structure is to perform the
learning process, interpret the acquired knowledge, and make decisions autonomously.
Convolutional neural networks (CNNs) are a type of artificial neural network that are
used primarily for image recognition and computer vision tasks, although they can also be
used for other types of data processing, such as natural language processing. CNNs have
revolutionized the field of computer vision and continue to be an active area of research
and development [38,39]. Computers must recognize and convert incoming images into a
computationally manageable matrix format. The first layer in a CNN is a convolutional
layer, which applies a set of filters to the input image to extract features, such as edges
and corners. The output of the convolutional layer is then passed through an activation
function to introduce non-linearity into the model. The output of the activation function
is then passed through a pooling layer, which reduces the dimensionality of the feature
maps while retaining the most important information. The final output of the network is
typically a fully connected layer that performs classification. It learns the impact of these
differences on the label during the training phase and then uses this knowledge to make
predictions for new images. In this study, a 9-layer convolutional neural network was used,
as seen in Figure 5, and the network was trained for 20 epochs with binary classification.

2.3.2. VGG-19

VGG-19 was used only for mounting detection purposes; therefore, only the estrus
dataset consisting of images of mounting or non-mounting situations was used, and the
images were collected from the internet. The VGG-19 is a CNN architecture that was
introduced by the Visual Geometry Group (VGG) at the University of Oxford [40]. It is a
deep CNN with 19 layers that was designed primarily for image classification tasks. The
VGG-19 architecture consists of a series of convolutional layers with 3 × 3 filters, followed
by max pooling layers and rectified linear unit activation functions. The convolutional
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layers are organized into five blocks, with each block containing multiple convolutional
layers and a max pooling layer. The final layers of the VGG-19 architecture consist of fully
connected layers that perform the classification task. The output of the last fully connected
layer is fed into a SoftMax activation function to produce the class probabilities [40,41].
In this study, as seen in Figure 6, we removed the fully connected layer of the pretrained
VGG-19 model and added a new connection layer based on the number of classes in
the dataset.

Figure 5. Proposed CNN architecture.

Figure 6. VGG model’s architecture.
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2.3.3. YOLO

The YOLOv5 method was used for both mounting regions of interest detection and
cow identification. For this reason, two models were created separately for each dataset.
YOLOv5 is a convolutional neural network (CNN) architecture that was introduced in 2020
as an evolution of the popular YOLO (You Only Look Once) object detection model [42].
YOLOv5 is designed primarily for real-time object detection and recognition tasks, includ-
ing the detection of people, vehicles, and animals. Its acronym stands for ”You Only Look
Once”, referring to its ability to quickly and efficiently make object detection predictions
in a single step. YOLO divides the input image into an N × N grid, and each grid cell
determines the presence of an object within its area, considering the object’s center. The
grid cell that determines the center of the object will also find the class, height, and width
of the object and draw a bounding box around it [43]. This simplifies the architecture and
improves speed and accuracy. In our study, the dataset was labeled as positive or negative,
and the YOLOV5 model, which is the 5th version of YOLO, was trained on this dataset for
150 epochs.

2.4. Deep Learning Performance Evaluation and Model Selection

The hyperparameters of the algorithms used in the study, the optimizer used, the
preferred primary performance metric, train test dataset ratios, and loss value are shared in
Table 1. Models are focused on a binary classification problem. Models are compiled with
the “binary_crossentropy” loss function and “rmsprop” optimizer presented in Table 1.
The “accuracy” metric is used to evaluate the model’s performance in terms of accuracy. To
measure classification performance, accuracy, F1 score, precision, and recall performance
metrics, as presented in Table 2, are used. The dataset was split into 70% training data and
30% test data. In our study, we opted not to use k-fold validation for several reasons. Firstly,
k-fold validation may present challenges during deployment, as determining which fold to
use in real-world scenarios lacks a clear criterion. Additionally, our models demonstrated
high performance without the need for extensive hyperparameter tuning, making the
application of k-fold validation less crucial in our context. Moreover, the computational
cost associated with k-fold cross-validation, which requires training a separate model for
each fold, was deemed excessive given the satisfactory performance of our models. In
summary, our decision aligns with practical considerations related to deployment, a lack of
hyperparameter tuning needs, and the desire to maintain computational efficiency in the
field of computer engineering.

Table 1. The model’s hyperparameters.

Model Loss Function Optimizer
Performance

Metric
Train Data

(%)
Validation
Data (%)

Epoch
Mini-Batch

Size
Learning

Rate

CNN Binary crossentropy Rmsprop Accuracy 70 30 20 32 0.001
VGG-19 Binary crossentropy Rmsprop Accuracy 70 30 20 32 0.001
YOLO Binary crossentropy Rmsprop Accuracy 70 30 150 16 0.001

Table 2. Classification performance metrics.

Metric Equation

Accuracy A =
Number o f True Positives + Number o f True Negatives

Number o f Samples

Precision P =
Number o f True Positives

Number o f True Positives + Number o f False Positives

Recall R =
Number o f True Positives

Number o f True Positives + Number o f False Negatives

F1 Score F1 =
2 × P × R

P + R
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3. Results and Discussion

The dataset containing images of cows’ mounting movements during the estrus
period was used to successfully detect estrus in cows. Three different deep learning models,
namely the convolutional neural network, YOLO, and VGG-19, were trained on the dataset.

3.1. Estrus Detection

Performance metric results obtained by the methods used for estrus detection are
presented in Table 3. Accordingly, the highest accuracy value was obtained with VGG-19
and is 99%. The findings obtained with each method are discussed in the subsections.

Table 3. Performance metric results of the models.

Model Accuracy (%) Precision (%) Recall (%) F1 Score (%)

CNN 98 97 98 97
VGG-19 99 99 98 99
YOLO 98 98 98 97

3.1.1. Mounting Detection with CNN

The CNN model, which is a classical approach to image recognition problems, has been
developed for this study. The developed CNN model consists of nine layers, and the dataset
has been divided into 70% for training and 30% for testing. The CNN training process
consists of 20 epochs, with a duration of 25.2 min. While training the CNN model, the
GPU services of Google Colab, specifically the T4 GPU, were utilized. In this process, using
32 GB of RAM proved to be sufficient. After training on the training dataset for 20 epochs,
Figure 7 shows that the model achieved an accuracy rate of 98%, as represented in Table 3.
The model’s loss value is calculated to be 0.1. Interpreting the CNN results requires an
understanding of the metrics used to measure the model’s performance, consideration
of the dataset and training parameters used, and careful analysis of the results. Figure 8
presents a confusion matrix, indicating that the CNN model correctly identified 203 out of
207 estrus cases in the test dataset. In the negative cases where the cows did not show estrus,
it accurately detected 279 out of 285 cases. Figure 9 includes an example of prediction
results from the trained model. It is observed that the second case is the false predictions,
and this error seems to stem from the model perceiving the size difference between cows
and calves as a feature. In Figure 9, it is observed that errors occur in images predicted as
false not mounting when the feet are aligned, in contact, or very close. In images predicted
as false mounting, incorrect results are noticeable in crowded situations. However, despite
all these errors, only 10 out of a total of 492 test images have been predicted as false.

 
(a) (b) 

Figure 7. CNN training and test: (a) accuracy and (b) loss.
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Figure 8. The CNN model’s confusion matrix of the test dataset.

 

Figure 9. CNN false predictions of the test dataset.

3.1.2. Mounting Detection with VGG-19

The VGG-19 model, which is a transfer learning model, has been trained on the dataset.
The dataset has been divided into 70% for training and 30% for testing. Considering the
two classes in the dataset, the fully connected layer has been adjusted accordingly, and the
model has been trained on the training dataset for 20 epochs with a duration of 28.3 min.
While training the VGG-19 model, the GPU services of Google Colab, specifically the T4
GPU, were utilized. In this process, using 32 GB of RAM proved to be sufficient. The
interpretation of the VGG model results may vary depending on the task and performance
criteria for which the model is used. The VGG model is commonly used for image classifica-
tion tasks, and accuracy is the most common performance measure for this task. Therefore,
the VGG model results are typically presented in the form of a table or graph with high
accuracy, indicating that the model is successful in the classification task with high accuracy.
The trained model achieved an accuracy rate of 99%, making it the most successful model
in our study. Furthermore, the developed model correctly identified 280 out of 283 negative
states. Figure 10 shows that the developed model’s loss value approaches zero. Figure 11
displays a confusion matrix, which demonstrates that the developed VGG-19 model suc-
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cessfully predicted 209 out of 209 estrus states in the test dataset. Figure 12 includes an
example of prediction results from the trained model. The origin of all false predictions
made by the VGG-19 model is attributed to the data augmentation techniques applied
to prevent overfitting. Due to operations, such as rotation, zooming, and others applied
within the dataset, pixel losses occurred, leading to erroneous classifications by our transfer
learning model. Similar to the CNN model, in images predicted as false negatives in
Figure 12, errors are observed in aligning the feet in close or touching images. However, in
the VGG model, there are no images predicted as false mounting, and only three out of
492 test images are falsely predicted.

 
(a) (b) 

Figure 10. VGG-19 training and test: (a) accuracy and (b) loss.

Figure 11. VGG-19 model’s confusion matrix of the test dataset.

 

Figure 12. VGG-19 model false predictions of the test dataset.
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3.1.3. Mounting Region of Interest Detection with YOLOv5

The YOLOv5 deep learning model was used to detect estrus states by labeling the
937 images in the dataset that show estrus. YOLOv5 can be evaluated using a variety of
performance metrics, and these include mean average precision (mAP), accuracy, precision,
and recall. mAP is a widely used metric to examine the results of object recognition models.
The higher the map of an object recognition model, the more accurate and reliable the
model is. Accuracy measures the evaluation of samples, showing that the modeling is
correct. Based on Figure 13, the trained YOLOv5 model achieved a 98% accuracy rate in
detecting estrus conditions. The “metrics/mAP 0.5” value in this figure shows the accuracy
rate of our model. The “loss” values in the figure indicate how many errors the model
made during its training. Our model continued its training until we minimized our loss
values. The YOLOv5 training process is 150 epochs, and the duration is 32.4 min. While
training the YOLO model, the GPU services of Google Colab, specifically the T4 GPU, were
utilized. In this process, using 32 GB of RAM proved to be sufficient. Figure 14 includes an
example of prediction results from the trained model.

Figure 13. YOLOv5 accuracy.

 

Figure 14. YOLO model prediction examples.
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3.2. Cow Identification

All 300 dairy cows in the full-capacity section of a farm in the Aydın region were cap-
tured with high-quality images. Sample images obtained for YOLOv5 used are presented in
Figure 15, and evaluation results are presented in Figure 16. The YOLOv5 training process
is 150 epochs, and the duration is 15.2 min. The cow identification accuracy of the system
is about 95%.

  
(a) (b) 

Figure 15. YOLO cow identification: (a) cow identification from a pan-tilt camera; (b) cow identifica-
tion from a drone camera.

Figure 16. YOLO cow identification evaluation.

3.3. Cascaded System Results

The process of cow identification is illustrated in Figure 17, where cropping is per-
formed around the relevant bounding box after mounting detection, with a 20-pixel
padding. Primary and secondary behavioral signs for estrus, such as waiting periods
for standing to be mounted and mounting, are depicted in Figure 17a. Subsequently, the
identified identifiers for both cows are presented in Figure 17b. Following this detection and
animal marking process, relevant information can be sent, and the artificial insemination
process can be initiated. Mounting couple detection accuracy is 94%.
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(a) (b) 

Figure 17. Cascaded system results: (a) mounting detection and (b) cow identification after from
mounting detection crop.

3.4. Comparison with Similar Studies

Table 4 illustrates the differences between our approach and other common methods.
Commercial systems in the literature are designed as wearable smart collars and paint
patches, as presented in Table 4. Determining the onset of estrus, which is considered the
most suitable time for the beginning of cows’ reproductive cycles, and artificial insemi-
nation, supports livestock farming that meets a large portion of the increasing country’s
population’s food needs. On the other hand, it will also save the farm owner from the
delays and economic losses that occur during these reproductive cycles. If the farm owner
misses or incorrectly detects the estrus period, they may face problems such as a loss in
milk production, a calf born with a delay of at least a month, and the inability to take
advantage of government support. The purpose of our study is to detect the estrus periods
and thereby help farm owners avoid economic losses and delays. Traditional methods
used to detect estrus in cows include observing physical movements. Among these studies,
Memedova and Keskin achieved 98% accuracy in detecting estrus by tracking the physical
movements of cows with a fuzzy logic model that they developed [23]. In another study,
which was prepared as a doctoral thesis by Yildiz, an artificial neural network model was
developed that used not only physical movements but also seasonal data, achieving 97%
accuracy [27]. Arago et al. aimed to detect cows in estrus that display mounting behavior,
using models trained on images of cows [28]. Although the collected dataset has not been
shared, a system that works with a 94% accuracy rate was developed with the help of the
trained model. Our study and the results of other studies conducted in the literature are
shown in Table 5.

Behaviors such as standing to be mounted and mounting are all just symptoms of the
estrus period, and as shown in Figure 1. If these symptoms are detected, only the success
rate of artificial insemination increases [21]. While livestock wearables equipped with IMU,
painting patches, and visual computing systems successfully identify mounting and/or
standing-to-be-mounted behaviors, they are commonly referred to as estrus detection
systems [28–33]. The proposed method is a visual system and is used to detect mounting
and/or standing-to-be-mounted behaviors. In this way, it is possible to increase the success
rate of artificial insemination by identifying only animals that are likely to be in estrus. It is
important to mention that false estrus warnings, resulting from social mounting interactions
in dairy cows, can also be detected by the system. This limitation has implications for the
broader impact of smart estrus detection studies presented in Table 4 as well. In addition,
the interactions creating false alerts are short in duration [21,44]. Therefore, it is possible
to reduce false alerts by separating longer-term standing-to-be-mounted situations and
creating a rule-based system for when the visual system is triggered. If it is desired to
determine the exact status of the cows rather than predicting, more comprehensive studies
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are required that include not only visual or biomechanical data but also physiological data
and veterinary examination reports.

Table 4. Comparison of the systems to detect the estrus period and cow identification.

Reference Sensor Estrus Detection Cow Identification Cost Lifetime

Actimoo [29] IMU
Pattern recognition from

IMU signals obtained from
cow collars

Smart collar matching with
the ID of the dairy cow

~EUR 120 per
cow

5 years battery
life

SCR Heatime
[33] IMU

Pattern recognition from
IMU signals obtained from

cow collars

Smart collar matching with
the ID of the dairy cow

~EUR 200 per
cow

7 years battery
life

Estrotect [30] Paint Patch that changes color
when the cow mounts

Accomplished by seeing the
painted cow by the farmer

EUR 2.5 per
usage Disposable

[28] PTZ
Camera

Faster R-CNN and
SSD cow localization

and tracking
NA NA No battery

[45] Camera
Detection of cow images

with deep learning
(YOLOv5)

NA NA No battery

[46] Multiple
cameras

Detection of ewe images
with deep learning

(YOLOv3)
NA NA No battery

[47] RFID NA Yes Under EUR 1
per cow No battery

[48] IMU and
RFID NA Yes Under EUR 20

per cow
Rechargeable

Li-Po (728 days)
Proposed
method Camera Detection of cow images

with deep learning
Classification of images

with deep learning NA No battery

Table 5. Comparison of machine learning-based methods in estrus detection and cow identification.

Reference Sensor Software
Estrus Detection

Accuracy (%)
Cow Identification

Accuracy (%)

[23] IMU Fuzzy logic model 98 NA
[27] IMU Deep learning 97 NA
[29] IMU NA 80 NA
[28] Camera Deep learning 94 NA

[45] Camera
Detection of cow images

with Deep learning
(YOLOv5)

94.3 NA

[49] Camera Computer vision 90.9 NA
[50] Camera YOLOv3 82.1 NA
[51] Camera and ear tag CNN NA 84
[52] Camera YOLO and faster R-CNN NA 84.4

Proposed CNN model Camera Deep learning 98 NA
Proposed VGG-19 model Camera Deep learning 99 NA
Proposed YOLO model Camera Deep learning 98 95

4. Conclusions and Future Works

This manuscript introduces an innovative approach utilizing machine learning for the
identification of individual cows and the detection of estrus behaviors. While previous
studies have successfully detected estrus behaviors through machine vision, identifying
individual cows in estrus within a herd has proven challenging. This pursuit is deemed
valuable, and the development of an algorithm capable of providing such information
holds significant importance. In livestock production, various methods exist for detecting
the estrus period, such as attaching pedometer-like devices or applying estrus patches.
However, these commercial wearable devices pose limitations, including the need for one
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device per animal, pricing concerns, environmental dependency, and restricted lifespans.
This study proposes a deep learning-based system for both estrus detection and cow
identification, addressing the shortcomings of existing methods and aiming to contribute
to automated livestock management.

The proposed approach seamlessly integrates estrus period detection and cow identi-
fication using AR. The process commences with deep learning-based mounting detection,
followed by the identification of the mounting ROI through YOLOv5. Subsequently, the
ROI is cropped with padding, and cow ID detection is performed using YOLOv5 on the
cropped ROI. The system then records the identified cow IDs. Demonstrating exceptional
accuracy, the proposed system achieves 99% precision in detecting mounting behavior, 98%
accuracy in ROI identification for mounting, and 94% accuracy in detecting the mounting
couple. The overall success of these operations underscores the potential of the proposed
system in contributing to AR and AI applications within the realm of livestock farming.
This research holds significance for automating livestock management through advanced
augmented reality systems, showcasing efficiency in estrus period detection and cow iden-
tification by integrating CNN and VGG-16 detectors sequentially. This approach addresses
the limitations of labor-intensive and time-consuming traditional monitoring methods.

Recognizing the critical importance of accurately determining the reproductive cycles
of cows for sustainable livestock farming, this study emphasizes the economic benefits and
increased production efficiency that result from informed decision making. By combining
augmented reality and deep learning models, the research represents a scientific advance-
ment, offering a non-intrusive alternative to traditional wearable systems. The proposed
system also presents cost-effective and durable solutions for veterinary training in large
businesses, with potential applications in pasture farming, drone adaptation, and even
aspects of robotic shepherding. This study anticipates a positive impact on livestock man-
agement by providing a state-of-the-art solution that facilitates automation and enhances
productivity in the livestock sector.

In conclusion, this research proposes a cutting-edge solution to enhance livestock
management, offering a method that can detect estrus periods in an efficient way. The
image-based approach for estrus period detection contributes to the literature and is poised
to drive automation and productivity improvements in the livestock sector.
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26. Koçyiğit, R.; Yanar, M.; Diler, A.; Aydın, R.; ÖZDEMİR, V.F.; Yılmaz, A. Cattle and Calf Raising Practices in The Eastern Anatolia
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Abstract: The calibration of three-dimensional (3D) coordinates in augmented reality systems is
a complex activity. It involves the recognition of environmental characteristics and technology
that models the 3D space of the device, determining its position and orientation. Single markers
suffer from numerical instability, particularly when they are small within the camera image. In
the industrial environment, it is common for augmented reality applications to cover large spaces,
making it difficult to maintain attributes such as precision and accuracy. To address this issue, our
study proposes a two-step calibration model that leverages multiple markers for accurate localization
in a larger indoor environment. We developed the calibration model using Unity3D, Mixed Reality
ToolKit, and Vuforia and evaluated it in terms of precision and accuracy in a proof of concept using
the MS Hololens device. Our findings reveal that employing two markers significantly reduces
angular discrepancies between points in the real and augmented environments. Moreover, our results
underscore that registration accuracy improves as the number of calibration points increases. The
results show improvements in determining the axes that define the 3D space, with a direct influence
on the position of the points observed in the experiment.

Keywords: HoloLens; calibration; industrial; augmented reality; indoor positioning

1. Introduction

The interactivity between real and virtual objects geometrically and temporally aligned
in the real environment defines augmented reality (AR) [1]. The technological advances ob-
served over the last decade have stimulated the implementation of several AR applications
in industry [2–8]. The rigor of the precision and accuracy requirements for placing virtual
elements in real environments combined with the progress achieved by devices in terms of
these competencies has driven the development of AR solutions.

Localization and tracking approaches in AR systems can be based on sensors, visual
elements, or both [9]. Regardless of the approach used, factors such as the occlusion
of markers, moving objects, noise, electromagnetism, and low light are often observed
in industrial environments. They hinder or limit the ability to accurately determine the
location and orientation of a device, adding tracking failures to an AR system [10]. Given
these challenges, the ability to align virtual and real components with precision and
accuracy can determine the feasibility of AR systems in industrial environments [9]. The
common challenges inherent to this process include the reliability and scalability in the
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tracking of device movement [5,10], calibration [2], and the precise contextualization of
overlapping information in the real environment [10].

Some studies [11] use the recognition of fiducial markers as a strategy in augmented
reality applications. However, execution environments are usually restricted to small spaces
such as tables or workbenches. Therefore, they disregard or minimize the effects of factors
that can negatively affect the experience of AR applications in an industrial environment.
Although other studies [12] consider these aspects and cite the relevance of keeping the
positioning of holograms precise and accurate as a precondition for standardized scientific
experiments, they almost always present qualitative and subjective analyses of the precision
and accuracy of the experiments.

The literature describes the basic architectural components of AR systems: cameras,
tracking systems, and user interfaces [5]. Although there are several ways to integrate these
elements, studies highlight the relevance of head-mounted displays (HMDs) because they
allow operators to move around and access information hands-free [5,13].

Of the devices currently available in the market, the Microsoft HoloLens mixed reality
device stands out in terms of performance, presenting itself as a complete and self-contained
AR tool [14], i.e., an HMD with all the AR architectural elements embedded in a single
device. These studies reveal the importance of representing holograms in AR applications
with accuracy and precision, list the characteristics of industrial environments that hinder
success, and, finally, reveal the demand for scientific productions that measure these
parameters objectively. Thus, they contribute to the motivation of this study. Although it is
possible to find a few studies, such as [15,16], capable of proposing quantitative methods
to measure the accuracy and precision of their AR solutions, the coverage area of the
applications is limited to small distances (a few meters) and has low sampling.

Considering the lack of studies related to the calibration of AR systems, specifically
examining the challenges facing HoloLens observed in industrial environments in terms
of applying AR solutions efficiently, the following question arises: how to develop a
calibration method that helps AR systems to maintain the accuracy and precision of their
solutions in industrial areas? To answer to that question, the objective of this study is
to propose two models of 3D coordinate calibration for AR applications in an industrial
indoor environment and compare these solutions’ performances based on their accuracy
and precision in displaying virtual objects in these scenarios.

This study is divided into four sections including this introduction. Section 2 describes
the methods and experiments carried out to evaluate the precision and accuracy of the
implemented models, Section 3 presents the proposed calibration model and the outcomes,
and Section 4 presents the final considerations and suggestions for future research.

2. Materials and Methods

We adopted the design science research (DSR) paradigm. In addition to a knowledge
contribution, DSR contributes to the real-world application environment from which the
research problem or opportunity is drawn [17].

Our method parallels that described by Gregor and Hevner [17], which includes six
steps: (1) identify the problem, (2) define solution objectives, (3) design and development,
(4) demonstration, (5) evaluation, and (6) communication.

In steps 1 and 2, we carried out a systematic literature review to understand the
problem and define the solution objectives.

In step 3, we designed and developed the calibration models proposed. We employed
the Unity3D ecosystem, which is a popular tool for crafting 2D and 3D simulations, offer-
ing support for over 20 different execution platforms, including HoloLens. Its primary
function is to provide a basic framework for associating visual elements (such as buttons,
text, images, and 3D objects) with their respective behaviors, defined using application
programming interfaces (APIs) and software development kits (SDKs).

We also used the Mixed Reality Toolkit (MRTK), which is an SDK developed by
Microsoft to assist in the creation of virtual and augmented reality applications, equipped
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with its own set of components and resources for integration within Unity3D. Several
key functionalities of the MRTK played a significant role in the development of the test
application in this study, including interfaces for the input and output of data with the
potential for interaction with real-world surfaces, real-time access to the spatial mapping
results provided by the HoloLens, and management of anchors implemented through
the WorldAnchorManager class. The MRTK software architecture is extensible, allowing
developers to customize component behaviors through the utilization of its interfaces. In
this research, this capability was leveraged to programmatically assign anchor behavior to
specific instances of virtual objects within the environment.

Another SDK used in the development of the test application is Vuforia [18], designed
to recognize specific features in flat images or 3D objects for runtime tracking. This feature
enables developers to position and orient virtual objects concerning real-world objects when
they are viewed through the device’s camera and recognized by Vuforia’s computer vision
algorithms. Consequently, it becomes possible to establish a correspondence between the
observer’s perspective regarding the recognized real object and the virtual object projected
onto it, creating the illusion that the virtual object is an integral part of the real-world scene.
Vuforia provides APIs in various programming languages and includes support for .NET
through an extension for Unity3D. .NET is a Microsoft initiative for unifying executable
libraries across language-independent environments. This approach allows developers to
write code that is not specific to a particular device and instead create solutions for the
.NET platform. As a result, Vuforia can execute its functionalities on HoloLens just as it
would on other devices. In this study, Vuforia was employed for the recognition of fiducial
markers within the test application, facilitating the creation of virtual object instances on
these markers.

The data collected during the test was stored in comma separated value (CSV) format,
a simple and widely recognized data format in the field of computing, compatible with
numerous software applications. The R language was used to generate graphical visualiza-
tions of the collected data. R is a language dedicated to data analysis, manipulation, and
visualization, originally developed by Ross Ihaka and Robert Gentleman in the Department
of Statistics at the University of Auckland, New Zealand, and is currently maintained
by volunteers under the General Public License (GPL). The choice of data format and
language for analysis was based on the researcher’s familiarity and did not impact the
study’s outcomes.

Then, in step 4, we demonstrated a proof-of-concept of our proposed calibration
models. To meet the challenges inherent to industrial environments, the scenario defined
for this stage was a logistics warehouse. This warehouse is approximately 10,000 m3,
contains a large variety of equipment and components, and has characteristics such as
dynamism in the composition of its internal layout and variability in lighting, noise,
and obstacles.

The International Organization for Standardization (ISO) defines, in ISO 5725-1:2023,
accuracy as the closeness of agreement between a test result and the actual value and
precision as the closeness of agreement between independent test results obtained under
stipulated conditions [19].

In step 5, we evaluated our proposed calibration models in terms of validity crite-
ria, since DSR includes gathering evidence that the artifact is useful, meaning that the
artifact works and does what it is intended to do [17]. To measure these indicators, two
experiments were carried out. The first experiment was to verify and compare, in an
industrial environment, the precision of the proposed two-step calibration model with a
simple calibration model. The second experiment was to check if, in fact, the proposed
model achieved the objective of locating and assisting in the identification of components
within an industrial environment.

To evaluate the precision (i.e., the dispersion of the samples) and accuracy (i.e., the
exactness) of the simple and two-step calibrations in an industrial scenario, the prototype
was programmed to perform each calibration separately so that, after the calibration step,
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it would be able to measure the virtual coordinates relative to the calibration system origin
of markers placed in different locations within the scenario.

To configure the experimental environment, five points were first selected inside the
warehouse. The criteria for choosing these points were as follows:

1. Locations that remained the same throughout the experiment. Changes in these
locations would require measurements to be re-performed;

2. Locations where it was possible to measure with a laser tape measure from the point
chosen as the origin to obtain a rigorous measurement (gold standard);

3. Locations at different distances from the point chosen as the origin;
4. Locations where all markers could be placed at the same height, facilitating data analysis;
5. Locations where the markers could be viewed from the front, with at least one meter

of distance, so that the marker could be viewed by the HoloLens camera.

Once the points were selected, one of them was defined as the origin, a fiducial marker
was placed at this point, and the exact center of this marker was used as a reference for the
position of origin of both the virtual and the real coordinate systems. In addition to these
markers, an additional marker was added at the same height (y-coordinate) in the direction
of the negative x-axis and 1.594 m away from the marker of origin. In general, the second
fiducial marker should be aligned with the first. This last marker is used for two-step
calibration. Lastly, with the laser tape measure, the x and z coordinates of the other markers
were measured from the origin. Figure 1 shows the arrangement of the points within the
scenario, as well as the measured coordinates of each point and the distance vector from
the origin for each of the points.

Figure 1. Configuration of the environment for the experiment.

Finally, step 6 of the design science research approach entails communicating our
findings in this work.

3. Results

In the sections that follow, we describe our experiment’s outcomes.

3.1. Localization and Space Recognition Mechanisms of HoloLens

The HoloLens (1st gen) is an AR device released by Microsoft Corporation in 2016
that has several sensors, lenses, and holographic projectors, as Figure 2 illustrates. This set
enables HoloLens to recognize the environment and measure its localization. The system
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uses depth and environment-understanding cameras to three-dimensionally reconstruct
the real environment. Infrared laser projectors, which make up the HoloLens, restrict the
use of the device to environments free of sources emitting this light frequency.

Figure 2. HoloLens sensors. (1) Environment-understanding cameras. (2) Infrared laser projectors.
(3) Depth camera. (4) High-definition camera. (5) Light sensor [13].

The process for representing real-world surfaces in the HoloLens is described by a tri-
angular mesh connected to a system of spatial coordinates fixed in the mapped environment.
Figure 3 exemplifies the reconstruction as information is captured by the device sensors.
The result of this process, continuously updated by the system, causes environmental
changes to be reflected in the virtual context, keeping it adapted.

Figure 3. HoloLens sensors. (1) Environment-understanding cameras. (2) Infrared laser projectors.
(3) Depth camera. (4) High-definition camera. (5) Light sensor [13].

HoloLens allows associating virtual objects (anchors) with the mesh and reconstructing
the real environment to which it is exposed. The function of an anchor is the maintenance
of location and orientation metadata relative to the real space. The documentation provided
by Microsoft recommends the use of anchors in environments larger than five meters to
achieve greater stability in the display of the holograms [14].

3.2. Proposed Calibration Models

HoloLens uses its own method for creating a system of coordinates, mapping, and
understanding the environment. When opening an application in HoloLens, it uses its
position, i.e., its top, side, and front reference, to create its coordinate system. Thus, if the
same application is opened with the device pointing to another direction, for example, the
coordinate system will be different. Therefore, when it is necessary for holograms to appear
in the same location as the physical environment, a fiducial marker (Figure 4) is used as a
calibration point to always generate the same coordinate system.
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Figure 4. Example of a fiducial marker used in calibration.

When the HoloLens moves through the scenario from a point A to any point B, it
uses algorithms for mapping and understanding the world to virtually determine its
position in the virtually reconstructed real setting. These algorithms will be called device
self-localization. They are proprietary and cannot be modified.

For use of the glasses in spaces larger than five meters, the documentation provided
by the HoloLens manufacturer recommends the use of spatial anchors to stabilize the
holograms. That is, when instantiating a hologram in space without using a spatial anchor, it
is unstable and, consequently, inaccurate. A spatial anchor is a virtual representation of a set
of characteristics extracted from the real world over which the system will maintain control
over time, and its objective is to provide a more precise position for the hologram [14].
However, to ensure adequate precision, another important manufacturer recommendation
is to always position a hologram less than three meters from a spatial anchor.

The use of anchors improves accuracy but does not guarantee high accuracy. There
are other variables that influence the results of hologram precision and stability in an
industrial scenario. One of these is calibration. As previously mentioned, the calibration
strategy proposed in this study is the use of fiducial markers. The quality of the recog-
nition of the markers proportions and orientation is indispensable to ensure the correct
alignment between the virtual three-dimensional coordinates with their corresponding
real three-dimensional coordinates. However, as accurate as computer vision systems may
be, distortions in the dimensions and characteristics used to determine the distance and
perspective of the marker add erroneous information in the translation and rotation of
points in the virtual environment relative to their equivalent location in the real environ-
ment. As a consequence, there is incorrect alignment between the holograms of the virtual
environment and their corresponding points in the real environment.

With the objective of mitigating the discrepancy associated with the recognition of the
fiducial marker in AR systems developed for HoloLens, in this study a calibration model
was developed to address the distortions caused by incorrect recognition of the marker.
This model was called two-step calibration and is detailed in the next section.

3.2.1. Simple Calibration

Among the possible ways to translate and rotate the points for the alignment of the
virtual coordinates with the real coordinates, a typical method uses calibration, herein
called simple calibration. In this calibration, the Vuforia framework is used for marker
recognition [19].

Vuforia is used in this context to recognize the fiducial marker through computer
vision and then instantiate a hologram that respects the orientation and proportions of this
marker. From there, the position and orientation of this hologram are treated as the origin
of the virtual coordinate system. Next, previously knowing the coordinates of any fixed
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point within the physical scenario which will be the origin of the real coordinate system, as
well as the orientation and the distance in meters between these two origins, it is possible
to determine the orientation and position of the axes of both coordinate systems and thus
calibrate the system.

3.2.2. Two-Step Calibration

The identification of the direction of the marker axes through Vuforia has an angular
nature. That is, the larger this angle, the greater the divergence between the idealized
virtual plane and the virtual plane created by the system. Despite the good quality of
computer vision algorithms for marker recognition, distortions are still present, and small
divergences in the identification of these angles can generate large inconsistencies as the
user wearing the device moves away from the origin. To mitigate this axis angulation
problem, we proposed a two-step calibration system. This calibration system consists of
adding a second marker with a fixed and known distance and orientation relative to the
first marker. This second marker aims to determine angles forming the axes more precisely.
In other words, unlike simple calibration, which uses Vuforia to recognize the first marker,
instantiate a hologram based on the orientation and proportions of the marker, and use
the position and direction of this hologram to create the axes, two-step calibration uses the
first marker to determine the position of the hologram and the second marker to rotate the
hologram. Only after recognizing the second marker will the axes be generated based on
the hologram. It is important that the two markers are facing each other at approximately
1.5 m.

3.3. The Experiments

After setting up the environment, the experiment was started. For each type of cali-
bration, five sample collections of spatial coordinates were performed at each point. Each
collection consisted of running the application developed for the experiment, performing
the calibration procedure, moving toward the point in question, collecting 500 samples
of spatial coordinates from the marker, and closing the application. To ensure equality of
conditions in the behavior of the application, each time that collection was started at one of
the points, the HoloLens mapping information was deleted.

The experiment generated 2500 samples for each point, resulting in 10,000 samples for
each type of calibration. To evaluate the accuracy (the mean distance between the virtually
measured position and the real measured position) and the precision (the dispersion of the
samples) of the simple and two-step calibrations, the following values were measured:

(1) Euclidean distance between the virtual coordinates and the real coordinates;
(2) Magnitude of the error in the evaluation of distances, which in this study is defined as

the difference between the absolute value of the measured vector (the actual distance
from the origin to the chosen point) and the distance from the origin to the chosen
point returned by the HoloLens.

To visualize the angular dispersion of the error, we also mapped the value of the angle
formed at the origin between the corresponding vector to the coordinates provided by
the HoloLens and the real coordinates of the points (Figure 5). This angle, of course, is
determined by the Euclidean distance obtained in (1) and by the absolute values of the real
distances and those provided by the HoloLens.

For the Euclidean distance of the samples relative to the real point, magnitude is the
difference between the absolute value of the measured vector (the actual distance from the
origin to the chosen point) and the distance returned by the HoloLens. Angular distance
is the angle formed at the origin between the corresponding vector of the coordinates
provided by the HoloLens and the real coordinates of the points.
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Figure 5. The Euclidean distance between sampled and measured coordinates.

Figure 6 depicts the graph containing the dispersion and the median of the Euclidean
distances between the virtual coordinates and the real coordinates obtained from the
samples. The graph shows that the two-step calibration was always more precise than the
simple calibration at all points. Thus, we conclude that the two-step calibration contributes
significantly not only to reducing the Euclidean distance between the virtual and the real
coordinates but also to reducing the dispersion of the results.

Figure 6. The Euclidean distance between the virtual coordinates and the real coordinates (2500 sam-
ples for each point).

Figure 7 shows the dispersion of the difference between the magnitude of the samples
and the measured magnitude. Note that at some moments, the two-step calibration had a
lower magnitude and/or dispersion; in others, the simple calibration was less dispersed
and more precise. This seems to indicate that the error associated with the magnitude is
not influenced by the calibration method.

Figure 8 shows how much the two-step calibration contributes positively to reducing
the size and dispersion of the angles obtained in the samples.

3.4. Discussion

The absence of indicators for accuracy and precision in related research is evidence
of the lack of technical work, highlighted by Bottani and Vignali [2]. Thus, this study con-
tributes to the expansion of technical productions on the adoption of HoloLens in industrial
environments, establishing numerical criteria for evaluation and comparison with future
solutions. However, it is possible to establish a dialogue between the calibration method
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proposed in this study and its correlates through the exposure of possible applications and
contributions between research fields.

Figure 7. The difference between the sampled and measured magnitude.

Figure 8. The angular distance between the sampled and measured coordinates.

Bachras, Raptis, and Avouris [20] carried out an empirical study that points to the
use of anchors as an instrument to guarantee accuracy and precision in augmented reality
applications using HoloLens. Access to the polygon mesh produced by HoloLens during
spatial recognition is a necessary condition to generate the executables of these authors’
applications. From this mesh, the authors position the virtual objects and assign anchor
behavior to them. The use of the two-step calibration method proposed in this study
is potentially useful for developing a dynamic system for inserting anchors during run
time (i.e., as the polygon mesh is produced by the HoloLens). Given that the application
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developed by them is a navigation system for some streets in the city of Patras (Greece),
the use of two-step calibration would enable the development of generic solutions that can
be adapted to various contexts (not just for a specific and previously known environment).
Our hypothesis is that applying two-step calibration in the Bachras, Raptis, and Avouris
experiment would produce a relatively small average error in the position of the holograms
compared to the dimensions of the proposed environment. However, more studies are
needed to test this hypothesis.

The assessment of accuracy and precision in the representation of movable virtual
objects is an opportunity to extend this research, which is currently limited to measuring
these indicators for static virtual objects. The studies by Cýrus et al. [21] indicate that the
recognition of fiducial markers is a more suitable alternative for representing mobile virtual
objects; however, the analysis of the characteristics that favor the recognition of markers is
associated with the field of computer vision and is outside this study scope.

4. Conclusions

Single markers suffer from numerical instability, particularly when they are small
within the camera image. To address this, our study introduces a two-step calibration model
that leverages multiple markers for accurate localization in a larger indoor environment.
We put our model to the test using the MS Hololens AR device, which traditionally relies
on SLAM for tracking. Notably, our experiments were conducted in an industrial setting to
investigate how markers impact the accuracy of 3D point measurements. We meticulously
measured four distinct points in both the physical and augmented reality realms. Our
findings reveal that employing two markers significantly reduces angular discrepancies
between points in the real and augmented environments. This is made possible by our
novel model that deploys two fiducial markers aligned along the x-axis in a virtual space,
effectively doubling the measurement data for precise alignment. Moreover, our results
underscore that registration accuracy improves as the number of calibration points increases.
Thus, our study establishes quantitative forms and parameters to compare the calibration
models of AR solutions.

The discussion of the results obtained stimulates the production of studies and quanti-
tative analyses of AR solutions. This study establishes numerical criteria for evaluating the
proposed models, enabling direct comparison of results with future experiments and with
different devices.

Future generations of HoloLens or other similar AR devices will likely include sensor
improvements. However, the calibration and positioning method proposed in this study
is based on general concepts and assumptions about AR. Although the experiments were
performed on a first-generation HoloLens, the perspective is that future generations of
AR devices will also be able to benefit from the results of the two-step calibration process
proposed in this study.

One factor that directly influences precision is the angular distance. Here, the two-step
calibration proposed in this study has a significant influence. The tests allow us to conclude
that the two-step calibration increases the precision compared to the simple calibration,
and it also is more suitable for use in industrial scenarios where the localization of objects
with high precision is required.

Some hypotheses of contributions of the calibration model proposed in other re-
search [20] help to exemplify the possibilities of practical applications of the two-step
calibration model. These hypotheses open new lines of investigation and, consequently,
new opportunities for studies.

Some factors may negatively influence HoloLens behavior in specific circumstances,
such as the inadequate functioning of the HoloLens in sunlight. These are device limitations
reported by Microsoft itself in the equipment documentation. Therefore, this study avoided
carrying out the experiment in circumstances that would obviously be frustrated due to
the limitations of the equipment (not the proposed calibration model).
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Although the research carried out is inspired by the demands of the industrial sector,
the calibration method proposed in this study is not limited to this context alone. AR
systems with critical precision and accuracy in displaying holograms can benefit from the
results achieved in this study.

The two-step calibration model proposed in this study fulfills the general objective
of this research and answers the guiding question. Its application in HoloLens presented
precision and accuracy values in displaying holograms that were significantly relevant
in comparison to the volume of the environment used in the experiment. The two-step
calibration model proved to be effective for HoloLens applications in industrial and simi-
lar contexts.
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Abstract: Augmented reality (AR) tools have been investigated with promising outcomes in reha-
bilitation. Recently, some studies have addressed the neuroplasticity effects induced by this type
of therapy using functional connectivity obtained from resting-state functional magnetic resonance
imaging (rs-fMRI). This work aims to perform an initial assessment of possible changes in brain
functional connectivity associated with the use of NeuroR, an AR system for upper limb motor
rehabilitation of poststroke participants. An experimental study with a case series is presented. Three
chronic stroke participants with left hemiparesis were enrolled in the study. They received eight
sessions with NeuroR to provide shoulder rehabilitation exercises. Measurements of range of motion
(ROM) were obtained at the beginning and end of each session, and rs-fMRI data were acquired at
baseline (pretest) and after the last training session (post-test). Functional connectivity analyses of
the rs-fMRI data were performed using a seed placed at the noninjured motor cortex. ROM increased
in two patients who presented spastic hemiparesis in the left upper limb, with a change in muscle
tone, and stayed the same (at zero angles) in one of the patients, who had the highest degree of
impairment, showing flaccid hemiplegia. All participants had higher mean connectivity values in the
ipsilesional brain regions associated with motor function at post-test than at pretest. Our findings
show the potential of the NeuroR system to promote neuroplasticity related to AR-based therapy for
motor rehabilitation in stroke participants.

Keywords: motor imagery; fMRI analysis; augmented reality

1. Introduction

Stroke is a serious and common public health problem throughout the world, with
high mortality rates [1]. In recent years, advances in the medical treatment of acute stroke
have resulted in a decrease in the mortality rate [1–3]. However, many survivors remain
with significant commitments [4], with upper limb impairment occurring in up to 77% of
cases [5]. This is the major cause of functional dependence and the impossibility of carrying
out daily life activities [6]. Therefore, health centers, stroke survivors and their families
carry the burden of long-term disability.

The increasing proportion of survivors of stroke is associated with an increase in the
number of individuals who persist with sensory motor deficits [3,4]. Despite intensive
rehabilitation, more than half of the survivors remain with a disability affecting functional
independence [7–9]. Poststroke rehabilitation has been a challenge because it usually
requires repetitive and intensive training. Additionally, there is a shortage of health centers
and health professionals to deal with this increasing population [10].

Several neurorehabilitation techniques have been used for neuromuscular rehabil-
itation of these types of patients [11–15]. Technologies such as augmented reality (AR)
have been employed as new therapy tools to improve stroke rehabilitation and provide
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opportunities to promote the repetitive practice of activities as soon as disengagement
and boredom threaten the progress in rehabilitation [4]. AR is a technology that combines
the real world with virtual objects and can be manipulated by the user and controlled by
specialists. AR applications constitute a safe environment for users [16], and they have the
potential to be used at home with remote supervision [17].

AR applied to health and wellness fields has been evaluated in recent years and with
promising outcomes in some areas, such as rehabilitation [12,16,18]. Moreover, functional
magnetic resonance imaging (fMRI) assessment of brain changes resulting from the use
of this type of system in rehabilitation has shown that most result in the restoration
of activation patterns or relateralization to the ipsilateral hemisphere [19]. fMRI is a
noninvasive and safe technique for mapping functional connectivity and brain function.
Resting-state fMRI (rs-fMRI) data can be acquired using spontaneous signals obtained
while the participant is resting in the scanner [20]. Data from rs-fMRI have been shown to
be stable and reproducible across participants [21]. The rs-fMRI experiments are not used
to map brain activation/deactivation of the brain regions during a specific task but rather
to investigate brain functional connectivity [22].

Usually, functional connectivity is inferred from seed-based analysis or independent
component analysis (ICA). Seed-based analysis is performed by correlating the fMRI
time signals of chosen regions of interest (ROIs) with the remaining fMRI time series,
disregarding other significant neural coactivation patterns [22], while ICA is a data-driven
method that does not depend on any chosen ROI [23].

In this work, for AR training, we chose an AR system, NeuroR, that was initially
designed to provide a virtual image to stimulate motor imagery [24]. It uses an approach
similar to mirror therapy, with a virtual tridimensional arm superimposed on the impaired
limb, that is, the user’s actual upper limb is substituted in the image by the virtual arm.
This AR system seeks to promote neuroplasticity by performing a simple task, where the
participant, sitting in front of a projection screen or TV, visualizes him/herself performing
exercises of shoulder abduction and flexion with the affected arm, which is replaced by a
virtual arm. The virtual arm performs a much larger movement than the real movement
the patient is actually capable of executing. Actually, the success of virtual reality and AR
games applied to rehabilitation seems to be based on their ability to provide false positive
feedback, which is thought to promote appropriate brain reorganization [25,26]. Previous
experiments showed that three of four stroke patients physically executed shoulder move-
ment when asked to perform motor imagery from the visual feedback of the animation of
the tridimensional virtual arm [24]. Another study, by Brauchle et al., with a multijoint
arm exoskeleton reported changes in brain functional connectivity during motor execution
and motor imagery of different feedback modalities (visual and proprioceptive) for both
healthy participants and stroke survivors [27]. They evaluated the functional connectivity
networks from electroencephalography data by defining a seed electrode in the ipsilesional
primary motor cortex. In the same way, we hypothesized that changes in brain functional
connectivity can occur, as pointed out by [27], since the participants also have visual and
proprioceptive feedback while they see themselves on the computer screen and see their
virtual arm moving during shoulder exercises for mental practice or motor execution.

The aim of the present work was to explore the use of rs-fMRI data to evaluate possible
changes in functional brain connectivity of poststroke participants associated with the use
of NeuroR in the context of motor rehabilitation. We also wanted to evaluate the spasticity
of the patients and possible changes after therapy in their range of motion (ROM). A pilot
study was conducted with an acute stroke participant using rs-fMRI and NeuroR training
integrated into the patient’s rehabilitation program [28]. Herein, we conducted a case
series with three chronic poststroke participants. Functional connectivity analyses were
performed to investigate whether functional brain reorganization occurred, triggered by
the mental practice of stroke participants using NeuroR. Functional brain connectivity was
assessed using the seed-based method. The idea was to investigate whether the integration
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of the virtual arm image into the AR system stimulates neuroplasticity, making the system
a new tool to aid the rehabilitation of poststroke patients.

2. Materials and Methods

Case studies were performed at the Clinics Hospital of the University of Campinas,
Brazil. Three male chronic stroke participants with left hemiparesis were enrolled in the
study.

2.1. Participants

The inclusion criteria were individuals with a clinical diagnosis of ischemic stroke,
with motor sequelae of the upper limb, whose conditions were already clinically stabilized
and who had already previously participated in conventional rehabilitation therapy but
were not at that moment participating in any such therapy.

The exclusion criteria were individuals diagnosed with stroke who were confused and
disoriented, with aphasia of understanding or without motor deficits.

Three chronic stroke participants (mean age 65 +/− 12 years) were screened for
eligibility. All participants were informed about the procedures and signed the terms
of informed consent approved by the Ethics Committee of the University of Campinas
(CAAE 49976315.5.0000.5404), and all study procedures were conducted in accordance with
the principles expressed in the Declaration of Helsinki. This study followed the CARE
guidelines for case reports. Due to time and funding limitations, it was not possible to
recruit more patients for this study.

Participant 1 (P1) is a 49-year-old male who sustained a right-sided ischemic stroke
in the middle cerebral right artery four years prior to enrollment in the study, resulting in
left hemiparesis. He used a wheelchair propelled by a caregiver. He received botulinum
toxin injection to treat spasticity after stroke six months prior to admission in this study.
He had earlier exposure to intensive and frequent therapy. The clinical evaluation revealed
spastic hemiparesis in the left upper limb, with changes in muscle tone, which impaired
the control of the limb in space and movement and facial synkinesis during the exercise
without assistance.

Participant 2 (P2) is an 84-year-old male who sustained a right-sided ischemic stroke
in the middle cerebral right artery two years prior to participating in the study, resulting in
left hemiparesis. He primarily used a wheelchair propelled by a caregiver. He had received
prior therapy focusing on functional electrical stimulation. The clinical evaluation showed
flaccid hemiplegia affecting the left side and no hint of contraction, with only compensation
with the trunk.

Participant 3 (P3) is a 45-year-old male who sustained a right-sided ischemic stroke
three years prior to participating in the study, resulting in left hemiparesis. He walked
without assistance. He had received intensive and frequent therapy prior to the study. The
clinical evaluation revealed spastic hemiparesis in the left upper limb.

None of the patients received any other type of therapy (in addition to NeuroR) during
the time span of this study. The last rehabilitation therapy that they had had was at least
six months prior to the present study.

2.2. Outcome Measures

Baseline, during- and postintervention measures were performed for all participants.
Firstly, spasticity of the shoulder muscles was evaluated using the Modified Ashworth
Scale (MAS) at the time of enrollment in the study; more specifically, these were assessed
for the impaired upper limb for shoulder adduction, abduction, flexion and extension
(Table 1). MAS was evaluated because, in a spasticity condition, the subscapularis muscle
remains tonically active, which negatively influences the velocity and ROM of the targets
of the intervention (shoulder abduction and flexion). The same physiotherapist assessed all
the participants and conducted all AR training sessions.
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Table 1. Modified Ashworth Scale (MAS) scores of the enrolled participants at baseline for the
impaired shoulder.

Participant
Shoulder

Adduction
Shoulder

Abduction
Shoulder
Flexion

Shoulder
Extension

P1 1+ 0 2 2
P2 2 0 0 2
P3 1+ 1+ 1+ 1+

Study variables were brain functional connectivity and ROM of shoulder abduction
and flexion. Goniometer measurements were obtained at the beginning and end of the
sessions. Brain connectivity analysis was performed using rs-fMRI at baseline and after the
last training session. Functional connectivity analyses of the rs-fMRI data were performed
using a seed placed at the noninjured motor cortex.

2.3. Intervention

The rs-fMRI exams and training sessions were carried out at the Clinics Hospital of
the University of Campinas. All three subjects completed one hour of AR training with
NeuroR twice a week for four consecutive weeks at the outpatient rehabilitation clinic of
this hospital. They also underwent two MRI exams, before the first AR training session
and after the last AR training session.

All training sessions were carried out on an individual basis. A licensed physical
therapist conducted the training sessions. At the beginning of each session, the physiother-
apist showed the participants how to perform the shoulder exercises following the virtual
arm. At least two series of ten repetitions of the activities were performed at each training
session with 20–40 s of rest after each set. The participants carried out shoulder abduction
and flexion exercises with the injured arm, staying seated. At the end of each session, a
stretching exercise was performed with the AR arm. Figure 1 shows the visual feedback in
front of the participant while the virtual arm is running shoulder abduction.

The training setup comprised the AR software, a camera attached to a tripod, a
multimedia projector, a cloth glove and a physical marker. Virtual arm animations were
triggered by the physiotherapist using a keyboard. Images mixing the virtual arm and
real-time video were projected onto a white wall in front of the participant. The room
layout was arranged so as not to have any object cluttering the line of sight, and no extra
illumination was needed. A resolution of 640 × 480 was adopted for all video frames,
which were generated by the AR system running on a laptop with a refresh rate of 60 Hz.

2.4. Data Acquisition and Analysis

Before the first (pretest) and after the last (post-test) AR training sessions, the participants
were scanned in a 3T magnetic resonance scanner (Achieva, Philips, The Netherlands) to acquire
resting-state functional images of the brain. First, anatomical images were acquired on the
sagittal plane with the following parameters: T1-weighted, voxel size = 1 × 1 × 1 mm3, image
matrix = 240 × 240 × 180, repetition time (TR) = 7.7 ms, echo time (TE) = 3.1 ms and flip
angle = 8◦. Second, rs-fMRI images were acquired on the axial plane in a 6-min scan with a
T2*-weighted echo-planar imaging (EPI) sequence, voxel size = 3 × 3 × 3 mm3, image matrix =
80 × 80 × 40, gap = 0.6 mm, TR = 2000 ms, TE = 30 ms, ascending acquisition and 180 volumes.
During the rs-fMRI exams, the participants were instructed to open their eyes (so as not to
fall asleep) and to not think of anything in particular. Figure 2 shows the structural 3D data
obtained at baseline for the three participants.
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Figure 1. Sequence of frames for shoulder abduction with the NeuroR system. The virtual arm
replaces the real, injured arm on the computer screen, which the patient sees as a mirror image. The
virtual arm performs a much larger movement than the real movement the patient is actually capable
of executing.

Figure 2. A coronal view of the structural 3D data obtained at the pretest for the three participants.
ROIs corresponding to the seed for functional connectivity are shown in red.
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Functional connectivity analyses of the rs-fMRI data were performed using a seed
placed at the noninjured (left) motor cortex. This is because the injured motor cortex would
possibly have little or no signal due to the stroke lesion, particularly before the intervention.
Since healthy homotopic motor areas usually have strong connectivity [29], we expected
that neuroplasticity in the injured motor cortex after AR rehabilitation would appear as a
signal restoration and therefore as an increase in connectivity (with the noninjured motor
cortex) in those regions. According to [30], functional connectivity between most mo-
tor areas is increased in the motor-planning state, while functional connectivity with the
cerebellum and basal ganglia is increased during movement. Therefore, we carried out
a statistical analysis between the chosen ROI, motor areas and cerebellum parcellations.
Several tools were used to perform rs-fMRI data analysis: MATLAB MathWorks® software,
SPM12 software, MRIcron and UF2C [31]. The image data were processed, and statistical
analysis was performed according to the UF2C standard pipeline [31], namely, definition
of the anterior commissure as the origin of the reference system of the structural T1 and
rs-fMRI images; fMRI volume realignment (using the mean image as a reference); image
registration (fMRI mean image with structural T1); spatial normalization of all images to a
standard space and spatial smoothing of fMRI images; and structural T1 tissue segmenta-
tion (gray matter, white matter, and cerebral spinal fluid). Additionally, six head motion
parameters (three rotational and three translational) were regressed out of the time series
as well as the white matter and cerebral spinal fluid average signals. Finally, the time series
were bandpass-filtered (0.008–0.1 Hz).

With all the images in a standard space, the Automated Anatomical Labelling (AAL)
atlas [32] was used to segment the images and choose the seed for functional connectivity.
This seed was a region of interest (ROI) of 4 × 4 × 4 voxels located in the left precentral
area in Brodmann area 4. The ROI was selected in analogous locations for all participants
to evaluate functional connectivity related to motor networks. The average time series of
all ROI voxels within the participants’ gray matter was computed for use as the seed’s
time series. Pearson’s correlation scores were calculated between the seed’s time series and
the time series of all gray matter voxels of the brain. Subsequently, average correlation
values (over the voxels of a given region) were computed for every AAL area. This was
performed by converting these values to z scores (Fisher’s Z transformation), calculating the
mean value and transforming them back to the correlation space. Finally, to evaluate and
characterize differences between pretest and post-test data, the average correlation values
of the AAL atlas regions related to movement (Table 2) were compared. An intrasubject
comparison (for each subject individually) was performed. A paired t-test was used with a
significance level of 0.05.

Table 2. Motor-related areas of the Automatic Anatomical Labelling (AAL) atlas used to compute
functional connectivity values. Odd numbers indicate the left hemisphere (L), while even numbers
indicate the right hemisphere (R).

Label Abbreviation Region

Motor areas
1, 2 Precentral_L, R precentral gyrus

19, 20 Supp_Motor_Area_L, R supplementary motor area

Cerebellum

91, 92 Cerebellum_Crus1_L, R cerebellum crus 1
93, 94 Cerebellum_Crus2_L, R cerebellum crus 2
95, 96 Cerebellum_3_L, R cerebellum 3
97, 98 Cerebellum_4_5_L, R cerebellum 4 and 5

99, 100 Cerebellum_6_L, R cerebellum 6
101, 102 Cerebellum_7b_L, R cerebellum 7
103, 104 Cerebellum_8_L, R cerebellum 8
105, 106 Cerebellum_9_L, R cerebellum 9
107, 108 Cerebellum_10_L, R cerebellum 10
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Additionally, an evaluation of the ROM of the injured shoulder was carried out. Angles
of shoulder abduction and flexion were measured before starting and after the end of most
AR training sessions to determine the ROM of the injured shoulder, using mechanical
goniometers. Goniometer measurements were recorded in a spreadsheet.

3. Results

According to Table 1, P2 had zero MAS scores for shoulder abduction and flexion,
which means he had no muscle resistance for the passive execution of these movements [33].
P1 also had a zero score for shoulder abduction but had score 2 for shoulder flexion,
indicating “a marked increase in muscle tone throughout most of the ROM, but still being
able to move affected part(s) with ease” [33]. Finally, P3 had 1+ MAS score for both shoulder
abduction and flexion, meaning he had a “slight increase in muscle tone, manifested as
a catch, followed by minimal resistance through the remainder (less than half) of the
ROM” [33].

Due to the different degrees of motor impairment of the patients, the only requirements
for shoulder exercise during AR were for them to try to raise their arms (in both flexion
and abduction movements) as much as they could. All participants underwent all eight
NeuroR training sessions. There were no adverse outcomes for any of the patients.

Table 3 summarizes goniometry data for all participants. Data for P2 were equal to
zero angles for all sessions since this participant had the most severe degree of hemiplegia.
For P3, it is possible to notice that measurements taken after sessions were usually smaller
than measures taken before sessions, which is most likely due to participant fatigue.

Table 3. Summary of the goniometry data for range of motion (ROM), measured in degrees. “First”
and “Last” represent the first and last training sessions for which these data were acquired, respec-
tively, while “Start” and “End” represent the beginning and end of a given session, respectively.
Larger values indicate more flexible movements.

Session Participant Abduction Flexion

Start End Start End

First
Last

P1 60 70 40 40
75 70 50 50

First
Last

P2 0 0 0 0
0 0 0 0

First
Last

P3 60 60 70 40
70 70 80 60

Table 4 shows the mean functional connectivity values (considering only positive
correlations) over the AAL regions listed in Table 2 at pretest and post-test for all patients.
P1 and P2 presented significant differences (t-test, p < 0.05) in functional connectivity in
motor-related areas between pretest and post-test, but not P3 (Table 4).

Table 4. Mean functional connectivity values (considering only positive correlations) over the AAL
motor-related regions (listed in Table 2) and standard deviation, at pretest and post-test.

Subject
Mean Functional Connectivity t Test

Pretest Post-Test p Value

P1 0.166 ± 0.085 0.312 ± 0.209 0.004
P2 0.082 ± 0.049 0.141 ± 0.111 0.018
P3 0.037 ± 0.051 0.065 ± 0.125 0.121
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Figure 3 shows plots of mean functional connectivity values for each region of Table 2
for each participant at both time points. P1 and P3 showed a clear increase in connectivity
for the primary motor cortex (precentral gyrus) and supplementary motor area bilaterally
after training with NeuroR, but P2 only had an increase in the supplementary motor area
(also in both hemispheres). On the other hand, P1 and P2 had functional connectivity
increases at post-test in most cerebellum areas, while P3 had very low connectivity values
in the cerebellum before and after training.

Figure 3. Mean positive correlation of motor-related areas and seed for each participant before (blue)
and after (green) training with NeuroR. The AAL areas along the x-axis are listed in Table 2.
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Figure 4 shows positive correlation maps for each patient at pretest (left column) and
post-test (right column). The increase in correlation values is evident for P1, for whom
even the lesioned area presents higher correlation values at post-test. P2 and P3 had subtler
lesions, and although the changes at post-test are not as evident, brighter areas can be seen
for P2 at the right motor cortex (red arrow), temporal lobes and cerebellum and at both
right and left motor cortices for P3.

Figure 4. Positive correlation maps with the seed in the left motor area at pretest (left column) and
post-test (right column). Each line shows maps for a patient, from top to bottom: P1, P2 and P3.
Brighter colors indicate higher correlation values and/or a larger number of correlated voxels. In
particular, red arrows for P2 and P3 indicate increases in motor-related areas.
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4. Discussion

The aim of this study was to evaluate brain functional connectivity changes in three
chronic stroke patients resulting from AR-based upper limb rehabilitation with the NeuroR
system and to compare these changes with shoulder ROM changes in those patients.
Patients completed up to eight sessions of the NeuroR intervention.

For two individuals (P1 and P2), there was a statistically significant increase in the
functional connectivity of motor-related areas (motor cortex plus cerebellar areas; see
Table 2) with the seed at the noninjured (left) motor area after the NeuroR training sessions
(Table 4). Moreover, four motor areas (left and right primary and supplementary motor
areas) had higher correlation values at post-test than at pretest for P1 and P3, while only
the supplementary motor areas had higher correlation values for P2 (Figure 3). Particularly,
connectivity in the right (injured) motor cortex increased for all patients, although with
different amplitudes: P1 and P3 had a substantial increase in connectivity both in the
right precentral gyrus (about two-fold) and the right supplementary motor area (about
three-fold), while P2 had a moderate increase only in the right supplementary motor area
(about two-fold), with a small decrease in the right precentral gyrus (about 20%) (Figure 3).
This could possibly indicate the occurrence of neuroplasticity on the injured side, as hy-
pothesized. Regarding the results for P2, since this patient had more movement restrictions
(all his goniometry data were zero) than the other patients and flaccid hemiplegia affecting
the left side, this could indicate that only his movement planning areas were recruited [34].
The difference for P3 was nonsignificant; however, unlike the others, this participant re-
ported shoulder pain after AR training. Additionally, since this participant had previously
received intensive and frequent therapy, he might have been closer to a plateau than the
other patients, which could explain the nonsignificant changes observed. Another factor
that may explain the outcome is the age of the patients. It has been reported that advanced
age is one of the main social factors that can affect stroke recovery [35]. While P1 and
P3 were in their forties, P2 was in their eighties, which could help describe their poorer
performance.

Other studies have reported similar findings. In the study by Song et al., nine stroke
patients with persistent upper extremity motor impairment completed up to fifteen two-
hour sessions of rehabilitation therapy using brain–computer interface (BCI) technology,
and cortical motor activity was assessed using motor-task fMRI data [36]. They found
an increase in corticomotor activity (during finger tapping) associated with worse motor
rehabilitation outcomes in the patients. Although rs-fMRI investigates synchronous and
spontaneous activity between brain regions occurring in the absence of a task or stimu-
lus, these simultaneous activities have shown close correspondence to brain activation
dynamics. Therefore, an rs-fMRI experiment is a potential alternative for mapping motor
networks that does not require task performance [36].

In the study by Schuster-Amft and colleagues, two stroke patients with upper limb
motor impairments performed nineteen VR training sessions and showed changes in brain
activity revealed using fMRI data [37]. Analysis of their fMRI data showed recruitment of
secondary motor areas [37]. In our study, three stroke participants with persistent upper
extremity motor impairment completed up to eight one-hour sessions of NeuroR training.
Rs-fMRI measures showed higher values of functional connectivity in motor areas after
AR training for all patients, although for P2, these were only for the supplementary motor
areas.

Previous studies using fMRI data have pointed out that increased recruitment of
ipsilesional motor areas over the course of treatment is associated with improved out-
comes [38,39]. According to [40], brain-based rehabilitation to improve motor function for
poststroke patients should promote ipsilesional activity during impaired limb movement
for optimal improvement. In our study, P1 and P3 showed higher correlation values/area
in the ipsilesional primary and supplementary motor cortices at post-test (Figures 3 and 4).

Brauchle et al. pointed out that the functional connectivity networks between the
contralateral motor imagery motor network and the entire brain can be evaluated by
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defining a seed electrode in the ipsilesional primary motor cortex [27]. Similarly, our
outcomes indicated that the functional connectivity of stroke participants can be evaluated
by defining a seed of voxels in the noninjured (left) primary motor cortex from rs-fMRI
exams.

ROM measures suggested an improvement tendency for two of the participants (P1
and P3), and although the participant with the most severe degree of hemiplegia remained
at zero angles (P2), a hint of muscle contraction was observed. Based on this observation,
we propose that, in the next study, the muscle strength scale should be used as an evaluation
tool rather than goniometry. On the other hand, P3 showed an angle decrease for both
shoulder abduction and flexion after sessions compared to before sessions, possibly due
to participant fatigue. According to [41], in the presence of an event of fatigue during
a rehabilitation session, either the goals are not achieved or the rehabilitation session is
abandoned. Therefore, a control scheme to reduce the effects of muscle fatigue must be
planned. In our study, we adopted adequate rest between repetition sessions to reduce
fatigue during AR training, but it may not have been sufficient for this patient.

Regarding ROM results for P2, it is interesting to note that according to Su and Xu [42],
various poststroke interventions seek to promote the plasticity of the remaining neural
circuit. Notwithstanding, factors such as a long time since stroke, location and size of
the lesion and biological factors such as aging can reduce the neuroplasticity effects. In
our study, clinical measures showed that P2 (84 years old), who was much older than P1
(49 years old) and P3 (45 years old), remained without gain in flexion and extension in
the injured limb after AR training with NeuroR. Although P2 presented an increase in
functional connectivity with motor-related areas from 0.082 (pretest) to 0.141 (post-test)
(Table 4), this did not translate into motor improvement for this patient.

Although valuable outcomes were reported in our study, the case series design pre-
vents us from drawing robust conclusions about the impact of augmented reality training
exercises on brain connectivity. The design of case series has several limitations and needs
further validation from stroke cases with different brain damage features and postonset
periods. On the other hand, it is important to draw attention to the difficulties concerning
this type of multidisciplinary study, which requires compliance with the subtleties of many
different expertise areas, including motor rehabilitation, brain imaging and AR. The main
one is that participants are required to come several times to the research facility (be it a
clinic, hospital or university) for exams and therapy sessions, but most are impaired and
have locomotion problems and thus depend on caregivers to bring them to the sessions.
Polese and coworkers [43] reported that individuals with chronic stroke had low rates
of recruitment and retention. In our country, research subjects are not paid. A previous
study [44] revealed a problem of slow recruitment for Brazilian clinical trials with stroke
survivors, in which 150 stroke survivors were screened for eligibility and only 10 agreed
to participate. According to these authors, the lack of transport was reported as the main
obstacle to participating in and attending the training sessions. We also faced those same
recruitment challenges, with the addition of funding and schedule limitations. All this
results in a high dropout rate. Another limitation was the fact that the participants were
all male. Stroke subjects of both sexes, male and female, were invited to participate in
the study. We are aware that the underrepresentation of women in cardiovascular disease
research has been a long-standing problem [45]. However, due to schedule constraints, we
could not delay the recruitment period to balance the participants’ genders in the study.

Yet another problem with our study could be attributed to the fact that the virtual arm
in the AR environment does not appear realistic. Nevertheless, in a previous study with
the NeuroR system with four participants, three demonstrated perceiving a “matching” of
the NeuroR’s virtual arm with their actual arm [24]. Only a participant who had suffered
an injury in the nucleus of the thalamus and base neglected the relationship between
his physical arm and the virtual arm. The authors argued that there is evidence that
participants with lesions in the reticular formation or elsewhere in the brain stem may have
difficulties in stimulating motor neurons from visual stimuli, affecting their performance
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in AR-based training [24], but this was not the case for the patients in the present study.
Notwithstanding, improvements in the realistic aspect of the virtual arm of the NeuroR
system are already underway. Real disembodiment and re-embodiment are important for
the participants to feel a sense of attachment to their avatar self, extending their version
of selves in the AR world [46,47]. According to [48], in telepresence scenarios, equal-sized
avatars are more influential than small-sized avatars. Therefore, a new version of the
NeuroR system will detect the skin pixels in a given initial image [49] and will provide an
equal-sized virtual arm.

Participants reported that they were mostly sedentary for the last 30 days prior to the
study. These reported data agree with the outcomes of the study by Fini and colleagues [50],
in which physical activity levels were low at 24 months after rehabilitation discharge for
79 stroke survivors, with no changes over time observed. Further research could investigate
the relation between different levels of physical activity and brain connectivity for stroke
survivors.

The feasibility of the proposed protocol for AR training was based on the review by
Aramaki et al. [51]. The studies reviewed by these authors performed training sessions
two or three times a week, with each session lasting from 30 to 60 min, over 2–12 weeks.
In our study, AR sessions happened two times a week for four weeks, and the number of
repetitions of AR shoulder flexion and abduction was equally sized to be performed in
30 min, including rest periods and AR stretching at the end. ROM and brain connectivity
outcomes suggested that the frequency and number of sessions were feasible.

Finally, functional evaluation scales, such as the Fugl-Meyer assessment, should have
been included in the study. This was not executed due to time restrictions during the
sessions, but the assessment will be included in a future study.

5. Conclusions

In summary, here, we presented three cases of chronic stroke patients who completed
up to eight sessions of intervention with the NeuroR system and who were evaluated using
functional connectivity obtained from rs-fMRI data and ROM measurements. Each case
showed different degrees of change in the ROM of the upper limb and brain connectivity.
The analysis of the goniometry measurements showed an increase in the angle in both
flexion and abduction of the shoulder for two of the three participants (P1 and P3), compar-
ing the first and last days. P2, the participant with the most severe degree of hemiplegia,
remained without a gain in flexion and extension in the injured limb. These outlines of
clinical improvement were accompanied by an increase in functional connectivity with
the noninjured motor cortex in all participants. Given that these were chronic patients,
both ROM and connectivity changes have a chance to be related to the performed NeuroR
training. Of course, given that this was a pilot study, these outcomes should be taken with
caution. A future study will be carried out with more participants. Since an oversized
and distorted virtual arm may be criticized as having a countereffect in neural processing,
we will propose a graphics upgrade of the software in future work. Furthermore, func-
tional evaluation scales, such as the Fugl-Meyer assessment, will be included in the study
to compare possible changes in the motor function of stroke patients and the functional
connectivity findings. Finally, we would like to note that NeuroR is a low-cost solution
addressing the global problem of upper limb motor rehabilitation of stroke survivors,
which, after more in-depth studies, may eventually be adopted in low-income countries
such as ours.
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Abstract: (1) Background: A current trend observed in the logistics sector is the use of Industry
4.0 tools to improve and enhance the efficiency of cargo handling processes. One of the popular
solutions is an augmented reality system that supports operators in everyday tasks. The article
aims to present design assumptions for implementing an augmented reality system to support air
cargo handling at the warehouse. (2) Methods: Research was carried out based on a five-stage
analytical procedure, aiming to analyze the current state and identify the potential for implementing
the AR system. The following methods were used to collect data: co-participant observations, process
analysis, direct interviews, analysis of internal documentation, and applicable legal regulations.
(3) Results: The conducted research allowed for identifying information flows accompanying cargo
flows and developing a project to automate selected information flows. The obtained results made
it possible to identify operations for which the AR system’s implementation will increase their
effectiveness and efficiency. (4) Conclusions: The obtained results identified the need to develop
a hybrid algorithm for arranging cargo in the warehouse and to build a system supporting self-
verification of markings on air cargo.

Keywords: AR technology; air transport; automatization; information flow; logistic processes

1. Introduction

A current trend observed in the logistics sector is the use of Industry 4.0 tools to
improve and enhance the efficiency of cargo handling processes. This trend, referred
to as Logistics 4.0, is now an integral part of the development of the fourth industrial
revolution. Logistics 4.0 uses new technologies to support the operation of traditional
logistics systems [1]. Implemented cyber–physical solutions allow for improved cargo
handling and introduce automation of storage system transportation and decentralized
software control [2]. At the same time, the digitization of logistics processes enables
companies to monitor material flows in real time and better handle handling units [3,4].

The importance of the Logistics 4.0 concept is growing, as evidenced by the steadily
increasing number of publications in this area [5]. An important element of it is the digiti-
zation of warehouse-related processes. This is because warehousing is one of the primary
logistics processes and is an essential part of the integration of all operations in the supply
chain. As Hamdy et al. [6] point out, this process is a crucial part of product flows due to
its involvement in achieving optimum and continuous operation of the production and
distribution processes. For this reason, the digital solutions of Industry 4.0 are finding
numerous applications in warehouse processes, and their implementation makes it possible
to create smart warehouses, called Warehouses 4.0. According to the research presented
in [7], the following solutions are most commonly used in these facilities: augmented
reality (AR), RFID, Internet of Things, visual technology, and automated storage systems.
Characteristics of storage facilities based on these solutions include, in particular, interoper-
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ability, virtualization, decentralization, real-time aspects, service orientation, modularity,
and reconfigurability [8].

The implementation of improvements using Industry 4.0 solutions assumes particular
importance in the case of handling cargo moved in transportation systems. In this handling,
fast and precise identification of a shipment, real-time monitoring of its flow, coordinated
operations performed in a fixed order according to an established procedure, and accurate
information delivered to the operator in a readable form are of particular importance. In
addition, in the case of air cargo handling, a critical element is the maintenance of safety
procedures, short time slots for handling operations, and identification of markings for
specific types of shipments that determine the application of specific handling procedures.
For this reason, CARGO air cargo handling terminals are reporting a need for dedicated
digital solutions to eliminate human error, reduce turnaround times for handling operations,
and increase service efficiency.

The article’s purpose is to present the design of functionality for an augmented reality
system that will support the storage handling of air cargo. The published results are
part of the research conducted under the project “A virtual support system for Cargo
handling processes at airports, based on augmented reality technologies”. The research
was conducted in cooperation with a selected airport in Poland, which handles cargo in
domestic and international distribution. The results presented in the article allow us to
formulate the following main contributions:

• Identification of information flows related to air cargo handling at the CARGO termi-
nal, along with identification of potential for automation.

• Formulation of the research procedure stages for the design of AR tools supporting air
cargo handling.

• Presentation of the functionality design of an AR tool to support warehouse operators.
• Identification of challenges associated with the application of AR technology in air

cargo handling.

Figure 1 shows the adopted structure of the article.

 

Figure 1. Structure of the article.
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2. Theoretical Background

Augmented reality technology is one of the primary tools of Industry 4.0, the applica-
tion of which is described in the areas of manufacturing [9], maintenance [10], and internal
logistics systems [7]. AR technology allows a person to see a computer-generated virtual
world that is simultaneously integrated with the real world. Thus, it can be said that AR
tools can be used as an interface providing a link between digital information and the
physical world [11]. Van Krevelan and Poelman went a step further in their definition,
stating that AR “is an emerging technology with which a person can see more than others
see, hear more than others hear, and perhaps even touch, smell and taste things that others
cannot [12]”. Daponte et al. [13], on the other hand, proposed a measurement approach to
the definition of AR, defining it as a technology that enriches the user’s sensory perception
by showing information about the surrounding environment (e.g., physical quantities) that
cannot be perceived with the five senses.

AR is a part of mixed reality [12]. That is, it is a form that combines real and virtual
environments. Azuma et al. [14] pointed out three primary characteristics of an AR system:
(a) it combines real-world and virtual objects, (b) it runs in real time, and (c) it allows
interaction between users and virtual objects. The basic structure of an AR system consists
of four elements [13]:

• A video camera that transmits an actual image of the environment in which the user
is located.

• Tracking Module, which monitors the relative position and orientation of the camera
in real time. This module can be based on every type of sensor technology: (1) 9D
IMU (3-axis accelerometer, 3-axis gyroscope, and 3-axis magnetometer), (2) ultrasonic
sensors, (3) video cameras, (4) GPS modules, and (5) RFID devices.

• Graphic Processing Module processes images captured by the video camera and adds
virtual objects to them.

• Display provides users with an integrated image of the physical world combined with
virtual objects.

Four visualization technologies are available on the market for AR systems [15]: head-
mounted displays (HMDs), handheld devices (HHDs), static screens, and projectors. These
systems can be stationary or mobile devices depending on the defined visualization task.
The research results presented in [16] indicate that HMDs are the most applicable. Also,
Masood et al.’s [15] research indicates that HMDs are the focus of research work and solu-
tions implemented in industry. This is mainly due to the fact that their use does not restrict
the operator’s movement but instead allows hands-free access and reading of information,
which significantly speeds up operations [17]. Nowadays, AR smart glasses (ARSGs) are
increasingly being used, showing good potential for industrial applications [18]. ARSGs
support the operator’s work as they are equipped with numerous functions—from dis-
playing information to tracking, distributing, and storing data about the surrounding
environment and the user [19]. It is worth noting, however, that research results show
(among others [16]) that most AR deployments occur on various devices. This is because
many implementations render in a fixed computer and synchronize the real and virtual ob-
jects in a mobile device [16]. It should also be noted that creating an AR system from scratch
is difficult and time-consuming. For this reason, several frameworks and platforms are
available on the market that allow developers to focus on higher-level applications rather
than low-level implementations. An example collection of such platforms is presented
in [20].

Research by de Souza Cardoso et al. [16] shows that the primary areas of application
of AR technology in industry are manual assembly, robot programming and operations,
maintenance, process monitoring, training, process simulation, quality inspection, picking
process, operational setup ergonomics, and safety. AR is therefore primarily used in
processes for which it is possible to increase productivity by
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• Providing flexible, hands-free, and real-time information delivery [21,22];
• Reducing the incidence of human error (e.g., incorrect picking, assembly, or mainte-

nance) [23].

At the same time, the results show that most of the described applications did not
consider the specifics of a particular sector but were concerned with supporting general
industrial processes. There are, of course, AR solutions dedicated to the specifics of a par-
ticular industry. According to Cardoso et al.’s research, these usually apply to architecture,
engineering, construction and facilities management (AEC/FM), aeronautics, automotives,
electronics/automation, energy, government, logistics, marine, or mechanical aspects [16].

In logistics, the leading application area for AR is the picking process [24]. In this
process, AR tools typically support the operator in reaching the right location and indicating
the quantity to be picked [21,25,26]. Research indicates that using augmented reality to
communicate order completion information improves time efficiency and picking accuracy
(among others [27]). Stoltz et al. [28] prove in their research that the three other key
warehouse processes also have great potential regarding use of AR. Although publications
on the implementation of AR in receiving, storing, and shipping processes are currently
very limited, according to Stoltz et al. [28], implementing this technology, in their case, will
provide similar effects to those observed in the picking process.

Several publications have appeared in recent years to review the literature focused
on using AR technology in logistics. Examples of such publications include [29,30]. These
reviews argue that the main benefit of using AR in warehouse operations is primarily
to increase visualization and product identification. Rejeb et al., based on their results,
identified the main benefits of improving visualization and identification in warehouse
processes [30]:

• Increased visual control and monitoring of products and stock-keeping units;
• Efficiency and potential cost savings through minimization of errors during product

identification, losses, and damages;
• Increased efficiency and productivity through minimization of search time, mis-picks,

fatigue, and errors;
• Efficient inventory management and order-picking processes through better visualiza-

tion and guidance.

In addition, ref. [29] presented the benefits of using ARSGs in warehouse operations.
The results of the analyses have made it possible to identify four areas where smart glasses
add value to logistics processes. These include improvements in the following:

• Visualization: (a) the information displayed in the operators’ field of view decreases
task completion times by eliminating unnecessary head and body movement; (b)
documenting all operator actions, continuous monitoring, naturally following the
user’s attention, providing more information;

• Interaction: (a) building safer and more productive work environments by promoting
beneficial uses of technology for people; (b) being able to identify and mitigate risks
with ARSGs; (c) improving human–environment interaction and human perception to
complete tasks;

• User convenience: (a) efficient, versatile, and comfortable to wear; (b) does not distract
workers; (c) enables hands-free access to information;

• Navigation: (a) ability to move quickly along optimized paths; (b) precise location and
the ability to track position at all times; (c) easily find physical targets.

Several publications also present challenges and risks associated with implementing
AR technology. According to the study in [29], many articles group these risks into three
categories: technical, organizational, and ergonomic aspects. A more elaborate classification
of challenges and constraints was formulated by de Souza Cardoso et al. [16], according to
which there are five categories: users’ health and acceptance; tracking methods; projection
quality, accuracy, and interaction; hardware; and development complexity. Also notewor-
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thy is the barrier classification presented by Stoltz et al. [28], who distinguish hardware
limitations, software challenges, acceptance, and cost.

The literature review confirms that our research and the defined cognitive goal align
with the current research trends. In turn, the adopted specification of the developed tool
and its adaptation to the needs of air cargo handling processes fill the current research gap
related to the need for more publications on adapting AR systems to the specifics of the
studied sector.

3. Methods

The research team’s task was to visualize the actual system handling cargo flow
within the CARGO air terminal and identify logistics operations that can be supported
by information technology, including AR technology. During the research, team members
worked closely with air terminal employees from all levels of the organization—operators,
team leaders, managers, and management. The research approach adopted made it possible
to gather information on logistics processes, which were verified at different levels of
management. As a result, the mapped processes and developed system recommendations
considered the perspective of the operational position and the management of the entire
supply chain.

The research procedure included five stages, which are shown in Figure 2. The research
procedure was conducted to answer the following questions:

• RQ1: How is the air cargo handling process carried out at the CARGO terminal, what
factors regulate its execution, and what information flows accompany the logistics
operations performed?

• RQ2: Which information flows can be automated using an appropriate information system?
• RQ3: Which handling operations can be supported by augmented reality solutions,

and how will this affect process execution?

 

Figure 2. Research procedure.
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For each step, the expected sub-results were formulated, the achievement of which
was critical to achieving the formulated research objective.

Identification of the current model of the process information system, followed by its
analysis from the point of view of the flows and form of transmitted information, were
necessary to develop a system of support for the operator by AR technology in the process of
cargo handling. Based on the process analysis, the main processes were identified in which
the coordination of individual operations should be supported by the information system
being developed. Organizational requirements and applicable operating procedures were
determined for these processes based on training documentation for warehouse workers.
Process maps and organizational requirements were established based on observations
accompanying warehouse employees, face-to-face structured interviews conducted among
team leaders and managers, and internal documentation of the CARGO terminal and
applicable legislation.

Subsequently, the current level of information support for the various operations of
the analyzed processes was identified and evaluated. Accompanying observations, direct
interviews with employees and analysis of internal documentation were used to identify
information flows. The scope of the identification carried out made it possible to create a
knowledge base of information flows accompanying logistics operations and included

• Information feeding the implementation of operations;
• The current form of obtaining in-feed information;
• The person carrying out operations at the terminal;
• The type of authorization required to carry out the operation;
• Information generated as a result of the execution of the operation;
• The current form of the generated output information.

All identified feed information should be evaluated as necessary to implement the
operation under analysis correctly. Thus, based on the compilation created, it was possible
to identify the information gaps present and the potential for automating the process of
information flow that accompanies cargo handling operations.

The conducted process analysis was the basis for designing the functionality of the
information system, including the operator’s communication with AR glasses. However,
to ensure the system’s required functionality, it is necessary to supplement the process map
with a visualized physical object of the warehouse. The task of the information system
is to support employees in managing the cargo flow in the warehouse area. Therefore,
it is necessary to feed it with knowledge of available warehouse locations, dimensions,
and locations in defined service zones. For the AR tool being created, the transport paths
operators will use must also be mapped in the system. This necessitates the creation of
virtual mapping of the warehouse with the marking of important points that are critical
from the point of view of the moving operators and the loads handled.

In the following research stage, operations were specified for each of the processes
identified in Stage 1, for which an automated cargo flow support system could be in-
troduced. The scope of automation was determined for the highlighted operations, and
the characteristics of the improvement to be introduced were prepared. The scope of
automation was determined based on (1) the identified functionality of the WMS system,
(2) potential opportunities identified in the analysis of similar market solutions, and (3)
the identified demand resulting from the implementation of the AR tool. In addition,
face-to-face interviews were conducted with experienced warehouse operators, based on
which their information needs in handling operations were identified.

The following research stage focused primarily on developing guidelines for communi-
cation between the operator and AR glasses. To this end, critical operations (from the point
of view of process continuity) and complicated operations (especially for a new employee)
were identified, the implementation of which could be supported by AR technology. The
extent of this support was determined based on the operations’ characteristics and the
demand reported by operators in the face-to-face interviews conducted. On this basis, the

359



Sensors 2024, 24, 1099

proposed functions of the AR system were formulated, along with their characteristics and
the proposed form of messages.

4. Results

The project aims to develop a system to support air cargo handling using augmented
reality technology. The developed AR system is to correspond to the specifics of the logistics
processes carried out at air cargo terminals and the security requirements of air transport.
Therefore, the first research stage concerning formulating assumptions for the created
information system and AR-supporting cargo handling processes required testing in a real
environment. For this purpose, a regional CARGO terminal handling air cargo in domestic
and international transport was selected for the study. The terminal offers comprehen-
sive air freight service, including special shipments, cargo security checks, and customs
handling. However, it should be noted that the results obtained additionally included
consultation with experts from other airports to ensure the conclusions’ universality.

4.1. Stage 1—Analysis of Logistics Processes

The study identified two basic cargo handling processes carried out in the CARGO
terminal area: (1) the process of handling imported air shipments and (2) the process
of handling exported air shipments. Both of these processes were distinguished: eight
logistics sub-processes for handling imported shipments (Figure 3) and nine sub-processes
for handling exported shipments (Figure 4), which were described at the level of handling
operations. Due to the formulated purpose of the article and the level of detail required
in further research steps, the presented results do not present detailed process maps at
the operational level but only present diagrams showing the order of the distinguished
logistics sub-processes implemented within the two distinguished core processes. However,
in presenting the results obtained in further research steps, references will appear already
at the operational level.

Figure 3. Sub-processes for handling imported shipments.
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Figure 4. Sub-processes for handling exported shipments.

The analysis also made it possible to distinguish the primary actors involved in
handling processes in the warehouse zone and to identify the roles assigned to them that
are performed in the processes. These include the following:

• Shipper—a shipping company or direct shipper (e.g., a manufacturing company or
an individual) responsible for handling the shipment in terms of booking a seat on
the aircraft;

• Cargo agent—a person with the authority to handle shipments: WHA and/or LAR
and/or DGR in category six and handling the respective internal transport and with
authority to handle goods after security screening;

• Operator—a person with the authorization to handle the given internal transport and the
mandatory Basic Cargo authorization and possible additional WHA and/or DGR category
seven and/or eight authorizations to handle consignments after security control;

• Security Control employee—a person with DGR authorization in category 12 and to
operate the Heimann X-ray viewer;

• Customs and Revenue employee—a person with authorization for customs and rev-
enue handling of imported and exported shipments.

Based on Basic Cargo’s training documentation, the documents applicable to air
cargo handling were defined. The air waybill (AWB), Cargo Manifest, Cargo Damage
Report—CDR, and other documents accompanying air cargo handling were analyzed. At
the same time, the general conditions for acceptance of goods and the applicable rules
for the classification of cargo according to the IATA guidelines were defined. In accor-
dance with them, air transport distinguishes shipments of, among others, general cargo,
AVI—Live Animals, DG—Dangerous goods, HUM—Human Remains, PER—Perishable
Cargo, TCR—Temperature Control, DIP—Diplomatic, and VAL—Valuable cargo. These
shipments are specially marked with graphic symbols and subject to special packaging
procedures, which are inspected in detail before the shipment is released for export. In
particular, this applies to hazardous materials, which are marked with additional symbols
and letter markings, the identification of which should be assisted by AR technology. Clas-
sification of shipment types is important from the point of view of the handling procedures
implemented, which will have to be mapped in the augmented reality system.
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Guidelines have also been developed for labeling and information that should be
placed on cargo packages. These are critical elements for the designed AR system, which
these markings must identify to support the operator.

4.2. Stage 2—Characterization of Current Information Flows

All information flows were identified according to the knowledge base structure
presented in Section 2. A spreadsheet was used to record the data, which allowed quick
analysis and grouping of the collected characteristics. A separate spreadsheet was created
for each of the identified sub-processes. Sample characteristics for the selected process are
shown in Table 1.

Table 1. Knowledge base about information flows accompanying logistics operations in the
CARGO terminal.

PROCESS: DELIVERY OF THE SHIPMENT TO THE WAREHOUSE

Operation: Verification of shipment data delivered to the warehouse

Person performing the operation (current form): Cargo agent

Information supporting the
implementation of operations

The current form of obtaining
supporting information

Information generated after
the operation is completed

The current form of the
output information generated

details of the person
transporting the
shipment/driver

sent e-mail from the
sender—no standard form

confirmation of data
compliance/determination

of inconsistency

verbal message given to the
operator along with
the order to unload

the shipment/telephone
contact with the sender

of the shipment

registration number of the
long-distance

transport vehicle CMR (road transport
document) or other
consignment noteshipper

number of loading units
in the shipment

Analysis of the collected data made it possible to identify current information gaps
that may be the source of adverse events. The results also made it possible to assess the
efficiency and resilience of the process to the disruptions occurring. The potential for
improvement and opportunities for automation of selected operations were identified on
this basis.

4.3. Stage 3—Visualization of the Physical Warehouse

Visualization of the warehouse means a digital representation of its volume (length,
width, and height) but also the adopted scheme of organizational flows, considering the
people involved, the equipment, and the specifics of the cargo handled. The visualization
of the studied object is shown in Figure 5.

The visualization of the investigated warehouse includes ten storage zones, which
have been designated as blocks in the system, a collection of adjacent storage locations.
Each block in the system has its characteristics, including (a) the number/name of the
block; (b) the number of rack spaces in the X dimension (rack depth); (c) the number of
rack spaces in the Y dimension (block width); and (d) the number of rack spaces in the Z
dimension (block height). Designated storage zones refer to

• storage of export goods without SPX (Block M, Block O, and Block P);
• storage of export goods with SPX (Block A and Block T);
• refrigerated goods warehouse (Block G);
• frozen goods warehouse (Block H);
• customs warehouse (Block J);
• storage of radioactive goods and valuable shipments (Block S).
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Figure 5. Visualization of the warehouse.

To serve the designed warehouse, 30 transport routes have been defined. Each road
has its characteristics in the system, including (a) name/number of the transport road;
(b) X and Y coordinates for marking the beginning and end of the road; (c) numbers of
blocks and storage areas accessible from the road; and (d) numbers of other transport roads
accessible from the road.

In addition, within the warehouse, the zones for construction of air pallets, preparation
and unloading of air pallets, security check station, security check end locations, security
check start location, import storage, parking, scale, and warehouse gate were designated.
Points identified in these zones were noted with X and Y coordinates.

4.4. Stage 4—Preparation of the Scope of Automation of Handling Operations Based on the
Functionality of the Information System

Logistics operators use various ERP and WMS systems. Therefore, in determining the
potential opportunities for automation, the research team was guided by best practices in
various warehouse systems and the specifics of cargo handled in air transportation. At the
same time, the potential to automate information flows was validated by the functionality
of available IT solutions, the analysis of which was carried out in preparation for the study.

The design of the functionality of the information system supporting cargo flow
management was considered separately for export and import shipments. The scope of
the automation of handling operations for export shipments concerned the analysis of
six logistics processes related to handling such cargo, while five processes were analyzed
for import shipments. For each process, operations were identified where automation
of information flow was proposed. For each proposal, the expected effects of improving
process execution were indicated. Table 2 shows the proposed scope of automation for the
process “Receipt of cargo to the warehouse”. Analogous studies were prepared for the
other processes.

As a result of the analysis, it was also possible to identify currently impossible opera-
tions to automate for the warehouse under study. An example of such an operation in the
described process of receiving cargo to the warehouse was entering comments and signing
the CMR document. However, it should be noted that such results of the analysis do not
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exclude the possibility of introducing automatic solutions in the future. Their introduction
requires one in many cases, procedural changes (often resulting from existing regulations),
as well as costly infrastructure changes.

Table 2. Proposed scope of automation for the process “Receipt of cargo to the warehouse”.

Operation Scope of Automation Justification

Checking whether the vehicle’s seal has
not been broken

Automatic ticket generation when
a seal violation is detected

Ensuring registration of information on
verification processes carried out in the

system. Possibility to archive information
about detected nonconformities and

actions taken.

Checking for damage in each load unit

Identification of damaged load units in
the process—e.g., an automatically

printed sticker with a local shipment
number confirming its damage

Ensuring registration of information on
verification processes carried out in the

system. Possibility to archive information
about detected nonconformities and

actions taken

Measurement of the maximum length,
width, height, and weight of each

accepted load unit and verification of
shipment parameters.

Automatic ticket generation with
detected damages (connection to the

sender’s key)

Registration of order status. Possibility to
archive information about detected

inconsistencies. Tracking the
history of changes.

Preparation of the admission protocol
Assigning data to the shipment_id

in the system and automatic redirection
to verification of parameters

The measurement results of the unit after
entering the system are the basis for
verifying the data contained in the

notification. The data are used to indicate
the location of the warehouse.

Checking whether the vehicle’s seal has
not been broken

Automatic ticket generation in case
of non-compliance

Registration of order status. Possibility to
archive information about detected

inconsistencies. Tracking the
history of changes.

Checking for damage in each load unit Automatic generation of the
admission report

The cargo agent’s acceptance of the
entered and verified data in the

system results
in the automatic generation of an

acceptance protocol

4.5. Stage 5—Preparation of the Functionality Design of the AR System

The functionality design of the AR system was developed based on the results of the
process analysis, the scope of implementation of automation of handling operations, and
the analysis of the functionality of AR tools available on the market. For each operation
indicated to be handled using AR technology, the scope of support, the characteristics of
the support, and the form of communication between the operator and the glasses were
defined. Table 3 presents a summary of all the operations supported by the AR tool.
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5. Discussion

The results presented in Section 4 allow us to conclude that the article’s aim has been
achieved. Based on the analyses and observations, the air cargo handling process at the
CARGO terminal was characterized. On this basis, the specifics of the handling operations
and the conditions under which they are carried out were identified. This made it possible
to identify those parts of the process that generate a need for information support, often
in real time, and for which the introduction of an AR system would be justified. Among
the most important issues concerning the specifics of air cargo handling processes are
the following:

• the lack of fixed storage locations, causing difficulties in the distribution and picking of
cargo in a short period;

• the large number of variables determining the location of cargo in the warehouse—(a) the
timing of cargo release for transport; (b) the location of cargo from other sources that
will be placed in common transport packages; (c) the weight, size, and type of cargo;

• the wide range of markings used for goods transported by air.

Considering the specificities of air cargo handling in the CARGO zone identified in
this way, a functionality was proposed for the AR system that would support the execution
of selected operations in the five defined phases of warehouse handling.

First of all, it should be emphasized that the results obtained in the research indicate a
high demand for the automation of information flows and a high potential for AR technol-
ogy to support warehouse service personnel. The process analysis and the identified need
for real-time information delivery made it possible to identify critical operations whose
support in the form of automation of collection, sharing, and processing will significantly
affect the effectiveness and efficiency of the implementation of the entire process. Opera-
tions related to identifying air cargo were considered critical, particularly aspects related
to recognizing markings for special shipments, which require an appropriate handling
procedure. Therefore, it is necessary to develop a system to support the verification of the
correctness of air cargo markings. This system should have the following functionality:

• detection of markings applied to a given shipment or baggage;
• indication of missing markings;
• identification of irregularities in applied markings (e.g., incorrect orientation, mislabel-

ing, soiling, and damage).

The second critical operation is to identify and guide the operator to the correct location
where the cargo should be stored. The distribution of cargo in warehouses handling air
cargo is an NP-hard problem due to the complexity and multidimensional nature of
the processes involved. The process analysis indicated that the optimization of cargo
distribution in the storage area cannot be based on traditional methods described in the
literature due to the specificity of cargo flows in air cargo handling. Specific handling
conditions determine all the logistical processes related to air cargo deployment, storage,
picking, and loading. Important factors determining these processes include the following:

• varying handling requirements resulting from, among other things, the physical character-
istics of shipments (e.g., maximum pressures), but also specific customer requirements;

• heavily heterogeneous cargoes that make it difficult to group and distribute cargoes in
a shared space—including irregularity of shape and the need to ensure isolation of
cargoes from other cargo groups;

• organizational impediments—taking into account the priority of the shipment due
to the timing of transport and the need to load several shipments on one ULD
(e.g., described by one AWB or sent to one intermediate or final destination).

At the same time, the loading stage was considered to be a critical process for handling
air shipments. This is because, in the case of air transport, there is the problem of optimizing
loading in a limited space, in which a known set of heterogeneous cargo units must be
loaded into a known number of (usually) heterogeneous containers (available ULDs)
under additional constraints arising from the specifics of air transport and with the most
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uniform loading of all ULDs. Therefore, considering the identified air-transport-specific
requirements, developing a hybrid algorithm to optimize cargo flows in the service area
is necessary. Both of the above scopes of required research will be the subject of further
analysis by the project team. These studies complement the AR system under development
but are critical to optimizing the handling process and will primarily provide the developed
solution functionality that reflects the specifics of air cargo handling at the CARGO terminal.

Preliminary tests conducted to assist warehouse operators with smart AR glasses
confirm the results of studies reported in the literature (e.g., in [21,25,26,29,30]). Workers
with little experience get to the designated location faster and make fewer mistakes when
handling cargo. Above all, the operation of verifying a special shipment is shortened, which
also has a positive effect on the safety of the operations undertaken. The accompanying
observations and interviews with test participants also identified potential risks and limita-
tions to using ARSG. They also align with the limitations described in the literature (e.g.,
in [15,16,28,29]) and concern technical, organizational, and ergonomic aspects. In particular,
emerging fatigue in operators using ARSGs and the operator’s limited field of vision with
AR glasses are significant risks. The battery life with which ARSGs are equipped also
proved to be a significant barrier. On the other hand, the formulated challenge for the tool
under development is developing a suitable visualization method to ensure the readability
of the messages delivered and enable smooth tracking of the operations performed.

6. Conclusions

The results presented in the article answer the research questions posed in Section 3.
The process analysis made it possible to determine the sequence and scope of handling
operations and define the specific conditions for air cargo logistics handling. Thanks
to the created map of information flows, the currently existing information gaps in the
studied processes were determined, and, above all, the scope of the required automation
of information flows supporting the work of operators in the warehouse was formulated.
At the same time, the potential for applying AR technology as a tool to support air cargo
handling in individual logistics procedures was defined.

The limitation of the presented results is the focus of attention on the studied physical
system, taking into account the specifics of the selected air terminal. The authors tried
to include a broader view in their analysis by verifying the obtained results with experts
employed at other air cargo terminals, but the identified information gaps and potential
for automation were formulated based on the evaluation of this specific case. Therefore,
future research needs to verify the assumptions made for other real-world facilities where
logistics processes may be more complex and diverse.

The results presented provide knowledge for the scientific and business community.
From a scientific point of view, the article provides knowledge regarding the specifics of
handling cargo flows in air cargo warehouse operations and the challenges of considering
them in the developed AR solutions to be applied to the described system. For industry
representatives, the results regarding the formulated design assumptions and the scope of
possible application of AR tools in the ground handling of air cargo may be of interest. Pre-
liminary results were also presented as part of the discussion, confirming a reduction in the
time taken by operations and eliminating operator errors. These arguments may encourage
industry representatives to implement augmented reality in their logistics systems. Atten-
tion was also drawn to the risks and limitations involved. This information may be relevant
for managers formulating functional assumptions for the AR tool under development.
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Abstract: The use of Augmented Reality glasses opens up many possibilities in hospital care, as they
facilitate treatments and their documentation. In this paper, we present a prototype for the HoloLens 2
supporting wound care and documentation. It was developed in a participatory process with nurses
using the positive computing paradigm, with a focus on the improvement of the working conditions
of nursing staff. In a qualitative study with 14 participants, the factors of autonomy, competence
and connectedness were examined in particular. It was shown that good individual adaptability and
flexibility of the system with respect to the work task and personal preferences lead to a high degree
of autonomy. The availability of the right information at the right time strengthens the feeling of
competence. On the one hand, the connection to patients is increased by the additional information in
the glasses, but on the other hand, it is hindered by the unusual appearance of the device and the lack
of eye contact. In summary, the potential of Augmented Reality glasses in care was confirmed, and
approaches for a well-being-centered system design were identified but, at the same time, a number
of future research questions, including the effects on patients, were also identified.

Keywords: positive computing; augmented reality; wound management; interaction work; HoloLens
2; self-determination theory; autonomy; competence; connectedness

1. Introduction

Nowadays, employees in the nursing profession are confronted with an immense
workload resulting from rising patient numbers [1] and a shortage of skilled profession-
als [2]. Economic requirements, compliance with standards and bureaucratic regulations
are making the nursing processes increasingly complex [3,4]. All these factors have to be
reconciled with the need to provide good, humane care that responds to patients’ individ-
ual needs [5]. Digitalization holds opportunities to improve the situation as an adequate
solution that can release resources for individual patient care, and result in a higher quality
of work and relief of secondary tasks.

In line with this, new approaches to use technologies, such as extended reality, are
now entering the healthcare sector [6–9]. Among them, Augmented Reality (AR) glasses
are a promising technology to support nursing processes [7]. Based on the framework for
task–technology fit, a model which suggests a strong connection between the requirements
of a task and the characteristics of a technology when it comes to adoption and human
performance, AR glasses are advantageous to optimize the use of space, as well as for
tasks that need to be performed in a timely, hands-free manner, and with continuous
attention [10]. In relation to nursing, this gives rise to a wide range of applications, such
as to support medication dispensation [11–14] or wound care [9,15]. Information can be
retrieved in a timely manner in front of the patient, or while performing a nursing task.
Hands-free interaction allows nurses to fulfill hygienic standards while controlling the
system. However, using AR might also have negative effects, such as motion sickness or
raising privacy concerns [16].
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Although both researchers and nursing staff expect many opportunities for the use
of AR, many questions remain unanswered: What are the most promising and accepted
application scenarios? How does the technology affect the interaction work of nurses and
patients? Can it effectively reduce the workload? And, most importantly, as it can be con-
sidered an essential requirement, how does it affect well-being (in the sense of supporting
important preconditions like autonomy, competence and connectedness) [17,18]?

Following the idea of the positive computing framework [17–19], the presented re-
search uses an exploratory approach to see if and how an AR application can contribute
to users’ feelings of autonomy, competence and connectedness, and to determine impor-
tant factors influencing this experience. In doing so, a prototype was developed in a
participatory process and tested in a simulated hospital environment with nursing staff.

2. Related Work

2.1. The Positive Computing Framework

As it is important for the acceptance and value-adding of new technology for it to
have positive effects on people’s well-being, we follow the positive computing framework,
which aims to design and develop technology to support psychological well-being and
human potential [17]. It extends beyond the common goals of effectiveness and efficiency
to also consider the quality-of-life and well-being of the users of a digital system and its
impact on society [18]. Based on the Self-Determination Theory (SDT) [20], Peters [19]
designed strategies for how technology can be developed to meet individuals’ needs for
autonomy, competence, and connectedness:

Autonomy is the need to operate in compliance with one’s goals and values [19].
Accordingly, Peters claims that technology has to be accessible, embed optional levels of
help, and users should be able to choose their own goals and strategies. Individuals should
be able to interact independently with the system and decide how to use it in a simple way.
Instead of giving strict instructions, it is important to provide guidance and the constant
opportunity to correct data. Users should be in control of the communication. The design
of the interface should be simplistic, to bring focus and concentration to the essentials.
Lastly, users should decide for themselves when and how often to use the system [19].

Competence describes a person’s desire to perceive themselves as in control of their
environment, and to be able to anticipate it [21]. According to Peters, in order to generate a
high degree of competence, it is important to divide larger tasks into sub-tasks. In addition,
the system has to be updated constantly and offer the possibility of a simplified presentation
of the information. It is beneficial to have informative feedback that guides users through
the process [19].

Connectedness refers to the desire to experience interaction with other people. It is
characterized by the connectedness and the feeling of caring for others [22]. Peters states
that this can be supported by ensuring that the technological interactions with others
are seamless. Communication should also continue to happen offline and ensure that
both intrinsic and extrinsic motivation is provided. The sense of community should be
emphasized, and all involved should be given the opportunity to contribute. Finally, the
communication of kindness and positive influence should be emphasized [19].

The basic requirements regarding autonomy, competence and connectedness provide
initial guidance on how an AR application could be designed to improve well-being and
the quality of work. However, in order to develop a tailored solution for nursing, it is
necessary to understand the users and their work environment.

2.2. Specific Requirements Based on Nurses’ Needs

Although there has been a change in recent decades, van der Cingel et al. [5] report that
the profession of nurses is still being seen as compassionate helpers who perform simple
and straightforward tasks to care for patients. Due to the advancing professionalization
and versatility of tasks, employees see themselves as an important group that does not
simply follow doctors’ instructions strictly, but also wants to contribute its own needs and
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knowledge [5]. An AR application should, therefore, provide the ability to support different
skill levels and empower users to make decisions on their own. Economic pressure on the
healthcare system, bureaucratic regulations, increasing patient numbers, and less contact
time with patients are leading to higher workloads, stress, and emotional exhaustion [4].
With regard to the use of AR glasses, nurses surveyed indicated that they hoped to save time
and protect themselves through documentation that might become easier, as information
and communication with others could be available in a timely manner, regardless of
location [23]. Accordingly, it can be summarized that an AR application has to have a
high degree of user friendliness, particularly providing exactly the right information in the
respective situation to support nursing and documentation tasks.

There is a growing recognition that interacting with people is an essential part of
today’s work that requires much closer attention. Interaction work involves establishing
a cooperative relationship, dealing with one’s own feelings, influencing the feelings of
customers, clients and patients, and dealing with the imponderables that are part of
working on and with people [24]. For example, many nursing interventions require the
patient to be calm and relaxed. This can be impaired by the patient’s anxiety, but enabled
and encouraged by the nurse’s composure and confidence [24].

Accordingly, besides using the AR glasses for documentation or treatment purpose,
nurses have to continuously respond to the patient. They have to (1) control their own
feelings as they influence the patients emotions, and (2) be able to interpret the patient’s
emotions and sense the situation, in order to (3) prove to be competent and trustworthy to
(4) establish a cooperative relationship.

2.3. Factors That Must Be Considered When Using AR Glasses in Interaction Work

Showing and interpreting emotions is crucial to establishing a trustful connection. Non-
verbal communication is used to express emotions, convey attitudes, and demonstrate
character traits. Humans are able to decode these subtle signals and interpret them in a
culture-specific way [25,26]. Eye contact and glances are particularly effective nonverbal
signals for building trust in the Western world [27]. Overall, emotions are perceived and
interpreted through several of these channels. If one of the channels is not available (e.g.,
in the absence of eye contact), it is still possible to assess situations correctly through other
signals [28]. Hence, there are multiple opportunities for nurses to express emotions, and
multiple ways to decode these emotions for patients. However, many AR glasses cover
large parts of the nurse’s face, and lenses are often tinted, making eye contact less likely to
be made. In previous studies, nurses indicated concerns about the negative impact on the
relationship between them and the patient, fearing that AR glasses will be distracting rather
than supportive, as eye contact is broken [23]. From the patients’ perspective, AR glasses
can significantly reduce their estimates of healthcare workers’ abilities, and decrease their
willingness to opt-in to medical procedures [16]. Many AR glasses can be operated by
gesture control. However, it is not obvious to outsiders whether a pointing gesture is used
for operation or for communication, for example. The interpretation of non-verbal behavior
could therefore be made more difficult by the glasses. Here, it is important to examine the
ways in which nurses deal with the various interaction possibilities in order to meet the
patient’s situation.

According to Böhle and Weihrich [24], it is fundamental in this subjectifying action to
sense and feel (e.g., soft skin, acrid odor, or a nervous patient). Thinking and sensing are
not performed from a distance, but are directly connected to the service. This leads to an
explorative, dialogic-interactive approach, where action and reaction are interwoven [24].
The integration of new technologies in such processes could serve as a facilitator, as digital
information could be consulted to better assess the patient’s condition and make decisions
based on it. However, it also harbors the risk of triggering stress, since operating might
be difficult at first and another parallel work thread that demands attention is added.
With regard to AR glasses, it is also uncertain how the superimposed digital information
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influences the perception of the real environment. Is it still possible to sense and feel
authentically, as described by Böhle and Weihrich [24], while using AR glasses?

The nurse’s external impact on the patient might be influenced by AR glasses. During
the interaction, the patient observes the nurse’s behavior and makes assumptions about
their feelings, traits, and motives. According to the attribution theory, people try to
determine why others act in a certain way in order to uncover the feelings and traits behind
their actions, distinguishing between internal personality-related attributions or external,
situation-related attributions [29].

It is, therefore, questionable as to how caregivers themselves and patients evaluate the
care situation mediated with AR glasses. Do they attribute the gain or loss of competence
to the AR glasses, or to their own ability?

A lack of common ground might be another issue using AR glasses. By common ground,
Clark and Brennan [30] mean the knowledge that is shared by two or more individuals.
Three heuristics allow one to infer the shared knowledge: (1) group membership (e.g.,
belonging to a certain profession), (2) physical co-presence (e.g., objects that everyone
can see and know about), and (3) linguistic co-presence (e.g., content of the course of the
conversation) [30]. Regarding AR glasses particularly, the second point might be critical,
as patients are not able to see the digital content the caregiver is seeing trough the glasses.
Also, heuristic three needs to be considered when choosing control opportunities for the
AR glasses application, such as voice interfaces that cannot be heard by patients.

2.4. Summary and Research Questions

In summary, by using a participatory, user-oriented approach, this exploratory work
studies the design and use of an AR-glasses prototype in a user study, observing the
complexities in the interaction work of nurses with patients. It thereby considers factors
from the positive computing framework, with the goal of supporting nurses in their
autonomous and competent fulfillment of their work, while preserving their connectedness
with patients.

Along the previously outlined research, we pose the following research questions:
Research question 1: what strategies for using AR glasses do nurses map out in

order to autonomously and competently establish a connection to patients in nursing
interaction work?

Research question 2: what ambivalences emerge from empirically identified chances
and risks in relation to a successful integration of AR glasses in nursing interaction work?

3. Prototype, Materials, Methods and Procedure

To answer the research questions, a prototype was developed in a participatory process
and evaluated in a qualitative study, using behavioral data from a simulation study and
semi-structured interviews.

3.1. Prototype

In line with positive computing and participatory design, it is crucial for a successful
integration of AR glasses to continuously involve the users of the system in the development
process [17,31]. Emergent technologies, such as AR, come with unfamiliar interaction forms.
How it works and how the technology is experienced might often be vague and abstract,
because users cannot refer to mental models yet. This makes it hard for first-time users to
state requirements and to formulate ideas on application areas.

According to the guiding principals of participatory design, it is important for demo-
cratic and hierarchy-less teamwork to discuss situations based actions that are understand-
able, rather than abstract, and to use tools and techniques that help to express needs and
visions to be able to participate and achieve a mutual understanding [32]. Hence, tight
feedback loops with two co-designing nurses allowed us to pick up the mental model of the
caregivers, use plausible (still fictional) patient information, and integrate it meaningfully
into a realistic use-case scenario by following the design thinking framework [33,34]. To
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create an AR application that meets the previously stated requirements and fits in smoothly
in a realistic patient scenario, we followed the participatory design approach, using contex-
tual inquiries, interlocking workshops, and co-design techniques to develop a prototype in
close coordination with nurses [35].

3.1.1. Use Case and Device Decision

In an early phase of the participatory process, nursing staff were very committed to
developing a series of application scenarios in which they expected AR glasses to make
their work significantly easier. At the end of the workshop series, the documentation of
wounds was chosen as the most interesting use case.

Wound care with simultaneous documentation emerged as an important scenario
for the use of AR glasses within surveys conducted with nurses with different levels
of expertise and experience [23]. The respondents of [23] mentioned the availability of
information regardless of location as the main advantage, as it is important to interact
continuously with the patient. It is, therefore, well-suited to test the effects of AR glasses
on interaction work. Adherence to hygiene standards is a high priority, which means
that non-contact work with the AR glasses could be advantageous. Klinker et al. [36]
already investigated wound management by testing an AR-based tablet application, and
came to the conclusion that the provided information is beneficial, but handheld-based
AR applications are impractical for medical professions, as they can not be used without
physical contact. This supports the idea of using AR glasses.

After jointly testing several AR glasses and discussing their system characteristics, the
Microsoft HoloLens 2 (HL2) was chosen. In contrast to other devices, the HL2 allows users
to interact with digital 3D-holograms via gesture control and, therewith, without a physical
control device, whereby the hygienic requirements can be met. Caregivers prefer discreet
AR glasses models, as they assume that these are less disconcerting for the patient [23,37].
However, these models have the disadvantage that they usually cannot be operated without
physical contact, and they are unsuitable for people who wear glasses. They also usually
sit less firmly on the head, and could slip during treatment. The HL2 compensates for these
disadvantages, but is heavier, bulkier, and more conspicuous. However, a visor that can be
folded up and down allows eye contact with the patient.

The prototype was developed with Unity (according to Microsoft’s recommendations
version 2021.3 (LTS)) and the mixed reality toolkit MRTK 2.7. All UI elements used originate
from this toolkit.

3.1.2. Aim and Scope of Functions

Based on the results of the former section, the prototype is designed to enable nurses
to achieve three key objectives while using AR glasses:

• Competence: the prototype’s structure supports common processes in nursing, and
provides information to competently and safely assess, care for, and document the
patient’s wound.

• Autonomy: users are able to set up and use their own digitally augmented workspace
autonomously and flexibly according to their individual needs and preferences.

• Connectedness: the prototype allows nurses to stay close to the patients and to involve
them in the care process.

Different types of features are installed to meet these objectives. The navigation
structure and information architecture are based on existing nursing routines and the
documentation system currently used by the co-designing nurses. Selected screenshots
of the prototype are shown in Figure 1. By picking up on dialog structures, labels, and
input options of the existing patient file, we take up the mental model of the nurses and
place these building blocks in a new workflow adapted to wound care. In addition to the
familiar contents, further information materials on the patient and auxiliary materials for
the assessment of wounds are integrated into the concept. For this purpose, the wound
care process is sorted into chronologically sequenced tabs (visible in Figure 1a,c). Necessary
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information is integrated into the main dialogues, and supporting content is incorporated
with progressive disclosure mechanisms (Figure 1a,b). This allows the nurse to decide for
him/herself whether, when, and where to use the support material.

Figure 1. Screenshots from the prototype. The wounds are only pixelated for publication. (a) shows
the last documented status. The top button bar can be used to call up the individual steps in wound
treatment and documentation as described by the nursing staff involved. (b) The nurse moves
the window to the position where she needs it for her work. (c) shows how a new pain score is
documented. (d) An additional window to document the wound stage is activated. A video of
the prototype is available at https://parcura.de/media/parcura_hrw_simulationsstudie_prototyp_
promo.mp4 (accessed on 20 May 2024) [38].

Besides retrieving information, it is also possible to create a new documentation
entry (Figure 1c). Step-by-step, each documentation entry can be adjusted by selecting
pre-defined options. This way, standardized and quick documentation can be made while
treating the patient’s wound. Additional material, such as reference pictures, can be faded-
in to support the wound assessment correctly (Figure 1d). To be able to flexibly adapt the
augmented workspace to the spatial conditions, the prototype is divided into two areas that
can be separately positioned in the environment. In addition to the patient file, a second
window displays a picture of the patient’s wound as previously documented, which can be
aligned to the actual wound in the real world (Figure 1b). Accordingly, a change in wound
status can directly be observed and documented. These features in combination allow the
users to receive and document the individually needed information directly within the
treatment procedure.

In the implemented prototype, users can choose between far (Figure 1b) and near
(Figure 1c) gestures to control the system. This allows them to interact with the system from
a distance (e.g., pointing to a window) or from close (e.g., clicking on a button). This way
of control is more intuitive, deliberate, and intentional compared to eye-tracking methods.
Voice control, as another alternative, was dismissed because of its potential susceptibility.
Conversations with the patient might be interpreted as an input by the system, and could
lead to unintended actions. By using near and far gestures, the nurses are also able to
arrange the windows from a position in the room that allows them to create physical
closeness or distance to the patient (Figure 1c). The visor of the HL2 can also be used to
maintain eye contact. By providing detailed information about the patient and their current
health condition, the user can easily refer to it while being in a dialogue with the patient.
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With this first set of functionalities, nurses already have several options to develop
their own strategies on how exactly to use the augmented information in a patient situation.
The following section presents the study we conducted to simulate realistic nurse–patient
interactions, test the prototype in this context, and investigate our research questions.

3.2. Study

The study conducted consisted of two main phases. In the first phase, the participants
were given the opportunity to test the AR glasses using the developed prototype in a
realistic patient situation. In the second phase of the study, they were asked to reflect on
their experiences and impressions of the use in an qualitative interview.

To investigate the use of AR glasses in as realistic a context as possible, a plausible case
study was developed with the two co-designing nurses. Therefore, a fictitious patient was
created, including all relevant patient data needed for documentation purposes, as well as
handover information typically used at shift changes. This information was used as mock
data in the prototype. The fictitious patient suffers from a chronic wound on the left lower
leg, and was acted out by one of the co-designing nurses. Participants testing the prototype
were asked to learn about the patient, care for the wound, and document the procedure.

The patient interaction situation took place in a simulation center. The participants
were located in a typically furnished patient room. They were equipped with materials that
they could use for the treatment (e.g., painkillers, bandages, and gloves). The researchers
were in the control room next door, which allowed a view into the observation room
through a mirrored window. Additionally, three cameras were set up in the patient room to
observe and record the situation from multiple perspectives. To trace what the participant
sees and experiences in the HL2, a live stream was transmitted in the control room, which
was recorded as well. Both rooms were connected with an intercom system that allowed
the researchers to give instructions to the participants. The subsequent interview took place
in a meeting room, and questions were asked face-to-face by a researcher. Screenshots
illustrating the main components of the prototype were used as reference materials.

Figure 2 provides an overview of the study’s individual steps, methods used, and
locations in which it took place. The individual steps will be described in more detail in
the following.

Figure 2. Study setup: overview of the steps of the study and methods used.
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3.2.1. Briefing and Introduction

Participants were welcomed and introduced to the study, its procedure, and privacy
policy. They were informed that the trial was voluntary, and could be stopped at any
time without giving a reason. Emphasis was placed on informing them that the aim was
not to test their performance, but rather the usefulness of the prototype. What counts
is their subjective opinion. Afterwards, an informed consent form was signed by all
participants. They were brought to the simulation room by a researcher, where they were
briefly introduced to the HL2 by explaining the main functions and how to use the visor.
The main interaction patterns (near and far gesture) were explained, and eye calibration
was performed to ensure the best individual experience possible. Afterwards, they were
introduced to the patient’s case study by using a pre-recorded video on a laptop in which a
nurse provides handover information from the previous shift. Finally, they were prompted
to start the prototype on the HL2, and the researcher moved to the control room.

3.2.2. Familiarization with the Prototype

In the first phase, the test subjects were able to familiarize themselves with the proto-
type and its functionalities step-by-step to be prepared for the upcoming patient situation.
First, they were encouraged to click on buttons, walk around the three-dimensional holo-
grams, and re-position them. This situation was used to collect direct feedback on the
prototype, its screens, and components using the think-aloud technique. Participants were
asked to comment on anything coming to their mind while using the prototype to uncover
misinterpretations. Furthermore, participants were prompted to express what they like or
dislike, and to make suggestions for improvement. To obtain feedback on all screens, users
were given the same tasks that subtly navigated them there. The guide was semi-structured,
and allowed for flexible responses. The tasks were coordinated in a way that the user could
prepare for the patient situation step-by-step and explore the prototype independently
beforehand, covering all central components and screens.

After the participants had familiarized themselves with the prototype, they were asked
to place the screens in the simulation room. They were free to decide where to place the one
with the wound documentation and where the wound image should be displayed while
explaining what advantages they expected from which positioning.

3.2.3. Wound Care Simulation Using AR

If participants were ready to receive the patient, they were encouraged to behave as
they usually would in a real situation. However, the patient was acted out by one of the
co-designing nurses, who followed a behavioral script to create comparable situations. The
participants received information about the patient’s condition and the perceived wound
pain through a simulated handover briefing. Afterwards, the patient was brought into
the room and gave the same information about her state of health, so that the participants
were able to react accordingly. If the participants did not introduce the AR glasses on their
own, the patient addressed them at a specific time, so that all participants were encouraged
to explain the use of the AR glasses in their own words. A wound was simulated on the
patient’s leg with the help of a glued-on photo and makeup. The wound was initially
bandaged, and had to be uncovered and treated by the participants. This created a situation
in which the hygienic conditions could be addressed. During wound documentation, the
patient learns that the wound condition has worsened, subsequently panics and demands
the nurse’s attention. Due to that, all participants were confronted with an increasingly
stressful and distracting situation.

During the interaction with the fictitious patient, participating nurses were asked to
treat the wound and provide documentation at the same time (not afterwards) to test the
confidence and the ability to work with the hologram in realistic situations. In this situation,
the participants could continue to provide comments and suggestions for optimization
of the prototype at any time. From the observation room, they received assistance when
necessary. In the case of surprising actions or difficulties, the participants were also asked
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to comment on the situation. The trial ended when the participants reached a pre-defined
point in the documentation process, or when the maximum time slot of 60 min was reached.

3.2.4. Sharing Experiences in Semi-Structured Interviews

The subsequent interview was semi-structured and followed a flexible guideline
within approximately 30 min. The following topic areas were included: (a) demographic
data and current role, (b) usability and overall experience, (c) applicability and integration
in interaction work, and (d) perception of the SDT determinants autonomy, competence
and connectedness.

Demographics included questions regarding the age and professional experience of
each participant, their position in the respective hospital, and whether they had previously
been involved in the project or had been using AR glasses before. Subsequently, the
subjects were asked to describe their experiences and emotions while using the AR glasses.
Participants were asked to relate to specific features and information provided by the
prototype, and to share their preferences, criticisms, and suggestions for improvement.

In terms of autonomy, they were particularly asked to describe their regular wound
care routine, and to compare it with their experiences during the simulation. If not men-
tioned by themselves, they were asked how functionalities like the flexible window po-
sitioning were perceived with regard to autonomy, and how they used it to create an
individual work environment. This served to determine what strategy they chose, and
what advantages and disadvantages they perceived as a result.

Concerning competence, the participants’ own perceptions were examined, as well
as their evaluation of how competent they were considered by the patient during the
simulation. On the one hand, technical competence and statements regarding the control
and the handling of the glasses were collected. On the other hand, questions were aimed at
nursing competence and to what extent the glasses support or hinder nursing care.

With regard to connectedness to the patient, the participants were first instructed
to reflect their own feelings during the wound treatment and how they perceived the
interaction with the patient. Additionally, we asked them to imagine themselves in the
patient’s position, in order to recapitulate how they thought the patient might have felt
during the treatment. They were questioned if and how the AR glasses had an effect on
the interaction work and the perceived connection. This topic area also concluded with
a request for suggestions to evaluate advice on how to increase connectedness. In this
way, they were encouraged to identify strategies that they would use to improve their
connection with the patient.

Finally, they were asked to imagine that AR glasses would be introduced into daily
hospital routine in the next one or two months. The subjects were requested to express
their feelings towards this situation. We wanted to find out concerns, limitations and
necessary improvements.

3.2.5. Debriefing

Following the interviews, the participants were accompanied back to the initial area.
They had another opportunity to ask questions and receive further information about the
development of the project in future. Afterwards, they were dismissed.

3.3. Participants

The participants (N = 14) are or have been active in nursing, and were recruited from
two different hospitals that previously supported the participative development of the
AR application. One of the hospitals is located in a rural area, and the other in the city.
Since people from both institutions participated in the design, some of the participants had
previous involvement with the project. In addition, they have different levels of knowledge
regarding wound management, and different levels of job experience. All participants are
trained nurses, although some of them are currently employed as supervisors or division
managers. However, they were all familiar with wound treatment. On average, they were
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38.93 years old (SD = 10.05), ranging from 22 to 55, and had about 18.25 years (SD = 10.84)
of professional experience. Two participants were male, twelve were female.

We reached saturation after 11 participants, meaning that no additional aspects related
to the research questions were expressed in the think-alouds and semi-structured interviews
by participants 12–14. To this end, we consulted the findings of [39] to confirm that we
have a reasonably large sample. Subsequently, we were able to start analyzing the data,
which will be described in greater detail in the following section.

3.4. Coding Scheme Development

To evaluate the study, the recorded material of the 14 participants was processed by
transcribing the audio recordings of the observations and interviews, and summarizing
and synchronizing the video streams. All data were then imported into MAXQDA software
(2022, VERBI Software, Berlin, Germany) for further analysis. Qualitative content analysis
was performed according to [40]. The coding system resulted from a combination of
deductive and inductive procedures. An excerpt of our coding scheme can be viewed
in greater detail in Table 1. This form of coding is increasing in preference in current
research, as it allows for subjective interpretation of the data and makes it possible to
map new and unforeseen findings [41]. Deductive main and subcategories provided
a basic structure for the content analysis. Inductive codes were then generated within
each thematic block. For example, we used deductive coding to pre-sort the participants’
statements (positive, neutral, and negative statements) and assignment to the principals
of positive computing (autonomy, competence, and connectedness). Points of discussions,
concerns, and suggestions for optimization were coded in an inductive manner based on
evolving themes and their similarity to each other. In the further qualitative analysis of the
coded segments, multiple responses were clustered. Instead of counting each individual
statement made by a person, we only counted whether a person made this statement or not.
In addition to the transcript fragments, video excerpts and representative screenshots were
collected for further coding: patient–participant interaction, initial window positioning,
repositioning of windows, and flipped up visor.

Table 1. Coding scheme.

Inductive Codes Deductive Codes

Screen 1: Patient selection Autonomy
Screen 2: Wound selection Competence

Screen 3: Patient information Connectedness
Screen 4: View of tabs Neutral statement

Screen 5: Wound image Positive statement
Screen 6: Documentation input Negative statement

Concerns Motion Sickness
Suggestions Successful interaction
Expectations Interaction with problems

4. Results

In order to find answers to both research questions, we first give an overview of the
general feedback on the prototype and how differently participants used it to create their
work environment. We then go into more detail about how they perceived the situation
in terms of autonomy, competence and connectedness with the patient. Afterwards, we
discuss the assumed patient perception, and focus on the aspects that lead to different
strategies to support interaction with the patient. Finally, we present concerns and sugges-
tions for improvement that participants stated with regard to an integration of AR glasses
in nursing interaction work.
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4.1. General Feedback and Overall Experience with the Prototype

General feedback on the experience with the HL2 provides both positive and negative
statements. In summary, we counted 411 positive statements, 153 neutral statements, and
356 negative statements from all participants, including data from both the simulation
and the interview. Negative statements refer to the wearing comfort of the HL2, which
was perceived as too big and too heavy. It also became warm under the AR glasses, and
some subjects began to sweat. A few participants complained about dizziness and the
first signs of motion sickness. With regard to usability, participants pointed out the poor
performance of gesture control in the think-aloud-parts as well as in the interview. The
video recordings show a high number of operating problems while using the near and far
gestures. Video passages were coded as to whether the gesture successfully triggered the
desired interaction, whether it was problematic, or whether it did not trigger the desired
interaction at all (failure). Only interactions that were canceled by an interruption (e.g.,
the patient asked for attention) were ejected from the data set. In 70% (N = 392) of all
observed interactions (N = 560), participants used the far gestures. In only 30% of all cases,
the near interaction (N = 168) was used. However, the use of near gestures achieved
slightly better interaction results compared to the far gestures: 54% of interactions were
successful while using the near gestures, whereas it was only 44% of interactions using the
far gesture. Accordingly, working with the HL2 was found to be exhausting and frustrating
in large parts.

The application and the concept of the prototype, on the other hand, were evaluated
positively. The interviewees described the use of the application as exciting, work-saving,
self-explanatory, clear, simply structured, and practical, since one has all the information
directly at hand. In total, 12 of the 14 subjects indicated that they would fully trust the
prototype. Incorrect data are attributable to nurses input errors and not to the glasses (P01,
P04). The prototype was conceptually based on the well-known PC-based hospital informa-
tion system in several aspects (terms, structure of information, etc.). Seven participants said
that they recognized the parallels. However, these parallels also raised expectations, some
of which are not yet covered by the prototype. During the administration of medication
and the wound assessment, some subjects wanted more detailed information.

4.2. Creating the Individual Work Environment by Initial Window Positioning

Based on the video fragments demonstrating the initial window positioning, we were
able to derive three recurring patterns (see Figure 3).

Figure 3. The three found window positioning patterns and their distribution in the sample.

Most participants chose an initial window alignment with the patient (N = 10). In this
group, half of the participants opted for an alignment at the head side of the bed (N = 5) or
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at the long side of the bed (N = 5). In the associated think-alouds the participants, those
who chose the head side of the bed reasoned that they moved the patient file window to
where the information is directly needed. With this positioning, they have the patients’
name in view (P02, P11) when speaking to them, but are also able to take another look
at the bandage material that they usually prepare on the service desk (P08, P11). This
combination was perceived as particularly practical:

“I think that’s just great because you always have so many patients in your head and you
forget so many little things. Which foam dressing and what size was it? I think it’s just
super practical that you can combine that now [with the room].” (P11, video transcript,
pos.97)

Staying in contact with the patient was important. Participants pointed out that
patients remain in the field of view when looking at the patient file (P03, P11), and that that
this position is less disturbing (P08) during conversations. P10 points out that the windows
must not cover the patient’s face.

Participants who chose the long side of the bed for window alignment focused more
on the patient’s wound. The information is in view during wound treatment, and can be
referred to for direct comparison (P04, P14). In addition, the nurse can switch between the
patient, the wound, and the information without having to change the body position or
turn the head too much (P05). P12 weighs up between a position where a light background
allows good legibility for herself, but where she would be standing with her back to the
patient, and decides to move the windows to the side of the bed as a compromise in order
to be able to make eye contact with the patient by moving her head.

The remaining four participants decided to place (parts of) the application on the
opposite wall where the bandage material is stored. One reason is that they will need the
information about the bandage material as a check list. However, they verify whether they
can still see the information from the bed where they are communicating with the patient.
During the dialogue, they are still close to the patient.

In total, half of the participants (N = 7) chose to re-position the windows during
the patient interaction scene. This behavior could be observed in all three initial groups.
However, the participants who initially positioned the windows on the head side of the bed
took the wound picture (P02, P03 and P08) and the documentation screens (P02 and P03) to
the patient’s wound. From this position, we could observe fine tuning. On the one hand,
participants pulled screens containing pictures closer to the wound for a better reference.
On the other hand, they pulled the screens closer to themselves to use near gestures more
comfortably while documenting.

Furthermore, participants recognized that the window positioning influenced the way
in which they interacted with the patient. Two contrasting examples provide insights on
what was perceived as “too close” or “too distant”. During the wound documentation of
P12, the hologram hovered very close above the patient. When she used near gestures, she
had to reach over the patient and the bed, which she perceived as disturbing (see Figure 4a).

Figure 4. Special work situations at the bedside with the HoloLens 2: (a) Participant reaches over
the patient to interact with the system by near gestures. (b) Participants raises visor to maintain eye
contact with the patient.
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In the other extreme, P13 was dissatisfied with her initial window position, because
she had to write the documentation with her back to the patient. While documenting the
wound, she communicated with the patient, but was not able to maintain eye contact. In
addition, all participants described the setup of their individual workplace as very positive
(N = 14).

4.3. Autonomy

Overall, participants felt very autonomous while interacting with the AR glasses. In
total, 13 participants stated that they were free in any decisions. During the interviews, it
was mentioned that the documentation of wounds must cover certain aspects, so that the
hologram does not have a dominating effect.

“Being more autonomous means that I can decide freely. It does not tell me what I have to
do. I can click my way through as I wish. I am still free to make my own decisions.” (P02,
interview, pos. 255)

In addition, when asked to what extent they felt dominated by the glasses, one
participant commented that she could always take them off.

The fact that the AR glasses combine various functions and devices enabled the
participants to feel more autonomous in their actions. Since the HL2 provides detailed
information directly in the situation, the nurses are no longer dependent on their colleagues
or the availability of a PC to finish their work. Participant 5 describes this as follows:

“Instead of how we are doing it now, having seen the picture before, going into the
patient’s room and thinking, ‘Hm. Did that really look like this?’. Must return to the
mobile PC again. This way I had it directly and could continue swiping to see what it
looked like.” (P05, interview, pos. 95)

Despite all of the benefits in terms of perceived autonomy, two participants pointed out
that the use of the AR glasses must be voluntary. Therefore, documentation via computer
would still have to be available. Reference was made to the issues of motion sickness or the
constricting feeling when wearing the glasses.

4.4. Competence

The participants commented positively on the AR glasses with regard to their own
competence. Twelve participants reported that the glasses enabled them to work more
efficiently. For example:

“While treating the wound, I would be able to document it immediately and would not
have to do it two hours later, as it can happen in clinical practice sometimes.” (P03,
interview, pos. 145)

Another important aspect were the reference images. Some participants perceived
these as particularly competence-enhancing, since they were confident of evaluating the
wound correctly by reviewing the images (N = 7). Participant 2 stated:

“Personally, I would have been even more uncertain in the evaluation of the wound.
Because of the pictures, I was 100 % sure of how to describe them” (P02, interview,
pos. 221)

Additionally, half of the participants recognized the similarity to systems they already
knew from their own routine at work. As a result, it promotes their competence, since
they do not have to familiarize themselves with a completely new scheme and can start
documenting immediately.

Even though the application was rated as very positive and competence-enhancing,
six nurses stated that it would limit their interaction work (P04–P06, P09, P13 and P14).
More specifically, they indicated that their focus was on the glasses rather than the patient.
Additionally, the tinted visor was problematic for two participants. They described that the
wound could not be assessed correctly.
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In addition, a major negative factor was the limitation of competency in terms of
prioritization. In total, seven participants stated that they had focused more on the glasses
than on nursing activities (P01, P03, P05–P07, P09–P13). Thus, there is a concern that the
interaction with the patients could be neglected.

Another important element was the unavailability of different user profiles (N = 9).
The subjects stated that wound experts needed different information than certified nurses
or nursing students. In addition, they described the wish that the software was designed
for ward-specific topics. For example, nurses in the intensive care unit need different
information than those in the cardiology unit.

4.5. Connectedness

In the following, we focus more on the feeling of connectedness with the patient. Four
participants explicitly stated that they perceived a “distance” between them and the patient
(P01, P03, P05, P08). One argument was the reduction of eye contact or loosing sight of the
patient (P03, P05, P07, P10, P12, P13). P07 explains:

“For patients, it is important to at least be able to see the eyes and to see a little facial
expression. That is totally important. Especially when we also wear this FFP2 mask.”
(P07, interview, pos. 145)

Another participant referred to the distraction by the holograms that caught their
visual attention (P05). Establishing a personal connection to the patients and interacting
with them is a key attribute in nursing, as P01 describes:

“So in my field, it’s very much about having a relationship with patients and being able to
cater to patients. Even before competence, before basic care and so on.” (P01, interview,
pos. 238)

Accordingly, participants stated that they would establish a relationship with the
patients first, before introducing the AR glasses. For example, P13 would feel more comfort-
able if patients had already been treated by her and knew how she “normally” delivered
care (interview, pos. 68–70). P01 believes that once the patients realize that they are never-
theless being well looked after, then it is no longer a problem to use AR glasses (interview,
pos. 273). For the subjects, the simulated scene represented an exceptional situation in
several respects. As a result, some participants refer to the AR glasses, others to the applica-
tion, and still others to the overall experience when talking about the impact on feelings of
connectedness. The nurses were using the AR glasses for the first time, and had difficulties
working with them. Accordingly, three participants pointed out technical difficulties with
the HL2 that negatively influenced the patient interaction, as they felt distracted or insecure
(P04, P07, and P11). However, all of them assumed that these problems would disappear
after a certain period of familiarization and practice.

As the documentation of the wound usually takes place after the treatment, and not
simultaneously with it, participants in our study struggled to concentrate on both at the
same time. They mentioned that they focused and concentrated on the AR glasses and
their content much more and on the patient much less (P01, P03, P05–P07, P09–P13). Here,
again, some participants assumed that with a little practice, it will be easier to interact with
the patient while documenting.

4.6. Assumed Patient Perception

The participants were concerned about how they would be perceived by the patients
when wearing and handling the AR glasses and what effect this might have on the patients:

“It takes some getting used to, When you’re flailing around in the air. I think that’s weird
for the patient at first, too, when there’s someone standing there waving in the air like
crazy.” (P05, interview, pos. 15)

Participants in this study drew a connection between their ability to establish a connec-
tion with the patient and the perception of their competence as a nurse. In their assessment,
they often refer to their interaction work and that they managed to connect with the patient
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with or despite the AR glasses. P07, on the one hand, was concerned that the patients might
loose trust, as they might equate poor technical skills in using the AR glasses with nursing
skills in general.

Participants stated that because of the information inherently provided, they were able
to address the patients in a more targeted way and to react more confidently: for example,
addressing the patient by the correct name (P02) or referring to more complex details, like
the ones that are usually documented on the handover cheat sheet, the patient’s file or the
medication reference book (P03). It was also assumed that the usage of AR glasses would
lead to quality control that would provide reassurance to the patient and enable the nurse
to appear more professional:

“If someone comes in who wears AR glasses, then you assume that they will be checked,
that [. . . ] they have guidelines. Control is perhaps the wrong word, but [the nurses] can
double check and look at everything again and it all looks professional. That would give
me [as a patient] a bit of security.” (P02, interview, Pos. 176)

In total, we found more negative comments (28 segments) related to the assumed
patient perception in our sample than positive (5 segments) or neutral (8 segments) com-
ments. Among the negative statements, the most common theme was that patients might
feel neglected (N = 8). Participants reasoned that they were more preoccupied with the
new and unpracticed technique of using the AR glasses, or doing the documentation in
parallel with the wound treatment and patient interaction (N = 6). The patients’ feeling of
being neglected was assumed to be caused by losing contact with the patient due to the
AR glasses (P10, P12, P13). References were made to the lack of eye contact, and to the fact
that patients cannot see what one sees oneself and may not dare to ask about it (P12, P13).
One participant wishes “that the patient has the feeling that when I look at him, I am really
looking at him and not seeing any pictures.” (P04, interview, pos. 171).

Nurses were particularly concerned about patients with dementia and elderly, dis-
oriented, or delirious patients (N = 7). Here, they see the use of AR glasses critically, as it
could worsen the mental health status of these patients.

However, despite the many critical voices, some participants put their negative state-
ments into perspective. In doing so, they mainly pointed to the still unpracticed situation
and the fact that they were using the AR glasses for the first time. If the use of the AR
glasses and the procedure of parallel documentation is practiced, the interaction with the
patient will be different, and might be easier (P05, P09, P11). Subjects stated in the context
that it was important to inform the patients about the AR glasses and how they work
(P11, P13).

4.7. Strategies to Support Interaction Work with Patients

Within the role play scene, we were able to observe how the nurses managed to balance
interaction work, documentation duties and taking care of the wound. We found different
approaches for how participants tried to maintain a connection with the patient.

All participants were informed about the flip-up visor of the HL2 within the introduc-
tion, but less than half of the nurses made use of it to establish eye contact. Four participants
were using the visor selectively over short amounts of time. In these shorter sequences,
they raised the visor, usually at the beginning of the interaction scene, to greet the patient
and to introduce themselves, to explain the AR glasses, or in case the patient demanded
their attention (see Figure 4b). Two participants raised the visor over an extended period of
time, and must have been remembered by the researcher to document the condition of the
wound with the AR application. They flipped up the visor while collecting materials and
treating the wound.

However, care must be taken when using the visor to ensure that the general hygienic
conditions are met. Accordingly, one participant expressed the wish that the HL2 should
offer the possibility to flip up the visor without physical contact. One participant found
another compromise to deal with the tinted visor. She folded it down only halfway, so that
she could squint at the information during the treatment.
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Another way to better connect with the patient was to have the patient participate in
the procedure. We observed that, similarly to traditional caregiver routines, participants
commented in 26 cases on what they saw or did in the AR glasses.

“(to the patient:) I would just look at the picture again. I’ll put the glasses on now. I
think that’s a little bit more extraordinary than usual.” (P13, video transcript, pos. 98)

However, only two participants started to introduce the AR glasses and its functioning
initially. The other twelve nurses did not explain it until the patient actively asked them
about it. All participants involved the patient in different ways. One participant (P02)
explained that, during wound treatment without the HL2, some information is not available
or incomplete, and thus the patient is frequently asked about it. This creates a continuous
dialog in which the patient is involved. Based on this, he/she has concerns that the patient
could take on a more passive role, being limited to a subject of documentation, when
he/she is using the AR glasses. Another challenge arises from the patient’s presence during
documentation, as they could notice the entries. Depending on the patient’s state of health,
this information should be expressed with caution, and nurses were uncertain as to how to
react adequately:

“I wouldn’t say that out loud either: ‘this is infected, looks totally bad, etc.’. But I just
thought out loud, what should I click here? And then I wasn’t sure either, should I
continue thinking out loud?” (P14, interview, pos. 65–68)

5. Discussion

5.1. Factors Influencing Autonomy

The results of our study clearly show that the nurses used different ways to control
the prototype autonomously. These observations can be corroborated by the statements
of the qualitative interviews. Here, the participants described the operation and set-up
of their own work environment as autonomy-promoting. They particularly emphasized
the independent positioning of the individual windows, which enabled a high degree
of flexibility. Through progressive disclosure mechanisms and the display of additional
reference images, the application provided sufficiently graded support material that could
be consulted as needed. The sequence of steps could also be customized through the use
of tabs, providing the ability to tailor the process to one’s own needs and routines. Based
on this positive feedback, we conclude that the application and the AR concept, as such,
meet the requirements postulated at the beginning regarding autonomy [19]. Nevertheless,
suggestions for improvement were also expressed, which can be derived well from window
positioning and progressive disclosure. Some reference images were displayed by extend-
ing an existing window. At this point, a decoupling of the information in a separate window
would have allowed even more flexibility (e.g., in which only these images are aligned to
the wound). Based on these findings, we recommend presenting topics that are related in
content as modular units. Similar to widgets on a desktop, individual window elements
and holograms can be plugged together to form an individual workspace. Compared
to the current situation, the subjects stated that this form of documentation allowed for
more flexibility.

5.2. Factors Influencing Competence

Regarding the perception of competence, the impressions on the AR experience were
diverse. Generally, the caregivers considered themselves competent, although they some-
times had major problems with the operation. However, they attributed this to the AR
glasses’ maturity level, and not to their own abilities.

On the basis of the constantly retrievable information, the nurses became increasingly
informed about the respective medical conditions, and were able to provide more efficient
decisions with regard to treatment. Additionally, they assumed that it provides patients
with a sense of security, as the nurses are monitored eventually. Thereby, the AR glasses
support the professionalization of the nursing care. These findings are in line with the
statements made by van der Cingel and Brouwer [5], who said that the self-image of
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caregivers has changed in recent years. Due to the increased autonomy, the prototype
can contribute to enabling nurses to adopt more complex tasks and, thus, to changing the
perception of patients and medical doctors towards them.

On the other hand, the subjects criticized the AR glasses’ handling with regard to
competence. Besides difficulties in usability, they referred to tapping in the air as being
ridiculous, thus assuming that the patients would perceive them as less competent. We
conclude that, despite the option to use near or far gestures, the way of operation should
be improved further to increase the nurses’ feeling of competence.

Lastly, participants pointed out the importance of connecting to the patients and
making them feel comfortable, as they assumed that was what made a competent nurse.

5.3. Factors Influencing Connectedness

By surveying the nurses’ perceived connectedness to the patient, it became evident
that establishing a connection to patients is considered a core competence in nursing, and
that using AR glasses has an influence on this perception. We discovered both promoting
and impairing influencing factors.

A feeling of connectedness can be promoted by accessing all of the required informa-
tion about the patient at any time. It enables nurses to respond to the patient’s needs as
the situation demands (e.g., referring to pain assessment and providing medication). In
addition, the flexible workplace arrangement allows the caregivers to vary the amount of
attention they pay to the patient. However, the test subjects pointed to the bulkiness of
the HL2. Particularly in combination with a surgical mask, it was seen as a hindrance to
connectedness, as nonverbal signals can be shown and interpreted less obviously. This
issue is the main criticism of the nurses, as they see the danger of not establishing sufficient
eye contact with the patient through the glasses and, as a result, not creating an effective
connection. However, the visor could have been a solution to this problem, but was used
only by a few participants. The reasons were diverse, ranging from hygienic concerns to
forgetting about this functionality at all. How to use this functionality properly should
therefore be first re-designed to meet hygienic standards. The participants proposed us-
ing the voice function by suggesting raising or lowering the visor by voice commands.
Additionally, they wished to use voice commands to bypass the gesture control or to use
speech input for documentation. This was assumed easier and faster than the gesture
control. An uncertainty was observed on how transparently the documentation should be
completed in front of the patient. Loudly expressed documentation content or input com-
mands could make the patient uncomfortable or anxious. This contrasts with statements
from [24], which advocate maximizing transparency in order to create a common ground.
Concerns were also raised about inadvertently activating voice control when talking to the
patient—especially if this input is not perceived consciously.

5.4. Strategies of the Nurses to Support Interaction Work

To ensure successful interaction work, the nurses considered it more important to
convey a positive feeling to the patients than placing the hologram in the most comfort-
able position for them. These strategies should be presented and discussed with the
nurses to shed more light on the underlying motives and their changing role, as described
in [5]. In addition, the interaction concept should be further developed so that it meets
both demands.

Similarly to the concept of Klinker et al. [15], our prototype was designed to document
and care for the wound simultaneously. However, some nurses did not complete the
documentation during wound care initially, but preferred to complete it afterwards as usual.
In this case, we prompted them to complete it directly, so that they can gain experience
with the HL2. Nurses pointed to this change in procedure and revealed that it incorporates
a stress factor. Additionally, if the interaction concept of Böhle and Weihrich [24] is taken
into account, it became apparent that not only two, but several, complex tasks need to
be performed simultaneously by the nurses: (1) referring to patient’s needs, (2) treating
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the wound, (3) documenting the status, (4) exploring how to individually use the HL2,
(5) making the process transparent to the patient to establish common ground and, finally,
(6) managing their own emotions to make a calm, competent and trustworthy impression.
For further development, it will be crucial to figure out how to best support balancing
these tasks. On the one hand, information can be brought much closer to the specific
situation, both in time and space. On the other hand, the influence of AR operations
that are visible to the outside world, but not comprehensible to outsiders, must be given
greater consideration.

5.5. Chances and Risks for Integration

Overall, our study provided a realistic impression of what a nursing situation with AR
technology could feel like in the future, which enabled the participants to provide mean-
ingful feedback on the opportunities and risks of integration. In general, the use of AR was
seen positively. However, some areas of tension were identified, which revealed fundamen-
tal conditions that need to be considered more strongly in the further development of such
a system. Besides technical inaccessibility and getting used to the still unfamiliar handling,
the integration of the glasses into nursing interaction work with the patients represents
a particularly complex challenge. With regard to the on-boarding process, it was stated
that both nurses and patients need to be informed about the AR glasses, its functionality,
and the context of usage. Nurses emphasized that patient information cannot be their sole
responsibility, and that patients need to be kept informed through other channels, such as
brochures. In particular, the camera was mentioned in this context, as it could endanger
the patient’s privacy.

The prototype’s concept, content and functionalities were rated as useful, helpful, and
facilitating work. Nevertheless, it also became apparent that providing a lot of information
and documentation functionalities leads to increasing parallelization of previously linear
tasks, with the risk of switching the focus from the patient to the documentation.

Referring to the involvement of patients, our results indicate that the bulky HL2
has to be seen as a disruptive factor in interaction work between nurses and patients.
Participants in our study suspected that some patients might feel uncomfortable if they,
as caregivers, wore AR glasses. This assumption can be supported by Klinker et al. [16],
who investigated, from the patient’s perspective, to what extend they would opt-in to a
treatment with the HL2. Here, some surveyed participants found that caregivers wearing
smart glasses look inhumane, as their eyes can hardly be seen, and found it difficult to build
a trusting relationship with this person [16]. However, in the study conducted by Janssen
and Prilla [9], in which caregivers tested AR glasses in a comparable nursing scenario,
participants expressed less concerns regarding the patient’s acceptance towards AR glasses.
Interestingly, none of the interviewees expected patients to have severe problems with the
nurses wearing AR glasses if they explain this properly to the patient before [9]. In contrast
to [16] and our study, [9] used another device, which is far less bulky, has no shades, and
reminds one more of a pair of conventional glasses. Additionally, the ongoing technological
improvements in hardware could resolve this obstacle in the future. Hence, eye contact is
not disturbed, and technical features, such as cameras, are less obvious.

However, with regard to trust, Klinker et al. [16] also reported positive aspects of
smart glasses, as some patients mentioned the reduction of errors and higher productivity
of the caregivers. This maps well to statements from nurses in our study, who obtained
competence from the possibility to check augmented information and to verify their deci-
sions based on it. The information directly provided by AR can also help nurses to respond
more quickly to patient’s questions. Feeling competent is highly influenced by the ability
to establish a trustful relationship with the patient, as was explained in [5,24,42] and also
reported by our participants.

388



Virtual Worlds 2024, 3

6. Limitations and Implications for Future Research

In the further development of AR systems for wound management, the first step
should be to ensure that the nurses perceive themselves as competent and autonomous.
Good usability must be ensured so that the nurse can use the contents and functions of
the application optimally in the nursing situation. Technical difficulties during usage led
to frustration when the prototype did not respond to the nurse’s input instantly. Since
the study only contained a prototype implementation, not all usability problems could be
eliminated in advance. We countered this limitation by informing the participants that they
would only be working with a prototypical version. In addition, participants’ statements
were, therefore, evaluated under this restriction. Furthermore, the analysis of the study
indicated that some participants had difficulties navigating through the hologram, leading
to a number of operating errors. Although we have integrated the option for near and far
gestures, a more robust system needs to be implemented in the future to maximize usability
and user experience. Therefore, we suggest removing elements like the slider and replacing
it with buttons or text input fields. In addition, the menu structure needs to be designed
more intuitively, and drop-down buttons should be labeled more explicitly. In the second
step, consideration should also be given to how these multimodal forms of interaction, like
gestures or voice commands, can be perceived and interpreted by outsiders. This plays a
central and complex role, especially in interaction work on and with humans, which has
not yet been investigated in sufficient detail. Accordingly, future research should examine
the impact of different AR glasses models on the self-perception and perceptions of others
by the caregivers who wear them. Special focus should be laid on the impact of eye-contact,
as it might have stronger effects on trust than other nonverbal behavior, such as body
posture [43]. We observed additional strategies, like involving the patient by explaining
what is presented via AR to establish common ground and to inform the patient of what
is happening, which can be opposed to eye-contact. As a result, special emphasis should
be laid on how a trustful connection between the patient and the caregiver can be realized
using AR technology. Nonverbal and verbal communication take place not only among
people but, in this case, also between people and technology. The participants highlighted
that the information and processes through the HL2 were mapped more clearly than in
the system currently used. A direct comparison between traditional documentation and
AR-assisted documentation was not made, and could be explored in subsequent studies to
prove this impression.

Complicating matters with AR is the lack of common ground, as only the caregiver,
not the patient, can see content. Interpersonal misunderstandings, as well as unintentional
inputs, can quickly arise in these situations, as our results indicate, and must be adequately
addressed by future application concepts. When designing interaction patterns, designers
should not only consider intended inputs made by the users, but also inputs that were
unintended—either by the user or the patient. We recommend that future research should
not only consider the perceptions of nurses, but also those of the patients. Both in our
study, as well as in [9,16], the need for introducing and explaining AR glasses to the patient
evolves as a key requirement for a successful integration in practice. Thus, we recommend
extending the design process beyond the digital product itself and to complementing
with service design methods that integrate additional artifacts, instructions and routines.
Additionally, Friemer et al. [44] already suggested that nurses need training not only to
learn how to operate a new technology, but also how to build an understanding about
the context of its usage. A next step should be to investigate the effects of the changed
workflow in longer work phases, for example when treating several patients in succession.

Additionally, some participants experienced motion sickness. According to the find-
ings of [16], this is a common accompaniment when using AR glasses. In order to avoid
this limitation, we provided the participants with a familiarization period with the glasses
at the beginning, and offered them the opportunity to sit down to ensure that no one had to
terminate the study. Future research should focus on how AR holograms can be designed
to maximize usability and minimize the feeling of dizziness.
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7. Conclusions

In conclusion, it can be stated that the approach of the well-being-centered system
design with the positive computing framework, an intensive observation of the work task’s
characteristics, and the involvement of domain experts led to a promising prototype, but
also to the identification of further needs for research and development. The perceived
autonomy of the nurses could be affirmed based on the option to control the glasses by both
near and far gestures, and to be able to set up the workplace independently. Furthermore,
it was observed that the presumed patient perception influenced the perceived personal
competence. In addition, the hardware was considered too bulky. Future developments are
expected to result in smaller devices less disruptive for the connectedness to the patient. We
recommend that future research needs to focus on patients’ perceptions. Their perspective
should also be considered and integrated into the design of applications, in order to ensure
that all requirements are covered. In addition, technical and organizational framework
conditions for integration into real hospital operations must be investigated. The basic
conceptual approaches of this work suggest transferability to other fields of application.
This should be investigated in more detail in future work.

Author Contributions: Conceptualization, C.A.-G., L.T., S.C.E. and S.G.; methodology, C.A.-G. and
L.T.; software, C.A.-G.; validation, S.C.E. and S.G.; formal analysis, C.A.-G. and L.T.; investigation,
C.A.-G. and L.T.; resources, C.A.-G., L.T. and S.G.; data curation, C.A.-G. and L.T.; writing—original
draft preparation, C.A.-G. and L.T.; writing—review and editing, S.C.E. and S.G.; visualization, C.A.-G.
and L.T.; supervision, S.C.E. and S.G.; project administration, S.C.E. and S.G.; funding acquisition,
S.C.E. and S.G. All authors have read and agreed to the published version of the manuscript.

Funding: This work is part of the PARCURA project, funded by the Federal Ministry of Education
and Research Germany and the European Social Fund of the EU (grant no. 02L18A164).

Institutional Review Board Statement: Ethical review and approval was not required for the study
on human participants in accordance with the local legislation and institutional requirements. The
participants provided their written informed consent to participate in this study.

Informed Consent Statement: Informed consent was obtained from all subjects involved in the study.

Data Availability Statement: The data are presented in aggregated format within this manuscript
and throughout the results section. Further inquiries can be directed to the corresponding author.
The data are not publicly accessible for the protection of the test subjects.

Acknowledgments: We would like to thank partners and participants from the hospitals, especially
the co-designers, involved for their valuable contributions.

Conflicts of Interest: The authors declare no conflicts of interest.

References

1. Fendrich, K.; Hoffmann, W. More than just aging societies: The demographic change has an impact on actual numbers of patients.
J. Public Health 2007, 15, 345–351. [CrossRef]

2. Michel, J.P.; Ecarnot, F. The shortage of skilled workers in Europe: Its impact on geriatric medicine. Eur. Geriatr. Med. 2020,
11, 345–347. [CrossRef] [PubMed]

3. Rössler, W. Stress, burnout, and job dissatisfaction in mental health workers. Eur. Arch. Psychiatry Clin. Neurosci. 2012, 262, 65–69.
[CrossRef] [PubMed]

4. Zander, B.; Dobler, L.; Busse, R. The introduction of DRG funding and hospital nurses’ changing perceptions of their practice
environment, quality of care and satisfaction: Comparison of cross-sectional surveys over a 10-year period. Int. J. Nurs. Stud.
2013, 50, 219–229. [CrossRef] [PubMed]

5. van der Cingel, M.; Brouwer, J. What makes a nurse today? A debate on the nursing professional identity and its need for change.
Nurs. Philos. 2021, 22, e12343. [CrossRef] [PubMed]

6. Prilla, M.; Recken, H.; Janßen, M.; Schmidt, A. Die Pflegebrille als Instrument der Digitalisierung in der Pflege: Nutzenpotentiale.
In Assistive Technologien im Sozial- und Gesundheitssektor; Luthe, E.W., Müller, S.V., Schiering, I., Eds.; Springer Fachmedien:
Wiesbaden, Germany, 2022; pp. 735–752. [CrossRef]

7. Wüller, H.; Behrens, J.; Garthaus, M.; Marquard, S.; Remmers, H. A scoping review of augmented reality in nursing. BMC Nurs.
2019, 18, 19. [CrossRef] [PubMed]

390



Virtual Worlds 2024, 3

8. Park, S.; Bokijonov, S.; Choi, Y. Review of Microsoft HoloLens applications over the past five years. Appl. Sci. 2021, 11, 7259.
[CrossRef]

9. Janßen, M.; Prilla, M. Investigating the use of Head Mounted Devices for remote cooperation and guidance during the treatment
of wounds. Proc. ACM Hum.-Comput. Interact. 2022, 6, 1–27. [CrossRef]

10. Klinker, K.; Berkemeier, L.; Zobel, B.; Wüller, H.; Huck-Fries, V.; Wiesche, M.; Remmers, H.; Thomas, O.; Krcmar, H. Structure
for innovations: A use case taxonomy for smart glasses in service processes. Multikonferenz Wirtsch. Lünebg. Dtschl. 2018, 4,
1599–1610.

11. Aicher, S.; Klinker, K.; Wiesche, M.; Krcmar, H. Augmented Reality im Gesundheitswesen—Entwurf und Auswertung einer
HoloLens-Anwendung zur Verteilung von Medikamenten. In Systematische Entwicklung von Dienstleistungsinnovationen; Wiesche,
M., Welpe, I.M., Remmers, H., Krcmar, H., Eds.; Research, Springer Gabler: Berlin/Heidelberg, Germany, 2021; pp. 287–306.
[CrossRef]

12. Schneidereith, T. Seeing Through Google Glass: Using an Innovative Technology to Improve Medication Safety Behaviors in
Undergraduate Nursing Students. Nurs. Educ. Perspect. 2015, 36, 337–339. [CrossRef]

13. Othman, S.B.; Foinard, A.; Herbommez, P.; Storme, L.; Décaudin, B.; Hammadi, S.; Odou, P. Augmented reality for risks
management in injectable drugs preparation in hospital pharmacy. In Proceedings of the GERPAC, Hyères, France, 5–7
October 2016.

14. Chang, W.J.; Chen, L.B.; Hsu, C.H.; Chen, J.H.; Yang, T.C.; Lin, C.P. MedGlasses: A Wearable Smart-Glasses-Based Drug Pill
Recognition System Using Deep Learning for Visually Impaired Chronic Patients. IEEE Access 2020, 8, 17013–17024. [CrossRef]

15. Klinker, K.; Wiesche, M.; Krcmar, H. Digital transformation in health care: Augmented reality for hands-free service innovation.
Inf. Syst. Front. 2020, 22, 1419–1431. [CrossRef]

16. Klinker, K.; Wiesche, M.; Krcmar, H. Smart Glasses in Health Care: A Patient Trust Perspective. In Proceedings of the Hawaii
International Conference on System Sciences, Maui, HI, USA, 7–10 January 2020.

17. Calvo, R.A.; Peters, D. Positive Computing: Technology for Wellbeing and Human Potential; MIT Press: Cambridge, MA, USA, 2014.
[CrossRef]

18. Pawlowski, J.M.; Eimler, S.C.; Jansen, M.; Stoffregen, J.; Geisler, S.; Koch, O.; Müller, G.; Handmann, U. Positive computing: A
new trend in business and information systems engineering? Bus. Inf. Syst. Eng. 2015, 57, 405–408. [CrossRef]

19. Peters, D.; Calvo, R.A.; Ryan, R.M. Designing for motivation, engagement and wellbeing in digital experience. Front. Psychol.
2018, 9, 797–812. [CrossRef] [PubMed]

20. Ryan, R.; Deci, E. Self-Determination Theory and the Facilitation of Intrinsic Motivation, Social Development, and Well-Being.
Am. Psychol. 2000, 55, 68–78. [CrossRef] [PubMed]

21. Diener, E.; Diener, C. Monitoring psychosocial prosperity for social change. In Positive Psychology as Social Change; Springer:
Dordrecht, The Netherlands, 2011; pp. 53–71 [CrossRef] [PubMed]

22. Gaggioli, A.; Riva, G.; Peters, D.; Calvo, R.A. Chapter 18—Positive Technology, Computing, and Design: Shaping a Future in
Which Technology Promotes Psychological Well-Being. In Emotions and Affect in Human Factors and Human-Computer Interaction;
Jeon, M., Ed.; Academic Press: San Diego, CA, USA, 2017; pp. 477–502. [CrossRef]

23. Wüller, H.; Behrens, J. Anforderungen an Augmented Reality in der Pflege. In Systematische Entwicklung von Dienstleistungsinno-
vationen: Augmented Reality für Pflege und Industrielle Wartung; Wiesche, M., Welpe, I.M., Remmers, H., Krcmar, H., Eds.; Springer
Fachmedien: Wiesbaden, Germany, 2021; pp. 153–169. [CrossRef]

24. Böhle, F.; Weihrich, M. Das Konzept der Interaktionsarbeit. Z. Arbeitswissenschaft 2020, 74, 9–22. [CrossRef]
25. Ekman, P.; Friesen, W.V. Constants across cultures in the face and emotion. J. Personal. Soc. Psychol. 1971, 17, 124–129. [CrossRef]

[PubMed]
26. Ekman, P.E.; Davidson, R.J. The Nature of Emotion: Fundamental Questions; Oxford University Press: Oxford, UK, 1994.
27. Argyle, M. Rules for social relationships in four cultures. Aust. J. Psychol. 1986, 38, 309–318. [CrossRef]
28. Archer, D.; Akert, R.M. Words and everything else: Verbal and nonverbal cues in social interpretation. J. Personal. Soc. Psychol.

1977, 35, 443–449. [CrossRef]
29. Heider, F. Social perception and phenomenal causality. Psychol. Rev. 1944, 51, 358. [CrossRef]
30. Clark, H.H.; Brennan, S.E. Grounding in communication. In Perspectives on Socially Shared Cognition; Resnick, L.B., Levine, J.M.,

Teasley, S.D., Eds.; American Psychological Association: Washington, DC, USA, 1991; pp. 127–149. [CrossRef]
31. Robertson, T.; Simonsen, J. Participatory Design: An introduction. In Routledge International Handbook of Participatory Design;

Simonsen, J., Robertson, T., Eds.; Routledge: New York, NY, USA, 2012; pp. 1–17. [CrossRef]
32. Greenbaum, J.; Loi, D. Participation, the camel and the elephant of design: An introduction. CoDesign 2012, 8, 81–85. [CrossRef]
33. Brown, T. Design thinking. Harv. Bus. Rev. 2008, 86, 84–92. [PubMed]
34. Ball, J. The Double Diamond: A Universally Accepted Depiction of the Design Process. 2019. Available online: https://www.

designcouncil.org.uk/our-resources/archive/articles/double-diamond-universally-accepted-depiction-design-process/ (ac-
cessed on 30 April 2024).

35. Albrecht-Gansohr, C.; Geisler, S.; Eimler, S.C. Playful Co-Design: Creating an AR-Prototype with Nurses in Interlocking Remote
and On-Site Workshops. In Proceedings of the Extended Abstracts of the 2023 CHI Conference on Human Factors in Computing
Systems, Hamburg, Germany, 23–28 April 2023; pp. 1–8. [CrossRef]

391



Virtual Worlds 2024, 3

36. Klinker, K.; Przybilla, L.; Huck-Fries, V.; Wiesche, M.; Krcmar, H. Wundmanagement mittels Tablet-basierter Augmented
Reality Anwendungen. In Systematische Entwicklung von Dienstleistungsinnovationen: Augmented Reality für Pflege und Industrielle
Wartung; Wiesche, M., Welpe, I.M., Remmers, H., Krcmar, H., Eds.; Springer Fachmedien: Wiesbaden, Germany, 2021; pp. 245–262.
[CrossRef]

37. Klinker, K.; Przybilla, L.; Wiesche, M.; Krcmar, H. Augmented Reality für das Wundmanagement: Hands-Free Service Innovation
mittels Datenbrillen. In Systematische Entwicklung von Dienstleistungsinnovationen: Augmented Reality für Pflege und Industrielle
Wartung; Wiesche, M., Welpe, I.M., Remmers, H., Krcmar, H., Eds.; Springer Fachmedien: Wiesbaden, Germany, 2021; pp. 263–285.
[CrossRef]

38. PARCURA Consortium. Der Erste Prototyp. 2022. Available online: https://www.parcura.de/media/parcura_hrw_
simulationsstudie_prototyp_promo.mp4 (accessed on 30 April 2024) .

39. Hennink, M.; Kaiser, B.N. Sample sizes for saturation in qualitative research: A systematic review of empirical tests. Soc. Sci.
Med. 2022, 292, 114523. [CrossRef] [PubMed]

40. Mayring, P.; Fenzl, T. Qualitative Inhaltsanalyse. In Handbuch Methoden der Empirischen Sozialforschung; Baur, N., Blasius, J., Eds.;
Springer Fachmedien: Wiesbaden, Germany, 2019; pp. 633–648. [CrossRef]

41. Ruin, S. Categories as an Expression of an Identified Observer Perspective? A Constructive Proposal for a more Qualitative
Qualitative Content Analysis. Forum Qual. Sozialforschung/Forum Qual. Soc. Res. 2019, 20, Art. 37. [CrossRef]

42. Crigger, N.; Godfrey, N. From the Inside Out: A New Approach to Teaching Professional Identity Formation and Professional
Ethics. J. Prof. Nurs. 2014, 30, 376–382. [CrossRef]

43. Hillen, M.; van Tienhoven, G.; Bijker, N.; Laarhoven, H.; Vermeulen, D.; Smets, E. All eyes on the patient: The influence of
oncologists’ nonverbal communication on breast cancer patients’ trust. Breast Cancer Res. Treat. 2015, 153, 161–171. [CrossRef]

44. Friemer, A. Digitale Technik droht? Bedroht? Wirklich nur? Kompetenzentwicklung in Veränderungsprojekten. In Digitalisierung
der Arbeit in der Langzeitpflege als Veränderungsprojekt; Bleses, P., Busse, B., Friemer, A., Eds.; Springer: Berlin/Heidelberg, Germany,
2020; pp. 135–150. [CrossRef]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

392



Citation: Choi, S.; Hong, S.; Kim, H.;

Lee, S.; Kwon, S. Prefetching Method

for Low-Latency Web AR in the

WMN Edge Server. Appl. Sci. 2023,

13, 133. https://doi.org/10.3390/

app13010133

Academic Editors: Radu Comes,

Jing-Jing Fang, Dorin-Mircea

Popovici and Calin Gheorghe

Dan Neamtu

Received: 23 November 2022

Revised: 19 December 2022

Accepted: 20 December 2022

Published: 22 December 2022

Copyright: © 2022 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

applied  
sciences

Article

Prefetching Method for Low-Latency Web AR in the WMN
Edge Server

Seyun Choi 1, Sukjun Hong 1, Hoijun Kim 2, Seunghyun Lee 3 and Soonchul Kwon 4,*

1 Department of Smart System, Kwangwoon University, Seoul 01897, Republic of Korea
2 Department of Plasma Bio Display, Kwangwoon University, Seoul 01897, Republic of Korea
3 Department of Ingenium College Liberal Arts, Kwangwoon University, Seoul 01897, Republic of Korea
4 Graduate School of Smart Convergence, Kwangwoon University, Seoul 01897, Republic of Korea
* Correspondence: ksc0226@kw.ac.kr; Tel.: +82-2-940-8637

Abstract: Recently, low-latency services for large-capacity data have been studied given the develop-
ment of edge servers and wireless mesh networks. The 3D data provided for augmented reality (AR)
services have a larger capacity than general 2D data. In the conventional WebAR method, a variety
of data such as HTML, JavaScript, and service data are downloaded when they are first connected.
The method employed to fetch all AR data when the client connects for the first time causes initial
latency. In this study, we proposed a prefetching method for low-latency AR services. Markov
model-based prediction via the partial matching (PPM) algorithm was applied for the proposed
method. Prefetched AR data were predicted during AR services. An experiment was conducted at the
Nowon Career Center for Youth and Future in Seoul, Republic of Korea from 1 June 2022 to 31 August
2022, and a total of 350 access data points were collected over three months; the prefetching method
reduced the average total latency of the client by 81.5% compared to the conventional method.

Keywords: wireless mesh network; edge server; augmented reality; prefetching

1. Introduction

Studies have been conducted on augmented reality (AR) services in web browsers
such as the WebXR Device API (Web eXtended Reality Device Application Programming
Interface) [1], AR.js [2], and Three.js [3]. Users can access AR services through the web
browser on their smartphone without installing a separate application; this helps improve
user accessibility [4]. However, there are limitations in that users must always be connected
to the services [5], and fetching causes delays when using an AR service [6].

The Institute of Electrical and Electronics Engineers (IEEE) has defined a standard
called 802.11s, which is related to the mesh for a wireless mesh network (WMN). 802.11s
conducts traffic forwarding via 802.11ac [7–10]. Internet wireless fidelity (Wi-Fi) can be
provided without a shadow area throughout the service area that provides the AR service.
Web data are saved on an edge server with a short physical distance hop. The client fetches
the saved web data, which helps reduce latency. When downloading AR data, the edge
server communicates with the client without a wide area network (WAN), and therefore, it
is not affected by WAN latency [11,12]. Further, it reduces the latency required to access
the server and operates at a stable and constant speed. The AR data can be downloaded
relatively quickly [13]; however, if there is a considerable amount of high-capacity AR data,
latency can still occur [14].

This study attempted to reduce user latency in AR services. To this end, we proposed a
prefetching method that uses the Markov model. The Markov model enables predictions via
the partial matching algorithm used for prefetching [15]. The proposed method considers
the priority of each AR dataset to reduce latency, and it allows the prediction of the AR data
that the user will request next. According to the proposed method, AR data are sequentially
downloaded [16]. In this study, the following experiments were conducted: (1) The latency
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was measured according to the use of an edge server; (2) a comparative analysis of network
traffic was performed; (3) the hit ratio and latency for each request, user, and data in the
time order were measured; and (4) the waste ratio results for each user were calculated.

The remainder of this paper is organized as follows: Section 2 explains the background
theory. Section 3 describes the proposed methods. Section 4 presents the experimental
environment, evaluation method, and results. Finally, Section 5 presents the conclusions,
limitations, and future research directions.

2. Background Theory

2.1. WebAR Service

AR allows the seamless integration of virtual data with the real world to provide
users with sensory experiences that transcend reality [14,17]. AR is built and provided as a
mobile application; AR data are pre-stored inside a client terminal and serviced [18–20].
The WebAR service starts downloading AR data when a webpage is accessed; therefore,
this service does not require separate application installations compared to those required
by native AR applications. Currently, the representative technologies include WebXR
Device API, AR.js, and Three.js [21]. Several studies have focused on WebAR. For example,
Qiao [14] conducted a study on a mechanism for the implementation of WebAR on mobile
devices and presented various approaches to implement Web AR. Rodrigues [22] conducted
a study using WebAR to use several types of media as AR objects.

2.2. Wireless Mesh Network

A WMN is a communication network that comprises a mesh router and mesh client;
it provides broadband internet access, wireless local area network (LAN) coverage, and
network connectivity to both mobile and stationary nodes. The WMN is the most efficient
wireless technology compared to general networks such as ad hoc sensor networks [23].
Further, wireless 802.11 mesh networks have the advantages of low cost, easy and incre-
mental deployment, and fault tolerance [24,25]. A WMN can be reconfigured dynamically.
The nodes can automatically establish and maintain mesh connections internally, and it has
advantages such as improved stability [26]. Thus far, various studies have been conducted
on WMNs. For example, Benyamina [27] conducted a study to improve the performance of
a WMN network design, and Akyildiz et al. [28] studied the protocol for a WMN. Figure 1
shows the wireless mesh network topology.

Figure 1. Wireless mesh network topology.

2.3. Edge Server

An edge server is a server on the edges of the network [29]; it is located where the
corresponding function is required and distributed processing is performed [30]. The edge
server performs compute offloading, data storage, caching, and processing. Further, it
distributes request and delivery services from the cloud to the user [31].
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Figure 2a shows the network distance between the client and cloud server, and
Figure 2b shows the network distance between the client and edge server. The physi-
cal distance between the edge server and client is shorter than that between the cloud
server and client. The edge server simplifies the network structure, and the time required
to send and receive data is short [32]. The edge servers in the LAN layer can communicate
data with clients in a stable manner. In the case of a cloud server, the data are transmitted
from the client to the destination server via a metropolitan area network (MAN) and WAN.
Latency such as bottlenecks and intermediate node systems can occur depending on the
amount of data transmission [33]. Sukhman [34] conducted research on 5G, edge caching,
and computing. Edge caching has been studied in the existing literature to minimize latency
and load.

 
(a) 

 
(b) 

Figure 2. Network type and physical distance: (a) cloud server; (b) edge server.

2.4. Prefetching

Caching and prefetching methods have been proposed for the prediction of data usage
patterns and to fetch data from a location close to the user in advance. The caching method
sends cached data through a proxy server; this saves frequently requested data closer to the
user, and it aims to reduce bandwidth consumption, network congestion, and traffic [15].
This caching method causes a bottleneck in the origin server with an increase in the number
of users. This method becomes less efficient because of the limited system resources of the
cache server. Prefetching was proposed to solve this caching problem [35]. The prefetching
method solves bottlenecks and traffic jams, and it allows the faster transmission of data.
A proxy can effectively handle more user requests than caching, and it can help reduce
the load on the origin server. However, one disadvantage of the prefetching method is
that prefetched data may not be requested by the user. To solve this problem, a high-
accuracy prediction model needs to be used [36]. Domènech et al. [35] conducted a study
on indices-related prediction, resource usage, and latency evaluation related to prefetching.

3. Proposed Method

3.1. AR Prefetching

We proposed a prefetching method which partitions data. Excessive traffic occurs
during the first connection if a user downloads all the AR data simultaneously. Excessive
traffic increases network traffic, and latency increases owing to limited network band-
width [37]. The latency of other users increases because of the increase in traffic. Figure 3
shows the differences between prefetching and conventional methods. Figure 3a shows
the conventional method in which a load event occurs once, and the entire AR content is
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prefetched simultaneously. Figure 3b shows the proposed method in which a load event
occurs several times, and the predicted AR content is prefetched.

 
(a) 

 
(b) 

Figure 3. Resource loading sequence: (a) conventional method; (b) proposed method.

3.2. Client Server Architecture

Figure 4 shows the client and server architecture. This system consists of a client, web
server, and database. The web server and database are located on edge servers.

 

Figure 4. Client and server architecture.

3.2.1. Client

Figure 5 shows a flowchart of the client. The web browser sends a service access
request to the web service provider and receives HTML, CSS, and JS to access AR services.
When the AR is loaded, the client sends a request to the content predictor and initially
receives the content information to be prefetched in JSON format. A list of content received
from the content predictor is requested to the content provider and is prefetched. When the
marker is recognized, a content output request is generated. If the content is prefetched,
the content is provided immediately. However, if the content is not prefetched, the content
is provided after prefetching the content. After providing the content, the list of content to
be prefetched from the content predictor is received. If the list includes content that has not
been prefetched, a request is sent to the content provider, and the content is prefetched.
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Figure 5. Client flowchart.

3.2.2. Edge Server

The edge server consists of a web server and database. The web server serves to
transmit data to the client and consists of a service provider, content predictor, and content
provider. The database stores request records.

The service provider provides a user interface to the client when the client accesses
the AR service through a web browser. The information that the service provider provides
to the client is in the form of HTML, CSS, and JS files, which compose the user interface.

The content predictor responds with a list of content to be prefetched in JSON format
when a request for content prediction occurs in a web browser. Prefetching [34] based on
the Markov model is used. The Markov model defines the transition probabilities between
several states. The discrete-time Markov chain formula that predicts data is expressed as

Pr(Xn+1 = x|X1, X2 = x2, . . . , Xn = xn) = Pr(Xn+1 = x|Xn = xn), (1)

where n represents the order, and the state at n is defined as x1, x2, · · · , xn. Further,
X1, X2, · · · , Xn represents the content. The formula for the calculation of statistical proba-
bility is

P̌(X(t + 1) = xc|X(n) = xb) =
nbc

∑0
α=a nαc

, (2)

where X(t) denotes a random variable predicting AR content in time zone t; xa, xb, · · · , xo
means a · · · o content; and nαc represents the number of shifts from xα to xc content.

The content provider provides the corresponding 3D content as a glb file when a
content prefetching request occurs in a web browser.

4. Experiments

4.1. Experimental Environment

For the experiment, an AR service was implemented in the “Nowon Career Center
for Youth and Future” in Seoul, Republic of Korea, and the AR service data of users were
collected. Figure 6 shows the mesh network access point (AP)/edge installation location
and the AR image anchor location. In the experiment, 15 AR objects, each with a capacity
of 10 MB to 10.5 MB, were used. The data were collected for three months from 1 June 2022
to 31 August 2022.
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Figure 6. Test area drawings: (a) B1 drawing; (b) F2 drawing; (c) F3 drawing.

We placed mesh network AP, edge server, and anchor on building basement 1, floor 2,
and floor 3. Figure 6 illustrates the test area drawings.

In the experiment, Samsung SM-T860 was used as the client device. The AP and edge
server used VEEA’s VHE10; it can communicate up to 300 Mbps using Wi-Fi-5-enabled
devices. The AWS EC2 cloud server was used for an experimental comparison. AWS is
the one of top cloud solution providers (CSPs), a pioneer, and the oldest cloud-service-
providing company [38]. Table 1 lists the client information and Table 2 lists the server
information used in this experiment.

Table 1. Client information used in the experiment.

Client (Samsung Tab S6 SM-T860)

CPU Qualcomm Snapdragon 855 SM8150 Platform

RAM 8 GB LPDDR4X SDRAM

OS Android 11

Wi-Fi Wi-Fi 1/2/3/4/5

Chrome 97.0.4692.98

Table 2. Server information used in the experiment.

Edge Server (VEEA VHE10) Cloud Server (Amazon EC2)

Type - t2.large

CPU ARMv8 Quad Core processer, 1.5 GHz 2vCPU

RAM 8 GB DRAM 8 GB

Wi-Fi Tri-band Wi-Fi5 -

NETWORK 1 Gbps 500 Mbps

In this experiment, we proposed a WMN edge server method for stably providing
clients with low latency. The service area was expanded by installing an AP constituting
each mesh with the IEEE 802.11 protocol. The WMN covered the entire AR service area
using Wi-Fi. All APs were connected to each other in a mesh structure. The AP constituting
the mesh amplified the WLAN signal and expanded the area; the edge server was config-
ured in the same LAN layer as the client accessing the WMN. Further, it accessed the server
only through communication with an internal network.

In the case of an edge server, network communication was performed using the
internal network (LAN) without using the WAN and MAN; this reduced the effect of
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reducing network-related variables. Figure 7 shows the network configuration of the WMN
and edge server.

 
Figure 7. Wireless mesh network topology.

4.2. Evaluation Method
4.2.1. Hit Ratio

The hit ratio represents the ratio of the prefetch hits to the total number of objects
requested by users. The formula for the hit ratio [39] of AR prefetching is expressed in
Equation (3).

hit ratio (%) =

∣∣∣∣ True
True + False

∣∣∣∣× 100 (3)

where True represents the number of times a request occurs in the prefetching state, and
False indicates the number of times the request has not been prefetched.

4.2.2. Waste Ratio

The waste ratio [40] refers to the ratio that has been prefetched; however, it is not used
in the service. Equation (4) shows the waste ratio calculation formula.

waste ratio (%) =

∣∣∣∣1 − Prefetch Hits
Prefetchs

∣∣∣∣× 100, (4)

where prefetch represents the number of data points prefetched by the client. The prefetch
hits represent the number of prefetches used.

4.2.3. Latency

Latency [39] is an index that measures the delay that occurs in a client. It is used to
measure the initial latency when connecting and the latency of the display output when
requesting specific content. Equation (5) shows the latency calculation formula.

latency(ms) = |T1 − T2|, (5)

where T1 represents completed times, and T2 represents start times.
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4.2.4. Moving Average

The moving average [41] is an indicator of the hit ratio, waste ratio, and latency trends.
Equation (6) shows the moving average calculation formula.

xk =
xk−n+1 + xk−n+2 + · · ·+ xk

n
=

1
n
(xk−n+1 + xk−n+2 + · · ·+ xk), (6)

where x1, x2,x3 · · · xk represents the 1st, 2nd, 3rd · · · k data, and k represents the total amount
of data. Further, n represents the average number of data points.

4.3. Experimental Results

In this study, the average of next content usage intermediate time was divided by the
average prefetching time to obtain the number of prefetching AR objects. The average of
next content usage intermediate time of the collected data was 1592.23 ms, and the average
prefetching time was 385.91 ms.

4.3.1. Comparison between the Edge and Cloud Servers

The first experiment compared a cloud server and an edge server with a traditional
AR service. The AWS cloud servers located in Singapore, Virginia, and Seoul were used
in this experiment. The experiment measured the AR content loading times of the cloud
and edge servers. The experiment was performed ten times, and the mean and standard
deviation were calculated.

Figure 8 shows the load time of the AR service for each server. The number of attempts
denotes the number times each experiment was performed. Table 3 lists the average latency
and standard deviation of the data in Figure 8. The AR content load time was 4329.50 ms
when the edge server was used; it exhibited faster load times than that of cloud servers.
Further, the standard deviation was stable at 170.31 ms. The edge server reduced delays and
was 14.49% faster than the cloud server. Further, stability increased by 4.54% when using
the edge server, and this showed that latency and stability were excellent because of the
reduction in nodes when the physical distance between the server and client was reduced.

Figure 8. AR content load on the cloud server.
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Table 3. Average and standard deviation of the AR content load on cloud servers.

Average (ms) Standard Deviation (ms) Distance (km)

Singapore 12,070.50 2542.15 4688.87
Virginia 17,181.00 2506.36 11,137.60

Seoul 5062.90 178.41 11.34
Edge 4329.50 170.31 -

4.3.2. Comparative Analysis of the Network Traffic

Figure 9 shows the results of measuring traffic when users use AR content.
Figures 9a and 8b show the traffic results of the conventional method and the traffic mea-
surement results of the proposed method, respectively. In the conventional method, a
relatively large amount of traffic was generated in the initial stage of accessing a web page.
Compared with the conventional method, the proposed method was distributed and gener-
ated less initial traffic. In the proposed method, additional network traffic was generated
by prefetching additional content during service use. The probability of content prefetching
increased because of the increase in the number of requests. Therefore, additional traffic
showed that the bytes per second decreased gradually with an increase in the request order.

 
(a) (b) 

Figure 9. Network traffic I/O graph: (a) conventional method; (b) proposed method.

Table 4 shows Mean and standard deviation of the AR content loading of the proposed
method. The proposed method showed superior results in terms of initial latency and
total latency compared with the conventional method. False prefetching indicates that
the corresponding content is not prefetched when a content request occurs. High latency
occurs because the content is provided after fetching. True prefetching indicates that the
corresponding content is prefetched when the content is requested. The prefetched content
is provided immediately.

Table 4. Mean and standard deviation of the AR content loading of the proposed method.

Average (ms) Standard Deviation (ms)

Initial time 295.60 34.99
Prefetching false 385.91 60.08
Prefetching true 17.98 8.68

4.3.3. Results per Request of the Proposed Method

Figure 10 shows the results of content requests over time. Figure 10a shows the hit
ratio; the points represent real data, and in the case of a linear graph, the trend of the
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data is shown as a moving average, where the number of data points to be averaged is
set to 30. The moving average of the hit ratio starts at 0% and increases as the user data
collection progresses, which maintains it between 70% and 100%. Figure 10b shows the
latency, which is inversely proportional to the hit ratio and shows a high delay time initially,
which decreases to less than 100 ms.

 
(a) (b) 

Figure 10. Content request results in the chronological order of the proposed method: (a) hit ratio;
(b) latency.

4.3.4. Average Result per User of the Proposed Method

Figure 11 shows the hit ratio and latency for each increase in user access. Figure 11a
shows the average hit ratio for each user, and Figure 11b shows the total latency for each
user. The total latency of a user was approximately 2000 ms. The total latency of a user also
decreased to less than 400 ms with an increase in the hit ratio.

 
(a) (b) 

Figure 11. Average content request results of the connected users of the proposed method: (a) hit
ratio; (b) total latency.

As user data accumulated, the hit ratio increased.

4.3.5. Results Based on Content Request Order of the Proposed Method

Figure 12 shows the hit ratio and latency for each content request order. Figure 12a
shows the hit ratio. The first request per user had a low hit ratio of 50% because the experi-
ment was conducted in an environment where the starting location was not determined.
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From the second request onward, the hit ratio increased to more than 80%. Subsequently, it
gradually increased and reached a hit ratio of 100% from the eighth request. Figure 12b
shows the latency. In the case of content requested for the first time by each user, it took
more than 180 ms, and this was relatively time-consuming. After the eigth request, when
the hit ratio became 100%, the output time was 20 ms or less. The AR content for which
prefetching was completed also increased because the number of requests per user in-
creased. Even if the prediction failed, there was a high probability that the prefetching was
completed. Therefore, the hit ratio converged to 100%.

 
(a) (b) 

Figure 12. Results of the content request order for the proposed method: (a) hit ratio; (b) latency.

4.3.6. Waste Ratio Results of the Proposed and Conventional Methods

Figure 13 shows the waste ratio that was prefetched but not used by the client.
Figure 13a,b show the results of the conventional and proposed methods, respectively.
The proposed method had an average waste ratio of 50.25%, and it was lower than that of
the conventional method (66.28%). The proposed method initially exhibited a low waste
ratio. Prefetching did not proceed because of the lack of user data and unpredictability. The
amount of prefetching content increased as the user data accumulated, and this resulted in
a waste ratio that increased to approximately 50% and was maintained.

 
(a) (b) 

Figure 13. Result of waste ratio: (a) conventional methods; (b) proposed method.

5. Conclusions

This study provides a method for faster and more efficient WebAR services. Large
amounts of 3D data require latency from the users. A method was proposed that reduces
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latency in WebAR services by 81.5%. In the experiments, edge servers could physically
reduce delays and were 14.49% faster than cloud servers. Further, the stability increased by
4.54%. The waste ratio related to unnecessary content prefetching was 16% lower than that
of the conventional method. The Markov model was used to prefetch the predicted content
rather than random prefetching to increase the hit ratio. The proposed method is more
advantageous as it provides a large amount of AR content. Further, it is suitable for the
realization of high-quality data in Web AR services. The results of this study have potential
applications in areas such as AR games and AR docent services. A limitation of this study
is that latency increased when prediction failed. Future research should increase the hit
ratio by considering multiple parameters and advanced prediction algorithms. To this end,
it is necessary to secure user data and apply machine learning.
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Abstract: This concept paper explores the use of extended reality (XR) technology in nursing educa-
tion, with a focus on three case studies developed at one regional university in Australia. Tertiary
education institutions that deliver nursing curricula are facing challenges around the provision of
simulated learning experiences that prepare students for the demands of real-world professional
practice. To overcome these barriers, XR technology, which includes augmented, mixed, and virtual
reality (AR, MR, VR), offers a diverse media platform for the creation of immersive, hands-on learning
experiences, situated within virtual environments that can reflect some of the dynamic aspects of
real-world healthcare environments. This document analysis explores the use of XR technology in
nursing education, through the narrative and discussion of three applied-use cases. The collaboration
and co-design between nursing educators and XR technology experts allows for the creation of
synchronous and asynchronous learning experiences beyond traditional nursing simulation media,
better preparing students for the demands of real-world professional practice.

Keywords: extended reality; nursing; educational technology; simulation education

1. Introduction

The provision of authentic learning experiences for undergraduate (pre-registration)
nursing students is an ongoing challenge for tertiary education institutes globally [1]. Tradi-
tionally, real-world learning experiences were the sole approach to offer authentic learning
experiences within nursing curricula, ensuring adequate and contextualised preparation
for practice as a registered health professional [2,3]. Although workplace learning remains
effective in preparing nursing students for the realities of professional practice [3,4], the
shift from apprenticeship-style nursing education to university-based education and an
increasingly competitive marketplace for industry-supported work experience, have led to
a decrease in students being exposed to the contextual demands of real-world professional
practice [2,5]. Moreover, workplace learning hours within nursing curricula vary substan-
tially between countries. For example, the United Kingdom requires nursing students to
achieve a minimum of 2300 h of workplace learning, and New Zealand requires a minimum
of 1100 h, whereas Australian students are only required to achieve a minimum of 800 h of
workplace learning prior to graduation. The variable hours and the competitive nature of
gaining quality industry work placements for countries such as Australia, has contributed
to an increasing reliance on educational institutions to provide authentic simulated learn-
ing experiences that adequately prepare nursing students for professional practice [2,5–7].
Paradoxically, the healthcare industry is increasingly demanding that new graduate nurses
be “work ready”, with the ability to autonomously apply skills learnt within their degree
programs, within complex and continually changing healthcare environments [3,7–9].
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1.1. Nursing Simulation Education

Simulated learning within nursing curricula generally encompasses learning experi-
ences to assist students in attaining and practising skills within safe, physical environments
that are designed to look like a hospital or other healthcare environment [10]. Often re-
ferred to as simulated learning environments (SLE), equipment such as low-to-high-fidelity
(realism) task trainers and mannikins are typically used in combination with roleplay and
simulated patient scenarios to facilitate incremental learning (i.e., novice to expert), without
the risk of harming actual patients [3,7]. Extending beyond developing and rehearsing
psychomotor skills, contemporary programs seek to create contextual asynchronous and
synchronous experiences that also promote cognitive (facts, critical thinking, clinical rea-
soning), and affective skill (beliefs, emotional intelligence, empathy) development, while
adhering to the principles of nursing education theory [5,8]. The experiential learning
theory (ELT) conceptualised by Kolb [11] is most often used to underpin nursing simulation
education, supporting the idea that the acquisition of knowledge is derived from learner
experience (concrete or abstract) and relies upon reflection to form generalisations and a
new understanding [11].

The value of simulated learning for practicing skills within a supportive environment
prior to workplace learning, increasing self-efficacy, and increasing confidence and com-
petence for workplace learning are well documented [3,10]. However, the effectiveness of
simulated learning for preparing work-ready graduates is sparse [7,12,13]. Additionally,
students have commented on a lack of perceived authenticity and realism in simulated
learning, particularly when using mannikins within an SLE [7]. A systematic review and
meta-synthesis of 27 studies by Handeland et al. [14] evaluating nursing students’ experi-
ences of using mannikins described the phenomena as “seeing the manikin as a doll or a
patient”. The manikin as a doll was drawn from students’ perceptions that mannikins were
akin to a plastic doll, devoid of human expression such as communication and emotion,
which hindered the real learning of nursing practice through the application of affective
skills such as empathy [14]. However, the unreal nature of the manikin allowed students
to practice skills unhindered, without fear of hurting anyone (failsafe) [14]. Interestingly,
a study investigating the realism and presence of utilising real-life human patients for
nursing education within an SLE by MacLean et al. [15] found that nursing students com-
mented on the need to increase the realism, to enhance learning. The students in this study
noted a lack of authenticity, including a lack of background noise and distractions such
as those from patient call buzzers, monitor alarms, and other nursing staff during the
experience. A more recent study of nursing students’ perceptions of simulated learning
by Tan et al. [12] concluded that the authenticity of simulated learning experiences were
important to nursing students, with real-world work perceived as more complex than
what was portrayed within simulated learning [14]. Students specifically commented on
the inability to simulate the management of multiple patients, time management skills,
and resource management skills, as well as realistic interprofessional communication and
opportunities for teamwork [12].

1.2. Making the Case for XR Innovation

Technology-enabled approaches, such as the use of extended reality (XR) media,
including immersive virtual reality (IVR), augmented reality (AR), and mixed reality (MR)
may be one way to afford nursing students more authentic simulated learning experiences
that cannot be achieved with traditional simulation media [8,16–18]. The embedded media
diversity of XR technology presents enormous potential for the development of simulated
learning experiences that require active student engagement and participation, which
are seen as crucial to improving learning outcomes [12,19]. One key advantage of XR
technologies such as IVR is the ability to situate learners within virtual environments using
head-mounted displays (HMDs), conveying the contextual (physical and mental) sensations
of being present and immersed in the world around them, a virtual world [20,21]. Presence
and embodiment are the main psychological concepts of building reality perception in IVR
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users, replacing the real world, and allowing for the feeling of being within an environment
and interacting with the virtual environment [21]. Augmented reality (AR) is a technology
that overlays digital information onto the real world, often using a mobile device or
wearable technology, such as smart glasses [22,23]. AR can enhance a user’s perception
of reality, by adding digital objects or information to the live view of their environment,
making it possible to interact with both the real and digital worlds simultaneously [22,23].
Mixed reality (MR) is a technology that blends elements of both AR and IVR to create a
continuum of connection between digital objects and the real world [24]. MR creates a
hybrid environment where users can interact with both digital and real-world objects (such
as high-fidelity mannikins) in a seamless way.

Therefore, this concept paper explores the potential of XR technology in enhancing
traditional nursing simulation within higher education institutions, through an exploration
of three case studies developed within one large regional Australian university. Through
this exploration, we aim to provide insights and practical guidance for nursing educators
and instructional designers interested in using XR media to enhance simulated learning
within higher education contexts.

2. Materials and Methods

The concept paper is guided by a document analysis methodology [25]. Document
analysis can be particularly useful in evaluating the design features of XR software from a
learning strategy perspective, enabling researchers to gain a better understanding of the
software and its features, as well as the intended user experience and learning outcomes [26].
Therefore, this study employs a document analysis methodology to explore the design
features of three XR applications developed to augment the simulated learning experience
for undergraduate nursing students.

In 2018, a new educational design framework was initiated at one large regional
Australian university, with a focus on promoting teaching innovation and expanding
practical support and resources [27]. Within this context, a small group of nursing and
midwifery educators proposed the development of three case studies using XR technology,
to increase the realism and accessibility of simulated learning experiences for students
within their nursing and midwifery programs. The case studies were developed as stand-
alone research prototypes for initial testing among undergraduate nursing, midwifery, and
medical student cohorts, rather than full curriculum and university system integration.
Each case study was co-designed by nursing and midwifery educators and XR technology
experts, with the prototype development funded by the institution’s new educational
design program.

The prototype development was guided by the scrum design framework [28]. Scrum
is based on three principles: transparency, inspection, and adaptation, and is underpinned
by the empirical process control theory, which emphasises that knowledge is gained from
experience, and decision-making from what is known [28]. The transparency principle
enables the team to collectively conceptualise and define the final product outcome and
development endpoint [28]. The inspection and adaptation principles involve four key
processes: the sprint planning, daily scrum, sprint review, and sprint retrospective. Sprints
are considered the main aspect of the production phase, where the entire team plans a
development sprint, whereby the deliverables or outcomes of each sprint are discussed,
and the sprint duration is defined. Following a sprint, the team meets to reflect upon the
progress and feasibility of the end outcome [28]. The prototypes presented were: (1) the
Compromised Neonate (CN); (2) the Road to Birth (RtB); and (3) Conflict Resolution (Angry
Stan). Each was conceptualised through regular team meetings over a three-month period,
with each case study developed over twelve weeks, with sprints scheduled every two
weeks, until each program was completed and ready for testing. The programs were
designed using various hardware and instructional design components, for accessibility,
and to target specific learning outcomes.
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3. Results

3.1. The Compromised Neonate

The simultaneous application of psychomotor, cognitive, and affective skills required
for neonatal resuscitation is an area in which the incorporation of XR technology, specifically
IVR, has the potential to complement traditional simulated-learning media [16]. The
compromised neonate program was designed in response to anecdotal student feedback
of wanting more time to practise and/or refresh their neonatal resuscitation skills prior to
workplace learning. Traditional simulation methods for practicing these skills outside of
the curriculum-prescribed simulation learning were often inaccessible, or complicated by
resource availability in terms of trained staff, equipment, and learning environment [29].
Nursing and midwifery educators therefore wanted to be able to make the practice of these
lifesaving skills more accessible for their students from remote locations away from the
educational institution, such as the students’ residence.

The comprehensive design and initial testing of the program has been previously
published [16]. The collective team aim was to be able to remotely immerse a student in a
contemporary hospital-based birthing environment, where the student would be able to un-
dertake self-directed learning of the procedural psychomotor skills of neonatal resuscitation,
according to the Australian Resuscitation Council guidelines [16,30]. Approximately 10% of
all neonates born in Australia will require some sort of resuscitation measure, with only 1%
requiring advanced neonatal resuscitation skills [16,30]. As a result, all health-professional
students working in maternity or neonatal care need to be well prepared for these events,
ready to employ a range of resuscitation skills at any time, due to their unexpected and
rare nature [8,16]. Given the focus of the brief, the program was produced for use by both
immersive (IVR) and non-immersive (desktop VR) virtual reality media, with the final
prototype accessible via desktop or laptop personal computer, tethered IVR (HTC VIVE
and Samsung Oculus Rift) and untethered mobile IVR (Samsung Galaxy mobile phones
and compatible Samsung – Oculus Gear VR headsets, sourced in Newcastle, Australia),
accommodating for within-institution and remote student use [16].

Using IVR, and upon application of an immersive headset (with audio), students are
presented with a 360-degree view of a virtual birthing room, where they are immersed
within a scenario featuring a compromised neonate requiring resuscitation (Figure 1c).
Students are then required to employ their theorical and practical knowledge of neonatal
resuscitation by employing the procedural skills in their correct sequence, to resuscitate the
neonate. The birthing environment, including equipment, was designed based on what was
used within the Australian acute birthing care context, ensuring authenticity. To promote
knowledge retention, and offer a scaffolded approach, two learning modes, a guided and
unguided mode, were developed. The guided mode is based in behaviourist learning
theory. Nursing has a long association with a behaviourist approach, wherein clinical
skills have been honed using repetitious drills [31]. Within the guided mode, students are
provided with a series of prompts required for successful resuscitation (Figure 1a), using
handheld controllers for interaction with the environment (Figure 1b). Incorrect responses
result in the student not being able to progress within the simulation, until the correct
procedures have been identified [16].

  
(a) (b) (c) 

Figure 1. The Compromised Neonate virtual reality educational application. (a) Demonstration of
conducting a neonatal resuscitation assessment. (b) Demonstration of interacting with the experience
using a handheld controller. (c) Demonstration of the compromised neonate requiring medication.
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A cognitivist approach is adopted throughout the program, which requires critical-
thinking and problem-solving skills to be employed [32]. For example, students are chal-
lenged to distinguish the need for the escalation of care of the neonate, such as identifying
the need for medical assistance, and interpreting the neonate’s physical assessment score,
as well as identifying the correct medications and dosages (Figure 1c) [16]. In addition,
the application of affective skills is essential to successfully navigate the program. Stu-
dents are required to interact with the baby’s father, choosing appropriate family-centred
communication, explaining what has happened to the baby, and identifying the need for
post-resuscitation communication and education. More experienced students can perform
these procedures using the unguided mode, which reflects how the student is required to
autonomously practise during real-world workplace learning [16].

Following development, initial testing of the Compromised Neonate was undertaken
within a small group (n = 7) of third year undergraduate midwifery students at the origi-
nating higher education institution [16]. During a usual neonatal resuscitation simulated
learning experience that employed the use of high-fidelity simulation mannikins, stu-
dents were additionally asked to test the Compromised Neonate program using mobile
IVR (untethered Samsung-Oculus Gear VR headsets) and provide initial feedback on the
Compromised Neonate program [16]. The feedback from anonymous post experience
survey questions indicated that the simulation met the students’ learning needs, allowed
for interactive feedback and guidance, resembled a real-life situation, and was seen as an
enjoyable experience that could likely improve their confidence in their neonatal resuscita-
tion skills [16]. Due to the prototype nature of the program, empirical testing, such as a
randomised controlled trial amongst a large cohort of students to evaluate its effectiveness
compared to traditional simulation methods, was not possible, with testing mostly limited
to ad hoc student use within the originating institution.

3.2. The Road to Birth

The use of XR technology is becoming increasingly popular, offering new ways to
visualise and understand complex spatial concepts, such as human anatomical and physio-
logical processes [20]. The initial concept for the RtB program evolved out of discussions
among nursing and midwifery educators when brainstorming methods to enhance the
teaching of complex spatial concepts, such as foetal positioning in utero in relation to
maternal anatomy and physiology. Traditional learning approaches were typically static in
nature (cadaveric specimens and plastic models), with access to these learning opportuni-
ties outside of education institutions often inaccessible for students, as described above [20].
Therefore, the primary design objective was to integrate XR technology, to provide nursing
and midwifery students with an interactive and remote learning resource that could assist
students in visualising the internal anatomical changes of pregnancy, and foetal positioning.

The collective team aim was to provide nursing and midwifery students with an inter-
nal view of pregnancy, allowing students to visualise the dynamic reproductive anatomical
and physiological changes that occur over the 40+ weeks of human gestation [20,33]. The
position and presentations of the foetus need to be clearly understood by all healthcare
professionals working in maternity care. A number of these positions are favourable
for a vaginal birth, whilst others may make a vaginal birth more difficult, and lead to
complications in the birthing process, such as an operative birth by forceps, ventouse, or
caesarean section [20]. The detailed development and testing of the RtB program have been
previously published [20,33].

Allowing for within-institution and remote use, a multimodal approach was devised
for interaction with the RtB environment [20,33]. The RtB was developed for use with
IVR (SteamVR-compatible) mobile smartphone/tablet devices (both iOS and android),
as well as being compatible for use on a personal computer (Figure 2a). In addition, the
program was designed to run on the mixed reality Microsoft HoloLens headset (sourced in
Newcastle, Australia), with gesture-controlled interactivity, as featured in (Figure 2b).
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(a) (b) (c) 

Figure 2. The Road to Birth multimodal XR learning program. (a) Demonstration of the RtB being
used on a smart tablet. (b) Demonstration of a student using the RtB on the Microsoft HoloLens.
(c) Demonstration of the RtB timeline interface.

Taking a constructivist educational perspective [34], the RtB program allows students
to actively engage in their own learning, by exploring and manipulating the digital anatomy
content, and thus building on their prior learning and experiences. The RtB program
includes four main digital anatomy interfaces: (1) the base anatomy, (2) the pregnancy
timeline (Figure 2c), (3) birth considerations, and (4) an adaptable quiz-mode function. As
illustrated in Figure 2c, students can interact with the anatomy interfaces by manipulating
the pregnancy animation, to view both the foetal and maternal anatomical changes that
occur during each week of pregnancy. Students are also able to visualise and manipulate
uncommon placental and foetal positions that may not be congruent with normal birth
practices, requiring specialist consultation [20,33].

The active engagement with the program affords students the ability to construct
their own understanding of the material, by relating it to their own experiences. From a
behaviorist perspective, the program includes a quiz function that allows self-assessment
and the reinforcement of knowledge, promoting the idea that behaviour is shaped by
the reinforcement of correct knowledge acquisition [20,33]. Aligning with Kolb’s ELT, the
program also provides opportunities for learners to reflect on, and apply, their knowledge in
real-world settings [11]. Due to its portability on phone/tablet devices, students can use the
program during workplace learning, as a personal and consumer education tool, potentially
enhancing health literacy amongst consumers, and promoting collaboration [20,33].

The initial testing of the RtB (in its smartphone/tablet and IVR forms) was undertaken
amongst two cohorts of undergraduate midwifery students, one within the originating
Australian university (n = 19) and one with a partner university in Belgium (n = 139) [20].
Amongst the Australian cohort, the results indicated that the program was a useful learning
resource that assisted with visualising the internal anatomical changes of pregnancy, and
understanding foetal positioning in utero [20]. The students in Belgium indicated that
the program had an above-average usability, according to the System Usability Scale
(SUS), and improved student understanding of female reproductive anatomy and foetal
positioning. The students also found the program to be fun to use, and there were no
perceived negative impacts on learning. The experience of both samples of students of
using the program in the education context was positive. Further testing of the RtB program
remains in progress. The RtB has been deployed for testing amongst a small cohort of
medical students undertaking problem-based learning in one large Midwestern university
in the United States of America (USA), a large cohort of Midwifery students for various
education outcomes within the United Kingdom (UK) as part of a PhD project, and as a
health practitioner and consumer engagement tool in one large Midwestern Hospital in the
USA, with all study outcomes pending.

3.3. Conflict Resolution—Angry Stan

The Conflict Resolution program was designed as a proof of concept to provide a
simulated learning experience wherein nursing students could be immersed in an intense
conflict situation. It’s an unfortunate reality that nursing, medical, and midwifery staff
often find themselves in intense conversations with healthcare consumers, and these con-
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versations require skills in conflict resolution [35]. In nursing, constructively managed
conflict has been linked with improved patient safety and quality of nursing care. Alter-
natively, poorly managed conflict can adversely affect nurses’ mental health, affecting the
healthcare organisation overall, and lead to poor patient outcomes [35]. The teaching of
these skills at the time of development was resource-intensive, requiring specialist trained
staff and actors within a simulated learning environment, and was only featured during
the students’ second year of study. This meant that students could have been exposed to
conflict situations while engaging in a work placement without having been exposed to,
or equipped with, conflict resolution skills. Therefore, the collective brief was to be able
to safely immerse undergraduate nursing students in an intense interaction with an emer-
gency department patron, providing exposure to an intense interaction, while providing
students with the opportunity to practice conflict resolution skills from the perspective of a
registered healthcare professional.

The program was again designed for accessibility (i.e., within-institution and remote
student use), including tethered and untethered IVR (Oculus Rift S and Lenovo Daydream
headsets), and desktop VR. To increase the authenticity of the experience, the Conflict
Resolution program was paired with an off-the-shelf heart rate wrist monitor, essentially
using an elevated heart rate (above baseline) as a proxy measure for the stress response
elicited by the simulated experience (Figure 3c). Upon application of the IVR headset
(with audio), students are transported to an environment that replicates a contemporary
Australian hospital emergency department (Figure 3a), where they meet Stan (Angry Stan,
appearing in Figure 3b). Stan is trying to find out about the condition of his friend, who
was involved in a car accident, and progressively becomes frustrated and angry during the
interaction. In general, staying calm is a trait required by nurses in resolving conflict [36].
Based on this premise, the IVR headset was paired with the heart rate wrist monitor,
measuring a student’s heart rate (Figure 3c) as a proxy measure of biometric stress [37,38].

   
(a) (b) (c) 

Figure 3. The Conflict Resolution (Angry Stan) program. (a) Demonstration of the emergency room
environment. (b) Demonstration of Angry Stan & mini game. (c) Demonstration of heart rate
writs monitor.

Students are required to interact with Stan by using the hand controllers to select
appropriate responses that either assist in calming, or escalate Stan’s emotions. The stu-
dent’s heart rate is detected by the IVR headset, and is used in combination with text-based
prompts. Essentially, the higher a student’s heart rate, the harder it is for a student to calm
Stan. In addition, features were added to increase the cognitive load placed on the student,
to reflect the challenging dynamics of real-world healthcare environments, beyond what
is possible with traditional simulated-learning media [36–40]. These features included
a mini game (Figure 3b) in which a flashing red light accompanied by an audio buzzer
appears randomly throughout the experience, and needs to be switched off periodically,
otherwise it will become increasingly louder and more distracting. Moreover, an intense
background noise, including a crying baby, is also used, increasing the level of concentra-
tion and emotional intelligence required to successfully resolve Stan’s grievances. Initial
testing of the Conflict Resolution program is in progress, and is the focus of a PhD study
at the originating institution. The program has been deployed in IVR amongst a large
cohort (n = 400) of nursing students undertaking a nursing and mental health subject at
the originating Australian university. The program is additionally being utilised amongst
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a cohort of business students within one large Midwestern university in the USA, for the
initial testing of empathy traits, with all results pending.

4. Discussion

This article presents three novel XR simulated learning experiences that were co-
created by university educators in the fields of nursing and midwifery, in collaboration
with XR technology experts from a prominent regional university in Australia. The first case
study describes the Compromised Neonate program, which was designed to enhance the
development of the psychomotor, cognitive, and affective skills required when performing
neonatal resuscitation in real-world contexts. The second case study, the RtB, was designed
to provide students with an internal view of pregnancy over the course of human gestation,
and to assist with the teaching of complex foetal–maternal anatomical spatial relationships.
The third case study, Conflict Resolution, provides students the opportunity to be safely
immerse in an intense interaction with an emergency department patron, with gamification
features used to increase the realism and cognitive load, to reflect the dynamics of real-
word professional practice environments. All case studies use multimodal XR media for
within-institution and remote student use. Each experience showcases a unique design
objective and development approach that reflects the nature of the XR content, to enhance
simulated learning beyond traditional simulation media.

To date, the uptake of XR technology within nursing simulation education has been
largely driven by small groups of technology and nursing content experts who are enthu-
siastic about using XR to optimise student learning. This is particularly true within the
Australian higher education context [8,27]. Barriers to the broad upscaling of XR media
within nursing curricula include a deficit in empirical efficacy studies, the sparse appli-
cation of nursing learning theories underpinning design and development, difficulties in
attracting funding, and difficulties in sustaining XR experiences beyond their development
for curriculum and university system integration [8,27,41,42]. However, there is a growing
recognition of the application of XR technology in nursing simulation education.

An umbrella review evaluating the use of metaverse technology in nursing educa-
tion identified the application of virtual reality (VR) technology (desktop and IVR) as the
primary technology medium being used to enhance simulated nursing education [43]. A
systematic review by Shorey and Ng [44] evaluated the use of VR simulation among nurs-
ing students and registered nurses. Of the included studies, five utilised IVR technology,
with most included studies using desktop VR, and high-fidelity simulation mannikins.
Of the five studies that utilised IVR, all were used for psychomotor skill development,
aiding in intravenous device insertion or venepuncture-type procedures [44]. Kim et al. [45]
conducted a systematic review of XR-based paediatric nursing simulation programs, iden-
tifying fourteen studies for inclusion. Due to the varying definitions of VR and MR used
within the article, only four included studies were identified that used IVR and AR for
psychomotor skill development [45]. In this review, IVR and AR were used for teaching
paediatric intensive care skills, such as basic infant care, feeding practices, the prevention
of neonatal infection, paediatric airway management, injection practice, and wound care
skills [45]. Lastly, a scoping review by Fealy et al. [8] evaluated the integration of IVR in
nursing and midwifery education, identifying two studies. IVR was used in psychomotor
skill development for cardiopulmonary resuscitation and urinary catheterisation [3]. These
reviews suggest that the integration of XR technologies in nursing simulation education is
emerging, with considerable scope for increasing the application of XR technology beyond
IVR use for psychomotor skill development.

Incorporating learning theory into the design process is a crucial aspect of using
these technologies in effective teaching and learning [42]. Learning theories serve as
the foundation for understanding how students can acquire new knowledge, skills, and
behaviours [7,46,47]. As a result, incorporating these theories into the design process
ensures that educators are actively involved in creating XR experiences that are effective
in promoting student learning [48–50]. Moreover, educators need to identify and select
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suitable technological equipment to support the learning outcomes [51]. Despite the
proven advantages of IVR systems, simulated learning for skill acquisition using HMDs
may not be the best method for every kind of student or teaching concept. As a result,
educators, learning designers, and subject experts should follow scientific methods and/or
frameworks during the instructional design process [51]. The utilisation of phases of design
or design-based research methodologies, such as the scrum framework, can provide a
practical approach to support XR content creators and educators. Figure 4 details a useful
roadmap for conceptualising and organising the design of an XR learning environment. In
particular, this roadmap can serve as a valuable guide to ensure the effective integration of
learning theories and educational goals into the design process [51].

Figure 4. A pathway to assist with the educational interactive design process [51].

The Technological Pedagogical Content Knowledge (TPCK) framework, and the Sub-
stitution, Augmentation, Modification, Redefinition (SAMR) models are two widely used
frameworks that can be additionally employed to assist nursing educators during the
design process [52,53]. TPCK refers to the interplay between technological knowledge, ped-
agogical knowledge, and content knowledge, and asserts that for the effective integration of
technology, all three types of knowledge are required, necessitating collaboration between
experts [52,53]. The SAMR model categorises the different ways in which technology can
be integrated into teaching and learning activities, ranging from simple substitution, to the
creation of new and unique learning experiences, enabled by the application of various XR
technology media [52,54]. The integration of learning theories into the design process, as
highlighted in frameworks such as TPCK and SAMR, can serve as a guiding principle for
the development of effective XR educational experiences.

An innovative policy-based co-creation model for the design of immersive health-
related content has additionally been presented by Antoniou et al. [55]. The authors suggest
an 8-step problem-solving framework when considering the application of XR technologies,
as follows: (1) Defining the problem—XR technologies can be used to simulate many areas
of healthcare. Involving the right people in the design process, and clearly identifying
and defining the problem at hand can assist in providing a sense of direction and purpose
to the project. (2) Assembling evidence—this involves gathering evidence to support the
project, reviewing relevant information, such as what has been already done, and the
current landscape, from various sources, providing valuable insights into the technology
and content being created. (3) Constructing alternatives—based on the evidence gathered,
this step involves developing a range of alternative courses of action or strategies to address
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the problem. This includes weighing up traditional development pipelines with alternative
methods. (4) Selecting criteria—identifying criteria that can be used to measure and
evaluate the effectiveness of the project, such as cost, technique, or pedagogical outcomes.
(5) Projecting outcomes—making realistic projections of the outcomes or impacts of the
project, considering how realistic or viable each outcome is, such as, do we have the relevant
personnel with technical skills? (6) Confronting trade-offs—this involves weighing up the
outcomes in relation to the selected evaluation criteria. (7) Decision-making—based on
the previous steps, a final decision is made on the best strategy to address the problem.
(8) Sharing the results of the process—this is the final stage, where the well-considered
project process is shared in order to communicate the rationale behind the chosen problem,
design, technology, outcomes, and evaluation methods [55].

The three case studies described in this paper broadly highlight how nursing educators
can engage with the co-design of XR-enhanced simulated learning experiences for nursing
student learning. By considering these examples, as well as applying theorical principles
and frameworks, educators and XR content creators can ensure that their designs result
in impactful and accessible learning experiences. It is important to acknowledge that
learning is a multifaceted process. The effective integration of technology-enabled teaching
approaches must be informed by an understanding of individual learner characteristics, and
environmental factors that may impact learning outcomes [47,48,56]. The main limitation
of all the presented case studies was that they were not developed or funded for broad
curriculum or sustainable university system integration. Furthermore, empirical efficacy
testing, in the form of randomised controlled trials of the three presented cases, has not
been conducted, and this has been recognised as a barrier to XR adoption, based on the
wider systematic review literature [42]. There is an urgent need to empirically examine
the effectiveness of XR teaching methods for simulation nursing education, compared to
traditional simulated media, in preparing work-ready graduates.

5. Conclusions

XR technologies may offer educational benefits beyond traditional simulated learn-
ing media, in the preparation of work-ready graduates. By providing learners with the
opportunity to visualise abstract concepts in a 3D format, express their understanding
of phenomena, observe the dynamic relationships between variables in a system, and
experience events that may be inaccessible due to constraints such as distance, cost, time,
safety, or scarcity, the integration of XR technology into nursing education offers a unique
and innovative solution. The collaboration between nursing educators and XR technol-
ogy specialists at one regional university in Australia has resulted in the development of
three diverse and impactful case studies that demonstrate the potential of XR to enhance
the simulated-learning experience for students. The embedded media diversity of XR
technology provides students with the opportunity to actively engage in immersive and
hands-on learning experiences, within virtual environments that can be designed to reflect
the complexities of real-world healthcare situations, most importantly in psychomotor,
affective, and cognitive skill acquisition.
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Kraljević, L.; Meter, D. Extended

Reality Telemedicine Collaboration

System Using Patient Avatar Based

on 3D Body Pose Estimation. Sensors

2024, 24, 27. https://doi.org/

10.3390/s24010027

Academic Editors: Radu Comes,

Dorin-Mircea Popovici, Calin

Gheorghe Dan Neamtu and

Jing-Jing Fang

Received: 21 November 2023

Revised: 15 December 2023

Accepted: 18 December 2023

Published: 20 December 2023

Copyright: © 2023 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

sensors

Article

Extended Reality Telemedicine Collaboration System Using
Patient Avatar Based on 3D Body Pose Estimation
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Abstract: Recent advances in extended reality (XR) technology have opened the possibility of signifi-
cantly improving telemedicine systems. This is primarily achieved by transferring 3D information
about patient state, which is utilized to create more immersive experiences on VR/AR headsets.
In this paper, we propose an XR-based telemedicine collaboration system in which the patient is
represented as a 3D avatar in an XR space shared by local and remote clinicians. The proposed system
consists of an AR client application running on Microsoft HoloLens 2 used by a local clinician, a
VR client application running on the HTC vive Pro used by a remote clinician, and a backend part
running on the server. The patient is captured by a camera on the AR side, and the 3D body pose
estimation is performed on frames from this camera stream to form a 3D patient avatar. Additionally,
the AR and VR sides can interact with the patient avatar via virtual hands, and annotations can be
performed on a 3D model. The main contribution of our work is the use of 3D body pose estimation
for the creation of a 3D patient avatar. In this way, 3D body reconstruction using depth cameras is
avoided, which reduces system complexity and hardware and network resources. Another contribu-
tion is the novel architecture of the proposed system, where audio and video streaming are realized
using WebRTC protocol. The performance evaluation showed that the proposed system ensures
high frame rates for both AR and VR client applications, while the processing latency remains at an
acceptable level.

Keywords: extended reality; telemedicine system; avatar; 3D body pose estimation

1. Introduction

Telemedicine systems are a well-known technology aimed at improving healthcare and
reducing costs. The need for telemedicine was recognized during the COVID-19 pandemic,
when physical interaction with patients was risky. Until recently, telemedicine relied on
2D modalities, that is, video conferencing, which substituted cell phone consultation. This
includes audio and single-viewpoint video transmission. The drawback of the 2D approach
is the limited availability of information about the patient’s condition in comparison with
a physical examination. With the recent advances in augmented reality (AR), virtual re-
ality (VR), and mixed reality (MR), where all these technologies can be encompassed by
the term extended reality (XR), it is feasible to transmit more information about patient
states, primarily by including the third space dimension (3D). VR and AR technologies
have practical advantages and disadvantages. While VR provides a highly immersive
experience that is particularly suitable for educational purposes, users’ field of view is
blocked. On the other hand, AR adds computer-generated information to the user’s field of
view, but it lacks interaction with 3D objects. MR, and consequently XR solutions, overlay
3D objects onto a semi-transparent screen, preserving the user’s view of the physical envi-
ronment and making these technologies good candidates for telemedicine collaboration.
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A 3D human avatar can be a valuable tool in telemedicine because it allows healthcare
providers to remotely interact with patients in a more immersive and personalized way.
Annotations of 3D models (human avatars) in extended reality (XR) can provide a valu-
able tool for telemedicine. In XR, healthcare professionals can use virtual annotations to
highlight specific areas of a patient’s anatomy or medical imaging, which can be viewed
and manipulated in real-time. For example, a radiologist can use annotations to mark
abnormalities in a CT scan or MRI, which can be viewed by other specialists at different
locations. This approach can help with collaborative diagnosis and treatment planning
and provide a more detailed understanding of the patient’s condition. Additionally, an-
notations in XR can be used for patient education, allowing healthcare professionals to
explain medical conditions and procedures to patients using a 3D avatar or model. This
approach can be particularly useful for patients who may have difficulty understand-
ing medical terminology or who have limited access to traditional education materials.
Overall, annotations of 3D models in XR can enhance the telemedicine experience, pro-
viding healthcare professionals with a more detailed understanding of a patient’s con-
dition, facilitating collaboration and communication, and improving patient outcomes.
Holographic communication is an emerging technology that extends traditional video con-
ferencing with real-time 3D representations of participants. The typical steps in holographic
communications include real-time 3D capture of an object or person, data processing for 3D
model creation, its transmission through a network, presentation of the transmitted model
on the receiving end, and real-time interaction with the 3D model. Although holographic
communication has the potential to improve remote interaction in medicine and healthcare
applications, it faces significant implementation challenges [1]. Three-dimensional data
capture should be performed in real time; however, consequently, the precision of the
acquired data is lower. For this purpose, time-of-flight (ToF) cameras or stereo cameras
are used, but because of their narrow field of view, a multi-camera setup is often required.
Three-dimensional reconstruction is performed on a large amount of the captured data,
which implies longer processing time and, consequently, greater latency. The transmission
of 3D data is related to three main challenges: ultra-high bandwidth, ultra-low latency, and
network optimization. The use of 5G networks can only partially satisfy the transmission
speed requirements of holographic communication systems. End-to-end transmission
latency is influenced by all steps, from local site data capture to remote site rendering.
Currently, holographic communication systems generate a latency of several hundred
milliseconds [1], which is greater than the recommended value of 50–100 ms [2]. In this
paper, we propose an XR-based telemedicine collaboration system that enables local doc-
tors to consult with remote specialists where patients are represented as 3D human body
avatars in a shared XR space. The local doctor, using the AR application running on an
AR headset (Microsoft HoloLens 2), starts the remote session with a remote specialist who
works with VR applications running on a VR headset (HTC Vive Pro). First, Web Real-Time
Communication (WebRTC) is established between the AR side and VR side, where a remote
specialist sees a real-time camera stream (captured by a HoloLens 2 camera or webcamera)
of the patient. This stream is processed on the backend part of the system to obtain the
data necessary for patient 3D avatar control. The data are subsequently sent to the AR and
VR sides so that they can see the same 3D avatar matching the patient pose. In this way,
both sides are present in the shared XR space, allowing interaction with the patient avatar
in the form of virtual hands. For this purpose, hand pose data are exchanged between
the AR and VR sides in real time. Since the 3D avatar of the patient is transmitted to the
remote site, the proposed approach is an example of a holographic communication system.
The main contribution of this paper is the use of 3D body pose estimation for the creation
of a patient avatar. This approach is different from the approaches described in related
work, where the patient is captured with depth camera(s) and reconstructed as a 3D model.
In the proposed approach, 3D patient reconstruction is avoided, which eliminates the need
for specialized equipment and reduces computational and network resources. In this way,
we reduce processing time and the amount of data needed for 3D avatar creation, which
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are typical challenges met in holographic communication systems. Our system represents a
simpler and more robust solution in comparison with other approaches from the literature.
Another contribution is the novel system architecture exploiting the WebRTC protocol for
audio and video streaming. This ensures lower latency, which is especially critical in video
streaming applications. Additionally, in this way, direct peer-to-peer communication is
established between the AR side and VR side, eliminating the need for additional servers.
The paper is organized as follows. In Section 2, an overview of the related work is given.
Section 3 provides a detailed description of the proposed system, and Section 4 presents
the results obtained by system testing. Conclusions are given in Section 5.

2. Related Work

Regarding the usage of XR technology in telemedicine applications, we can mention
the solution proposed in [3], where an MR teleconsultation system was realized. Azure
Kinect DK is exploited on the patient side, while a doctor uses Microsoft HoloLens 2, which
allows manipulation of 3D organ models and medical images. In this way, doctors can
explain symptoms and educate patients through real-time video communication realized
through Microsoft Teams. In [4], a platform for real-time remote medical consultations
that combines VR and AR technologies was introduced. On the patient side, an RGB+D
video is captured with a Microsoft Kinect device and sent, together with vital patient
information, to the remote location where streamed data are visualized to the expert using
a stereoscopic display. Augmented feedback is presented on the patient side using a
projector previously calibrated with Kinect. Carbone et al. [5] developed an AR-based
telemedicine platform using a see-through head mounted display (HMD) on the remote
or local clinician side. In this way, both HMDs show the same image in which the hands
of a remote specialist are overlaid on the actual scene to guide the local clinician. In [6],
the authors described a 3D teleconsultation system intended for preclinical emergency
scenarios. A depth camera captures the patient environment, and from this information,
3D reconstruction is performed on the remote expert side. Guidelines are transmitted to the
patient side using a shared avatar representation of the expert, which is presented to the
local clinician via an AR HMD. The system was compared to the 2D video teleconsultation
approach on the task of electrocardiogram electrode placement, and it was shown that
higher accuracy was obtained using the proposed 3D approach. In [7], an MR system for
surgical telementoring was introduced. A remote expert utilizes a VR operating room,
where gestures and annotations on a 3D patient model are sent to remote novice surgeons
using the AR interface. The novice side is equipped with depth cameras capturing the
operating room, with one attached to a surgical lamp to scan the patient’s body. The
novice surgeon uses the Microsoft HoloLens 2 device to run the AR interface, which has
only passive elements to avoid distractions. The remote expert is equipped with a VR
headset, HTC Vive Pro, and IMU-equipped gloves. Roth et al. [8] presented a mixed reality
teleconsultation system intended for usage in intensive care units. It consists of three
modules: a reconstruction module, a local expert module, and a remote expert module. The
reconstruction module creates a local point cloud of the intensive care unit using frames
obtained from six RGB-D cameras. The remote expert module uses a VR HMD to allow
experts to join the reconstructed intensive care unit space. Remote experts are represented
with avatars in the local expert module where the AR system is used. In [9], a mixed reality
(MR) system for surgical telementoring was proposed. The patient is captured with a Kinect
depth camera and reconstructed in a remote virtual environment where an expert surgeon
can interact with the 3D patient model. The local surgeon is guided by 3D annotations
projected in AR as well as the gestures of the avatar representing the expert surgeon that are
shown using AR. Kalbas et al. [10] introduced an AR-based surgical telementoring system.
Microsoft HoloLens 2 is used to share the operating surgeon’s field of view, and accurate
3D annotations are provided with satisfactory accuracy. The application of a telemedicine
system for remote patient monitoring is described in [11], where the use of a teleguided
portable ultrasound with ultrasound image analysis was proposed for COVID-19 patients.
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Using the proposed approach, individuals with limited medical backgrounds can achieve
high accuracy in detecting COVID-19. Hill [12] demonstrated the use of the Microsoft
HoloLens 2 device to improve outcomes in patients receiving negative pressure wound
therapy. The bedside nurse used a HoloLens 2 to remotely consult wound care personnel,
who could load previous wound images into the local nurse’s field of view and perform
3D drawings to guide the procedure. The study group using AR technology had fewer
complications than the control group. Borresen et al. [13] proposed an augmented reality
telerehabilitation system for the remote examination of upper extremity strength and range
of motion. The solution is based on two Kinect depth cameras that capture 3D videos of the
patient’s body and a Force Dimension Omega.3 Haptic Controller device for transmission
of the patient’s force. The results show that remote assessment performed remotely with
the proposed system has promising agreement with in-person diagnoses.

3. Proposed Method

The purpose of the proposed solution is to enable patient examination by remote
experts without the need for physical presence. The system consists of three components
(Figure 1): a user application with an AR interface (AR client), used by a local doctor
performing a physical examination of a patient; a user application with a VR interface
(VR client), used by a remote expert; and an XR collaboration system (backend) running
on a workstation/server. A local doctor using AR glasses (Microsoft HoloLens 2) starts a
telemedicine session to receive guidelines from the remote expert. The webcamera view
of the patient is streamed to the remote location where the expert uses VR glasses (HTC
VIVE Pro). The camera stream is also processed on the server to obtain the data needed
for controlling the 3D avatar of the patient. These data are subsequently sent to the VR
and AR sides to match the pose of the avatar with the patient’s pose. During collaboration,
both sides share the common XR space and observe the same avatar. Additionally, in real
time, the AR and VR sides exchange data related to the relative position of user/control
modalities in the AR/VR interface. In this way, the transmission of the hands/controllers
is enabled, and both users see virtual hands as a form of interaction with a 3D avatar. Both
sides are able to annotate the 3D model. Microsoft HoloLens 2 is an augmented reality
(AR) headset developed for mixed reality applications where the focus is on blending
virtual elements with the real world. It is equipped with various sensors, including an
RGB camera, a depth camera, head tracking cameras, eye-tracking cameras, and an IMU
unit. It uses see-through waveguide lenses with 2048 × 1080 resolution and supports
hand-tracking with various gesture readings. One feature that is exploited in the proposed
system is holographic remoting, where the app interface is seen on a HoloLens 2 device,
but it is actually running on a PC to utilize more powerful hardware to avoid a decrease
in the frame rate. The HTC Vive is a VR headset featuring a dual AMOLED display with
a resolution of 1080 × 1200 per eye. The refresh rate is 90 Hz with a 110-degree field of
view. One of the important features of such systems is the use of a room-scale tracking
system based on the base stations, which track the headset and handheld controllers used
for interaction and navigation in the VR space.

Figure 1. Architecture of the proposed system.
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3.1. Avatar Control

By creating a 3D avatar of a patient, doctors can better visualize and understand
the patient’s physical condition, which can help with diagnosis and treatment planning.
Additionally, patients can use 3D avatars to convey information about their symptoms and
medical history to healthcare providers, even if they are not physically present in the same
location. A human/patient avatar can help doctors better understand a patient’s physical
condition by providing a more detailed and visual representation of the patient’s anatomy.
By creating a 3D avatar of the patient, doctors can examine the avatar from different
angles, zoom in on specific areas, and manipulate the avatar to better understand the
patient’s condition. This approach can be particularly useful when physical examination
is limited, such as in telemedicine, or when the condition is complex and difficult to
visualize. The avatar control workflow, shown in Figure 2, is an essential part of the
proposed XR collaboration system. Several microservices are needed to establish real-time
communication and process the camera stream.

Figure 2. Avatar control workflow.

The REST service is employed for user authentication. The real-time communication
(RTC) service used is based on the WebRTC protocol. WebRTC was chosen for this purpose
because it offers several advantages:

• Low latency, which is especially important for real-time interaction in videoconferenc-
ing and telemedicine applications

• Peer-to-peer (P2P) communication, where video streams are sent directly between
users, which eliminates the need for a server.

• High-quality supporting adaptive bitrates needed to handle varying network conditions.
• Open source and standardized: the developers’ community ensures constant improvements.

In the proposed system, the RTC service is implemented as a headless WebRTC client
that has two functions: the first one is audio and video communication between the AR and
VR sides and the processing of the camera stream, and the second is the usage of different
computer vision algorithms on the server side. The headless WebRTC client unpacks the
video stream into individual frames, and every computer vision algorithm is represented
as an individual microservice. The message exchange service, based on the WebSocket
protocol, transfers the following JSON messages between the AR and VR sides:

• The WebRTC data (OFFER, ANSWER, ICECANDIDATES) needed for establishing a
RTC connection.
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• MOCAP data obtained by pose estimation, which are used for avatar control in the
XR space (shared 3D space).

• Collaborative cross-platform hand pose data are 3D vectors that enable the visual-
ization of the user’s hands/controllers. In this way, the AR and VR sides are able to
virtually collaborate on the patient’s 3D model.

• Annotation data: the remote or local expert can annotate a point on an avatar and
send its position and textual description.

The person detection service is realized using a real-time object detection algorithm
from the MediaPipe library [14]. This object detector supports several models to balance the
processing time and the detection accuracy. The recommended model is EfficientDet-Lite0
from the EfficientDet model family, which is introduced in [15]. It utilizes a weighted
bi-directional feature pyramid network (BiFPN) for feature fusion and compound scaling of
the resolution, depth and width for all backbone, feature network, and box/class prediction
networks. The headless WebRTC client unpacks frames from the camera stream that are sent
to the object detector, giving the person bounding box as output. The patient identification
service exploits the Python library’s face recognition [16], ensuring that the pose estimation
data and annotation data are combined with the correct person representing the patient.
This is especially important in cases where a connection is re-established or when there are
several people present at the scene.

3.2. Pose Estimation

Three-dimensional pose estimation is the most important and most challenging step
in the proposed system. Generally, pose estimation can be realized in several different
ways. Two-dimensional pose estimation involves estimating the position of body joints in
a two-dimensional image. It can be performed using methods such as single-person pose
estimation or multi-person pose estimation. Three-dimensional pose estimation determines
the position of body joints in three-dimensional space. It is usually realized using a
combination of 2D image information and depth information. Kinematic pose estimation
gives the full-articulated pose of a person by considering the kinematic relationships
between body parts. Human pose estimation has many practical applications, such as in
human–computer interactions, sports analysis, and medical diagnosis. It can also be used
for tracking the movements of people in surveillance systems or for creating realistic virtual
avatars. In the proposed system, a 3D pose estimation service is realized using the model
proposed in [17]. This method involves the use of a 3D pose estimation system for the body,
face, and hands using only monocular images. It outputs in the form of the SMPL-X model
[18], which combines the skinned multi-person linear (SMPL) model [19], which represents
the human body as a collection of interconnected joints, and the linear blend skinning
model with the face and hands model. In this way, a low-dimensional representation of
the human body, hands, and face is obtained. The SMPL-X model is able to model shape
variations and body deformations with low-dimensional shape and pose parameters. The
SMPL-X model extends the SMPL model to include articulated hands and an expressive
face. The SMPL-X model, denoted by W, can be expressed as follows:

Vw = W(φw, θw, βw, ψ f ) (1)

where φw ∈ R3 is whole body global orientation, θw ∈ R(21+15+15)×3 refers to whole body
pose parameters, β ∈ R10 represents shape parameters, and ψ f ∈ R10 are facial expression
parameters. Pose parameters θ are divided into 21 body parameters, 15 parameters for the
left hand, and 15 parameters for the right hand. Pose parameters θ are defined with the
angle-axis notation that defines relative rotation to the parent joint. The SMPL-X model
has the mesh structure V ∈ R10435×3. Three-dimensional body joint locations could be
calculated using the regression function R on Vw:

J3D
w = Rw(Vw) (2)

425



Sensors 2024, 24, 27

where J3D
w ∈ R(22+15+15)×3. The hand model is defined using only hand parts from

the SMPL-X model:
Vh = W(φh, θh, βh) (3)

where θh ∈ R3×15 represents hand pose parameters, βh are hand shape parameters, and
φh is the global orientation of the hand mesh. The output of the hand model is the hand
mesh structure V778×3

h , containing hand vertices extracted from the SMPL-X hand area.
Three-dimensional hand joints can be calculated by regression:

J3D
h = Rh(Vh) (4)

where J3D
h ∈ R21×3 includes the wrist, 5 fingertips, and 15 finger joints. The 3D hand pose

estimation model is built as an end-to-end deep neural network architecture, and is defined
as follows:

[φh, θh, βh, ch] = MH(IH) (5)

where Ih stands for the input RGB image cropped to show only the hand region and
ch(th, sh) represents the set of weak perspective camera parameters used for the projection
of the obtained 3D model onto the input image. The 3D body pose estimation model is
given by:

[φb, θb, βb, cb] = MB(Ib) (6)

where Ib represents the image cropped around the person’s body. For this model, the
method presented in [20] is exploited. Firstly, 2D joint localization is performed on input
using a pretrained model, such as OpenPose. After that, the model utilizes a deep neural
network to perform regression of the SMPL-X parameters. The regressed parameter values
are further refined via an iterative optimization routine, where the model is aligned with the
image based on 2D keypoints. This step minimizes the mismatch between the projected 3D
joints in the SMPL-X model and the 2D joint positions in the image. The 3D face-estimation
model presented in [21] is used to obtain the face poses θ f and facial expressions ψ f :

[θ f , ψ f ] = MF(I f ) (7)

The final output of the described model is formed by combining outputs from the face,
hands, and body modules into the SMPL-X representation.

The output of the model contains the positions of the body joints, and these data
are used for kinematic graph calculations according to the SMPL-X model, where each
joint movement is expressed as a function of the other joints’ movements. A kinematic
graph gives rotation data for 24 joints that represent MOCAP data, which are sent using a
message exchange service to the AR and VR sides and mapped to the avatar. The Z-anatomy
3D model is exploited to visualize different systems of the human body (cardiovascular,
skeletal, nervous, etc.). This model is modified in Blender to obtain the skin mesh, which is
connected with the skeletal system of the SMPL-X. Regarding the accuracy of the 3D pose
estimation model [17] exploited in our system, an evaluation by the authors shows that the
mean vertex-to-vertex distance (V2V) in millimeters is 63.5 mm, where the vertex refers to
the SMPL-X model.

4. Results

To better illustrate the usage of the proposed system, examples of the AR client view
and VR client view are shown in Figures 3 and 4, respectively. The VR client shows the 3D
patient avatar presented to the remote specialist wearing the HTC VIVE Pro VR headset.
This view also includes WebRTC preview of the camera from the AR side. The AR client
view, presented to the local doctor using Microsoft HoloLens 2, overlays the 3D patient
avatar with the physical environment view. The AR client enables avatar translation,
rotation, and scaling to better match the patient’s body in a real environment. Figure 3
shows an example of annotation on the 3D avatar as well as a virtual hand that guides the
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local doctor. Figure 4 illustrates that the system is robust to varying patient poses, with the
avatar matching the patient in the sitting position. Since 3D body pose estimation is used
instead of 3D reconstruction, the matching accuracy is not sufficient for tasks requiring
high precision, such as surgical procedures. Interaction with a patient avatar is achieved
with a virtual hand, which represents the hand of a remote specialist. Different human
body systems can be chosen for visualization according to the doctor’s preferences.

Since the time delay of avatar movement is critical for system usability, data streaming
experiments were performed to determine the times needed for each step in the avatar
control workflow. The execution times for different services are shown in Table 1. Frame
grabbing, person detection, person identification, and 3D pose estimation services were
run on the following server configurations: AMD CPU Ryzen 9 5900X, RAM 3200 Mhz
4 × 16 GB, GPU NVIDIA RTX A5000 24 GB, and SAMSUNG SSD 980 PRO 1TB M.2. Peer-
to-peer delay (WebRTC) and MOCAP data message exchange delay are measured on the
LAN network. The unity 3D model transformation on the VR side was run on a laptop
with the following configurations: CPU Intel(R) Core(TM) i5-9300H CPU @ 2.40GHz,
GPU NVIDIA GeForce GTX 1650, SSD NVMe Micron_2200 _MTFD _16GB, and RAM
DDR4 16 GB 3.2 GHz. The VIVE Pro headset was connected to a laptop to present the 3D
model to a remote specialist. HoloLens 2, used on the AR side, can run applications using
onboard hardware or a PC in holographic remoting mode. It can be seen that running
the client application on the laptop, which is the only available option on the VR side,
is significantly faster compared to the running time when the client application runs on
HoloLens 2 hardware. It should be noted that, in the holographic remoting mode, the
HoloLens camera is not accessible from the code, and therefore an external webcamera is
used for patient capture. As expected, WebRTC communication significantly contributes to
the overall delay, which has values ranging from 340 to 560 ms. The individual computer
vision service requires time ranging from 15 to 60 ms. Compared to approaches using 3D
reconstruction for avatar creation, the usage of 3D body pose estimation in the proposed
system reduces the amount of transferred data and requires less processing time, which
is comparable to the time needed for other computer vision algorithms in avatar control
workflow. Although direct comparison of latency with other systems from the literature
is not possible due to the specific features of each architecture, the obtained values are
comparable to the latency of other holographic communication systems, which have values
of several hundred milliseconds [1]. The mixed reality telemedicine system proposed in [8]
has similar latency values (300–400 ms). It uses depth cameras and 3D reconstruction of the
intensive care unit, but the reconstruction module, network transmission, and streaming
processing are implemented in C++/CUDA to reduce processing time. In the proposed
approach, Python implementations of computer vision services for avatar control are used
to determine the possibility of further reducing the time delay by C++ implementation of
some tasks.

The frame rate obtained in client applications on the VR and AR sides is a critical
factor for system usability; therefore, the frame rate (Table 2) is measured in two lightning
scenarios (light and no light) and the human body system (Z-anatomy model) chosen
for visualization. A constant frame rate is obtained for the AR client application (60 fps)
running on a laptop (AR-remote) and for the VR client application (120 fps) also running on
the same laptop (VR-build). It can be seen that, for the AR client running on the HoloLens
2 hardware, the frame rate is variable and depends on the type of body system chosen
for visualization. The main difference between the proposed method and the existing
approaches is the construction of the patient avatar using 3D body pose estimation from 2D
images. A similar system was proposed in [8]; however, instead of a patient, remote experts
are represented as avatars in the 3D-reconstructed intensive care unit. The body poses of
remote clinicians are obtained with trackers attached to the ankles, wrists, and hip, while in
the proposed approach, additional sensors are not needed to construct a patient avatar. In
[7], a 3D reconstruction of the patient body is performed using depth images captured by a
Microsoft Azure Kinect camera. Since the Kinect camera is attached to a surgical lamp, this
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setup is suitable for patients in a lying position. The proposed solution does not require
a depth camera and could also be used for other patient poses (Figure 4). Limitations of
the proposed system include the accuracy of 3D body pose estimations, which affect the
alignment of the 3D avatar with the patient’s body. Because of that, the proposed system is
not suitable for surgical applications, but it could be exploited for remote patient evaluation,
such as remote triage, nonsurgical remote medical interventions, and educational purposes.

Figure 3. VR and AR client views. The red point on the avatar represents point of interest, and the
virtual hand (in gray color) represents the remote specialist hand.
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Figure 4. VR and AR client view for patient in a sitting pose.

Table 1. Time delay of avatar movement.

Service Time Delay (ms)

WebRTC P2P 200–300
Grab frame 3–8

Person detection 25–60
Person identification 30–60
3D pose estimation 15–50
WebSocket MOCAP 50

Unity 3D model transformation (running on laptop) 5–15
Unity 3D model transformation (running on HoloLens 2) 10–25
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Table 2. Performance of the AR and VR client applications.

AR Build AR Remote VR Build
Body System No Light (FPS) Light (FPS) No Light (FPS) Light (FPS) No Light (FPS) Light (FPS)

Visceral system 26 25 60 60 120 120
Muscural system 13 12 60 60 120 120

Cardiovascular system 8 8 60 60 120 120
Nervous system and sence organs 13 13 60 60 120 120

Regions of human body/skin 54 51 60 60 120 120
Skeletal system 28 28 60 60 120 120

Joints 38 36 60 60 120 120
Muscular insertion 26 26 60 60 120 120
Lymphoid organs 50 46 60 60 120 120

5. Conclusions

In this paper, we introduce an XR-based telemedicine collaboration system based
on the 3D avatar modality for patient body representation. Instead of relying on 3D
reconstructions of the patient’s body using depth cameras, 3D body pose estimation from
2D images is utilized for this purpose. In this way, there is no need for an array of
depth cameras that are preinstalled and calibrated in a controlled environment, which
reduces the cost and system complexity. Additionally, the processing time and amount
of transferred data are reduced compared to those of approaches utilizing depth cameras
and 3D reconstruction. The remote expert (VR side) and local doctor (AR side) exchange
information by interacting with the same patient avatar in a shared XR space. This process
is performed with virtual hands and textual annotations on the patient avatar. Use cases
of the proposed system include remote education of the patient or doctor as well as
remote consultations where remote experts could guide local clinicians. A limitation of the
proposed system is that it is not intended for use in high-precision tasks such as surgical
procedures because of the limited accuracy of matching the avatar and patient body. Future
work will include test cases in which clinicians perform real medical procedures. Further
evaluation will be performed to obtain the system usability score for different tasks and
investigate the agreement between the in-person assessment and the remote examination
performed by the proposed system. Latency improvement will also be addressed by the
C++ implementation of steps critical for processing speeds.
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Abstract: Today’s business competitiveness necessitates the capacity of all company players, par-
ticularly small and medium enterprises (SMEs), to enter a broader market through information
technology. However, the Lasem Batik SMEs have endured a great deal of turmoil during the
COVID-19 pandemic. Marketing has been conducted through physical and internet channels, but the
results have not been maximized. The purpose of this research was to consider the possibilities of
Lasem Batik SMEs adopting metaverse technology as a marketing medium to enhance sales. The
investigation was conducted on 40 Lasem Batik SMEs who met the requirements of using online
media to sell their products, having a medium-sized firm, and displaying marketing that has reached
the provincial level. The findings of this study are as follows: (1) The majority of participants stated
that the metaverse is a virtual 3D space. This understanding is deepened by discussions about virtual
3D spaces that combine VR and AR, which today is often referred to as the metaverse. (2) Batik
business owners hope that by using the metaverse, they will be able to obtain many benefits, es-
pecially related to market expansion. (3) Lasem Batik SMEs show great interest in expanding their
marketing channels to a wider area; Lasem Batik entrepreneurs also accept the challenge of studying
the metaverse with new knowledge and techniques they have never considered. (4) Overall, 75% of
participants were ready to use the metaverse, and 25% still required guidance. (5) Local communities,
universities, and large corporations provide great support for the use of the metaverse. (6) The
commercial success of Lasem Batik SMEs is defined by product quality; ongoing online and offline
advertising; originality and innovation; and the capacity to capitalize on possibilities, retain local
wisdom, and preserve strong customer connections. The main conclusion is that the readiness of
batik entrepreneurs to use the metaverse is highly dependent on the support of various parties. A
strong desire to progress and develop one’s business is the main factor determining one’s intention
to use the metaverse. As a result of the research, a prototype of a metaverse platform for Lasem Batik
exhibitions has been developed. SMEs can use the room template provided by the platform and join
other SMEs to hold a metaverse exhibition to attract global customers. These results can be connected
to create a metaverse exhibition to attract global customers.

Keywords: augmented reality; marketing; metaverse; readiness; SMEs; virtual reality

1. Research Background

Over the last thirty years, immersive virtual reality (VR) and augmented reality
(AR) technologies have continued to advance. Over the same period, network speeds
have increased, culminating in the deployment of 5G mobile networks. Combined, these
advances have greatly increased the prospects for the worldwide adoption of VR and
AR. Facebook launched the metaverse and was followed by other platform providers
with different names [1]. Facebook spent more than USD 10 billion in 2021 in developing
metaverse technologies, and it is predicted that its investment will increase in the coming
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years [2]. The metaverse is generally considered a network of 3D virtual worlds wherein
people can interact, conduct business, and establish social relations through their virtual
“avatars”. It can be regarded as the virtual reality version of today’s internet [3].

Over the past 18 months, public interest in the metaverse has soared, along with
significant increases within companies [1]. The effects of the pandemic, especially in terms
of restrictions on physical gatherings and travel, have spurred companies to seek new meth-
ods of working that can accommodate more authentic, cohesive, and interactive processes
of remote and hybrid interaction and communication. The metaverse can address this need
in four main ways: (1) new forms of immersive team collaboration; (2) the emergence of
new digital partners that support artificial intelligence; (3) accelerated learning and skill
acquisition through virtualization and gamified technology; (4) improving the economy
through economic activities with metaverse media.

Widayani et al. [4] stated that today’s business competition requires the capability of
all businesses, especially SMEs, to penetrate a wider market and develop themselves by
directing their business processes through technology and information advancements. The
addition of online sales channels is an inevitable choice. The use of e-marketplaces is one
of the easiest ways to get involved in online sales globally [5]. There are various factors
influencing the readiness of SMEs to implement information technology, including the
optimism, knowledge, and skills of SME actors, while the inhibiting factors include percep-
tions of discomfort and reluctance to change. Research conducted by Firmansyah et al. [6]
found that the perception of the use of information technology (IT) depends on the factors
of optimism and innovation. They also concluded that (1) insecurity is a limiting factor,
(2) the perception of the use of IT is a factor determining the intention to use IT, and (3)
SME actors need to maintain a positive attitude in understanding IT.

Research conducted by Kurniati and Prajanti [7] states that the role of batik en-
trepreneur owners is very large in innovation, which includes product innovation, mar-
keting innovation, and business alliances. The role of entrepreneurship in marketing
innovation has the highest elasticity concerning the production and sales of batik, followed
by the roles of product innovation and business alliances. In a competitive industrial
environment, batik industry entrepreneurs have an important role in improving the econ-
omy of the company and its industry. Innovation is not limited to large-scale enterprises,
which generally have a research and development (R & D) division, but also includes small
businesses such as batik SMEs, which also require innovation activities [4,6–10]. SMEs
benefit from organizational flexibility in responding to environmental changes, but most
SMEs have drawbacks in access and innovation capacity due to limited resources and
economies of use [11].

Rosenberg [1] stated that over the past thirty years, virtual reality (VR) and augmented
reality (AR), as immersive technologies, have continued to evolve as sophisticated forms of
technology, enabling users to develop various business processes using VR and AR. During
the same period, the demand for network speed has continued to increase progressively.
These advances increase the prospects for the worldwide adoption of VR and AR. The
metaverse, as a platform provider that can combine VR and AR, has begun to be widely
used in the business world and the world of education to develop networks and promote
their products. The increase in the use of the metaverse has had a huge impact on society.
It is very important to consider the risks and prepare appropriate regulations so that the
negative aspects of using information technology can be minimized.

This study was designed based on the practice gap between small and medium
enterprises (SMEs) facing problems related to data volumes that are too large, a lack of
information, and a lack of knowledge. In fact, to be able to develop better, SMEs must
be able to make timely decisions. On the other hand, the metaverse is associated with
high-level technologies that take advantage of VR and AR together, which brings many
advantages and benefits to businesses. The technology gap is very clear in this regard,
and the capabilities of SMEs must be developed in such a way as to allow a technological
pursuit of the metaverse [12].
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Lasem is a small area in the form of a sub-district in Rembang Regency, Central Java,
which is associated with the classical style of coastal batik craft. Lasem Batik is rich in motifs
and colors due to the accumulation of local culture (Javanese) influenced by immigrant
culture, mainly derived from Champa (Vietnam), India, China, and the Netherlands. The
main characteristics of Lasem’s hand-drawn batik lie in the color display in the form of a
combination of bright colors, such as red (bang-bangan), blue, yellow, and green, which is
different from other forms of coastal batik [13]. Lasem Batik will continue to prosper, in
addition to marketing and tourism development. Lasem, known as Little China, also has
the potential to develop its tourism sector.

Lasem Batik’s marketing has experienced a great deal of turmoil and is greatly affected
by the economic conditions. Efforts to conduct marketing through offline and online
channels have been made. Marketing with an online model is achieved, among other
things, by performing live streaming through Instagram. The pandemic conditions and
changes in transportation routes between cities and between provinces, which were moved
to toll roads, no longer passing through Lasem, greatly affected the marketing of Lasem
Batik products. Efforts made by Lasem Batik include more aggressive marketing through
Facebook, WhatsApp, and Instagram. The originality of this research is the investigation of
the possibility of Lasem Batik SMEs conducting marketing through the metaverse.

2. Literature Review

2.1. Metaverse

“Metaverse” has different definitions depending on the context in which it is described.
Generally, the metaverse is related to virtual reality (VR) and augmented reality (AR). The
metaverse is a persistent and immersive world of simulation experienced in the first
person, as well as in a large group of users simultaneously present in a large space that
becomes a completely virtual environment (virtual world), or it can exist as layers of virtual
content overlaid in the real world with convincing registration [1]. Virtual reality (VR)
is an immersive and interactive simulation environment experienced in the first person
and offers the user a strong sense of presence. Mystakidis [14] defined the metaverse as a
post-reality universe, a perpetual and persistent multiuser environment merging physical
reality with digital virtuality. It is based on the convergence of technologies that enable
multisensory interactions with virtual environments, digital objects, and people, such as
virtual reality (VR) and augmented reality (AR). Laeeq [3] described the concept of a fully
immersive virtual world where people gather to socialize, play, and work. It is a simulated
digital environment that combines augmented reality (AR), virtual reality (VR), blockchain,
and social media principles to create areas for rich user interaction that imitate the real
world. Based on the above definitions, it can be concluded that the metaverse is a persistent
simulated world that combines augmented reality (AR), virtual reality (VR), blockchain,
and social media principles to create an area for interaction between platform users and
allows users to simulate the real world.

2.2. Trade in the Metaverse

Trading in the metaverse is relatively new and yields quite promising results when
businesses make use of its advantages and obtain good outcomes. For example, virtual real
estate company Gucci, a fashion brand, is collaborating with game developer Roblox to sell
products in the metaverse. Balenciaga partnered with Epic Games, the creators of Fortnite,
to provide a virtual boutique. RTFKT, a well-known metaverse brand with a collection of
shoes, was purchased by Nike to expand its sales. An 18-year-old designer sold more than
USD 3 million in virtual shoes in less than seven minutes. Nike is looking to hire virtual
apparel designers and trademark apps [3].

The whole world is experiencing a significant shift from the actual economy to the
digital economy. Work and life are increasingly dependent on the internet because various
activities depend on information obtained from online systems. The internet is often the
main gateway for millions of people to interact and socialize with each other, sell products,
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and transact through a virtual environment; long distances are not an obstacle. Technology
is key to the maintenance of many jobs. The demand for virtual reality is growing along
with the industry that utilizes the metaverse [15]. In the metaverse, a virtual world that
transcends reality, artificial intelligence, and blockchain technology are combined. With new
technologies related to the development of computers, graphics, and hardware, cyberspace
has become a reality. More and more digital asset transfers will occur on the blockchain via
avatars. It is expected that the digital value paradigm will form a new economic model.

Soepeno [16] states that the metaverse is a 3D virtual augmented reality where anyone
can experience anything in a virtual environment and connect. The use of the application
in an extended and tactical virtual environment, meeting people in virtual reality, engaging
in physical activities in a virtual holographic metaverse, and many more opportunities and
activity options are offered.

2.3. Technology Acceptance Model

The Technology Acceptance Model (TAM) was developed by Davis [17]. It explains
how the acceptance of technology by users will affect the use of the technology itself. This
theory was adapted from several models built to analyze and understand the factors that
influence the acceptance of using new technologies. The Technology Acceptance Model is
part of the Theory of Reasoned Action, which is most widely used by researchers to explain
the reasons for using information technology [15,16,18]. TAM is a theory designed to
explain how users apply and understand information technology. TAM aims to explain and
predict the acceptance of information relations with technology-based users. In addition,
TAM is also used to explain the behavior of end users with variations, and the number of
user populations is increasing. TAM has three key variables: perceived usefulness (PU),
perceived ease of use (PEU), and behavioral intention to use (BIU). Perceived usefulness
and ease of use of IT are the most significant factors influencing the desire to adopt
information technology.

Since its introduction by Davis [17], TAM has been widely used by researchers to
explain the user acceptance of technology. The model explains that if a technology is
deemed useful, the technology will be adopted, which seems to be supported by the PEOU.
There is a positive and strong correlation between the acceptance and use of technology
variables and user satisfaction. The results of this study are useful not only for managers
but also for manufacturers, technical support, online support, and after-sales services
because they are advised to develop strategies for user satisfaction [19].

Davis [17] developed and validated a new scale for two specific variables, perceived
usefulness and perceived ease of use (see Figure 1), which were hypothesized to be funda-
mental determinants of user acceptance. Davis’ main goals were as follows: first, the theory
presented should be able to enhance our understanding of the user acceptance process,
providing new theoretical insights into the design and implementation of successful infor-
mation systems; second, TAM must provide a theoretical basis for the testing of acceptance
among users of the system.

Figure 1. TAM. Source: Davis (1989).
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Davis [17] found that usability has a much greater correlation with user behavior
than ease of use. Perceived ease of use may, in fact, be a causal antecedent for perceived
usefulness; that is, PEOU affects technology acceptance (TA) indirectly through PU. In
the last decade, TAM has received much attention and empirical support (see Gefen and
Straub [20]; Venkatesh [21]). It is estimated that around 100 studies were published in
journals, proceedings, or technical reports related to TAM between 1989 and 2001.

2.4. Theory of Planned Behavior

The Theory of Planned Behavior was developed by [22] and is often used to explain
individual behavior associated with the use of information technology. Many studies
have proven this and provide empirical evidence for researchers. Intention to behave
with different types of technology can be predicted with high accuracy from attitudes
towards behavior, subjective norms, and perceived behavioral control. Nita considers this
in conjunction with perceived behavioral control, explaining the considerable variation
in actual behavior. Huang and Chen [23] stated that the Theory of Planned Behavior
developed by [22] has become the main theory used to explain actual intentions and
behavior in various fields. The Theory of Planned Behavior considers attitudes, subjective
norms, and perceived behavioral control (PBC) as three useful factors in predicting actual
intentions and behavior.

3. Research Methods

The sample of this research consists of the owners of Lasem Batik SMEs in the middle-
to-upper business category whose sales have reached the provincial, national, and interna-
tional levels. The criteria for selecting this sample referred to the Indonesian Government’s
Law No. 20 of 2018 [24] regarding the following criteria for SMEs: (1) a minimum net worth
of IDR 500 million, and (2) a sales turnover in one year of at least IDR 2.5 billion. Based on
these criteria, the selection of SMEs was conducted through the Lasem Batik entrepreneur
cooperative. There are 79 batik entrepreneurs who are members of the batik entrepreneur
cooperative. The selection was carried out on 79 batik entrepreneurs, and 40 batik business
owners who met these criteria were obtained.

This study uses an interpretive phenomenological analysis (IPA) approach, which
provides the researcher with the best opportunity to understand in depth the research
participants’ experiences of the metaverse. As a ‘participant-oriented’ approach, the inter-
pretive phenomenological analysis approach allows the research participants to express
themselves and provide their recollections of their experiences as they see fit, without
distortion and/or prosecution. The primary aim of the IPA approach is to explore the
‘hands-on experience’ of the research participants and to enable them to generate research
findings through their experiences [25]. Qualitative research methods impart an added
advantage to exploratory abilities. Qualitative methodologies enable researchers to advance
and apply their interpersonal skills and subjectivity to their exploratory research process.
In a study with an interpretive phenomenological analysis (IPA) approach, IPA provides
the best opportunity for researchers to understand the details of the ‘life experiences’ of
research participants in depth.

The research process was conducted as a focus group discussion, which started with
an explanation of the metaverse and the various functions of the metaverse. The process
of applying the metaverse for marketing in Lasem Batik was also conducted, with the
assistance of various workshops on materials related to creating a metaverse space, photog-
raphy, branding, and promotion through a metaverse. The focus group discussion focused
on understanding the metaverse, the readiness of the owners of Lasem Batik to consider
the metaverse, the obstacles and challenges that will occur, and the prospects for marketing
through the metaverse.
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4. Results and Discussion

4.1. The Understanding of the Metaverse

A focus group discussion was conducted to discuss the possibility of using the meta-
verse to increase the marketing of Lasem Batik. The initial question in this research was
regarding the participants’ understanding of the metaverse. In the focus group discussion,
the researcher explained in detail what the metaverse is, with the various functions and
uses of the metaverse. Participants were asked to respond to questions about their under-
standing of the metaverse and the likelihood that they would use the metaverse to expand
their marketing channels. The results of the focus group discussion are depicted in Figure 2.

 

Figure 2. The understanding of the metaverse. Source: processed primary data, 2022.

Based on Figure 2, the majority of participants stated that the metaverse is a virtual
3D space. This understanding was deepened by discussions about virtual 3D spaces that
combine VR and AR, which today is often referred to as the metaverse. The metaverse can
be used by various institutions and associations to conduct online meetings and can even
be used to market products, such as through model exhibitions. In the acceptance model
theory, this stage involves explaining how technology is accepted by users. The acceptance
of technology begins with an understanding of the technology itself [3,22,23].

The introduction of the metaverse technology was conducted by providing examples of
various batik exhibitions conducted with AR and VR technologies. The control of metaverse
technology towards Lasem Batik entrepreneurs can be seen in Figure 3. This exhibition
was designed to include various activities that were photographed and videotaped in the
metaverse space. Exhibitors could observe various models of batik, and, if interested, they
could perform transactions with batik owners.

 
Figure 3. Batik exhibition in the metaverse. Source: workshop result, 2022.

4.2. Intended Use of the Metaverse

The participants were asked what they expected to achieve by using the metaverse,
and 43% stated that by using the metaverse they would obtain access to a virtual community
(see Figure 4), which could provide various benefits. In addition, 33% of participants stated
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that using the metaverse would create a growing trade, and 25% of participants stated
that they would obtain familiarity with a different world. We can conclude that batik
business owners hope that by using the metaverse, they will be able to achieve many
benefits, especially related to market expansion, which is quite different from the brand’s
past experiences.

 

Figure 4. Intended use of the metaverse. Source: processed primary data, 2022.

Based on the responses of the batik entrepreneurs who were invited to discuss their
attitudes towards using the metaverse, they showed great interest in expanding their
marketing channels to a wider area. Lasem Batik entrepreneurs also accept the challenge
of studying the metaverse with new knowledge and techniques never considered before.
Great interest in using the metaverse is one of the keys to successfully using this type of
information technology. It has been explained that TAM has three main variables: perceived
usefulness (PU), perceived ease of use (PEU), and behavioral intention to use (BIU) [15–18].
Interest in using the metaverse is a determining factor in whether or not this information
technology platform is used. This is also supported by the behavioral control conducted
by the researchers by providing examples of the use of the metaverse and descriptions of
development opportunities that can be explored. Such conditions align with the conditions
described in the Theory of Planned Behavior [15–18].

In its development, the process of implementing the metaverse to expand the market-
ing channels for Lasem Batik was well-received by the local community. This is shown by
the large number of mass media interested in becoming involved, particularly by publiciz-
ing training activities and workshops related to the metaverse conducted by researchers
at Lasem [26–29]. Marketing activities constitute an interaction between the environment
and the companies, which are self-centered during their operations. Such activities have
included functional, transactional, competitive, mixed, integral, and relational aspects,
among others [30].

4.3. Constraints of Using the Metaverse

Aware of the current condition, whereby batik business owners are not fully familiar
with the metaverse or the various tools needed, we asked whether any obstacles were
expected to greatly affect the use of the metaverse platform as a marketing tool for Lasem
Batik. Participants’ responses were as follows: 48% of Lasem Batik owners stated that
they lacked knowledge about the metaverse (see Figure 5), and 8% of participants stated
that they would refuse to use the metaverse because their industry adheres to traditional
practices. Meanwhile, 10% of participants stated that the main obstacle faced was that
the infrastructure required to use the metaverse did not yet exist. In addition, 15% of
participants stated that they had to improve their human resources and were willing to
perform marketing through the metaverse. Finally, 20% of participants stated that they
required high creativity in marketing their products through the metaverse platform,
while their current business processes were focused on the patterns and development of
batik motifs.
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Figure 5. Constraints of using the metaverse. Source: processed primary data, 2022.

The obstacles faced by Lasem Batik entrepreneurs in using the metaverse are not fully
considered to be inhibiting factors in developing their knowledge and marketing channels.
Although they are still unfamiliar with the metaverse and the tools used to access the
metaverse, the high willingness to learn among these batik entrepreneurs could help them
to overcome the obstacles that they face. As revealed by [29], Lasem Batik entrepreneurs
have established a cooperative formed to develop their businesses with various activities,
including savings and loans, workshops, and discussions on batik development. In this
cooperative, many problems have been resolved, including the problem of expanding the
batik marketing channel.

4.4. The Possibility of Using the Metaverse Platform as a Marketing Tool

In general, the enthusiasm to participate in various metaverse-use preparation pro-
grams is extremely high. Based on the analysis of the responses of batik entrepreneurs
when asked about the possibility of using the metaverse to market their batik, the answers
were as follows: 13% of participants said they would not use the metaverse platform,
their main reason being there is no evidence that the metaverse can increase sales; 48%
of participants stated that they would use the metaverse platform; another 40% were still
hesitant to use the metaverse platform for marketing their products.

The considerations were the same as those of the participants who answered “no”—
namely, there is no convincing evidence that marketing with the metaverse can be achieved
and can increase sales. The condition of batik entrepreneurs who are still unsure is in
accordance with the research results of Hastuti et al. [31], which states that Lasem Batik
entrepreneurs have not used information technology as a tool in managing the business.
This is illustrated in Figure 6. These results support what is stated in the Technology
Acceptance Model. There is a positive and strong correlation between the acceptance and
use of technology and user satisfaction. The results of this study are useful not only for
managers but also for manufacturers, technical support, online support, and after-sales
services, as they are important in the development of user satisfaction strategies [23].

 

Figure 6. The possibility of using the metaverse platform. Source: processed primary data, 2022.
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The involvement of Lasem Batik entrepreneurs in activities designed to prepare them
for using the metaverse platform is quite high. Preparations include creating a metaverse
platform, preparing a space for exhibitions, and creating metaverse assets. To expedite the
process of placing batik assets in the metaverse, a photography workshop was held. This
workshop was intended to document Lasem Batik’s work in the metaverse. In addition,
a workshop was also held on exploring batik branding and promotion on the metaverse
platform. With these workshops, it was hoped that the Lasem Batik entrepreneur could
increase his understanding of the metaverse to overcome his concerns about using it. In
addition, a metaverse platform prototype was also developed for the Lasem Batik exhibition.
Several ready-made metaverse room templates were provided for Lasem Batik SMEs to
make it easier for them to utilize the technology for their business. SMEs can use the room
templates provided by the platform and collaborate with other SMEs to hold metaverse
exhibitions to attract global customers. This is consistent with what is stated in the Theory
of Planned Behavior. The Theory of Planned Behavior was developed by [17] and is often
used to explain individual behaviors related to the use of information technology.

4.5. The Hope after Knowing the Metaverse

It was hoped that the workshop provided as part of the preparatory process for using
this platform could provide deeper and more detailed insights for Lasem Batik business
owners. During the workshop process, in addition to providing knowledge and skills
enrichment materials about the metaverse, an activity evaluation and analysis of increasing
interest was also conducted using the metaverse platform. Based on the evaluation results,
it was found that 75% of participants would continue to use the metaverse platform as an
alternative to the Lasem Batik marketing platform and 25% of participants stated that their
use of the metaverse platform required assistance in its operation (see Figure 7). Based
on this evaluation, it can be concluded that 100% of participants would use the metaverse
platform as an alternative method of marketing batik products. Based on the results, it
can also be concluded that the metaverse workshop and its supporting tools, provided by
the researchers, encourage batik entrepreneurs to use the metaverse platform. Participants
who are hesitant at first are encouraged to become involved in using the metaverse, even if
they require assistance initially.

 

Figure 7. The hope of using the metaverse. Source: processed primary data, 2022.

4.6. Environmental Support

The batik business can develop well if there is support from various parties, such as
family members, the surrounding community, and the government. Government support
in the form of exhibitions and events will increase product marketing and encourage the
emergence of batik product innovation. This is possible because the exhibitors could visit
each other and discuss the uniqueness of each of their products. Government support can
also be provided in the form of skills development and training for batik craftsmen [32].
Batik has been recognized as one of the products developing rapidly in the creative economy
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in Indonesia. The batik trade has grown and developed in Indonesia as a form of preserving
regional cultural wealth, which has been developed as a form of local wisdom [33].

Recently, the central government, through the village development program, has
formed a tourist village in an effort to develop regional potential and provide a place to
foster community creativity. Tourism villages can also increase the incomes of local en-
trepreneurs. The community’s strong support for the creativity of its citizens—for example,
the creativity in producing batik and other food businesses—is achieved by purchasing
these products. This will increase the turnover of the village economy. In addition, batik
entrepreneurs can also encourage their employees to take part in the training provided so
that they can jointly develop their own abilities and support the batik business in which
they work. Small and medium enterprises (SMEs) face unique challenges in the business en-
vironment. SMEs must be able to keep up with change if they are to survive and grow and
meet the expectations of creating investment and job opportunities. SMEs are expected to
successfully adapt to technological changes and advances, customer expectations, supplier
requirements, the regulatory environment, and increasing competition [34–36].

The government must ensure stable macroeconomic conditions, especially regarding
exchange rates, interest rates, and inflation. Policies for SMEs must be able to protect and
support their businesses in times of low economic growth. Governments can increase
the promotional channels for new business development through intensive mentoring
and removing known barriers. SMEs are introduced to an integrated multi-sector SME
strategy. They are provided with partnership facilitation, entrepreneurship promotion and
support, ease of access to financing, a focus on export promotion, and competitiveness
development [22,23].

In this study, the community’s support for batik businesses’ efforts to expand their
marketing through the metaverse platform was perceived by batik business owners. This
support is depicted in Figure 8 as follows: 65% of participants stated that they received full
support from the community, 13% of participants stated that they encountered obstacles,
and 23% of participants wished to learn more about the metaverse. This indicates a society
open to new developments that will advance the region.

 

Figure 8. Environmental support for the use of the metaverse platform in business development.

4.7. Continuity of Business Planning

Continuous business plans and strategies provide effective solutions for multi-cloud
and microservice approaches. A business continuity plan can help to provide a backup and
measures for disaster recovery. In the business plan, actions have been raised to ensure
sustainable business processes during disasters and emergencies. Business continuity
planning methods include risk assessment, impact analysis, and a full business continuity
strategy [37].

The talent for making Batik that has been owned by the people of Lasem and combined
with the cultural heritage program by the government has made Lasem Batik continues to
grow to this day. Cultural and Batik observers from universities and non-governmental
organizations also coloured the development of Lasem Batik [38].

The ups and downs of Lasem Batik occur because the main thing is the willingness
of the Lasem people themselves to keep the cultural heritage growing in Lasem or not.
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Many Lasem Batik businesses have gone out of business because there is no successor
to their business. The heirs are more likely to work in other sectors and outside Lasem.
This growing awareness of the importance of the Lasem Batik business being maintained
and developed is a crucial factor that the Batik community and the Rembang district
government as well as cultural observers realize so that until now Lasem Batik is getting
better and better [39].

Based on the focus group discussions with batik business owners (results can be seen
in Figure 9), we obtained the factors that influence the growth of Lasem Batik. Focus
group discussion participants stated that the factors that determined the sustainability of
Lasem Batik were as follows: 28% of participants stated that they maintained the quality of
their products, 23% of participants stated that they conducted continuous promotions both
online and offline, and 18% of participants stated that the continuity of the batik business
was due to the creativity and innovation of batik owners, who continued to grow. Moreover,
3% of participants stated that to develop their business they had to add employees, while
9% of participants stated that they had to use the opportunity to develop as much as
possible. Meanwhile, 3% of participants stated that they had to maintain the traditional
nature of Lasem Batik, and 15% of participants stated that they had to always maintain
good relations with customers and expand their relationships.

 

Figure 9. Efforts to maintain business continuity.

Lasem Batik has developed over time and has experienced some turmoil. The cultural
value in Lasem continues to be developed by the local community and government [40].
The Lasem community’s talent for batik, combined with the government’s cultural heritage
program, has allowed Lasem Batik to continue to grow to this day. Observers of culture
and batik from universities and non-governmental organizations have also promoted the
development of Lasem Batik [41,42].

The turmoil and success experienced byLasem Batik has occurred because of the
willingness of the Lasem people themselves to maintain the cultural heritage that has
developed in Lasem. This is the main requirement. Many Lasem Batik businesses have
become bankrupt because there are no successors. Successors are more likely to work in
other sectors and move outside Lasem. The growing awareness of the importance of the
Lasem Batik business to be maintained and developed is a crucial factor that the batik-
making community should be aware of. This can be strengthened by the support of the
Rembang District government, as well as culturalists around Lembang, or even by national
culturalists paying more attention to the development of Lasem Batik so that Lasem Batik
can continue to grow and expand.

5. Conclusions

Studies on the readiness of SMEs in Lasem Batik for using the metaverse as a market-
ing channel have not been conducted widely. The originality of this research is its focus on
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metaverse applications in SMEs. Thus far, the metaverse has been used in large institutions,
both in the world of business and the world of education. This study describes the readiness
of Lasem Batik SMEs to utilize the metaverse by adopting an interpretive phenomeno-
logical analysis (IPA) approach. The phenomenological analysis provides researchers
with an opportunity to understand, in-depth, the research participants’ experiences of
the metaverse. The study results show that the readiness of batik entrepreneurs to use
the metaverse is highly dependent on the support of various parties. A strong desire to
progress and develop one’s business is the main factor determining one’s intention to use
the metaverse. Support from other parties, especially those who provide assistance regard-
ing new technologies that businesses have never used before, is urgently needed by batik
SMEs. The results of this study prove that information technology assistance can eliminate
doubts about using the metaverse and promote strong beliefs to encourage involvement
and the exploitation of opportunities to develop the business. The involvement of the mass
media and non-governmental organizations is also a factor that can provide support for the
intention of SMEs to use the metaverse. With mass media publications, it will be possible
to increase the news about batik itself; this will raise the prestige of batik in the eyes of
buyers and prospective buyers. Lasem Batik will also be increasingly recognized by many
people. From mass media publications, we may also attract the government’s attention to
assist in the development of batik SMEs.

Implementing the metaverse for batik marketing includes creating a metaverse plat-
form, preparing a space for exhibitions, and creating metaverse assets. To expedite the
process of placing batik assets in the metaverse, a photography workshop was held. A
workshop was also held exploring batik branding and promotion on the metaverse plat-
form. With these workshops, it was hoped that the Lasem Batik entrepreneur would
increase their understanding of the metaverse so that they could overcome their concerns
about using the metaverse.

The main obstacle faced by Lasem Batik entrepreneurs in using the metaverse is their
fear of not being able to use the tools to access the metaverse. In addition, the sustainability
of using the metaverse depends on the ability of batik entrepreneurs to obtain the optimal
benefits from the metaverse. Another challenge facing batik entrepreneurs is that SMEs
must be able to keep up with change if they are to survive and grow and meet expectations
by creating investment and job opportunities. SMEs are expected to successfully adapt to
technological changes and advances, customer expectations, supplier requirements, the
regulatory environment, and increasing competition.

Based on the results of this study, researchers can implement the use of the metaverse
among Lasem Batik entrepreneurs and cooperate with the local government based on the
Lasem Batik SMEs’ characteristics. As a result of the research, a prototype of a metaverse
platform for a Lasem Batik exhibition has been developed. Several ready-to-use metaverse
room templates have been provided for the Lasem Batik SMEs to ease the process of
utilizing the technology for their business. The SMEs can use the room template provided
by the platform and join other SMEs to hold a metaverse exhibition to attract global
customers. These rooms will be connected to create a metaverse exhibition to attract global
customers. Although the platform can not only be viewed using a metaverse headset but
also can be accessed by laptop users or smartphone users, the most immersive experience
can be achieved by the use of a metaverse headset. Batik cloth and batik outfits that are
displayed in 3 dimensions in the immersive room and can be seen in detail will create a new
experience for the customers who see those clothes. The new experiences that customers feel
can increase better interest in batik cloth and batik outfits. The development of exhibition
spaces within the metaverse can be an alternative to displaying Lasem Batik products
virtually and regularly in various countries that the SMEs have never visited before. From
the results presented, future research could analyze the impact of the metaverse on the
marketing of Lasem Batik by measuring the increase in sales, both in terms of the quantity
and quality of its customers.
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6. Recommendations

Recommendations are provided for Lasem Batik entrepreneurs. They can use the
results of this study, which show that strong intentions accompanied by support and
assistance will help to strengthen the use of information technology as one of the channels
that will expand the range of sales of Lasem Batik products. Lasem Batik entrepreneurs
can use this research as a reference to ensure that their knowledge is up to date, especially
so that the batik that they produce can reach a global level. The batik business can thus
grow rapidly because it can keep up with the latest marketing developments but can also
anticipate the risks that will occur. Innovation and creativity continue to be developed
as one of the keys to business success. The main recommendation for the government
is that they must continue to support Lasem Batik SMEs so that the cultural heritage
can be well maintained and develop into a national asset that is known internationally.
Recommendations for future research are that research can be conducted using quantitative
methods that examine the impact of using the metaverse to improve financial performance,
increase Lasem Batik branding, and expand its marketing.
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Abstract: The social and political efforts to fight climate change have contributed to a re-thinking of
traffic systems, especially in urban areas under constant transformation. To simulate and visualize
planning scenarios of urban traffic systems in a realistic way, the possibilities of virtual 3D envi-
ronments have regularly been used. The modern potentials of (immersive) virtual reality, however,
still require exploration, evaluation, and further development. Using the game engine Unity, an
immersive virtual environment was developed to visualize and experience dynamic traffic conditions
of a highly dense urban area. The case study is based on the characteristic model of a Central
European city (not a representation of a real city), which brings together the specific considerations
of urban traffic, such as mirroring the complex interplay of pedestrians as well as individual and
public transport. This contribution has an applied methodological focus and considers possibilities
as well as difficulties in the design of a reliably running (open-end) traffic system. The applied tool
for the creation of a modular and customizable traffic system in Unity resulted in a traffic system
that is capable of reacting to the individual behavior of the user (including the individualized mo-
tion of the avatar), without leading to accidents or uncorrectable traffic jams. Therefore, the tool
used could be a valuable option for any developer of immersive virtual environments in Unity to
equip these immersive virtual environments with a traffic system, without the use of additional
third-party software.

Keywords: virtual reality; smart mobility; transport geography; human–computer interaction;
game engine

1. Introduction

The ongoing worldwide debates on the consequences of climate change, digitization,
and urban migration have led to new political and planning concepts for governing and
redesigning cities and their urban systems. An important field of action is inner-city traffic,
whose emissions (pollutant emissions and noise) and dynamics have a major impact on
the lives of citizens [1–3]. New approaches to transport systems in the future that pursue
smart and climate-neutral goals are leading to significant changes in the urban landscape;
for example, the replacement of combustion engines with electric motors, the increase in
public transport with a decrease in cars at the same time, the increase in bicycle traffic with
more bicycle paths, new approaches in unmanned parcel delivery, more charging stations
for electric mobility, more greenery at the roadside, etc.

In order to simulate and plan this complex interaction of new approaches in the urban
traffic system, modern approaches to visualization in virtual reality (VR) are suitable. VR-
based visualizations enable different actors in the planning process to experience the entire
construct in an immersive approach. In addition, by assigning rules of motion and behavior
to each relevant traffic object, a system can be created (and changed in terms of individual
parameters) that simulates the multisensory impact of inner-city traffic.

This article aims to present an example of a transferable VR-based traffic system in
the model (typical traffic situation at an intersection) of a Central European city. After a
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summary of VR-based approaches to urban traffic simulation (Section 2), the core steps
and characteristics of a new approach (Section 3) are presented, and the limitations of the
approach (Section 4) are discussed. In terms of methodology, the approach presented in
this article is based on the current possibilities of the game engine Unity.

2. Virtual Reality in Urban Traffic Simulations

The idea of simulating urban traffic systems, in the sense of “traffic as a simulation
of object” [4], has a long tradition and has made regular advances with new technology
and methods (see also [5]). Several research efforts have been made to apply technological
and methodological innovations to simulate traffic situations, such as CAD and GIS [6–8],
parallel computing [9], and 3D modelling [10,11]. With increasing computing power, the
number of objects has also increased within virtual traffic models cf. [12–14]. Approaches to
the use of virtual reality began to play an increasingly important role in the 2010s (e.g., [15]).

Today, VR technologies are known in geoinformation sciences for the development
of immersive environments and have so far only been used sporadically for traffic sim-
ulation. To bring together traffic planning and the design of sustainable urban spaces,
bike simulators that facilitate immersive VR have recently been developed [16–18]. With
respect to inner-city automobile traffic, few studies are available to date that address specific
components of VR-based simulations.

Edler et al. [19] discussed approaches to the dynamic visualization of 3D sound for
VR-based road traffic simulations. Beyond the visualization of urban soundscape ecology,
Wu et al. [20] used 3D sound in immersive VR to study pedestrian decisions in intersection
situations. Using deep learning approaches, Kalatian and Farooq [21] attempted to analyze
pedestrian and vehicle interactions in immersive VR. Currently, research on the technical
development of interacting transportation systems in immersive VR is scarce. This study
follows up on this by presenting an approach to an interacting traffic system in immersive VR.

When it comes to traffic simulations within the game engine Unity, which became free
to use in 2015 for personal users, there is a lack of publications dealing with the creation of
transport systems from a non-expert developer perspective. Rundel and De Amicis [22]
created a workflow based on a combination of different proprietary and freely available
stand-alone software to implement a traffic system into the game engine Unity. The use of
proprietary software in this workflow might be a hurdle for developers who want to benefit
from freely available software such as Unity and also implement a traffic system without
the use of additional third-party software. Liao et al. [23] used the freely available traffic
simulation software SUMO to implement traffic into Unity, but focused on the analysis
than the implementation and visualization of the traffic system. Chen and De Luca [24]
used a visual programming language to simulate random traffic and autonomous driving.

Thus, in this paper, the proposed method provides a cost-effective solution to allow
developers of immersive virtual environments without a technical background in traffic
simulation to quickly add traffic to their immersive virtual environments in Unity, without
the need to learn and use additional third-party (proprietary) software.

3. New Approach to Urban Traffic Simulation in (Immersive) VR

For the development and creation of a 3D environment in the form of an exemplary
inner-city intersection situation, the game engine Unity was used in this study. The future
purpose of this 3D environment is to use it in geography classes to familiarize students with
possible sustainable urban development concepts. The creation of additional 3D objects
was realized using the Blender software. Unity provides developers with the ability to
contribute their own 3D models and compatible software to the game engine using the
Unity Asset Store. The development and implementation of an urban traffic system were
performed using the “Simple Traffic System” asset, available in the Unity Asset Store by
the developer TurnTheGameOn. This asset offers the possibility to build a modular traffic
system with the help of a dedicated editor.
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Locomotion in the virtual environment took place through a keyboard and mouse
controllable first-person avatar. The application was released as Web Graphics Library
(WebGL), which creates the possibility to run and use the application in a web browser.
The 3D environment was additionally developed to be experienced with a head-mounted
display and controller using teleportation as the type of locomotion. The implementa-
tion was performed using SteamVR, and the virtual reality application was released as a
Windows standalone.

The initial point for the development of an urban traffic situation inside an immersive
virtual environment was the idea of an intersection situation that can be found within the
traffic network of a Central European city. The representation of the city in the virtual
environment itself is not built on any real existing urban environment. It is considered a
representative model. The intersection situation consists of a main road with four motorized
traffic lanes and one lane for a tram. In addition, there are two side streets for motorized
traffic (Figure 1). Around the streets, the environment is modelled with buildings (perimeter
block development). The focus of transportation planning for the road network is on
motorized traffic.

 
Figure 1. The inner-city intersection situation. The yellow arrows represent the driving direction of
the waypoint routes, while the green lines represent the next waypoint of a vehicle on a route that
will be approached.

3.1. Requirements for Object Interaction in the Traffic System

The preconditions of the possible interactions to be applied in the transport system
should be defined in advance of development. The implementation of the simulated virtual
motorized traffic was performed after the virtual environment was created. The traffic
system consists of vehicles, traffic lights, the traffic network (represented by interconnected
waypoint routes), and an avatar that interacts with each other. The interaction between
the vehicles should take place in such a way that no accidents occur. This means that
vehicles should recognize other vehicles and also initiate the braking process when the
vehicle in front of them brakes. In addition, the vehicles should be able to interact with the
traffic light system. The traffic light system component is expected to ensure that vehicles
react in accordance with the current traffic light circuit. Since the virtual environment can
be experienced through a first-person avatar and, accordingly, the road can be walked
on, the vehicles should interact with the avatar in such a way that the avatar is not run
over by vehicles. This requires that the traffic system is able to react to individual user
motion represented by the avatar. For example, the vehicles must be able to recognize an
avatar when it is too close to them in order to stop and avoid accidents. After the actions
take place based on the avatar’s position, the traffic has to continue without producing
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uncorrectable traffic problems (accidents, traffic jams at the intersection, and obstruction of
the traffic routes of trams or cyclists). The traffic system in its entirety should run in a loop
without interruptions (open-end). Therefore, it was defined that the traffic lights have a
fixed continuous running circuit, which cannot be altered by the actions of the avatar.

The walkability of the virtual environment by the avatar is limited to the area of the
intersection situation. Moving further is restricted by an invisible wall with a collider
attached to it. When the avatar is navigated into the inaccessible area, the limit of the
freely explorable environment becomes visible through an impenetrable red transparent
wall, and an acoustic signal is then played. The walkable virtual environment is shown
in Figure 2. The figure indicates that the road network goes beyond the walkable area for
the avatar. The interaction features for the educational learning tasks, which are connected
to interactable 3D objects, can be found in the area accessible to the avatar. Vehicles are
loaded from areas that are not accessible and visible to the avatar. When the player is
looking towards the areas that are not accessible, the impression is simulated that the
environment is larger than it really is. For example, a train runs along the end of the main
street. This is to give the impression that the virtual environment and the traffic is not
limited to the intersection.

Figure 2. Limits of the explorable area of the crossing situation indicated in the development environment.

3.2. Creating a Road Network, Road Waypoints, and a Waypoint Route

As the basis of the road network, it is necessary to equip the 3D-modelled roads of
the virtual environment with waypoints. These waypoints represent the traffic network
on which the vehicles should drive. For the creation of waypoint routes, the asset offers a
dedicated editor. First, an AITrafficController is loaded into the unity scene using the editor
button. This AITrafficController controls the other components of the traffic system. Then,
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using the AITrafficWaypointRoute button of the user interface, a waypoint route is loaded
into the unity scene. Each waypoint route consists of at least two connected waypoints. The
waypoints are manually inserted into the environment. The first waypoint is the start point
and the last waypoint is the endpoint of a road in the traffic system, as shown in red in
Figure 3. In order to connect different waypoint routes, the asset provides a configuration
mode that allows connecting the endpoints of one waypoint route to the starting point
of another.

 

Figure 3. An individual waypoint route consisting of multiple waypoints can be implemented in
virtual environments, which serve as the basic construct of the traffic system. (The yellow arrows
indicate the direction of travel).

On every waypoint, the speed of the vehicles driving on the route from that waypoint
to the next waypoint can be set via the script settings in Unity. To create a waypoint in the
virtual environment, a so-called AITrafficController is loaded into the Unity scene via the
tool window, which controls the movement of the cars along the created routes. After that,
an AITrafficWaypointRoute has to be loaded via the tool window. It contains an array of
waypoints that can be created by holding down the shift key and clicking the left mouse
button. It is possible to create individual waypoints for waypoint routes manually.

Since the vehicles are to be loaded onto the waypoint routes outside the visibility range
of the avatar, multiple connected waypoint routes were created for this purpose. Since the
accessibility of the virtual environment by the avatar was limited to the intersection, the
traffic system was not interconnected by several connected waypoint routes. Vehicles were
loaded into the traffic system through those waypoint routes that were pointing towards
the intersection. When the vehicles reached the end of the waypoint routes, they were
loaded back to their starting waypoint route and drove the route using the predefined path.

3.3. Traffic Lights

As a next step, the traffic lights are integrated into the virtual environment in the
waypoint network that has been created so far (Figure 4). Once a waypoint route is
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implemented into the unity scene, it is possible to connect traffic lights to them via the
dedicated editor window. For this purpose, an AITrafficLightManager is loaded into
the scene that consists of a Unity Game Object called AITrafficLight. The Game Object
AITrafficLight contains three separate objects that represent the traffic light colors red,
yellow, and green as a mesh. Using the edit function of the tool window, the AITrafficLight
is connected to the endpoints of a waypoint route. These endpoints serve as stopping
points at which the vehicles stop when the traffic light phase displays red or yellow. In
the settings of the AITrafficManager, the time in seconds for the red, yellow, and green
phases can be set for each created AITrafficLight. In addition, traffic light cycles can be set
according to the sequence in which the respective pairs of traffic lights execute their traffic
light phase. Once the traffic light circuit and the sequential order of the traffic lights have
been set, the traffic lights run open-end when the application is started.

Figure 4. Traffic light meshes attached to a 3D model of a traffic light VR intersection situation.

3.4. Vehicles

After the waypoints have been connected to the traffic lights, the vehicles are loaded
into the waypoint routes where the vehicles are to appear and travel accordingly along the
predefined route. Vehicles are the components in the traffic system that move along the
predefined waypoints of the waypoint routes, waypoint by waypoint, and are reloaded to
their original waypoint route when the vehicles reach the last waypoint. Thus, the vehicles
consist of a modelled body and tires, which are equipped with Unity’s own wheel colliders.
In order to detect obstacles (vehicles or avatars) when driving along the waypoints of the
interconnected waypoint routes and to stop accordingly after detecting them, the vehicles
are equipped with three colliders. Two are located on the left and right sides of the vehicle
and one is in front of the vehicle.

To integrate the vehicles into the already built traffic system, the 3D models of the
vehicles are connected to a waypoint route for this purpose. In order to implement them,
the waypoint routes have an array of Unity Game Objects attached to them, into which the
vehicle models can be loaded via drag and drop.

4. Discussion: Technical Limitations and Solutions

Theoretically, the implementation and connection of the individual components of
the asset should result in a functional urban traffic system that runs open-end without
errors. However, issues have occurred in the development process of the traffic system that
occasionally brought it to a complete breakdown, as shown for example in Figure 5. In this
particular case, traffic accidents occurred in the areas of the starting waypoint routes used
to load vehicles. This error occurred when two vehicles took different routes on turning
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points but reached the endpoints of the different waypoint routes at the same time, which
also caused them to be loaded to their starting waypoint route at the same time. The cause
of this error was that the vehicles were loaded to their starting waypoint routes at the same
time. This caused these vehicles to collide with each other, fall over and become unable to
drive, leading to a blockage of the road, which prevented other vehicles from continuing
their route, since these crashed vehicles were recognized as obstacles. This highly relevant
issue counteracting the idea of an open-end loop could not be handled by the opportunities
of the asset itself. It required the customized implementation of an adjustment.

 

Figure 5. Traffic accident triggered by simultaneous loading of vehicles onto the waypoint route.

To solve this issue, a collider was placed in the location of the waypoint routes used to
load the vehicles. Additionally, blockades were placed at the ends of the waypoints. The
collider at the loading waypoint routes is used to check whether there are currently any
vehicles in the waypoint route area. If this is the case, the deployed collider at the end
waypoint routes is activated and prevents vehicles from reaching the endpoint and being
loaded to the starting point of their waypoint route. Other solutions to this error, such as
disabling the vehicle colliders while on the starting waypoint route, are imaginable.

Another issue is that by actively moving the avatar into the interaction through
the user, a gridlock of the traffic system can be triggered because the avatar is set to be
recognized by the vehicles as an obstacle and ensures that the vehicles stop. If the avatar is
placed within the intersection in such a way that the vehicles stop and block each other,
since the avatar is detected as an obstacle, this leads to a traffic gridlock situation as shown
in Figure 6. Such a traffic gridlock would not resolve itself and would persist until the
application is restarted.

To resolve such gridlocks caused by irrational user behavior, vehicles that have not
moved for a fixed time period are loaded back to their starting waypoint routes and
disappear from their current position in the environment. The waiting time has been set
longer than the stop time of the traffic light phase so that the vehicles waiting at the traffic
lights are not mistakenly loaded to their starting waypoint routes. Considering that the
vehicles disappear from the environment after the waiting time has expired, it could lead
to a negative impact on the user’s immersion if the disappearance is perceived.
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Figure 6. Traffic gridlock triggered by the user through the avatar displayed on the mini-map as a
red arrow.

There could be other difficulties in implementing a transportation system that is not
encountered in the application example presented here. The traffic system implemented
here did not consist of a closed system of waypoint routes, since the area of the virtual
environment was limited to the intersection. Especially in the case of a further developed,
more complex, and closed traffic network with more traffic volume, further sources of
error and difficulties would be imaginable. Further developments in traffic systems should
deal with the irrational behavior of users in order to avoid errors triggered by irrational
behavior. In addition, studies are needed to identify the key factors of accidents and errors
in traffic simulations as has been carried out by Liu et al. [25], who elaborated on the key
factors of the severity of traffic accidents between automobiles and two-wheelers.

Despite the errors and the described limitations of the traffic system, the implemen-
tation into the already existing virtual environment in Unity is user-friendly due to the
modular structure of the individual components and the user interface. Developers who
value and prefer a fast and user-friendly implementation of a traffic system with a focus
on traffic visualization could benefit from this tool without relying on other additional
software. Due to the availability of the source code, adaptations by developers who want
to go beyond the sole purpose of traffic visualization and extend the tool for analytical
application purposes are conceivable.

5. Summary

The simulation of traffic systems in virtual environments has been a topic attracting a
multidisciplinary research community for decades [4,18]. With new political and planning
concepts for urban transformation, as well as with the increasing computational power
and software solutions, [13,14], the complexity and applications of traffic simulations
have increased.

The current opportunities for developing realistic, immersive, and intelligent VR-based
traffic systems in Game Engines provide a new dimension of interaction. Individual motion
paths of the user’s ‘virtual ego’ (avatar) require a permanent interaction and reaction of
other animated objects within the system. This leads to an individual chain of follow-up
reactions. To avoid a collapse of the permanent loop of the traffic system, rules must be
defined in the development phase that guarantee a running system and do not restrict the
freedom of user motion and the perception of a realistic scenario. The present study uses
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the opportunities of the asset “Simple Traffic System” and added individual solutions to
guarantee such criteria.

With the presented asset, it was possible to equip the virtual environment created
in Unity with a traffic system consisting of a waypoint network, traffic light circuits, and
the associated vehicles. The interface simplicity of the tool makes it convenient to extend
existing static virtual environments with traffic. However, it should be noted that currently,
it is only possible to manually create the traffic network with its routes based on waypoints.

The automated creation of the waypoints based on an existing modelled road network
or its representation in the form of geospatial data is, therefore, not possible. This circum-
stance could complicate the implementation of complex city models that have already been
created. For example, for 3D city models that were automatically created in Unity based on
OpenStreetMap (OSM) and CityGML data [26], developing an automated implementation
of the traffic network based on the OSM data could be equipped with the components of
the presented asset and could animate the static urban environment with traffic.

It should also be noted that the tool in its current state can only be used to simulate
traffic. Virtual tools for analyzing specific traffic parameters, such as volume, pollutant
emissions, and noise, have not yet been implemented. Due to the availability of the source
code, it is conceivable to develop the asset further and to use it for other tasks that are not
only limited to the simulation of traffic.

6. Outlook: The Application in Geography School Education

A highly relevant field for VR applications is education cf. [27–30]. The presented
application has the potential to be implemented in geography education. Together with
geography teachers and researchers in the field of didactics, the running traffic system
is currently being developed to share knowledge about urban development and smart
cities. The traffic system will have different traffic components in the future state of modern
cities, which will allow a comparison with the present state. This builds a foundation for
geographical discussion in the educational context of secondary schools. The first testing
and evaluation of the application was conducted (Figure 7) and organized by the Ministry
of Education, North Rhine-Westphalia, Germany. The traffic model also has the potential
to be used as a standardized urban scene for laboratory studies focused on the impact of
urban traffic transformation on the physiological responses of citizens [31].

Figure 7. Evaluating the VR traffic simulation at school: learning smart mobility scenarios in
geography classes.
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Abstract: Due to the complexity of the automobile manufacturing process, some flexible and delicate
assembly work relies on manual operations. However, high-frequency and high-load repetitive
operations make assembly workers prone to physical fatigue. This study proposes a method for
evaluating human physical fatigue for the manual assembly of automobiles with methods: NIOSH
(National Institute for Occupational Safety and Health), OWAS (Ovako Working Posture Analysis
System) and RULA (Rapid Upper Limb Assessment). The cerebral oxygenation signal is selected as
an objective physiological index reflecting the human fatigue level to verify the proposed physical
fatigue evaluation method. Taking auto seat assembly and automobile manual assembly as an
example, 18 group experiments were carried out with the ARE platform (Augmented Reality-based
Ergonomic Platform). Furthermore, predictions of metabolic energy expenditure were performed for
experiments in Tecnomatix Jack. Finally, it is concluded that the proposed physical fatigue evaluation
method can reflect the human physical fatigue level and is more accurate than the evaluation of
metabolic energy consumption in Tecnomatix Jack because of the immersion that comes with the AR
devices and the precision that comes with motion capture devices.

Keywords: physical fatigue; automotive manual assembly; cerebral oxygenation; metabolic energy
consumption

1. Introduction

Assembly and manufacturing processes usually involve a mass of flexible and elab-
orate manual operations performed by human operators working in the workshop. Es-
pecially in the automotive assembly industry, there is much assembly work that is done
manually by workers, and these assembly tasks, including lifting, handling, and installa-
tion, are usually characterized by high frequency and high load [1]. Long hours of high
workload can easily lead to worker fatigue, physical strength decline, and even cause
injury and disease [2]. Workers in a fatigued state easily have low efficiency and more
operational errors, which would have a negative impact on both company revenue and
workers’ physical health [3]. These problems can only be avoided if ergonomics are prop-
erly applied so that workers are able to perform assembly work within their physical
capabilities. Therefore, accuracy in evaluating workers’ fatigue is very crucial [4].

Energy expenditure is an important factor in physical fatigue because muscle contrac-
tion during exercise uses up stored energy in the body [5,6]. When people are in a state of

Sensors 2023, 23, 9410. https://doi.org/10.3390/s23239410 https://www.mdpi.com/journal/sensors458



Sensors 2023, 23, 9410

fatigue, the internal catabolism and anabolism of the body are difficult to maintain in bal-
ance, causing muscle contractions to become weak, inhibiting the central nervous system,
and finally exhausting the whole body [7]. By decomposing assembly movements, acquir-
ing movement parameters, and calculating human fatigue assessment based on energy
consumption, the fatigue level of workers performing assembly work can be assessed [8].
Tecnomatix Jack 8.0 is a human modeling and simulation software developed by Siemens
Digital Industries Software (The company is headquartered in Plano, TX, USA), that is a
powerful tool for human-centric design and ergonomic analysis. It aids in creating work
environments that are not only efficient and productive, but also considerate of human
factors to enhance safety and well-being. However, the traditional energy-based physical
fatigue assessment, such as Tecnomatix Jack, has disadvantages, such as the influence of
individual differences and the influence of external environmental factors, so it cannot as-
sess human fatigue more accurately [9]. Especially for the prediction of energy expenditure
in Tecnomatix Jack, its prediction accuracy cannot reach a high level due to limitations in
model accuracy, assumptions about static environments, insufficient individual differences,
and inaccurate modeling of complex actions, [10,11].

The brain is a highly energy-consuming organ, consuming 20% of the body’s energy
at about 2% of the body’s weight, and can be irreversibly damaged by brief periods of
hypoxic conditions [12]. The rapid consumption of energy by the brain during exercise can
lead to changes in cerebral oxygen saturation, thus cerebral oxygen saturation can be used
to evaluate physical fatigue [13,14]. Cerebral oxygen saturation is usually measured by
near-infrared spectroscopy (NIRS). NIRS cerebral oxygen saturation monitoring quantifies
the relative concentrations of oxyhemoglobin and deoxyhemoglobin within a target tissue
by relying on the transmission and absorption of near-infrared light through the tissue,
allowing for an estimate of the balance between cerebral oxygen supply and demand [13].
Matsuura et al. studied changes in brain and muscle oxygenation in humans during static
and dynamic knee extension to voluntary fatigue, and used cerebral oxygen during exercise
to assess the level of cerebral reoxygenation and thus the degree of fatigue [15]. Monroe
et al. explored the changes in fatigue level and cerebral oxygenation produced by exercise
at different intensities, and used cerebral oxygenation to explain the changes in fatigue and
energy during exercise recovery [16]. Hiura et al. analyzed cerebral oxygenation in rowing
athletes, which varied at different exercise intensities and fatigue levels, thus assessing the
level of fatigue [17].

This paper conducted a field investigation and in-depth research on a well-known
Chinese auto manufacturer. In order to improve the accuracy of physical fatigue evaluation,
considering the different action characteristics in the manual assembly process, the process
in the automobile manual assembly line is divided into three stages: the lifting stage
(Figure 1a,b), the carrying stage (Figure 1c), and the static stage (Figure 1d). The lifting
stage mainly refers to the workers lifting the car doors, tires, seats, and other auto parts
from the designated area; then workers carry these pre-assembled parts to the front of the
auto body; finally, in this stage, workers need to bend over to operate, their torsos are static
and only hands are performing fine operations, so this stage is called the static stage.

The main goal of this paper is to study a physical fatigue evaluation method for
automobile manual assembly. This method combines the action characteristics of different
stages in manual assembly, objective experimental data, and the characteristics of fatigue
accumulation over time. It pays more attention to the dynamic behavior of workers and
makes a more comprehensive and accurate physical fatigue evaluation of procedural
behavior. To achieve this, we address the following issues:

• Can brain oxygen saturation represent the degree of fatigue in the human body?
• Do different carrying weights and attitude holding heights affect the degree of fatigue?
• Which of the fatigue evaluation methods proposed in this paper and energy expendi-

ture in Tecnomatix Jack can better reflect fatigue?

459



Sensors 2023, 23, 9410

 

Figure 1. Car seat assembly process in a famous Chinese auto manufacturer: (a) Lifting start;
(b) Lifting end; (c) Carrying stage; (d) Static stage.

2. Methods

2.1. Fatigue Evaluation Method

The process of automobile manual assembly is divided into three stages: the lifting
stage, the carrying stage, and the static stage. Therefore, the appropriate ergonomic
methods should be selected for these stages. The NIOSH 1991 (National Institute for
Occupational Safety and Health) equation is selected for the lifting stage and the lifting
index (LI) is used to represent the value of NIOSH 1991 [18,19]; Ovako Working Posture
Analysis System (OWAS) is selected for the carrying stage, in order to reflect the effect
of the quality of the object being handled on physical fatigue, a single digit was added
to describe the weight to the three-digit version of OWAS proposed by Karhu et al. in
1977. The four digits are used for upper limb states, lower limb states, back states, and
weight-bearing, respectively [20,21]; the Rapid Upper Limb Assessment (RULA) is selected
for the static stage, which mainly involves the assembly details of the worker’s upper
limbs [22,23]. These three methods are commonly used in the assessment of the risk of
musculoskeletal injuries, whereas incorrect posture and repetitive high-load work resulting
in energy depletion and rapid physical fatigue are the key factors leading to musculoskeletal
injuries, and therefore these three methods can be used to assess the physical fatigue.

To establish a quantitative method of physical fatigue for automobile manual assembly,
it is first necessary to determine the weights of NIOSH, OWAS, and RULA. The entropy
weight method is used to calculate the weight of the above three methods. The entropy
weight method calculates weights based on objective data changes [24], which can avoid
the limitations and constraints of subjective conditions brought about by the weights
given by methods, such as the analytic hierarchy process, based on personal experience
and subjective judgment of evaluation experts [25,26]. For the index xi, the greater the
difference between the values xij of the experimental data under the index, the greater the
role of the index in the comprehensive evaluation [27]. Thus, the weights corresponding to
NIOSH, OWAS, and RULA are, respectively w1, w2 and w3.
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Then, the values of NIOSH, OWAS, and RULA are normalized and the changes of
these values are fixed at [0, 1] without changing the original distribution of the data. The
formula is as follows,

rij =
r
′
ij − Min

(
r
′
ij

)

Max
(

r′ij
)
− Min

(
r′ij
) , (1)

Among them, r
′
ij is the actual score during the experiment of NIOSH, OWAS, and

RULA, and rij is the normalized result of this value.
On this basis, because fatigue is a dynamic and cumulative process over time, the

time-weighted method is used to weigh the actual duration of the lifting stage, the carrying
stage, and the static stage, so that the final quantitative value of fatigue is

ej=
∑3

i=1 rijwiti

∑3
i=1 ti

(2)

Among them, ej is the fatigue quantification value corresponding to group j experi-
ments. wi (i = 1, 2, 3) is the weight values of three indexes: NIOSH, OWAS, and RULA,
respectively, and ti (i = 1, 2, 3) is the actual duration of the three stages in each group of
experiments: lifting, carrying, and static stage. Therefore, the construction of the physical
fatigue evaluation method for automobile manual assembly is completed.

2.2. Experimental Design
2.2.1. Experimental Hypothesis

The independent variables in this experiment are the seat weight and the height of the
car body from the ground. The seat weights were, respectively 8 kg, 14 kg and 20 kg. The
heights of the car bottom from the ground were selected as 15 cm and 45 cm. The dependent
variable of the experiment was the level of physical fatigue of the manual assemblers. The
level of physical fatigue is represented by three indicators, which are the difference of
cerebral oxygen saturation, the value of physical fatigue evaluation method and metabolic
energy expenditure. On this basis, the hypothesis of the experiment is that different seat
weights and the height of the vehicle bottom from the ground have an effect on the level of
physical fatigue.

2.2.2. Experimental Manual Assembly Task

All experiments were carried out in the morning to ensure the consistency of the
participants’ physical condition to a large extent, and each experiment was only performed
once a day for each participant. The experimental site was in an ergonomic laboratory
with good sound insulation to reduce the interference of external noise to participants.
The laboratory was spacious and ventilated, with good lighting conditions and a suitable
temperature to ensure the comfort and stability of the experimental environment. This
experiment took the car seat assembly in the vehicle manual assembly as an example. The
car seats were objects of equal quality, and the vehicle body was a virtual model displayed
through the ARE platform. The distance between the seat and the vehicle body was kept
consistent with the actual industrial site distance of 3 m. This experiment was an intra-
group experiment, which was divided into 6 group experiments, with 3 participants in each
group. First, participants needed to lift an object with the same weight as the seat at the
starting point; then, the participants carried the object 3 m to the virtual vehicle body model;
finally, they bent over to assemble the object into the correct position on the vehicle body,
during which time their bodies remain static and only their hands can perform detailed
operations for 10 s. The duration of each experiment was 30 min.
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2.3. Apparatus and Platform
2.3.1. Cerebral Oximeter

The near-infrared tissue blood oxygen nondestructive monitor used in this experiment
is wearable wireless oxygen saturation monitoring on the head (WORTH) (Figure 2a). The
device is a wireless monitoring device independently developed by the Brain Network
Group Research Center of the Institute of Automation, Chinese Academy of Sciences,
which is founded in Beijing in 2017. A highly integrated central block is embedded in
the device body, which includes an optical module, a microprocessor unit, a wireless
communication module, and a power management module. Moreover, WORTH has the
accuracy of recording cerebral oxygen saturation with an accuracy comparable to that of
current clinically used cerebral oxygen monitors and has proved that it is effective during
exercise tasks [28].

Figure 2. (a) Cerebral oximeter (yellow box); (b) Augmented reality devices (red box) and motion
capture systems (green boxes).

2.3.2. Experiment Platform

The construction of the experimental environment and the calculation of ergonomic
indexes (NIOSH, OWAS, RULA) were completed by the Augmented Reality (AR)-based
Ergonomic Platform (ARE Platform) [29]. The ARE platform can put virtual manufacturing
models in the physical environment based on the AR device, providing the participants
with a semi-immersive working experience and retaining the constraints of the physical
environment, thus completing the environment for fatigue experiments. Moreover, the ARE
platform uses the motion capture system to collect a set of ergonomics indexes (NIOSH,
OWAS, RULA), accessibility, and visibility verification data, which meets the real-time
data required (NIOSH, OWAS, RULA) for the fatigue evaluation method. In addition, the
accuracy of the ergonomics indexes provided by the ARE platform has been verified.

1. A commercial AR device Microsoft Hololens2 (Hololens2) (Figure 2b) is used for this
platform. The total weight of Hololens2 is 566 g. The setup is equipped with four
visible light cameras, two infrared cameras, a 1-MP time-of-flight depth sensor, and an
inertial sensor. HoloLens2 can provide users with hand tracking, eye tracking, voice
commands, spatial mapping, mixed reality capture, 6 degrees of freedom tracking,
and other functions;

2. The motion capture system used in this platform is the Noitom Perception Neu-
ron 3 (PN3) (Figure 2b), which can collect and process human posture data in
real-time. PN3 includes 17 inertial sensors and the size of each inertial sensor is
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27.9 × 16.2 × 11.6 mm, and the weight is 4.1 g, which makes users feel lighter and
more flexible. It provides a data output frame rate of up to 60 Hz, and the static
attitude accuracy is Roll/Pitch 1◦, Yaw 2◦. Moreover, PN3 connects the sensor data
with computers through the Type-C interface, and the transmission delay is within
20 ms.

2.4. Participants

Three adult male participants were recruited to participate in this laboratory study (the
seat assembly workers in the actual work site are men, so men were selected as subjects),
and all participants were healthy without muscle strain. Participation was voluntary, with
written consent, and anonymous. The ages of the participants ranged from 23 to 24 years
(mean = 23.67 years), with average height and weight of 176.3 cm and 68.28 kg. Before the
experiment, the participants were required to ensure adequate sleep, avoid any food and
drugs that stimulate or inhibit the central nervous system, including coffee, alcohol, and
tea, and avoid strenuous exercise. Before the start of the experiment, each participant was
required to fully understand the entire experimental procedure, requirements, and testing
methods, and to be proficient in the required work.

2.5. Outcome Measures
2.5.1. Cerebral Oxygen Saturation

Cerebral oxygen saturation was chosen to represent fatigue in the experiment because
changes in cerebral blood oxygen saturation are closely related to the cerebral circulation.
Disease or physical activity can affect cerebral circulation, thereby altering cerebral blood
oxygen saturation [30]. During intense exercise, hyperventilation reduces the carbon diox-
ide tension in the arteries and slows blood flow to the brain, which can lead to insufficient
oxygen delivery to the brain, leading to the development of fatigue [31]. And the lack of
oxygen in the brain causes a decrease in the cerebral oxygen saturation. This experiment
uses rSO2 to represent fatigue, which is the weighted average of cerebral arterial, capillary,
and venous oxygen saturation [32,33]. In actual monitoring, rSO2 is generally defined as
the percentage of oxygen carried by hemoglobin at the target monitoring point, and its
formula is

rSO2 =
CHbO2

CHbO2 + CHbR
× 100% (3)

Among them, CHbO2 is the concentration of oxyhemoglobin; CHbR is the concentration
of reduced hemoglobin, which refers to the content of the corresponding type of hemoglobin
in the unit volume of blood.

The fluctuations of the cerebral oxygen saturation of the three participants in a calm
state were detected many times, and the fluctuations of the cerebral oxygen saturation
within 40 min were all between −0.5% and 0.5%. Therefore, it is assumed that the cerebral
oxygen saturation did not change within 40 min of the three participants in a calm state.

2.5.2. Physical Fatigue Evaluation Method

Using PN3, 17 inertial sensors were placed at specific joints of the body (Figure 2b).
After the human body pose was calibrated, the kinematics data were collected and trans-
mitted to the ARE platform for processing. After participants began lifting objects, the
NIOSH score and lifting time were recorded; in the carrying stage, the OWAS score and
carrying time were recorded; in the static stage, the RULA score was recorded and the
default duration was 10 s. After the experiment, the NIOSH, OWAS, and RULA scores
recorded were processed with the entropy weight method to obtain their respective weights.
Next, the NIOSH, OWAS, and RULA scores were normalized according to Formula (1).
Finally, according to the actual experimental duration of the three stages, Formula (2) was
used to get the final quantitative value of the physical fatigue in each experiment.
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2.5.3. Jack MEE

The limitation of energy supply is the classic hypothesis of muscle fatigue, whereby
energy deficit is an important factor in fatigue [34]. Tecnomatix Jack software, a module
from the Siemens PLM digital factory portfolio, is a tool in the field of human factors
reliability [35]. Tecnomatix Jack provides some advanced analysis tools for ergonomic
analysis. Metabolic Energy Expenditure (MEE) is based on the defined human virtual
model and divides typical tasks into 25 task behaviors such as lifting, carrying, sitting,
standing, walking, and bending. On this basis, index parameters such as the working
cycle time of the current task, specific working posture, and task load are set to predict the
metabolic energy consumption of the current task.

Firstly, virtual human models were established in Tecnomatix Jack based on the height
and weight of participants. On this basis, the proportion of each working posture was
calculated according to the duration of different working postures in the experiment. The
duration of each experiment was 30 min. According to the total number of times the
participants performed under the conditions of different vehicle body heights and seat
weights, the cycle time for completing a task can be calculated. According to the actual seat
assembly workflow and the settings of this experiment, the lifting stage corresponds to the
lifting task type in the MEE tool, the lifting stage corresponds to the handling task type in
the MEE tool, and the static stage corresponds to the low position task type in the MEE
tool. The energy consumption formulas of the working posture are as follows,

Epos = Kpos × Tpos × W (4)

ET = ∑
i=1,...,n

Ei + Estanding + Esitting + Ebenting (5)

Among them, Kpos represents the energy consumption coefficient of different working
postures, Tpos represents the duration of the current posture, and W is the weight of the
current operator. Ei is the energy consumption of each action, where i represents the
specific number of the action sequence, and ET represents the total energy consumption for
completing the entire task.

2.6. Experimental Procedures

This experiment strictly followed the experimental ethics code, requiring participants
to participate voluntarily after knowing the purpose of the experimental data. Firstly,
participants practiced until they became familiar with the seat assembly process, with an
average practice time of about 5 min. Then, they needed to wear the WORTH correctly for
about 10 min and be in a calm state during this period, avoiding intense exercise or intense
emotions to ensure the stability and accuracy of cerebral oxygen saturation data.

After taking off WORTH, participants needed to wear the PN3 motion capture system.
They chose to use a strap of appropriate length to choose the position with the least
amount of muscle to wear, and inserted PN3 sensors into the base of the strap to ensure
that they would not fall off due to activities. Due to the variability of wearers and the
inconsistency of each wearing part, it was necessary to calibrate participants’ posture
data. Then, participants put the HoloLens2 on the head and adjusted the knob on the
back of the device to adjust the tightness to ensure that it was comfortable to wear and
did not shake with the head movement. After wearing HoloLens2 participants could
see the virtual vehicle body model placed 3 m away. First, participants lifted the seat
equivalent of a specific weight (8 kg, 14 kg, 20 kg); secondly, they carried the equivalent and
walked 3 m to the virtual vehicle body model; finally, they placed the object on a specific
vehicle body height (15 cm, 45 cm), and simulated 10 s of static assembly operation, and
repeated the above operation until the 30 min mark (Figure 3). The MEE tool in Tecnomatix
Jack performs simulations that do not involve detailed operations of the upper limbs,
therefore boxes with the same quality as the three weights of seats were chosen for the
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experiment, thus comparing the method proposed in this paper with the results of MEE
tool in Tecnomatix Jack performs simulations.

Figure 3. (a) Lifting start; (b) Lifting end; (c) Carrying stage; (d) Static stage; (e) First view of lifting
end; (f) First view of static stage.

After the experiment was completed, participants took off the HoloLens2 and wore
the WORTH again for about 10 min, and remained in a calm state within ten minutes,
avoiding intense exercise or intense emotions. Then, they removed the WORTH and PN3
motion capture system.

2.7. Statistical Data Analysis

The dependent variable is the human physical fatigue level, which is represented
by three indicators, which are the experimental results of the physical fatigue evaluation
method and the difference of cerebral oxygen saturation. On this basis, the MEE simulation
in Tecnomatix Jack was carried out for each group. Before the statistical analysis, the
normality of the experimental results of physical fatigue evaluation method, the difference
of cerebral oxygen saturation, and the simulation results of Jack MEE were tested by
Shapiro–Wilk, and they all conformed to the normality. Then, the experimental results
of the physical fatigue evaluation method, the difference of cerebral oxygen saturation,
and the simulation results of Jack MEE were analyzed by two-way analysis of variance
(ANOVA). The independent variables are (1) Seat weight: 8 kg, 14 kg, 20 kg, and (2) Vehicle
body height: 15 cm, 45 cm. The statistical significance of ANOVA was p ≤ 0.05, and if
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statistical significance was found, a Pearson correlation analysis was performed to further
clarify the differences between techniques.

3. Results

3.1. Cerebral Oxygen Saturation

The rSO2 of each participant was measured for 10 min by the WORTH before and after
the experiment, and selected the stabilized data from the monitored values as the baseline
data for the subjects. According to the rSO2 difference after and before the experiment in
18 groups, the results are shown in Table 1 below.

Table 1. The change value of rSO2 before and after the experiment.

Vehicle Body Height (cm)

Seat Weight (kg)
8 14 20

15
−4.26% ± 0.5% −9.92% ± 0.5% −15.11% ± 0.5%
−4.12% ± 0.5% −9.92% ± 0.5% −16.25% ± 0.5%
−4.02% ± 0.5% −9.9% ± 0.5% −18.46% ± 0.5%

45
−2.57% ± 0.5% −6.33% ± 0.5% −12.89% ± 0.5%
−2.34% ± 0.5% −6.42% ± 0.5% −13.04% ± 0.5%
−2.63% ± 0.5% −7.62% ± 0.5% −15.58% ± 0.5%

According to the experimental hypothesis, the hypothesis made on the height of the
vehicle body from the ground and the seat weight are as follows,

H0A: Different vehicle body heights (15 cm, 45 cm) have no significant effect on the rSO2 difference;

H1A: Different vehicle body heights (15 cm, 45 cm) have a significant impact on the rSO2 difference.

H0B: Different seat weights (8 kg, 14 kg, 20 kg) have no significant effect on the rSO2 difference;

H1B: Different seat weights (8 kg, 14 kg, 20 kg) have a significant impact on the rSO2 difference.

Therefore, the two-way ANOVA was performed on the data in Table 1, and the
following are the analysis results. A two-way ANOVA demonstrated that the effect of
vehicle body height was significant for rSO2 difference, F (1, 2) = 29.623, p < 0.001. And the
effect of seat weight was significant for rSO2 difference, F (2, 2) = 224.652, p < 0.001.

3.2. Physical Fatigue Evaluation Method

Firstly, the entropy weight method was used to process the 18 groups of NIOSH,
OWAS, and RULA scores collected during the experiment (as Table 2), to obtain the
respective weights, as shown in Table 3 below.

Table 2. The value of NIOSH, OWAS, and RULA.

Experiment No. Value of NIOSH Value of OWAS Value of RULA

1 0.46 1 6
2 0.59 1 6
3 0.43 1 6
4 1.1 3 6
5 1.28 3 6
6 0.93 3 7
7 1.88 3 5
8 2.01 3 6
9 2.51 4 7
10 0.59 1 3
11 0.42 1 4
12 0.51 1 4
13 0.9 2 4
14 0.95 3 4
15 0.87 3 4
16 1.83 3 4
17 1.94 3 4
18 2.18 3 5

466



Sensors 2023, 23, 9410

Table 3. Weights of NIOSH, OWAS, and RULA.

Evaluation Method
Information Entropy

Value e
Information Utility

Value d Weights (%)

NIOSH 0.854 0.146 40.616
OWAS 0.852 0.148 41.194
RULA 0.935 0.065 18.19

Then, the NIOSH, OWAS, and RULA values were normalized according to Formula (1).
Finally, based on the specific duration data of the experiment and the Formula (2), the
results obtained by the physical fatigue evaluation method are shown in Table 4. In order to
ensure the accuracy of the subsequent comparison with the calculation results of the MEE
tool, the calculation results of the physical fatigue evaluation method are not rounded.

Table 4. The results obtained by the physical fatigue evaluation method.

Vehicle Body Height (cm)

Seat Weight (kg)
8 14 20

15
0.010766997 0.019983377 0.020962028
0.011034003 0.020297028 0.022100687
0.01072171 0.020373405 0.027797152

45
0.008193415 0.014098114 0.020047302
0.008682337 0.01775242 0.020818436
0.008965525 0.017608327 0.020569058

According to the experimental hypothesis, the data in Table 3 were subjected to two-
way ANOVA, and the results are as follows. A two-way ANOVA demonstrated that the
effect of vehicle body height was significant for physical fatigue evaluation method results,
F (1, 2) = 15.309, p = 0.002. And the effect of seat weight was significant for physical fatigue
evaluation method results, F (2, 2) = 88.684, p < 0.001.

After that, a Pearson correlation analysis was used to analyze the correlation between
the rSO2 difference and the physical fatigue evaluation method results, and the correlation
coefficient is obtained as shown in Table 5.

Table 5. Correlation analysis results of rSO2 difference and physical fatigue evaluation method.

Variable rSO2 Difference
Physical Fatigue Evaluation

Method Results

rSO2 Difference 1 (<0.001) −0.938 (<0.001)
Physical Fatigue Evaluation Method Results −0.938 (<0.001) 1 (<0.001)

According to Table 4, we found a strong correlation between rSO2 difference and
physical fatigue evaluation method, r = −0.938, p < 0.001.

3.3. Jack MEE

After filling in the parameters such as task type and load in the MEE interface accord-
ing to the experimental data, 18 sets of metabolic energy consumption (kcal) consumed by
the experiment are shown in Table 6.

Table 6. The metabolic energy expenditure (kcal) in Tecnomatix Jack.

Vehicle Body Height (cm)

Seat Weight (kg)
8 14 20

15
1267.80 1575.37 1886.35
1295.80 1573.48 1870.81
1349.33 1747.11 1814.05

45
1215.47 1519.52 1867.15
1235.22 1537.95 1901.10
1190.07 1535.00 1691.50
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According to the experimental hypothesis, the data in Table 5 were subjected to
two-way ANOVA, and the results are as follows. A two-way ANOVA demonstrated
that the effect of vehicle body height was significant for metabolic energy expenditure,
F (1, 2) = 6.525, p = 0.023 < 0.05. And the effect of seat weight was significant for metabolic
energy expenditure, F (2, 2) = 125.845, p < 0.001.

After that, a Pearson correlation analysis was used to analyze the correlation between
the rSO2 difference and metabolic energy expenditure, and the correlation coefficient is
shown in Table 7.

Table 7. Correlation analysis results of rSO2 difference and metabolic energy expenditure.

Variable rSO2 Difference Jack MEE Results

rSO2 Difference 1 (<0.001) −0.924 (<0.001)
Jack MEE results −0.924 (<0.001) 1 (<0.001)

According to Table 7, we found a strong correlation between rSO2 difference and
metabolic energy expenditure, r = −0.924, p < 0.001.

4. Discussion

This paper systematically studied the effects of different seat weights and vehicle
heights from the ground on physical fatigue during the manual seat assembly. The main
research results showed that when the vehicle height was 15 cm and the seat weight
was 20 kg, the physical fatigue level was the highest. On the contrary, when the vehicle
height was 45 cm and the seat weight was 8 kg, the physical fatigue level was the lowest.
The cerebral oxygen saturation was used as the objective physiological signal for fatigue
detection in the experiment, and the correlation between the proposed physical fatigue
evaluation method and the rSO2 difference was slightly higher than that between the
metabolic energy expenditure in Jack and the rSO2 difference, which means the proposed
physical fatigue evaluation method is more accurate than the evaluation of metabolic energy
consumption in Tecnomatix Jack (Figure 4). The horizontal axis presents the numbers of
the eighteen sets of experiments, and the vertical coordinates are the normalized values of
the three fatigue evaluation methods.

 

Figure 4. Normalization of rSO2 difference, normalization of physical fatigue evaluation method,
and that of metabolic energy expenditure in 18 groups of experimental trends comparison.
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4.1. Cerebral Oxygen Saturation

According to Table 1, when the seat weight was 8 kg and 14 kg, the impact of the
vehicle height on the rSO2 difference was more obvious than when the seat weight was
20 kg. When the vehicle height was constant, the influence of different seat weights on the
rSO2 difference was obvious. In Table 2, the results of ANOVA between vehicle height and
seat weight on rSO2 difference can show that these two independent variables both have a
significant impact on rSO2 difference.

4.2. Physical Fatigue Evaluation Method

According to the weights of NIOSH, OWAS, and RULA in Table 3, the degree of
variation in the scores of NIOSH and OWAS among the experiments was greater than that
of RULA. It showed that the influence of the vehicle height on the results of the physical
fatigue evaluation method was less significant than that of the seat weight. In the two-way
ANOVA results in Table 5, the vehicle body height and seat weight were significant to the
results of the physical fatigue evaluation method. However, the significance of vehicle
height to the results of physical fatigue evaluation method was weaker than its significance
to rSO2 difference. It showed that the physical fatigue evaluation method was slightly
less sensitive to the vehicle body height. In Table 6, the correlation coefficient between
rSO2 difference and the results of the physical fatigue evaluation method was −0.938,
and the p value was less than 0.05, indicating that there was a strong correlation between
rSO2 difference and the physical fatigue evaluation method. Because rSO2 difference can
represent the level of human physical fatigue, the physical fatigue evaluation method can
reflect human physical fatigue level to a large extent.

4.3. Jack MEE

The p value of the vehicle body height to the metabolic energy expenditure from Jack
MEE was 0.023. The p value was less than 0.05, the vehicle body height had a significant
impact on the Jack MEE simulation results, but compared with the rSO2 difference and
physical fatigue evaluation method, the significant impact was smaller. Obviously, the
sensitivity of the Jack MEE simulation to the vehicle body height was lower than that of the
cerebral oxygen saturation signal and the physical fatigue evaluation method. According
to the Pearson correlation analysis results, it can be concluded that there was a strong
correlation between the Jack MEE simulation results and the rSO2 difference, while the
correlation coefficient was −0.924. However, the correlation coefficient between the results
of the physical fatigue evaluation method and the rSO2 difference was −0.938, which was
closer to −1 than the difference between metabolic energy expenditure and rSO2. Therefore,
the physical fatigue evaluation method, to a certain extent, can more accurately reflect
the level of human physical fatigue than the metabolic energy expenditure prediction
in Tecnomatix Jack, and was more sensitive in maintaining the height of posture in the
static stage.

5. Conclusions

This paper conducts an in-depth study on the evaluation method of human physical
fatigue, oriented by the practical problems in the manual assembly of automobiles. This
paper divides the automobile manual assembly process into three stages: the lifting stage,
the carrying stage, and the static stage, and uses NIOSH, OWAS, and RULA to analyze
these stages, respectively. Moreover, the ARE platform provides an AR environment and
the calculation of ergonomic indexes (NIOSH, OWAS, and RULA) for the experiment.
On this basis, the entropy weight method and time weighting are used to process the
experimental data to complete the physical fatigue evaluation method. And using the MEE
tool in Tecnomatix Jack to simulate and predict the metabolic energy expenditure in the
experiment. In this paper, the vehicle seat assembly in the auto manual assembly is taken
as an example to carry out experiments. The independent variables are seat weight and
vehicle body height from the ground, and the dependent variable is the human physical
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fatigue level. Eighteen groups of effective experiments have been completed. Finally, this
paper conducts a Pearson correlation analysis on the physical fatigue evaluation method
and the difference between cerebral oxygen saturation and metabolic energy expenditure
in Tecnomatix Jack. The results prove that compared to the metabolic energy expenditure
tool in Tecnomatix Jack, the physical fatigue evaluation method refines and summarizes the
entire dynamic manual assembly process of automobiles to obtain a more accurate physical
fatigue evaluation level, which is exactly the innovation of this article. This provides a new
ergonomic solution for intelligent manufacturing and provides a reference and support
for the future development direction of human fatigue evaluation. In recent years, more
and more researchers have made new explorations in the direction of physical fatigue
evaluation. Just as the method used in this paper, there are many cases of using wearable
devices for fatigue evaluation, and most of them have also achieved good results [36–38].
The use of wearable devices has the advantages of high precision, high flexibility and
high adaptability. In the future it may become the primary means of accurately assessing
physical fatigue.

However, some aspects of the current research content of this paper still need to be
further studied. In the current physical fatigue evaluation method, the worker’s posture is
approximated as a static action during the last stage of assembly. But in fact, the workers’
fingers still perform assembly movements. Therefore, in future research, the upper limbs
should be decomposed and analyzed in more detail to improve the accuracy of the fatigue
evaluation method. Because the number of experiments in this study is limited, it is
necessary to increase the number of experiments, further explore the characteristics of
experimental data, and improve the accuracy of the fatigue evaluation method in future
research, while enabling the Physical Fatigue Evaluation Method to give a specific fatigue
level. Moreover, this paper does not discuss the impact of the load brought by AR to the
experiment in the physical fatigue evaluation, so it can be studied in future research on
fatigue evaluation in the AR environment.
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Abstract: The introduction of Unmanned Ground Vehicles (UGVs) into the field of rescue operations
is an ongoing process. New tools, such as UGV platforms and dedicated manipulators, provide
new opportunities but also come with a steep learning curve. The best way to familiarize operators
with new solutions are hands-on courses but their deployment is limited, mostly due to high costs
and limited equipment numbers. An alternative way is to use simulators, which from the software
side, resemble video games. With the recent expansion of the video game engine industry, currently
developed software becomes easier to produce and maintain. This paper tries to answer the question
of whether it is possible to develop a highly accurate simulator of a rescue and IED manipulator
using a commercially available game engine solution. Firstly, the paper describes different types
of simulators for robots currently available. Next, it provides an in-depth description of a plug-
in simulator concept. Afterward, an example of a hydrostatic manipulator arm and its virtual
representation is described alongside validation and evaluation methodologies. Additionally, the
paper provides a set of metrics for an example rescue scenario. Finally, the paper describes research
conducted in order to validate the representation accuracy of the developed simulator.

Keywords: teleoperation; simulators; sensors

1. Introduction

Unmanned Ground Vehicles (UGVs) are being more and more frequently used in
demining and rescue scenarios. This is due to both the fact that these activities are often
carried out in environments that are dangerous to humans, and the fact that the tools used
in these cases are not adapted to be man-portable and man-operated [1–4]. This is a trend
which will continue as we move closer and closer into machine-only autonomous rescue
and demining operations. However, because of the complexity and the dynamic nature
of such missions, we can still see a wide range of unmanned machines being deployed
and operated remotely. This creates a need to train IED/EOD and rescue operators in
order to increase the operational safety and effectiveness of unmanned units [5]. One
of the methods to increase the number of possible training instances and reduce costs at
the same time is the use of simulators [6,7]. Useful for training in a wide range of tasks,
ranging from maintenance to manipulation, these solutions must use highly accurate virtual
models in order to be effective [8,9]. The high level of model detail should cover both
the robot’s or UGV’s base platform’s structure and its kinematics, and the functionality
of its tools/manipulators, with a wide range of control options like speed and torque
control [10–12].

As teleoperation is the most commonly used mode for controlling UGVs in dem-
ining and rescue operations, these types of simulators should not only provide sensor
data commonly found in real-world products, like torque or vision sensors, i.e., RGB and
RGB-D cameras, but also additional information which may be beneficial from a training
standpoint [13]. Less common, but more relevant from that perspective, especially as

Sensors 2024, 24, 1084. https://doi.org/10.3390/s24041084 https://www.mdpi.com/journal/sensors473



Sensors 2024, 24, 1084

computation capabilities increase, is the possibility of having deformable environmental
objects and terrain [14]. Conducted analyses have shown that there are several simula-
tors which offer extensive use case possibilities [15–18]. A solution commonly used in
research is the MuJoCo [19]. A demonstrated use case was the ability to use a gripper-
hand manipulation to solve a Rubik’s cube using a 24DOF robotic hand driven using
tendons [20]. A different example could be the MuJoCo simulator which researchers have
used to build and simulate robotic manipulators in order to check initial concepts [21] to
then transition them into real-world systems [15,22–24]. The described simulator supports
most of the functions required in mobile robots with the exception of inverse kinematics
and path planning. For research related to the analysis of object collisions, Pybullet [25]
is being widely used, especially in the dynamics of gripping [24], and for manipulation
of deformable objects (e.g., fabric) [26]. Another possible solution would be Gazebo [25],
which is mostly being used for research on manipulation robots [27,28]. While none of
these studies rely on Gazebo to perform skillful manipulations, one study clearly extended
the simulation to external algorithms to deal with non-rigid bodies. Gazebo provides a
simulation environment with the necessary actuators and sensors to enable manipulation.
It also provides the Robotic Operating System (ROS) support which provides forward
and reverse kinematics packages as well as path and motion planning. Another possible
solution is the CoppeliaSim. It is a robotics simulator with a range of user-centric features,
including sensor and actuator models, as well as motion planning, and support for simple
and inverse kinematics. PyRep was recently introduced as a Python toolkit for teaching
robots. It has been used to manipulate, pick up, and place cubes with the Kinova robot
arm [29]. While the above-mentioned simulators focus on manipulation tasks which are
in the scope of this article, they mainly focus on the machine–environment interactions.
It should be stated however, that it is not the only requirement for robot/UGV training
simulators, and the focus should be placed mainly on the need to train operators with the
Human Machine Interfaces (HMIs) they will inevitably have to use in order to carry out
a rescue operation. Most of the previously mentioned solutions rely on consumer-grade
controllers for operator input. While sometimes found in real-world solutions of certain
robots, they lack the interaction levels a controller has with its control station, as it is being
replaced by an interaction with an operation system of a PC.

The main aim of this work was to develop a simulator capable of accepting commands
coming from a control station typically used when operating UGVs or robots for IED and
rescue missions [2]. Additionally, emphasis has been placed on achieving a high level of
accuracy when recreating a real-world robotic arm for IED missions. In order to do so,
the robotic arm has been equipped with a sensor suite for special tracking. Alongside
a proposed data mapping method, data recorded from those sensors have been used to
recreate real-world behaviors of the robotic arm in the simulated environment and were
also later used for accuracy validation of said model.

2. Materials and Methods

Studies have shown [30–33] that the increase of an operator’s immersion yields better
learning results when using simulators. In order to take advantage of this fact, this paper
proposes a solution which would allow for a plug-in simulator operation with the ability
to assess mission critical parameters by an outside observer as well as to log test data for
future analysis and the operator’s effectiveness tracking (Figure 1). The plug-in operation
refers to the ability to connect an existing control station of a UGV to the simulator and
to be able to send data between them just like it would happen during normal operation.
Because of this, the system introduces a hardware/software component called a gateway.
This device is meant to work bidirectionally and translate data between the communication
protocol of the UGV and the simulator. To not disclose said protocols, the simulator offers
an open communication protocol with the need for implementation of the gateway shifted
to UGV manufacturers.
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Figure 1. System structure of a plug-in simulator for rescue operations.

Within the simulator, data sent from the gateway is being processed by a software
component called the virtual model descriptor. It is meant to house all the code used to
model the simulated device and use it along with control signals to calculate its output
state during simulation. That state is then sent to another software component called the
scenario manager which houses all the virtual descriptions of objects taking part in the
simulation. Its aim is to determine the ways in which the virtual model interacts with the
environment on a scenario level. For example, if the scenario includes a person search
and rescue operations, the object defined in the scenario manager may be a human model.
Possible modifications to the model may include limb or body deformations, which the
search and rescue operator should be able to detect prior to manipulations. A given set of
parameters describing objects in the scene is then forwarded to another piece of software
called the supervisor tool. The aim of this component is to provide the person supervising
the training with sufficient data to enable performance assessment of the operator in real-
time, and to help and guide him/her during testing, if needed. To do so, the supervisor
tool is also able to access information from the virtual model descriptor. This allows to also
measure the operator’s level of familiarity with the controlled device. The next component
included in the plug-in simulator is the visualization tool. It is meant to be used by the
trainee to control the virtual model in order to interact with the environment. The main
requirement for this module is that it needs to represent the virtual device’s surroundings
as accurately as possible. This covers both the hardware as well as the software side of
things. The last piece of code running on the simulator is the data logger. Its aim is to
record selected data for more in-depth analysis and post-mission assessment. That is why
this component is receiving inputs from the virtual model descriptor, the scenario manager,
and the supervisor tool.

2.1. Model Descriptor’s and Supervisor Tool’s Building Methodology

Testing methodology for the plug-in simulator consists of two main parts: the model’s
building methodology and the experiment’s methodology. The first one describes the way
the virtual model needs to be prepared to be able to be tested and the second one describes
the way the model is going to be tested and how to process recorded data. The plug-in
simulator assumes that the virtual representation and the real-world solution, which it is
based upon, should resemble each other as closely as possible. This covers such aspects
as kinematic description, manipulation functionalities, mechanical structure, physical di-
mensions, control scheme, and dynamic description. Because current robot development
heavily relies on computer-based designs, developing all but the last two aspects is rela-
tively easy. It is possible to export meshes of the robot’s components to external formats
and reimport them into the game engine. Then, using built-in functionalities, stitch them
together the same way it is being performed in real-life. The more work-intensive part
is related to the last two aspects: control scheme and dynamic description. The first one
requires a process of mapping the gateway protocol with the model, while the second
one requires the development of a component called Dynamic Model Description (DMD).
The creation of a DMD is a 3-stage process. The first stage is the parameter identification
phase, carried out on the real-world unit. Its goal is to acquire time domain-based reference
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position data in the time domain from the controlled device based on a set of discrete
control signals for each of the device’s functionality. An example of such an approach
could be an IED/EOD manipulator arm (Figure 2). The data set should have twice the
resolution of the control signal used to create the virtual model. The reason for it is that
the unused datasets (every second datapoint in the dataset) will be used in the second
(validation) stage. With the gathered data, an initial DMD can be developed ensuring
that each joint can achieve the same movement speeds at the same positions in the time
domain as its real-world counterpart. This creates a layered model for different control
signal values. Its accuracy can be later increased by using approximation functions on each
of the control signal speed and position datasets. For the purpose of this article, general
polynomials have been assumed. By minimizing the approximation function using the sum
of squared differences criterion, it is possible to obtain a continuous function of speed at
certain rotational angles. To increase the DMD’s accuracy, it is possible to run this scenario
in both directions, going from the starting angle to maximum and back for each of the joints
(Figure 2).

Figure 2. Testing angle directions used during the development of the DMD.

The above-described tasks should produce a layered DMD such as the one in Figure 3.
While continuous for a set control signal, the DMD is still discrete in the control signal
domain. In order to mitigate this problem, it has been assumed that a linear function would
be calculated from two sets of known angular speeds for corresponding control signal
values above and below the value currently generated by the operator. The output value is
then proportional to the position of control signal value with relation to edge cases.

Figure 3. Visualization of the method for calculating angular joint speeds which are not covered
by measured data. Colored lines represent speed values for consecutive, discrete control values. In
order to calculate in between values, a line equation is being calculated based on two points from the
known speed values, marked as red circles on the figure. The blue line symbolizes that line.
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To generate data for the supervisor tool, the model needs to be configured in a way
which enables data propagation between components. Table 1 lists the parameter types
enabled for recording.

Table 1. Manipulator’s parameter list.

ID Name
Parameter

Name
Type Visualized Recorded

1 Joint angle jax_y Float No Yes
2 Joint speed jsx_y Float No Yes
3 Joint collision jcx_y Bool Possible Yes

4 Object name per
joint collision onx_y_z String No Yes

5 Joint movement start tjmx_y_start Bool No Yes
6 Joint movement stop tjmx_y_stop Bool No Yes

7 Joint maximum
position overload tjox_y_max Bool No Yes

8 Joint minimum
position overload tjox_y_min Bool No Yes

9 Time start tstart Long Yes Yes
10 Time end tstop Long Yes Yes

The same concept applies to the supervisor’s tool. Table 2 shows the data made
available by this component. The list differentiates between a body and an object.

Table 2. Environmental object parameter list.

ID Name
Parameter

Name
Type Visualized Recorded

1 Human body
collision hcx Bool Possible Yes

2
Human body

maximum force in
collision point

hcxf Float No Yes

3 Object collision ocx bool No Yes

4
Object maximum
force in collision

point
ocxf Float No Yes

5
Maximum force on

body without
manipulator contact

hcxf_nm Float No Yes

6
Maximum force on

object without
manipulator contact

ocxf_nm Float No Yes

The testing phase covers not only the objective aspects of the rescue operation like
precision of movement, equipment handling, and object handling, but also subjective ones.
The reason for it is to measure the operator’s response to the training process and determine
if he is becoming more familiar with the scenario. This knowledge is then used to determine
two basic factors: environmental familiarity and scenario fatigue.

Transferring the operator’s control from a real-world solution to a simulated one
introduces new stimuli for the operator. While a lot of care has been given toward a precise
representation of the controlled object, the visual feedback the operator receives differs from
what he will have to interact with. As such, there is a learning phase that needs to be carried
out before the operator familiarizes himself with the simulator (environmental familiarity)
and can start to learn behavioral responses which he will then be able to transfer over to the
real world. The second aspect is scenario fatigue—it is a state where the operator knows
all the specifics of a scenario and is becoming bored with it, which may introduce errors

477



Sensors 2024, 24, 1084

not present in real-world scenarios. In this case, a new scenario needs to be introduced to
provide a new challenge and reintroduce uncertainty. For the above-mentioned purposes,
two parameters were introduced that can be recorded: subjective accuracy and subjective
situational awareness. The first one represents the operator’s assessment on how good
he was doing during the test. The second one allows to determine how well the operator
thought he knew about what was going on around the controlled object during the test.
This assessment needs to be carried out after the operator has finished the test and should
be recorded alongside the objective parameters.

2.2. Data Evaluation

Data evaluation is a process that is being conducted both in real time and after the
tests. Its aim is to compute an overall effectiveness score for the tested operator. This
includes objective, measurable factors as well as subjective aspects of an operator’s state
and his or her perception of the completed task. The simulator uses a performance factor
value to introduce a unified scoring system that has been described in detail in the author’s
thesis [34] as a performance indicator (PI) methodology for teleoperated unmanned ground
systems. The main requirement of this method is having a reference dataset. The original
implementation has used manned operated units for that purpose. With the plug-in
simulator, there is a referencing initial stage for each of the tested operators. It needs to be
stated that not all of the previously listed object and manipulator parameters are being used
in the PI. The remaining ones are either used for post-test assessments or for additional
processing. Calculation of the PI is described using the following Expression (1):

PIx =
tx_re f

tx_y
(nocol + nbcol + nomax + nomin + sa + ssa)k (1)

where:

PIx—performance indicator index;
tx_y —test duration;
tx_re f —reference test duration;
nocol—number of object collisions when the force exceeded max value;
nbcol—number of body collisions when the force exceeded max value;
nomax—number of overloads in the max direction;
nomin—number of overloads in the min direction;
sa—subjective accuracy;
ssa— subjective situational awareness;
k—completion indicator.

Test duration (tx_y) is the timespan calculated from tstart and tstop. Reference test
duration (tx_re f ) is calculated in a similar fashion but for the reference test phase. The
completion indicator (k) is a 0 or 1 value given out per test by the supervisor via the
supervisor tool. All the other components of the PI have certain weights attached to them.
This was conducted in order to allow for higher testing flexibility if the operator is intended
to focus more on a certain operational parameter. Setting these weight values is conducted
freely, however, it needs to be recorded alongside the dataset. By default, the weight values
per objective parameters equal 20 and per subjective 10. An example of this implementation
is shown in (2).

nocol = 20 − 5∑n
y=1 jcx_y (2)

It has been assumed that, for the purpose of this simulator, the maximum number
of mistakes an operator can make equals 4. If he exceeds that number, the calculated
component’s value should not be calculated as being below 0, but instead, such state should
result in an automatic test termination with a k factor equaling 0, unless the supervisor
states otherwise.
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2.3. Hydrostatic Arm Model

The plug-in simulator was created using the Unity game engine. The main reason
for it was that it supports a robust physics engine, which is being used to calculate world
interactions in real time [7]. Additionally, thanks to its target audience, it is relatively easy
to develop HMIs for both the operator as well as the supervisor.

In order to create a virtual representation of a hydrostatically driven manipulator
arm, 3D construction models were used for mesh implementation. Next, a set of joints
were created. They are a configurable physical constraint which forces a certain type of
relation between connected objects. For the purpose of the manipulator’s definitions, joints
were used both in a relation between the manipulator’s segments (i.e., an arm, boom, or a
gripper) as well as between an actuator and a segment (Figure 4). Due to their configurable
nature, it is possible to change their settings during simulation, which allows for the
development of complex relations.

Figure 4. Hydraulic actuator’s representation in the virtual model with an anchor point on the arm.

In order to enable world interactions, Unity uses constructs called colliders. They
are a geometric representation used in physics calculations. It is separate from a mesh
representation of an object because most of the time, the latter are too complex to allow for
real-time computations. This does not mean that the manipulator’s model has rudimentary
collision detections. Figure 5 shows the number of basic colliders being used for the lower
jaw of the recreated hydrostatic IED/EOD manipulator.

Figure 5. Structure of colliders on the manipulator’s lower jaw.

The dataset for the simulator was gathered using absolute sensors (Figure 6a) con-
nected to an input card. Gathered data (Figure 6b) were then processed to be used in the
virtual model. Each manipulator segment’s speed was registered for varying control signal
levels from −250 to 250, with a 10-unit step. This value span is compliant with the J1939
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CAN standard, which is normally used with digitally driven hydraulic valves, like the
PVED-CC series spool valves from Danfoss. The simulator was created using 40-unit step
increments, with the same signal-level range. This means that real-world angular speeds
of each of the manipulator’s segments were measured with valve control signals being: 0,
40, 80, 120, 160, 200, 250 and 0, −40, −80, −120, −160, −200, −250. In order to solve the
problem of missing speed data for control signals in between consecutive control points
(which correspond to the manipulator’s arm speed), the linear approximation method
described earlier in this article was used.

(a) (b)

Figure 6. Boom’s speed identification: (a) Sensor setup and (b) Dataset for a control signal of “−200”.

2.4. Simulator’s Functionality

The main aspect of the developed simulator is its ability to interface with standard
control stations. In Figure 7b, the solution presented is a CAN-bus-based UGV control
panel, which is connected to the simulator PC using a specially developed CAN gateway.
This solution acts as a translator between the proprietary control protocol and Windows
API for HMI devices (used by the simulator).

(a) (b)

Figure 7. Simulator view of an operator using a standard controller (a) and a plug-in control station (b).

The Unity-based simulator has the ability to utilize a wide range of objects to create
complex scenarios. Figure 8 shows an example of a scene created for person retrieval tests.
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Figure 8. A rescue operation scenario created using the developed simulator.

As was the case with the manipulator, objects in the environment also possess physical
traits, such as mass and dimensions. This is especially critical for interactions and assessing
the operator’s effectiveness. While it is possible to use mesh colliders for environmental
objects, using it on humans is not efficient due to how the skeletal structure is being
managed in Unity. Because of this, the use of multiple simple colliders was required
(Figure 9).

Figure 9. Collider structure of a male body model used for collisions during a rescue operation (green
boxes and spheres).

The simulator’s output is a timestamped file with all of the previously mentioned
parameters logged for evaluation purposes. In order to automate the process of assessing
and scoring the operators, a VBA script was developed which reads all the parameters,
classifies them, and implements the evaluation methodology to produce an output Excel
file with the final PI score as well as a score breakdown with regards to subjective and
objective parameters. Additionally, a suggestion regarding the next aspect of the rescue
scenario, where the operator needs to put more focus on, was generated.
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3. Results

In order to determine the level of precision at which the virtual model represents the
real-life solution, the following metrics were used: Mean Squared Error (MSE), Root Mean
Squared Error (RMSE), and Mean Absolute Error (MAE).

The method of evaluating the developed simulator assumed additional real-world
speed measurements were taken for each of the intermediate steps, with a constant incre-
ment of the control signal. This means that speed measurements for the following control
signal groups were registered:

• 0, 20, 60, 100, 140, 180, 220.
• 0, −20, −60, −100, −140, −180, −220.

Afterward, each segment of the simulator was driven with the same control signal
values and its angular speeds were measured. Later, both of these signal groups were
compared using the previously mentioned metrics.

Table 3 presents the average values from each of the approximated levels for each
of the manipulator’s segments. Of note is the fact that the highest levels of average
differences in speeds are observed for the simulator’s boom segment and this trend persists
for each consecutive segment. Several factors may be responsible for such an occurrence:
approximation errors, simulator joint configuration, and weight differences between the
model and the real-world unit. The last reason was considered the most probable because of
the observed trend in MAE values. If it were the approximation errors, these values should
not form a trend like that. It would be expected that they would remain somewhat constant
between each segment. Joint configuration also does not provide a clear explanation as
to why this trend is observed, but weight estimation errors could provide a reasonable
explanation in that the simulation model stacks all the stack segments of a kinematic chain
starting from the one being controlled. As such, if there would be a weight calculation error
(said calculations were conducted using CAD designs and selected material information),
that weight difference would affect each segment independently but would be summed
when trying to move a stack of segments, rather than just one (i.e., jaws).

Table 3. Error table for each of the manipulator’s segments.

Manipulator Segment MAE MSE RMSE

Boom 0.0589 0.0006 0.0244
Arm 0.0530 0.0004 0.0220

Long arm 0.0424 0.0003 0.0154
Short arm 0.0381 0.0003 0.0123

Jaws 0.0343 0.0002 0.0111

The maximum average residual variance levels of angular speeds of 0.0589 deg/s
allow to determine that the simulator is not generating speeds which would produce
unexpected results for the operator controlling it. It should be noted that the maximum
speed errors obtained were for the Boom segment, with the highest control signal levels
of 220 and equated to less than 0.1 deg/s (Table 4). This signal has produced an error of
approx. 1.9% with the average Boom speed for that control signal being 5.048 deg/s.

Table 4. MAE values per control signal value for the Boom segment of the simulator.

Control signal 20 60 100 140 180
MAE 0.0445 0.0424 0.0554 0.0665 0.0795

Control signal −20 −60 −100 −140 −180
MAE 0.0401 0.0386 0.0406 0.0611 0.0694

The deviation levels, when compared to registered results, can be considered low,
with a maximum value of 0.0244. This provides a stable foundation for a thesis, that the
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proposed method of transcribing real-world speed values onto a virtual model can be used
without the model behaving “alien” or somehow “off” to the operator.

4. Conclusions

The plug-in simulator presented in this paper is a complete solution for the evaluating
and training of rescue personnel in unmanned machine operation. By using existing control
stations, it is possible for the operators to familiarize themselves with the HMI layout and
control behaviors. The machine’s model implemented in the simulator strives to provide
an accurate representation of its real-world counterpart through the use of functional
identity, dynamic response levels, mechanical constraints, and environmental interactions.
Additionally, an ever-growing repository of external objects allows for building complex
scenarios with multiple factors and conditions being introduced. This is largely due to the
usage of a commercially available Unity game engine. The research presented in this paper
show that it is possible to create a fully functional plug-in simulator solution, which aims
at faithfully representing the mechanical and dynamic aspects of the real-world unit.
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