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1. Introduction
Numerical modelling of metallic materials has emerged as a pivotal research area in

modern materials science and engineering [1]. With the advancement of computational
power and the development of sophisticated modelling techniques, numerical simulation
has become an indispensable tool for studying the microstructural evolution, enhancing
process understanding and optimisation, and predicting the mechanical properties of
metallic materials [2–9]. By employing accurate mathematical models and efficient compu-
tational methods, researchers can simulate the complex behaviours of real-world materials
in a virtual environment. This approach not only reduces experimental costs and boosts
research efficiency, but also uncovers physical phenomena that are challenging to observe
directly through experiments [10–15].

This Topic is dedicated to the “Numerical Modelling on Metallic Materials” and
presents a curated collection of twenty cutting-edge research papers in the field. These
studies span multiple scales, from microstructural evolution to macroscopic mechanical
behaviour, and explore the response of various metallic materials under diverse process-
ing and service conditions. At the microscopic level, numerical modelling is applied
extensively to explore phase transformations, diffusion behaviours, and microstructural
evolution in metallic materials. At the mesoscopic and macroscopic levels, numerical
simulations are employed to predict the mechanical properties and failure mechanisms of
metallic materials, offering insights into performance and durability. The studies featured
in this collection highlight the vital role of advanced modelling techniques, including
finite element analysis (FEA), molecular dynamics simulations (MDS), computational fluid
dynamics (CFD), discrete element method (DEM), and phase-field (PF) and other mod-
elling techniques, in optimising engineering designs, predicting material performance, and
improving manufacturing processes.

Additionally, this Topic also showcases emerging numerical modelling approaches,
such as topology optimisation and the applications of various other optimisation algorithms,
in metallic material simulations. These innovative approaches, when combined with
traditional physical modelling techniques, extend the capabilities of numerical modelling
to encompass intelligent computation and multi-scale analysis. Such advancements pave
the way for more efficient and effective strategies for the design and optimisation of
future materials.

2. Outline of This Topic
This Topic includes twenty technical papers contributed by the authors working in the

field and is organised into three main sections, each offering a comprehensive exploration

Metals 2025, 15, 423 https://doi.org/10.3390/met15040423
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of numerical modelling applications in metallic materials. The three sections comprise
atomic-scale and microstructural evolution modelling, meso- and macro-scale mechanical
behaviour simulations, and emerging computational techniques and advanced applications
in metallic materials research. These contributions are summarised and listed below.

2.1. Atomic-Scale and Microstructural Evolution Modelling

Baidak, S.T. et al. (contribution 1) analysed the electronic band structures of intermetal-
lic compounds and their topological characteristics using an ab initio method. Xiang, G.,
et al. (contribution 2) investigated the diffusion of atoms and crystal structure evolution
at the Fe-Ti interface through MDS. Zheng, H., et al. (contribution 3) employed MDS to
examine how different orientations, temperatures, and strain rates influence the diffusion
behaviour and mechanical properties of the Fe/Cu solid–liquid interface. Lv, B., et al.
(contribution 4) developed computational interatomic potentials for accurately modelling
the behaviours of multi-component metallic systems. Fashu, S., et al. (contribution 5)
explored the impact of intragranular nanoparticles on precipitate-coarsening behaviours in
metallic alloys based on PF modelling. Kumnorkaew, T., et al. (contribution 6) presented
a kinetic model for predicting bainitic transformation kinetics in low-carbon steels under
different thermomechanical treatments. Chen, X., et al. (contribution 7) investigated how
multi-directional forging (MDF) at 1150 ◦C affects the microstructure of SDP1 steel and
compared it to traditional forging methods.

2.2. Meso- and Macro-Scale Mechanical Behaviour Simulations

Ciepielewski, R., et al. (contribution 8) investigated the energy-absorbing properties
of aluminium honeycomb structures, particularly focusing on the impact of entrapped
air within the cells during dynamic loading conditions. Zhao, Y., et al. (contribution 9)
developed a model combining CFD with DEM and investigated the mechanism of laser
polishing and its influence on the surface finish of additively manufactured nickel alloys.
Alshoaibi, A.M., et al. (contribution 10) applied FEA to predict fatigue crack growth
behaviours under cyclic loading conditions. Ma, W., et al. (contribution 11) modelled the
buckling and post-buckling behaviours of thin-walled structures under axial loads. Lopez-
Garcia, R.D., et al. (contribution 12) studied how quenching parameters influence distortion
and residual stresses in high-strength steel components. Peng, Y., et al. (contribution 13)
examined the effectiveness of different stiffener geometries in enhancing the stability of
steel girders. Huang, Z., et al. (contribution 14) simulated fracture expansion behaviours in
steel cylindrical shells subjected to explosive loads. In addition, He, T., et al. (contribution
15) analysed the effects of mould design on shrinkage porosity in titanium alloy casting.

2.3. Emerging Computational Techniques and Advanced Applications

Kim, M.S., et al. (contribution 16) introduced a novel constitutive model to predict
ductile fracture initiation and progression. Wallat, L., et al. (contribution 17) explored
computational methods for designing gyroid-based porous structures with tuneable me-
chanical properties. Liu, M., et al. (contribution 18) enhanced the accuracy of temperature
prediction for steel slabs in industrial heating processes using an optimised particle swarm
algorithm. Zhao, T., et al. (contribution 19) modelled and analysed the optical properties of
nanochain aggregates on silicon surfaces. Chen, Y., et al. (contribution 20) used smooth
particle hydrodynamic simulation to examine how steel fibre reinforcement enhances the
tensile and bonding properties of explosion-welded aluminium–steel composites.

3. Concluding Remarks
This Topic is intended for researchers, engineers, and graduate students engaged

in metallic materials research. Through these research papers, readers will gain valu-
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able insights into the latest advancements in numerical modelling, explore cutting-edge
computational techniques, and discover diverse applications of numerical modelling and
simulation in materials science and engineering. This Topic serves as a comprehensive
reference for both academic research and industrial practice, advancing the field of metallic
materials.

Funding: This research received no external funding.

Conflicts of Interest: The authors declare no conflicts of interest.
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Common Topological Features in Band Structure of RNiSb and
RSb Compounds for R = Tb, Dy, Ho
Semyon T. Baidak 1,2 and Alexey V. Lukoyanov 1,2,*

1 Institute of Physics and Technology, Ural Federal University Named after the First President of Russia B.N.
Yeltsin, 620002 Ekaterinburg, Russia

2 M.N. Mikheev Institute of Metal Physics of Ural Branch of Russian Academy of Sciences,
620108 Ekaterinburg, Russia

* Correspondence: lukoyanov@imp.uran.ru; Tel.: +7-3433783886

Abstract: The electronic and band structures of ternary RNiSb and binary RSb compounds for R = Tb,
Dy, Ho, have been investigated using an ab initio method accounting for strong electron correlations
in the 4f shell of the rare-earth metals. These ternary compounds are found to be semiconductors
with the indirect gap of 0.21, 0.21, and 0.26 eV for Tb, Dy, and Ho(NiSb), respectively. In contrast, in
all binary RSb compounds, bands near the Fermi energy at the Г and X points are shifted relatively to
RNiSb and form hole and electron pockets, so the energy gap is closed in RSb. The band structure
typical for semimetals is formed in all RSb compounds for R = Tb, Dy, Ho. For the first time, we
identify similar features near the Fermi level in the considered binary semimetals, namely, the
presence of the hole and electron pockets in the vicinity of the Г and X points, the nonsymmetric
electron pocket along Γ–X–W direction and hole pockets along the L–Γ–X direction, which were
previously found experimentally in the other compound of this series GdSb. The magnetic moment
of all considered compounds is fully determined by magnetic moments of the rare earth elements,
the calculated effective magnetic moments of these ions have values close to the experimental values
for all ternary compounds.

Keywords: electronic structure; topologic structure; alloys; intermetallics; first principles calculations

1. Introduction

The RTX is a family of compounds, where R is a rare earth element, T designates a tran-
sition metal, and X is a s/p element. These types of compounds have been known for their
unusual electronic and magnetic properties, such as heavy fermion
behavior [1,2], magnetic superconductivity [3,4], the presence of Weyl fermions [5], mag-
netocaloric effect [6–8], large magnetoresistance and negative temperature coefficient of
resistivity [9,10], and more. Another outstanding characteristic of many RNiSb compounds
is giant magnetoresistance [11,12] found in half-Heusler structure [13]. Such ternary ma-
terials with remarkable thermoelectric properties can be used for thermoelectric power
generation and for conversion of waste heat in electricity with high efficiency [14]. High
values of ZT, which is thermoelectric figure of merit, were observed in TmNiSb and Sn-
doped ErNiSb with the value of 0.25 for TmNiSb at 700 K [15] and even higher value of
0.29 at 669 K for ErNiSb [16] and other compounds of this series [15,17–19].

Magnetic susceptibility measurements for RNiSb compounds have also been con-
ducted and experiments show that most of the compounds exhibit Curie-Weiss behavior
where magnetism is dominated by the magnetic moments of rare earth elements [20]. The-
oretical electronic structure calculations for GdNiSb [21], as well as for the close GdNiGe
compound [22], indeed show that the dominant contribution to the total magnetic moment
is due to R while the contribution of Ni and Sb (Ge) is negligible. There is also a close binary
compound GdSb that is found to have a pair of Weyl fermions, the presence of which can
lead to chiral anomaly-induced negative longitudinal magnetoresistance under external

Materials 2023, 16, 242. https://doi.org/10.3390/ma16010242 https://www.mdpi.com/journal/materials5
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magnetic field [23]. High-resolution angle-resolved photoemission spectroscopy (ARPES)
measurements for DySb and HoSb were conducted and revealed at least two concentric
hole pockets at the Γ point and two intersecting electron pockets at the X point [24], similar
features were found in the band structure of LuSb calculated within GGA not accounting for
electron correlations reported in [24]. Binary compound DySb was found to have extremely
large positive magnetoresistance from experimental results with the suggested non-trivial
band topology from DFT calculations with an inversion point seated about 0.34 eV below
the Fermi level [25]. A recent experimental study of the binary compound HoSb also found
extremely large magnetoresistance, the close interplay between conduction electrons and
magnetism was suggested [26].

The ternary Tb/Ho/DyNiSb intermetallics, which are studied in this work, are half-
Heusler compounds and crystallize in the cubic MgAgAs-type structure. This structure may
be regarded as NaCl-type structure, where the rare earth and Sb atoms take the positions of
the Na and Cl atoms, while the Ni atoms occupy one half of the tetrahedral voids formed
by the Sb atoms [13]. It has also been shown that compounds in question exhibit large
negative magnetoresistance at low temperatures which is caused by the reduction of spin
disorder scattering due to the alignment of the moments under a magnetic field [11,12].
The ternary DyNiSb compound is found to be a narrow-gap intrinsic p-type semiconductor
with the experimental value of the energy gap of 0.130–0.171 eV [9], 0.089–0.130 eV [15], for
HoNiSb it is estimated as 0.08–0.11 eV [9].

In this study, we consider in detail the band (and electronic) structure, as well as
magnetic properties, of the RSb and RNiSb compounds for R = Tb, Dy, Ho, in order
to identify common topological features of the band structure, electronic structure and
magnetic properties.

2. Materials and Methods

The ternary Tb/Dy/HoNiSb compounds have MgAgAs-type half-Heusler structure
(space group F-43m, number 216) [13] with the lattice parameters: a = b = c = 6.304 Å
for TbNiSb, a = b = c = 6.298 Å for DyNiSb and a = b = c = 6.262 Å for the HoNiSb
compound [20] with following atomic positions Tb/Dy/Ho in 4a (0, 0, 0), Ni in 4c (1/4,
1/4, 1/4) and Sb in 4b (1/2, 1/2, 1/2). Binary RSb compounds have similar cubic crystal
structure with the same atomic positions of rare earth element and Sb atoms with the
following lattice parameters: a = b = c = 6.170 Å for TbSb, a = b = c = 6.150 Å for DySb and
a = b = c = 6.130 Å for the HoSb compound [27].

The crystal structure of Tb/Dy/HoNiSb is plotted in Vesta [28] in Figure 1. The unit
cell of RNiSb contains 1 rare-earth atom, 1 nickel atom and 1 antimony atom. The Sb atom
has an environment of four Ni atoms in the form of a tetrahedron.

Figure 1. Crystal structure of RNiSb compounds. R atoms are shown in blue, Ni—in green, Sb—in red.
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Electronic structure calculations were conducted in the Quantum Espresso pack-
age [29,30] using GGA+U version of LSDA+U method. Such method is widely used to
take into account strong electron correlations between electrons of 4f shells in ions of rare
earth elements. Parameters in GGA+U method have following values: Hund’s exchange
parameter J = 0.7 eV for all three considered elements and direct Coulomb interaction
U is equal to 5.4 eV for Tb, 5.8 eV for Dy and 5.9 eV for Ho [2,31]. In this work we as-
sume that magnetic moments of rare earth elements have ferromagnetic ordering. The
exchange correlation potential was employed in generalized gradient approximation (GGA)
of Perdew-Burke-Ernzerhof (PBE) [32]. The calculations used the standard ultrasoft poten-
tials from the pseudopotential library of Quantum ESPRESSO for Ni and Sb [33], projected
augmented wave method (PAW) scalar-relativistic potentials for rare-earth elements from
work [34]. Wave functions were expanded in plane waves, Bloechl’s tetrahedron method
was employed for Brillouin-zone integration on a 12 × 12 × 12 k-point mesh, interactions
between ions and valence electrons were taken into account within the framework of the
method of plane augmented waves.

3. Results
3.1. TbNiSb and TbSb Intermetallic Compounds

In Figure 2, the total and partial densities of electronic states of the TbNiSb and TbSb
intermetallic compounds are given for two opposite spin directions. Two intense peaks in
the total density of states for the majority spin direction of the TbNiSb (TbSb) compound
in Figure 2a are formed by the 4f states of Tb at following energies: −7.2 (−7.8) eV and
−6.1 (−6.6) eV below the valence band. Another two noticeable intense peaks in Figure 2a
for the minority spin projection are found in the conduction band at energies 2.9 (2.3) eV
and 3.3 (2.7) eV. One can see that valence band in TbNiSb compound is mostly formed by
non-spin-polarized Ni 3d states Figure 2b with some contribution from Tb-5d and Sb-5p
states. In binary TbSb compound the biggest contribution to the valence band is due to
Sb-5p states Figure 2c. For both compounds and both spin projections Tb-5d states lay
in the conduction band mostly unoccupied Figure 2b. The other electronic states are not
shown in this figure due to their negligible contribution.

Figure 2. Densities of electronic states from DFT+U for (a–c) TbNiSb; (d–f) TbSb. (a,d) Total and
partial Tb-4f densities of states; (b,e) Partial density of states for Tb-5d (Ni-3d); (c,f) Partial density of
states for Sb-5p. The plot is shifted relatively to the Fermi energy shown at zero as a vertical line.

The band structure for the majority and minority spin projections of TbNiSb is shown
in Figure 3. One can see the energy gap of 0.43 eV in the majority spin projection in
Figure 3a and energy gap of 0.21 eV for the other spin projection in Figure 3b. Point Г
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is the highest point in the valence band and the lowest point in the conduction band is
X, so the compound is a semiconductor with an indirect gap. There are localized bands
at the energies of eV −7.2 eV and −6.1 eV in Figure 3a and at the energies of (2.9; 3.3)
eV in Figure 3b which correspond to intense peaks at the same energies in the density of
states Figure 2a. There is also the presence of the occupied states near the Г point at the
Fermi level.

Figure 3. Band structure of TbNiSb: (a) majority and (b) minority spin projections. The blue rectangle
points out the bands involved in the band gap formation.

The band structure for the majority and minority spin projections of TbSb is shown in
Figure 4. The bands near the Fermi energy at the Г and X points are shifted relatively to the
band structure of TbNiSb shown in Figure 3 and here they form hole and electron pockets
(see the blue rectangle in Figure 4), so there is no energy gap for both spin projections. Such
a band structure is typical for a semimetal. There is also a presence of similar to Figure 3
localized bands from 4f states of Tb at pretty much the same energies, only a few tenths of
eV lower, one can find narrow intense peaks at these energies in the total density of states
in Figure 2d.

Figure 4. Band structure of TbSb: (a) majority and (b) minority spin projections. The blue rectangle
points out the bands involved in the formation of pockets, see in the text.

8



Materials 2023, 16, 242

3.2. DyNiSb and DySb Intermetallic Compounds

In Figure 5, the total and partial densities of electronic states of the DyNiSb and
DySb intermetallic compounds are given for two opposite spin directions. In Figure 5a,d
one can find similar to Figure 2a,d narrow intense peaks which manifest 4f states of rare
earth metals. For the DyNiSb (DySb) compound and the majority spin projection such
peaks are found at following energies: −7.8 (−8.3) eV and −6.6 (−7.3, −6.9) eV below the
valence band. For the minority spin projection intense peaks are found at 2.4 (1.7) eV and
3.0 (2.2) eV. There is also a noticeable peak at −4.1 (4.6) eV contrary to Figure 2a,d for the
minority spin projection for both DyNiSb and DySb in the bottom part of the valence band.
The densities of Ni-3d, Dy-5d, and Sb-5p states in Figure 5 exhibit the behavior identical to
those plotted in Figure 2.

Figure 5. Densities of electronic states from DFT+U for (a–c) DyNiSb; (d–f) DySb. (a,d) Total
and partial Dy-4f densities of states; (b,e) partial density of states for Dy-5d (Ni-3d); (c,f) partial
density of states for Sb-5p. The plot is shifted relatively to the Fermi energy shown at zero as a
vertical dashed line.

The band structure for the majority and minority spin projections of DyNiSb com-
pound is shown in Figure 6. The electronic states near the Fermi energy are mostly dom-
inated by the Ni-3d and Dy-5d states, so the band structure near this level looks similar
to the one in Figure 3 with the main difference being the value of the energy gap (see
the blue rectangle in Figure 6). Thus, we conclude that the ternary DyNiSb compound is
a semiconductor with an indirect gap of 0.39 eV for the majority spin projection and of
0.21 eV for the minority spin projection. It is in a good agreement with the experimen-
tal value of the energy gap of 0.130–0.171 eV [9], 0.089–0.130 eV [15] for DyNiSb. The
localized bands from the 4f states of dysprosium similarly to previous Tb-compounds in
Figures 3 and 4 produce intense peaks at the same energies in the density of states in
Figure 5a.
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Figure 6. Band structure of DyNiSb: (a) majority and (b) minority spin projections. The blue rectangle
points out the bands involved in the band gap formation.

The band structure for DySb is shown in Figure 7. One can see that this picture is
resembling Figure 4 where the band structure for the TbSb compound is shown, since
the largest contribution to the states near the Fermi level is due to the Sb 5p and Dy 5d
electronic states. The calculated band structure is similar to the one proposed for DySb
in [25]. From Figure 7 and the blue rectangle pointing out the bands near the Fermi level,
one can conclude that DySb is a semimetal with the hole and electron pockets in the band
structure around Г and X points in the Brillouin zone.

Figure 7. Band structure of DySb: (a) majority and (b) minority spin projections.
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3.3. HoNiSb and HoSb Intermetallic Compounds

In Figure 8, the total and partial densities of electronic states of the HoNiSb and HoSb
intermetallic compounds are given for two opposite spin directions. Densities of states for
both compounds look similar to ones in Figures 2 and 5 with the main difference being
due to the holmium 4f shell. The positions of the intense peaks for this shell in the energy
spectrum Figure 8a,d are following: −7.9 (−8.4) eV and −6.7 (−7.4) eV below the valence
band for the majority spin projection and 2.0, 2.8 (1.7) eV for the minority spin projection.
There is also another Ho-4f intense peak for the minority spin direction at −4.8 eV at the
lower part of the valence band for the HoNiSb compound in Figure 8a, such as a peak
which seems to be isolated from the Ho-5d and Sb-5p states in the binary HoSb compound
at −5.5 eV (Figure 8d), it is not similar to that in the previous compounds.

Figure 8. Densities of electronic states from DFT+U for (a–c) HoNiSb; (d–f) HoSb per cell. (a,d) Total
and partial Ho-4f densities of states; (b,e) partial density of states for Ho-5d (Ni-3d); (c,f) partial
density of states for Sb-5p. The plot is shifted relatively to the Fermi energy shown at zero as a vertical
dashed line.

The band structure for the majority and minority spin projections of HoNiSb com-
pound is shown in Figure 9. Once again, we can see that ternary HoNiSb compound is
a semiconductor with an indirect gap in the band structure resembling that of TbNiSb
and DyNiSb in Figures 3 and 6, respectively. The value for the energy gap is 0.37 eV
for the majority spin projection and 0.26 eV for the minority spin projection. It is in a
good agreement with the experimental value of the energy gap of 0.08–0.11 eV [9] for
HoNiSb. Worth mentioning that the localized bands above the Fermi level from the 4f
states of holmium are closest to the Fermi energy for HoNiSb in Figure 9b among all three
ternary compounds.
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Figure 9. Band structure of HoNiSb: (a) majority and (b) minority spin projections. The blue rectangle
points out the bands involved in the band gap formation.

The band structure for the majority and minority spin projections of the HoSb com-
pound is shown in Figure 10. There is a noticeable flat band from the Ho-4f states in the
minority spin projection Figure 10b only 1.8 eV above the Fermi level which is closest of all
compounds. We can also see another localized band below the valence band in the minority
spin projection which was discussed earlier. In the band structure near the Fermi level
several bands are touching at X, see the blue rectangle in Figure 10. It is clearly seen that
the binary HoSb compound is a semimetal with the band structure near the Fermi level
very similar to that of the TbSb and DySb compounds shown in Figures 4 and 7.

Figure 10. Band structure of HoSb: (a) majority and (b) minority spin projections.
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3.4. Magnetic Moments

In addition to the densities of states and band structures, the values of the magnetic
moments of compounds were calculated within the framework of GGA+U. Magnetic
moments of the nickel and stibium ions in the compounds are found to be negligible so
we can consider it zero. Then all of the magnetic properties of considered RNiSb and RSb
compounds are determined by those of rare earth elements [20]. The spin moments of rare
earth ions, which are mostly defined by the 4f electronic states [22], as calculated in the
present work, have following values: 5.92 µB for the Tb ions in both TbSb and TbNiSb
compounds, 4.92 µB for Dy in DySb and DyNiSb compounds and 3.94 µB for the Ho ions in
HoSb and HoNiSb. These values are close to the ones for the corresponding R3+ ions, but
do not exactly coincide, see [20]. We can get the values of orbital momentum as for R3+ ions,
L = 3, 5, and 6 for Tb, Dy, and Ho, respectively. Now, we are able to calculate the effective
magnetic moments, and the results are 9.64 µB for TbSb and TbNiSb, 10.56 µB for DySb and
DyNiSb, 10.55 µB for HoSb and HoNiSb vs. the experimental values reported as 10.2(4) µB
for TbNiSb, 10.6(4) µB for DyNiSb, 10.7(4) µB for HoNiSb [20], 10.8 µB for HoSb [26].

4. Conclusions

In this work, we investigated the electronic and band structures of three ternary com-
pounds Tb,Dy,Ho(NiSb) and three binary compounds Tb,Dy,Ho(Sb). Calculations were
carried out in the framework of the GGA+U method and revealed that these ternary com-
pounds are semiconductors with an indirect gap and the binary compounds are semimetals.
The Tb,Dy,Ho(NiSb) semiconductors have the following values of the energy gap: 0.43,
0.39, and 0.37 eV for the majority spin projection and 0.21, 0.21, and 0.26 eV for the mi-
nority spin projection, respectively, which are in a good agreement with the published
experimental values. From the band structure, we identify similar to each other topological
features near the Fermi level in the Tb,Dy,Ho(Sb) binary semimetals, these are the hole
and electron pockets in the vicinity of Г and X points, the non-symmetric electron pocket
along Γ-X-W direction and hole pockets along the L-Γ-X direction. It is emphasized that the
corresponding band structures can be found experimentally in the other compound of this
series GdSb. It was also shown that the magnetic moment of all considered compounds
is fully determined by magnetic moments of rare earth elements, the calculated effective
magnetic moments of such ions have values close to experimental values.
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Abstract: The diffusion bonding method is one of the most essential manufacturing technologies for
Ti-steel composite plates. In this paper, the atomic diffusion behavior at the Fe-Ti interface during the
bonding process of Ti-steel composite plates is studied using classical diffusion theory and molecular
dynamics (MD) simulation. Henceforth, the diffusion mechanism of Fe and Ti atoms at the bonding
interface is obtained at the atomic scale. The results show that Fe and Ti atoms diffused deeply into
each other during the diffusion process. This behavior consequently increased the thickness of the
diffusion layer. Moreover, the diffusion quantity of Fe atoms to the Ti side was much greater than
that of Ti atoms to the Fe side. Large plastic deformation and shear strain occurred at the diffusion
interface during diffusion. The crystal structure of the diffusion zone was damaged and defects were
generated, which was beneficial to the diffusion behavior of the interface atoms. As the diffusion time
and temperature increased, the shear strain of the atoms at the interface also increased. Furthermore,
there is a relationship between the mutual diffusion coefficient and the temperature. Subsequently,
after the diffusion temperature was raised, the mutual diffusion coefficient and atomic disorder (Fe
atom and Ti atom) increased accordingly.

Keywords: diffusion bonding; molecular dynamics; diffusion mechanism; shear strain; diffusion coefficient

1. Introduction

The Ti-steel composite plate is a kind of composite metal plate that applies heating,
pressure, or two types of combination procedures to create strong metallurgical bond-
ing at the interface between the titanium plate and steel plate. In some circumstances,
the combination of titanium and steel produces components with both strong corrosion
resistance and the price advantages of titanium and steel, thus, effectively utilizing the
complementary advantages of titanium and steel in performance and economy. Researchers
have conducted a lot of research work to solve the problem of insufficient bonding strength
of the composite plates, which is caused by bonding interface defects in Ti-steel composite
plates. According to a large number of studies, the intermediate compounds formed on
the composite interface are the primary motivation for the interface bonding limitation of
the composite plate, which leads to the formation of interface defects. The more kinds of
interfacial compounds, the greater the influence on interfacial bonding strength [1,2].

Jiang et al. [3] performed heat treatment on the Ti-steel composite plate produced by
the explosive composite method. It was observed that the major compound generated at the
composite interface at 850 ◦C was TiC. At 950 ◦C, the main products were Fe2Ti, FeTi, and
a trace of TiC. Momono et al. [4] investigated the influence of C element mass fraction on
Ti-steel diffusion welding performance. When the steel with 0.01 % C element was heated
at temperatures over 900 ◦C, FeTi and Fe2Ti compounds were formed at the composite
interface, reducing composite strength. TiC, FeTi, and Fe2Ti compounds were produced at
the composite interface in the steel with a 0.19 % mass fraction of C when the temperature
exceeded 900 ◦C and the composite strength dropped. The grain orientation of titanium has
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a great influence on the interfacial reaction behavior of titanium and steel. When the basal
plane of a titanium cell is parallel to the Fe/Ti interface, it has a strong inhibitory impact on
the diffusion of C atoms and the TiC layer is thin, according to Li et al. [5] The TiC layer is
thicker when the titanium cell base surface is perpendicular to the titanium/steel interface.
This is owing to the anisotropy of the gap carbon atom transport in titanium cells.

Molecular dynamics (MD) is a powerful approach for simulating molecular systems
using Newtonian mechanics. It can explain some macroscopic properties of matter and
conduct an experiment at the micro level, which is significant for revealing the development
of atomic-scale structures. Nowadays, MD simulation has become an effective tool for
studying the interface diffusion bonding process.

Firstly, Leo Miglio et al. [6] investigated the mathematical simulation of Si diffusion
in TiS2 compounds and discovered that the diffusion of Si in this compound was mostly
owing to its low formation energy. Since then, numerous researchers have investigated the
diffusion phenomena by MD simulation. Chen et al. [7] simulated the formation process of
the Cu-Ag diffusion bond using the MD method and discovered that the thickness of the
interface area is mainly dictated by stress. In the process of diffusion bonding, the interface
region is transformed into an amorphous form. However, it often transitions from an
amorphous to a crystal structure when it cooled to room temperature. Chen et al. [8] used
MD simulation to investigate atomic diffusion during explosive welding of Ni50Ti50-Cu
(at. %). The geometric similarity of concentration distribution curves at different points
during diffusion was applied to compute the distribution of atomic concentration at any
time throughout the explosive welding process and the simulation results are virtually
identical to the experimental results. Similarly, Xiu et al. [9] applied MD to simulate W/Cu
diffusion bonding. The atomic diffusion behavior of W and Cu atoms was investigated in
their study and the diffusion coefficient and radial distribution function (RDF) were also
calculated. The diffusion mechanism of the W/Cu diffusion bond is as follows: when the
temperature and diffusion time rise, the thickness of the diffusion layer and atomic disorder
increase as W and Cu atoms propagate along the crystal defect surface. Solid-state wetness
(SSW) happens not only at the micron scale but also at the nanoscale, according to research
by M. Samsonov et al. [10], who simulated the spread of solid copper (Cu) and gold (Au)
nanoparticles over the same metal (100) surface. The temperature effect is stronger than the
pressure effect during diffusion, according to research by Zhang et al. [11], which looked
at the effects of temperature, pressure, and surface roughness on the diffusion welding
of stainless steel and pure Ni. By simulating self-diffusion along the screw dislocation
core in the metals aluminum, nickel, copper, and silver, Soltani et al. [12] simulated the
effect of screw dislocation on boosting self-diffusion for each metal mentioned above. In
a nanostructured Cu/Ag system, Béjaud et al. [13] investigated the interaction between
interface and deformation twins and precisely analyzed the effects of misfit dislocation on
twin nucleation and thickening in a face-centered cubic structure. Yang et al. [14] investi-
gated the diffusion behavior of Al and Cu atoms in ultrasonic welding using MD modeling.
Their findings revealed that asymmetric diffusion occurred at the Al/Cu interface during
the ultrasonic welding (UW)process. Simultaneously, the recovery of disordered Al blocks
at low temperatures was observed and the thickness of the diffusion layer increased as
welding time increased. Because of the significant trapping effect of the grain boundaries
in nanocrystalline Fe, Zhou et al.’s study [15] on the dependency of the hydrogen diffusion
coefficient on grain size revealed that smaller grain sizes correspond to reduced hydrogen
diffusion coefficients. The effects of temperature and pressure on atomic interdiffusion
along the direction perpendicular to the Cu/Al solid–liquid interface were revealed by
Mao et al. [16] and found that while the thickness of the diffusion layer exhibits a parabolic
connection with diffusion time, the Cu atoms’ depth of diffusion exhibits a linear rela-
tionship with system temperatures. Using the MD approach, Chen et al. [17] investigated
the influence of temperature on the diffusion rate and mechanical characteristics of the
nano-scale TiAl/Ti3Al interface. The elastic modulus, yield strength, and flow stress all
reduced as the temperature increased from 1273 K to 1473 K. Wang et al. [18] investigated
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the atomic diffusion behavior of the Mo/Au interface using classical diffusion theory and
MD simulation and the mutual diffusion coefficient and radial distribution function of
Mo and Au atoms were obtained. In a recycled asphalt mixture, Zhan et al. [19] described
the behavior of new asphalt and aged asphalt diffusion, which revealed that the diffusion
direction was mostly from virgin asphalt to aged asphalt and that the diffusion efficiency
improved with temperature. Zurhelle et al. [20] studied the oxygen atoms’ diffusion char-
acteristics in platinum atoms with extended defects and their results demonstrated that
platinum vacancies prevent oxygen atom diffusion across the platinum lattice by trapping
oxygen atoms. Amorphization of Cu atoms during diffusion was noted in this study by
Zhang et al. [21], who simulated the diffusion process and atomic structure of the interface
between metallic glass Cu50Zr50 and crystalline Cu.

In this paper, MD simulation was used to study the atomic diffusion behavior and
crystal structure evolution at the the Fe-Ti interface in the diffusion bonding process of
the Ti-steel composite plates and classical diffusion theory. The diffusion process of Fe-
Ti interface was characterized through the calculation of profiles for atomic trajectory,
atomic concentration distribution, diffusion layer thickness, atomic shear strain, radial
distribution function (RDF), mean square displacement (MSD), and diffusion coefficient.
The relationship between the calculation profiles and diffusion temperature was also
presented, which will benefit our understanding of the atomic diffusion mechanism in the
Fe-Ti interface.

2. Simulation Method
2.1. Potential Function

Potential function describes the interaction of atoms or molecules, also known as
a force field. The correctness of the potential function has a significant impact on the
dependability of MD simulation results. Daw and Baskes [22] developed the embedded
atom method (EAM) based on density functional theory and effective medium theory in
1983. It could solve the inadequacies in the two-body potential model that are incompatible
with particle interaction in metal systems. Furthermore, in order to implement the EAM
potential to covalent bond materials, the non-spherical symmetric distribution of electrons
should be considered. Baskes et al. [23] developed a modified embedded atom method
(MEAM). The potential function of MEAM is represented as follows:

E = ∑
i
{Fi(

→
ρi)+

1
2 ∑

i 6=j
Sijφij(Rij)} (1)

Fi(
→
ρ ) = AiE0

i
→
ρi ln

→
ρi (2)

where E is the total energy in the system; Fi is the embedding function for an atom i
embedded in a background electron density ρi; and Sij and φij (Rij) are the screening
function and the pair interaction between atoms i and j separated by a distance Rij; E0

i is
the binding energy of atom I; and Ai is the structure parameter.

The embedded atomic method (MEAM) interatomic potential of the Fe-Ti-C binary
alloy system was developed by Kim et al. [24]. The MEAM potentials were validated in the
literature by Prasanthi et al. [25]. At an equilibrium distance of 2.879 Å, they calculated that
the cohesive energy for the Fe–Ti system was 4.360 eV, which was quite compatible with
MEAM potentials. As well, the calculated bulk moduli of Fe (153 GPa) and Ti (110 GPa)
were in good agreement with the experimentally measured values of 166 GPa for "Armco
Iron" and 108 GPa for Ti [26,27].

In addition, by examining the overall structural consistency of atoms in the system
before and after the relaxation process, it is demonstrated that utilizing this potential
function for relaxation yields a relatively stable starting model, which is adequate for the
simulation system.
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2.2. Simulation Model

The lattice type of Fe and Ti at home temperature is a body-centered cubic and
hexagonal close-packed structure, respectively. The lattice constants of Fe and Ti are
0.286 nm and 0.295 nm, respectively. Where the size of Fe is 90 Å × 90 Å × 50 Å and the
size of Ti is 90 Å × 90 Å × 50 Å, as depicted in Figure 1. Among them, the blue atoms are
Fe atoms and the yellow atoms are Ti atoms. The total numbers of the Fe and Ti atoms in
the model were 33,597 and 22,971, respectively. There is an initial gap of 2 Å between the Fe
and Ti samples, which aims to reduce the strong interaction force between the two atoms at
the interface, causing the samples to fit better.
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Figure 1. Simulation model.

The large-scale atomic molecular massively parallel simulator (LAMMPS) program is
used in this paper [28]. To begin with, the two models are completely relaxed by the normal
pressure and temperature (NPT) ensemble with a goal temperature at the time of 500 ps
to reach a rather stable state. Then, they are merged in the y-z surface and the periodic
boundary conditions in the y and z directions are applied, while the shrinking boundary
conditions are applied in the x-direction. The ensemble is set to NVT (N: number of particles;
V: volume; T: temperature) and the Nosé–Hoover method is used to maintain a constant
system temperature of 1123 K and no external pressure is applied to the whole system. The
timestep is 0.001 ps and the initial velocity of atoms follows the Maxwell distribution.

3. Result and Discussion
3.1. Interface Diffusion Behavior

Figure 2 shows the atomic diffusion behavior of the Fe/Ti diffusion interface at
the temperature T = 1123 K, (a) 0.001 ns; (b) 0.5 ns; (c) 1.5 ns; (d) 2 ns. The diffusion
area between Fe and Ti is defined as the region between the farthest diffused Fe atom
(i.e., the Fe atom with the largest x coordinate) and the farthest diffused Ti atom (i.e., the
Ti atom with the smallest x coordinate). A distinct interface was produced at the time of
t = 0.001 ns and t = 0.5 ns, as shown in Figure 2a,b, in which a tiny quantity of Fe atoms
diffused into the Ti layer and a few Ti atoms diffused into the Fe layers. As the diffusion
time increased to t = 1.5 ns and t = 2 ns, more Fe atoms diffused into the other side and
the diffusion area became thicker, as shown in Figure 2c,d. Additionally, the interface
between the Fe layer and Ti layer began to diminish as the diffusion time increased. This
phenomenon can be explained as follows: binding energy was produced as the Fe layer
contacted with the Ti layer, which enhanced the interaction and movement between Fe and
Ti atoms. Figure 3 illustrates the atomic concentration distribution at different diffusion
times. As the time increased from t = 0.001 ns to t = 1.5 ns, the thickness of the diffusion
area increased from 4.47 Å to 11.22 Å. While the diffusion area just increased to 1.32 Å as
the time rose from t = 1.5 ns to t = 2 ns, as shown in Figure 3a,d, whereas the number of Fe
atoms (or Ti atoms) entering the titanium lattice (or Fe lattice) is still increasing as the time
increases from t = 1.5 ns to t = 2 ns, as shown in Figure 3c,d. This result indicates that when
the diffusion time is sufficient, the thickness of the diffusion area will no longer increase,
but atoms will always enter the diffusion region.
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Figure 4 shows the atomic diffusion behavior of the Fe/Ti diffusion interface at differ-
ent temperatures and the atom diffusion behavior is temperature dependent. The number
of diffusion atoms rises with the increase in diffusion temperature. At a temperature of
973 K, a few Fe atoms diffuse into the Ti layer and nearly no Ti atoms diffuse into the Fe
layer, as shown in Figure 3a. A growing number of atoms diffuse into the other side as
the diffusion temperature increases and the diffusion area becomes thicker, as shown in
Figure 3b,d. Furthermore, the overall number of Ti atoms that diffused and the diffusion
depth are significantly smaller than those of Fe atoms in the titanium lattice, indicating
asymmetric diffusion.

The atomic concentration distribution curves at different temperatures are depicted
in Figure 5. The thickness of the diffusion and the number of atoms in the diffusion
region increase with the rise in the diffusion temperature. The thickness of the diffusion
zone increases from 9.5 Å to 10 Å as the diffusion temperature increases from 973 K to
1023 K. Similarly, when the diffusion temperature is 1073 K and 1123 K, the thickness of
the diffusion zone increases to 11.41 Å and 14.5 Å, respectively. Further, the higher the
temperature, the more pronounced the effect. All in all, diffusion temperature plays an
effective role in promoting interface diffusion between Fe and Ti layers.
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The number of diffused atoms was counted by the means of the “selection” function
in the open visualization tool (OVITO) [29]. Figure 6 shows the number of diffused atoms
of Fe and Ti after each specific time and temperature and the number of diffusion atoms
increases with the increase in temperature and diffusion time and the curve gradually
becomes gentle over time, which showed a linear relationship with the diffusion time after
t = 0.5 ns. In addition, the number of diffused Fe atoms is always greater than that of Ti
atoms, which is consistent with the previous analysis results.
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3.2. Crystal Structure Analysis

Figure 7 depicts the shear strain distribution at different diffusion times and a narrow
shear plastic deformation zone was observed at the bonding interface. At the time of
t = 0.001 ns, a limited number of atoms are influenced by the plastic deformation and
the value of the shear strain is negligible, as depicted in Figure 7a. Furthermore, from
t = 0.001 ns to t = 2 ns, the shear strain gradually increases and the plastic deformation band
spreads to both sides, as shown in Figure 7a–d, indicating the deformation of the interface
area during interface bonding. As a result, a large number of Fe and Ti atoms migrate from
the original equilibrium position to a new position on both sides of the adjacent interface,
so that the vacancies appear near the binding interface and the vacancy concentration
increases continuously. Since the activation energy of high-density diffusion is much lower
than that of lattice diffusion, the vacancy can be considered as the best place for large-scale
diffusion of dissimilar atoms, so mutual diffusion between Fe and Ti atoms occurs when
the vacancy on the iron side (or Ti side) reaches a new equilibrium. It can also be found in
Figure 8 that temperature has a significant effect on the atomic shear strain in the diffusion
area. The atomic shear strain in the diffusion zone rises with the increase in temperature
and the effect range expands with the increase in diffusion zone thickness.
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Radial distribution function (RDF) is an effective method for describing system struc-
ture, which can characterize the disorder degree of the structure [30]. The RDF refers to the
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probability of finding another atom at a distance r from one atom, which can be used to
represent information, such as the relationship between atoms and the interaction intensity,
so as to study the atomic structure.

Figures 9 and 10 show the RDF curves (g(r)) of Fe and Ti atoms at different diffusion
times and diffusion temperatures, respectively. At different diffusion times and tempera-
tures, the RDF curves of Fe and Ti atoms are essentially the same. There is only one main
peak, representing the binding strength between the first nearest neighbor atoms of the
central atom. Its sharp shape indicates that the number density of atoms in this radius
range is much higher than the average density and the binding strength between the central
atom and the nearest neighbor atom is also relatively large. As presented in Figure 9a, the
main peak of g(rFe-Fe) (the RDF curve of the Fe-Fe atom) appears at r = 2.55 Å, suggesting
that the nearest atoms of Fe atoms appear at r = 2.55 Å and the bond length of Fe-Fe can be
obtained at 2.55 Å. Furthermore, Figure 9b depicts that the nearest atom of Ti atom could
be found at r = 2.93 Å and the Ti-Ti bond length can be gained at 2.93 Å. Similarly, the
bond length of Fe-Ti can be calculated at 2.65 Å, as shown in Figure 9c, which is consistent
with the previous simulation results [31]. Furthermore, it could be found that the value
of r(Fe-Ti) (the bond length of Fe-Ti) is between r(Fe-Ti) and r(Fe-Ti) and this problem is
caused by the electronic interaction between metals [32]. In addition, the RDF curve in
Figure 9a,b has another peak at r > 2.55 Å and 2.93 Å, except for the first main peak, which
indicates that the Fe and Ti crystal structures are ordered.
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The peak values of g(rFe-Fe) and g(rTi-Ti) are much larger than that of g(rFe-Ti),
because the bonding strength of Fe-Fe and Ti-Ti is greater than that of Fe-Ti. With the
increase in diffusion time, the peak strength of g(rFe-Fe) and g(rTi-Ti) decreases, whereas
the peak strength of g(rFe-Ti) increases. It can be explained as follows: during the diffusion
process, the atoms in the crystal migrate, resulting in the crystal structure becoming
disordered and the bonding strength between the same atoms decreasing. While the
bonding reaction between different atoms occurs, the Fe atoms and Ti atoms combine with
each other, resulting in an increase in bonding strength. In addition, raising the temperature
will also result in (rFe-Fe) and g(rTi-Ti) peak decreases and g(rFe-Ti) peak increases. It
indicates that the increase in temperature will accelerate the disorder of crystal structure at
the interface and the mutual diffusion of atoms at the interface.

3.3. Diffusion Coefficient Analysis

The Einstein method has been used to investigate the atom diffusion behavior at
the interface. Firstly, the mean square displacement (MSD) of the atom was calculated.
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Through the relationship between the MSD curves and the diffusion coefficient, the dif-
fusion coefficient D of the particle can be obtained, in which the MSD can be calculated
as [33]:

MSD =
1
N ∑N

i=1

〈
|ri(t)− r0(0)|2

〉
(3)

where N is the number of atoms; ri(t) and ri(0) are displacement vectors of i atom at zero
and t moment, respectively; the calculated symbol 〈〉 is temporal correlation.

When the running time tends to be infinite:

lim
t→∞

MSD = c + 2dDt (4)

where d is the dimension of the system; D is the diffusion coefficient; c is constant. The
mean square displacement is listed as a function of time and the slope of the curve is 2dDt.
The system discussed in this paper is three-dimensional, so the diffusion coefficient can be
expressed as [9]:

D =
1
6

lim
t→∞

(
d
dt

〈
|ri(t)− r0(0)|2

〉
) (5)

The temperature was discovered to be a key factor influencing the diffusion rate in the
preceding investigation. The general expression of diffusion coefficient can be established
by Arrhenius relation [33]:

D = D0 exp(− Q
RT

), (6)

where D is the diffusion coefficient; D0 is diffusion factor; Q is the diffusion activation
energy; R is the gas constant, R = 8.314 J/(mol K).

Taking the logarithm of Equation (6), the relationship between D and T could be
expressed as:

ln D = ln D0 −
Q
RT

, (7)

The MSD curves of the Fe and Ti atoms were obtained by the MD simulations, illus-
trated in Figure 11. The diffusion of Fe atoms is relatively stable, while the movement of
Ti atoms is relatively intense at the beginning of diffusion and then gradually tends to be
stable. Furthermore, the MSD of Fe and Ti atoms gradually increases as temperature rises.
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The diffusion coefficients of Fe and Ti atoms at the interface with different temperatures
are calculated according to the MSD curves and Equation (5). It can be found from Figure 12
that the diffusion coefficient is exponentially related to the diffusion temperature, which
is consistent with the results of Equation (6) and Equation (7). The D-value of Fe atoms is
higher than that of Ti atoms and the D-value of Fe atoms and Ti atoms increases with the rise
in temperature. When the diffusion temperature is 973 K, the diffusion coefficients of Fe and
Ti atoms are 9.57 × 10−15 m2/s and 8.12 × 10−16 m2/s, respectively. In addition, when the
diffusion temperature is less than 1073 K, the diffusion coefficients of Fe and Ti atoms are
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small and the atoms are in the low-speed diffusion stage. When the diffusion temperature
is greater than 1073 K, the diffusion coefficient of Fe atoms and Ti atoms increases obviously
and the atoms are in the rapid diffusion stage. As the diffusion temperature reaches
1123 K, the diffusion coefficients of iron and titanium atoms reach 4.45 × 10−14 m2/s and
2.43× 10−15 m2/s, respectively. As a result, atomic diffusion behavior occurs mostly at high
temperatures, whereas there are no discernible diffusion phenomena at low temperatures.
This is because atoms at low temperatures cannot get sufficient energy to break the potential
barrier, yet atoms at high temperatures can obtain sufficient kinetic energy.

Materials 2022, 15, x FOR PEER REVIEW 10 of 12 
 

 

RT
QDD −= 0lnln

, 
(7) 

The MSD curves of the Fe and Ti atoms were obtained by the MD simulations, illus-
trated in Figure 11. The diffusion of Fe atoms is relatively stable, while the movement of 
Ti atoms is relatively intense at the beginning of diffusion and then gradually tends to be 
stable. Furthermore, the MSD of Fe and Ti atoms gradually increases as temperature rises.  

The diffusion coefficients of Fe and Ti atoms at the interface with different tempera-
tures are calculated according to the MSD curves and Equation (5). It can be found from 
Figure 12 that the diffusion coefficient is exponentially related to the diffusion tempera-
ture, which is consistent with the results of Equation (6) and Equation (7). The D-value of 
Fe atoms is higher than that of Ti atoms and the D-value of Fe atoms and Ti atoms in-
creases with the rise in temperature. When the diffusion temperature is 973 K, the diffu-
sion coefficients of Fe and Ti atoms are 9.57 × 10−15 m2/s and 8.12 × 10−16 m2/s, respectively. 
In addition, when the diffusion temperature is less than 1073 K, the diffusion coefficients 
of Fe and Ti atoms are small and the atoms are in the low-speed diffusion stage. When the 
diffusion temperature is greater than 1073 K, the diffusion coefficient of Fe atoms and Ti 
atoms increases obviously and the atoms are in the rapid diffusion stage. As the diffusion 
temperature reaches 1123 K, the diffusion coefficients of iron and titanium atoms reach 
4.45 × 10−14 m2/s and 2.43 × 10−15 m2/s, respectively. As a result, atomic diffusion behavior 
occurs mostly at high temperatures, whereas there are no discernible diffusion phenom-
ena at low temperatures. This is because atoms at low temperatures cannot get sufficient 
energy to break the potential barrier, yet atoms at high temperatures can obtain sufficient 
kinetic energy. 

  
Figure 11. MSD curves of Fe and Ti atoms at different temperature ((a) Fe atoms; (b) Ti atoms). 

 

  
Figure 12. Relationship between diffusion coefficient and temperature. 

4. Conclusions 

Figure 12. Relationship between diffusion coefficient and temperature.

4. Conclusions

The atomic diffusion behavior of the Fe-Ti composite interface at different times
and temperature was simulated by using MD simulation. The following conclusions can
be obtained:

1. As diffusion time and temperature rise, the boundary between the Fe and Ti layer
dissolves, the thickness of the diffusion layer grows, and the diffusion amount of Fe atoms
to the Ti layer exceeds that of Ti atoms to the Fe layers.

2. During the diffusion process, the diffusion boundary experienced significant plastic
deformation and shear strain. The structure of the diffusion area was disrupted and flaws
were formed, which enhanced atom diffusion at the interface. The shear strain of atoms at
the contact rose as diffusion time and temperature increased.

3. There is only one primary peak in the RDF curves of Ti and Fe atoms. Both short-
and long-range order may be seen in the crystal structure. As the diffusion time and
temperature increase, the peak intensity decreases and the order of the crystal structure is
destroyed during diffusion.

4. The MSD curves were extracted and utilized to calculate Ti and Fe atom’s diffusion
coefficients and the diffusion rate of Fe atoms is greater than that of Ti atoms.

5. As the diffusion temperature rises, the diffusion coefficients and the thickness of
the diffusion area in the interaction area increase and there is a linear relationship between
the logarithm of the diffusion coefficient
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32. Trong, D.N.; Long, V.C.; Ţălu, Ş. Effects of Number of Atoms and Doping Concentration on the Structure, Phase Transition, and
Crystallization Process of Fe1-x-yNixCoy Alloy: A Molecular Dynamic Study. Appl. Sci. 2022, 12, 8473. [CrossRef]

33. Yuan, J.; Yu, A.; Zou, P.; Zhao, S.; Li, Y.; Wu, Q. Molecular dynamics simulation of hot pressing diffusion behavior between
diamond and titanium. Rare Met. Mater. Eng. 2022, 51, 159–165.

27



Citation: Zheng, H.; Sun, J.; Guo, N.;

Wang, M. Atomic Research on the

Diffusion Behavior, Mechanical

Properties and Fracture Mechanism

of Fe/Cu Solid–Liquid Interface.

Coatings 2022, 12, 1299. https://

doi.org/10.3390/coatings12091299

Academic Editor: Gianni Barucca

Received: 13 August 2022

Accepted: 1 September 2022

Published: 4 September 2022

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2022 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

coatings

Article

Atomic Research on the Diffusion Behavior, Mechanical
Properties and Fracture Mechanism of Fe/Cu
Solid–Liquid Interface
Hongyu Zheng *, Jingwen Sun, Na Guo and Mingjie Wang *

School of Intelligent Manufacturing, Huanghuai University, Zhumadian 463000, China
* Correspondence: 20191887@huanghuai.edu.cn (H.Z.); 15513882577@163.com (M.W.)

Abstract: A molecular dynamics simulation was applied to investigate the diffusion behavior and
mechanical properties of a Fe/Cu solid–liquid interface with different orientations, temperatures, and
strain rates. The results show that the displacement distance of Fe atoms’ diffusion into the Cu matrix
was obviously larger than that of Cu atoms’ diffusion into the Fe matrix at any diffusion temperature
and diffusion time. Moreover, the diffusion coefficient and diffusion distance both increase with
temperature and time, and reach the highest value when the temperature and diffusion time are
1523 K and 3 ns, respectively. Additionally, the diffusion coefficients of the Fe atoms are arranged in
the following order: Fe (100) < Fe (110) < Fe (111). The diffusion coefficients of the Cu atoms
are arranged in the following order: Cu (110) > Cu (111) > Cu (100), when temperature and
time are 1523 K and 3 ns, respectively. The yield strength and fracture strain of the bimetallic
interface is positively correlated with the strain rate, but negatively correlated with the tensile
temperature. Moreover, the yield strength of the three orientations can be arranged as follows:
Fe (110)/Cu (110) > Fe (100)/Cu (100) > Fe (111)/Cu (111), and the yield strength and fracture strain
of Fe (110)/Cu (110) diffusion interface are 12.1 GPa and 21% when the strain rate was 1 × 109/s and
the tensile temperature was 300 K. The number of stacking faults and dislocations of the diffused
Fe/Cu interface decreased significantly in comparison to the undiffused Fe/Cu interface, even in the
length of Stair-rod dislocation and Shockley dislocation. All these results lead to a decrease in the
tensile yield strength after interface diffusion.

Keywords: diffusion behavior and mechanical properties; Fe/Cu solid–liquid interface; molecular
dynamics; orientation; temperature and strain rate

1. Introduction

Over the last few years, high-strength and highly wear resistant bimetallic materials
have been attracted worldwide attention and demonstrated important application prospects
in aerospace, ships, automobiles, and other fields due to their excellent dual performance
structure and the comprehensive high-strength and high wear resistance properties [1–5].
The steel–copper bimetallic materials are one of the typical representatives, combining the
advantages of both steel (high strength and stiffness) and copper (high wear resistance),
and have been used to fabricate military aerospace rotors [6]. Additionally, for steel–copper
bimetallic materials with a high bonding strength, the relationship between the diffusion
mechanism, the diffusion distance, and the tensile stress-strain of the interface atoms play
a more important role in determining the bonding strength and the diffusion coefficient
of the bimetallic interface [7,8]. However, the pivotal technique of steel–copper bimetallic
materials, the interfacial diffusion and interface enhancement mechanism of steel–copper
bimetallic materials, has hardly been published and investigated.

Up to now, atomic calculations have been demonstrated to be an effective method
to comprehensibly investigate the solid–liquid interface, as it is difficult to carry out an
experimental investigation at high temperature [9–11]. According to the relevant reports,
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several theoretical investigations of solid–liquid interfaces and multi-layer interfaces have
been proposed, such as the Cu/Pb interface [12,13], Al/Cu interface [14,15], Ni/Al multi-
layer [16], Al/Al2O3 interface [17], and Fe/Li interface [18]. Especially, Mao et al. [19]
studied the diffusion behavior of the Cu/Al solid–liquid interface using the molecular
dynamic (MD) method, and found that the influence of temperature and pressure on the
diffusion behavior of Cu/Al solid–liquid interface is greater than that of time, and all
of these results depend on the formation of θ−Al2Cu. S. Raman et al. [20] investigated
the thermodynamic and kinetic properties of Fe/Mn solid–liquid interface utilizing MD
simulations, and successfully revealed that the average value of solid–liquid interfacial free
energy and anisotropy parameters remain constant with fluctuating temperature and the
variation in diffusion speed is higher than that of the bulk liquid diffusion coefficient with
increasing temperature. Moreover, a number of researchers have explored some incurable
factors associated with the mechanical properties of solid–liquid interface, such as stress–
strain curves and microstructure evolution in the course of the tensile process [21–23].
Su et al. [24] investigated the tensile behavior of Ti/Ni multilayered films and predicted the
tensile process, stress–strain curve, and other tensile behaviors through MD simulations.
Liu et al. [25] simulated the diffusion process of the Al/Cu interface, analyzed the tensile
behavior, and improved the mechanical properties of the Al/Cu solid–liquid interface after
diffusion solidification and cooling. All these mechanical property investigations of the
solid–liquid interface have been studied by quite a few scholars, but there has been no
systematic analysis of the Fe/Cu solid–liquid interface.

In this paper, we aimed to propose a theoretical framework based on the diffusion
behavior and mechanical properties of Fe/Cu solid–liquid interface using MD simulation.
In detail, we analyzed the diffusion coefficient, the diffusion distance, the atomic concentra-
tion distribution, and the diffusion mechanism of Fe/Cu solid–liquid interfaces at different
temperatures and diffusion times. Meanwhile, the mechanical properties, i.e., tensile strain–
stress curve, influence of tensile orientation, strain rate, and tensile temperature of the
Fe/Cu solid–liquid interface, are also investigated. Although the diffusion and bonding
characteristics of steel–copper bimetallic interfaces cannot be directly characterized in time
scale and space scale in this study, our calculations provide a theoretical guidance for the
production and manufacture of high-performance Fe/Cu bimetallic materials.

2. Simulation Methodology

All MD simulations are calculated using the Large-scale Atomic/Molecular Massively
Parallel Simulator (LAMMPS) [26] with a time step of 1.0 fs. Additionally, an embedded
atomic method (EAM) potential developed by Byeong-Joo Lee et al. [27] was used for mod-
eling the atomic interaction between FCC Fe atoms and FCC Cu atoms near the interface,
which has been employed in exploring diffusion properties, mechanical properties [28], and
magnetic properties [29–31] of the Fe–Cu alloys. An open visualization tool (OVITO) [32]
was used to observe diffusion behavior and the deformation process. Moreover, periodic
boundary conditions were applied in three transverse (x, y, and z) directions. The initial
velocity of atoms was assumed to accord with Maxwell–Boltzmann random distribution.
Additionally, the Verlet integration algorithm was introduced to solve the Newtonian
equation of motion integration.

In this study, three surface orientations ((100), (110), and (111)) of the γ-Fe/Cu inter-
face were used to calculate the diffusion behavior and mechanical properties of Fe/Cu
bimetallic materials. An additional advantage of using a case study approach is that our
simulation models are based on our steel–copper bimetallic casting experiment at high
temperature [33,34]. The modeling consists of FCC Fe bulk and FCC Cu bulk, and the
initialization configurations of a cross-section are shown in Figure 1. As seen in Figure 1,
the initial Fe/Cu interface model consisted of two parts: an upper Cu block containing
6400 atoms with the size of 10aCu × 5aCu × 30aCu and a lower Fe block with the same
number of atoms and the size of 10aFe × 5aFe × 30aFe (the lattice constant of the aCu and
aFe atoms are 0.36147 and 0.36457 nm respectively). To perform the solid–liquid interface
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calculations, five different temperatures—1323, 1373, 1423, 1473, and 1523 K—were selected
according to the melting point of Cu and Fe. Additionally, the overall diffusion process was
relaxed at 300 K under a constant pressure-temperature (NPT) ensemble for 100 ps, and then
relaxed at the target diffusion temperature under a constant pressure-temperature (NPT)
ensemble for 1000 ps. Finally, the system was quickly cooled to 300 K, shown in Figure 1.
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Figure 1. Atomic configuration of Fe/Cu interface model and the temperature–time relationship of
the diffusion process.

According to [35], the mean square displacement (MSD) of the solid–liquid interface
can be approximately calculated in such a complicated system. Thus, the MSD of Cu and
Fe was calculated first to forecast the diffusion coefficient. The MSD can be defined by the
following equation [36]:

MSD =
〈

r2(t)
〉
=
〈
|ri(t)− ri(0)|2

〉

where ri(t) is the position vector of atom i at time t, which represents the average ensemble
of the atoms in the simulated time. Accordingly, the diffusion coefficient is defined by the
following equation [37]:

D = lim
t→∞

1
2Nt

〈
|r(t)− r(0)|2

〉

where D is the diffusion coefficient, N denotes the dimension of the simulated system, and
N = 3 for the simulation of blocks.

3. Result and Discussion
3.1. Diffusion Behavior

Temperature and diffusion time, as the two main factors determining the Fe/Cu in-
terface, were considered first in our simulation. Thus, the snapshots of the cross-section
diffusion process of Fe bulk and Cu bulk at different temperatures and times are distinc-
tively illustrated in Figure 2. By comparing the four snapshots under the same temperature
with the diffusion time elevated, the portion of atoms diffusing across the initial Fe/Cu
interface can be seen to increase gradually and the diffusion depth of the Fe atoms diffusing
into the Cu bulk is deeper, while that of Cu atoms diffusing into the Fe bulk is shorter.
From these snapshots, it can be seen that only a small amount of Fe atoms cross through
the initial interface, while much less Cu atoms cross the interface at 0.5 ns. After 3.0 ns, the
diffusion distance of Cu atoms and Fe atoms both increase, the percentage of Fe atoms that
diffuse across the interface increases to 1.5% from 0.3% at 0.5 ns, and the percentage of Cu
atoms increases to 0.3% from 0.05% at 0.5 ns. These asymmetrical diffusion phenomena
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have similarly appeared in Al/Cu [38], Mo/Ti [39], and Fe/W [40] interfaces. Likewise, by
comparing five different temperatures at the same diffusion time, one can see that only a
few Fe atoms diffuse into the Cu bulk at 1323 K, the interfacial structure is relatively smooth,
and the degree of atomic confusion is lower. However, when temperature is increased, the
portion of Fe and Cu atoms that cross initial interface increases and the diffusion distance
of Fe atoms diffusing into the Cu bulk is also deeper than that of the Cu atoms diffusing
into the Fe bulk at every temperature. Meanwhile, when the temperature is increased to
1523 K from 1323 K with a 50 K temperature interval, the percentages of the number of Fe
atoms diffusing into the Cu bulk are 0.1%, 0.13%, 0.15%, 0.17%, and 0.2%, while that of the
Cu atoms diffusing into Fe bulk are 0.03%, 0.035%, 0.05%, 0.08%, and 0.1%. Therefore, the
influence of time on the diffusion distance is greater than that of temperature.
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Figure 2. Snapshots of Fe atoms and Cu atoms under different diffusion times and temperatures.
Red is Fe, blue is Cu.

Figure 3 illustrates the snapshots of the planar views of the equilibrium diffusion
Fe/Cu interface at different temperature after 3 ns, respectively. As shown in Figure 3,
when the temperature is increased, the Cu bulk presents an obvious liquid amorphous
structure due to the disordered arrangement of atoms, while the Fe bulk maintains a solid
crystalline structure. Furthermore, after the Cu atoms diffuse into the Fe lattice, the Cu
atoms show an ordered state and occupy the lattice position of the Fe bulk, while the
majority of the Fe atoms are located in the vacancies of the Cu lattice after diffusing into the
inner Cu lattice. Thus, the Cu atoms gradually form agglomerations due to the increasing
number of Fe atoms occupying more and more vacant positions in Cu bulk, explaining
why the diffusion distance of Fe atoms diffusing into the Cu bulk is deeper than that of the
Cu atoms diffusing into the Fe bulk.
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Figure 4. The mean square displacement curves of Fe/Cu interface at 1523 K with different orienta-
tion: (a) Cu (100), Cu (110), and Cu (111); (b) Fe (100), Fe (110), and Fe (100). 
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direction can be ordered as (111) < (100) < (110). For all the Cu slabs, the diffusion coeffi-
cient of Cu atoms along y-axis is greater than that along the x-axis and z-axis, which can 
be ranked as follows: z < x < y, indicating that the blocking effect of Fe matrix on Cu atoms 
reduces the movement of Cu atoms along z-axis. However, for all the Fe slabs, the diffu-
sion coefficient of Fe atoms along the z-axis is also smaller than other directions, which 
indicates that the transverse movement is greater than the axial movement during the 
diffusion process of Fe/Cu interface, and the Fe (110)/Cu (110) interface displays the best 
diffusion effect for the Fe atoms diffusing into the Cu matrix. 

Figure 3. Atomic structure of Fe/Cu interface at different temperatures.

To deeply understand the non-uniform diffusion phenomena of the three Fe/Cu inter-
face models, the MSDs of the Fe surface and the Cu surface in different directions at 1523 K
were determined. As shown in Figure 4, the MSD curves of the Cu atoms in all orientations
increase linearly, while the MSD curves of Fe atoms in different orientations areas fluctuate
upward, which is consistent with the liquid and solid diffusion characteristics of the Cu and
Fe matrixes. For the MSD curves of Fe atoms and Cu atoms in different directions, the MSD
value of the diffusion of Cu atoms along the y-axis is higher than that along the x-axis and
z-axis, indicating that Cu atoms mainly diffuse along the y-axis. The diffusion of Fe atoms
on Fe (100) and Fe (111) surfaces is mainly along the x-axis, while on Fe (110) surfaces, the
diffusion of Fe atoms is mainly along the y-axis. It can be seen that the degree of diffusion
of the Fe/Cu interface in the diffusion process along the perpendicular direction is lower
than that along the parallel direction of the interface.
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Figure 4. The mean square displacement curves of Fe/Cu interface at 1523 K with different orienta-
tion: (a) Cu (100), Cu (110), and Cu (111); (b) Fe (100), Fe (110), and Fe (100). 
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Figure 4. The mean square displacement curves of Fe/Cu interface at 1523 K with different orientation:
(a) Cu (100), Cu (110), and Cu (111); (b) Fe (100), Fe (110), and Fe (100).

Table 1 shows the atomic diffusion coefficients of different surfaces and directions,
and it can be seen that the diffusion coefficients of the Cu slabs in the z-axis direction
can be ordered as (110) < (111) < (100), and the diffusion coefficients of Fe atoms in the
z-axis direction can be ordered as (111) < (100) < (110). For all the Cu slabs, the diffusion
coefficient of Cu atoms along y-axis is greater than that along the x-axis and z-axis, which
can be ranked as follows: z < x < y, indicating that the blocking effect of Fe matrix on
Cu atoms reduces the movement of Cu atoms along z-axis. However, for all the Fe slabs,
the diffusion coefficient of Fe atoms along the z-axis is also smaller than other directions,
which indicates that the transverse movement is greater than the axial movement during
the diffusion process of Fe/Cu interface, and the Fe (110)/Cu (110) interface displays the
best diffusion effect for the Fe atoms diffusing into the Cu matrix.
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Table 1. Diffusion coefficient of atoms under different surface and orientation.

Diffusion Direction Cu (100) Cu (110) Cu (111) Fe (100) Fe (110) Fe (111)

Dx (10−11 m2/s) 409.5 523.6 528.6 0.803 0.296 0.745
Dy (10−11 m2/s) 605.7 735.2 626.6 0.456 0.575 0.813
Dz (10−11 m2/s) 431.1 421.8 389.3 0.126 0.159 0.117

Dtotal (10−11 m2/s) 491.7 549.6 512.6 0.353 0.464 0.554

In the in-depth investigation of the specific diffusion information of the Fe (110)/Cu (110)
interface, the mean square displacement (MSD) of Cu atoms and Fe atoms along z-direction
were calculated as shown in Figure 5. Additionally, the diffusion coefficient and the concen-
tration distributions along the z-direction of Fe and Cu atoms was calculated to characterize
the atomic diffusion at the Fe (100)/Cu (100) interface with temperature increase, as shown
in Figure 5. One can see that all the MSD curves of the Cu atoms and Fe atoms are not only
increased with increasing diffusion time at different temperatures, but also increased with
increasing temperature due to the higher kinetic energy of atomic diffusion. Additionally,
as shown in Figure 5a, the MSD curves of the Cu atoms present as straightly increasing
trends as the diffusion time is incremented, but that of the Fe atoms does not maintain a
straight line, as shown in Figure 5b. This is possibly due to the fact that the solid Fe matrix
exhibits obvious volume instability when the ambient temperature approaches the melting
point. From Figure 5c, it can be seen that the diffusion coefficient of Fe and Cu atoms
exhibits a significantly increasing trend with increasing temperature, this is possibly due to
an increase in the internal energy of the system. The diffusion coefficient of Cu atoms is far
smaller than that of Fe atoms, seen in Figure 5c, but the diffusion depth of Fe atoms the
diffuse into the Cu area is much extensive than that of Cu atoms, as seen in Figure 5d. This
phenomenon concurs with the above results (see the snapshots in Figure 1), and is possibly
due to the lower melting point of Cu than that of Fe. In contrast, the interface migrates to
the Fe sides during the diffusion process. As shown in Figure 5d, the moving distance of
the red dotted line is greater than that of the black dotted line. Thus, the interface migration
may appear in these Fe/Cu interface models.
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Figure 5. The diffusion behavior of atoms and the diffusion distance of Fe (110)/Cu (110) interface
under different temperatures. (a) MSD curves of Cu atoms under different temperatures; (b) MSD
curves of Fe atoms under different temperatures; (c) diffusion coefficient of Fe and Cu atoms;
(d) atomic concentration of Fe and Cu atoms.
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To clearly observe the phenomenon of interface migration, we compared the snapshots
of the diffusion Fe/Cu interface at the initial simulation time and the final simulation time,
as shown in Figure 6. Compared with Figure 6a,b, the Cu atoms become disordered in
comparison to the initial model. The Fe atoms keep the original crystal structure, yet
only a few Cu atoms replaced the position of Fe atoms, which elucidates the results of the
concentration distributions. Furthermore, the red dashed line in Figure 6 migrates to the Fe
side after the diffusion of Fe/Cu bimetallic material, indicating that Cu atoms are difficult
to diffuse into the Fe matrix, regardless of displacement diffusion and gap diffusion. Hence,
it has been demonstrated that the interface migration is authentically consistent in these
Fe/Cu diffusion interface systems.
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Figure 6. Atomic snapshots concerning Kirkendall effect of the Fe/Cu bimetallic interface. (a) Initial
atomic structures; (b) the final atomic structures after the diffusion at 1523 K.

To deeply understand the inner diffusion mechanism of the Fe/Cu interface, the
transition state search (TSS) tool was calculated to find the minimum energy and saddle
points of the diffusion process. Figure 7 shows the diffusion energy barrier of five diffusion
paths and the schematic diagram of the possible atomic diffusion paths near the interface
boundary of the Fe and Cu atoms. Comparing five diffusion energy barriers in Figure 7,
we can find that the diffusion of Cu and Fe atoms is mainly dominated by first-nearest-
neighbor diffusion, and the diffusion activation energy of Fe atoms in the Cu matrix is
greater than that of Cu atoms in the Fe matrix, indicating that the diffusion of Fe atoms in
Cu matrix is easier than that of Cu atoms in Fe matrix.
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Figure 7. Atomic snapshots concerning Kirkendall effect of the Fe/Cu bimetallic interface. (a) the
diffusion energy of the interstitial diffusion path of Cu atom; (b) the diffusion energy of the first
nearest neighbor diffusion path of Cu atom; (c) the diffusion energy of the first nearest neighbor
diffusion path of Fe atom; (d) the diffusion energy of the second nearest neighbor diffusion path
of Cu atom; (e) the diffusion energy of the second nearest neighbor diffusion path of Cu atom;
(f) schematic diagram of diffusion mechanism of Fe/Cu diffusion interface.
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3.2. Mechanical Properties
3.2.1. Strain Rate and Orientation Effect

The strain rate’s dependence of the stress–strain relationships of the Fe (100)/Cu (100)
interface, the Fe (110)/Cu (110) interface, and the Fe (111)/Cu (111) interface under uniaxial
tension are shown in Figure 8. As shown in Figure 8a, the strain–stress curves of the
Fe (100)/Cu (100) interface are almost linear at the initial stage of uniaxial tension, which
indicates that the Fe (100)/Cu (100) interface undergoes elastic deformation. After that,
the stress decreases slowly with the increase in strain when the tension reaches ultimate
strength, indicating that the Fe (100)/Cu (100) interface presented a plastic deformation
ability and ductile fracture characteristics. From Figure 8b,c, one can see that the strain–
stress curves are almost increasing linearly at the early stage in all the strain rates, which
indicates that the Young’s modulus is less sensitive to the strain rate. However, with
the application of increasing strain, the curves present apparent ups and downs at the
end of elastic deformation, which indicates that fracture occurred. Additionally, all the
strain–stress curves decrease suddenly at the stress peak point at different strain rates,
and no obvious plastic deformation can be observed. These results imply that the brittle
fracture of the Fe (100)/Cu (100) interface and the Fe (111)/Cu (111) interface occurred at
all simulated strain rates. Meanwhile, the yield strength and fracture strain both increase
with the increasing strain rates, and the yield strength of three orientations can be arranged
in the following order: Fe (111)/Cu (111) > Fe (110)/Cu (110) > Fe (100)/Cu (100), which
reaches a remarkable agreement with the diffusion behavior of the three models.
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Figure 8. Stress–strain curves of (a) Fe (100)/Cu (100) interface at different strain rates from 1 × 108/s 
to 1 × 1010/s; (b) Fe (110)/Cu (110) interface at different strain rates from 1 × 108/s to 1 × 1010/s; (c) Fe 
(111)/Cu (111) interface at different strain rates from 1 × 108/s to 1 × 1010/s; (d) the yield strength of 
three different interface models under different strain rates. 
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the Fe (111)/Cu (111) interface, the atomic snapshots (rendered by CNA, CSP, and DXA 
results) of the three interface models under uniaxial loading at different strain are de-
scribed and shown in Figures 9–11. 

 
Figure 9. Atomic CSP, CNA, and DXA analysis of the Fe (100)/Cu (100) undiffused interface during 
z-axis tensile process. 

Figure 8. Stress–strain curves of (a) Fe (100)/Cu (100) interface at different strain rates from 1× 108/s
to 1 × 1010/s; (b) Fe (110)/Cu (110) interface at different strain rates from 1 × 108/s to 1 × 1010/s;
(c) Fe (111)/Cu (111) interface at different strain rates from 1 × 108/s to 1 × 1010/s; (d) the yield
strength of three different interface models under different strain rates.

Referring to Figure 8a–c, the yield strength and fracture strain curves with different
strain rates are described in Figure 8d. As shown in Figure 8d, the yield strength and
fracture strain are particularly susceptible to strain rate when the strain stress is less than
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1 × 109 s−1. Nevertheless, when the strain rate exceeds 1 × 109 s−1, the tensile strength
still increases slowly with the growth of strain rate, this is possibly due to the fact that
the reinforcement effect is not statistically significant. Furthermore, the brittle fracture
behavior of the three Fe/Cu interface models at a high strain rate is similar to that of
single-crystal titanium [41].

All the atomic visualizations of the Fe/Cu interface are described using the Open
Visualization Tool (OVITO), and all the inner structure of Fe/Cu bimetallic materials is
characterized to observe the defect’s behavior from HCP environments with common
neighbor analysis (CNA) [42]. Additionally, the centrosymmetric parameter (CSP) and
dislocation extraction algorithm (DXA) [43] analysis are powerful modules that were used
to analyze the dislocation motion and defects of the Fe/Cu interface. To clearly describe
the fracture mechanism of the Fe (100)/Cu (100) interface, the Fe (110)/Cu (110) interface
and the Fe (111)/Cu (111) interface, the atomic snapshots (rendered by CNA, CSP, and
DXA results) of the three interface models under uniaxial loading at different strain are
described and shown in Figures 9–11.
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From the CSP analysis in Figure 9, the atoms of the Fe (100)/Cu (100) interface are
arranged neatly and represent an elastic deformation process on both sides of the interface
at the beginning of the tension, and the interface structure hardly changes when the
strain is lower than 5%. With gradually increasing stress, the Fe (100)/Cu (100) interface
emits surface angular dislocations to the Cu side when the strain reaches 10%. Then,
micropores are formed at the surface’s angular dislocations when the strain reaches 12%.
With continuous increase in strain, the interface gradually expands into a microcrack along
the micropore, which results in a sudden drop of the interface stress value, and brittle
fracture occurs. In addition, according to the CNA and DXA analysis, the stacking faults
on the Cu side increase gradually with the progression of the Fe (100)/Cu (100) interface
tension, and the evolution of the 1/6 <112> Shockley dislocations occupied a dominant
position during the dislocation movement in the tensile process. Additionally, the number
of Shockley dislocations near the interface increases sharply when a large number of cracks
appear at the interface, while the number of Shockley dislocations is less before the fracture,
indicating that brittle fracture begins at the strain of 13% in the Fe (100)/Cu (100) interface.

From Figure 10, it can be seen that a large number of stacking faults appear on both
sides of the interface during the tensile fracture of Fe (110)/Cu (110) interface. Firstly,
according to the CSP analysis, the steady stacking fault forms on the Cu side when the
strain is 5%, but a large number of stacking faults appear on both sides of the Fe/Cu
interface and surface angle dislocations are emitted to the Cu side when the strain increases
to 10%. These results cause the development of micropores and cracks, resulting in interface
fracture. Similarly, through integrated DXA analysis and CNA analysis, we can observe
that a large number of stacking faults appear in the tensile process of Fe (110)/Cu (110)
interface, and more 1/6 <112> Shockley dislocations appear near the interface. These
phenomena hinder the progress of z-axis loading tensile, but improve the maximum stress
value of the Fe (110)/Cu (110) interface.

In Figure 11, it can be seen that the Fe (111)/Cu (111) interface starts to emit Lomer–
Cottrell lock to the Cu side when the strain reaches 6%, expands into micropores when
the strain is 9%, and then expands into a microcrack when the strain is 10%. Comparing
the tensile process with the two above interface models, one can see that there are fewer
interlayer faults and Shockley dislocations at the Fe (111)/Cu (111) interface in the tensile
process, resulting in lower yield strength and lower interface bonding strength of the
Fe (111)/Cu (111) interface. To summarize, the yield strengths of the three orientation’s
interface models can be ranked as follows: Fe (110)/Cu (110) > Fe (100)/Cu (100) >
Fe (111)/Cu (111). In addition, the Fe/Cu bimetallic interface shows brittle fracture charac-
teristics in the tensile process, and the Fe (110)/Cu (110) interface shows a certain fracture
toughness compared with the other two interface models.
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3.2.2. Temperature Effect

To systematically study the influence of z-axis tensile temperature on the mechani-
cal properties of Fe/Cu interface, the diffused Fe (110)/Cu (110) interface (the diffusion
temperature is 1523 K, and the time is 3 ns) and undiffused Fe (110)/Cu (110) interface
models were selected to carry out the z-axis tensile test at different temperatures (50, 100,
200, 300, 400, and 500 K). The stress–strain tensile results are shown in Figure 12; all these
strain–stress curves show a linear and sharp increasing trend when the strain value is
less than 10%, consistent with the characteristics of elastic deformation. Additionally, the
slope of the stress–strain curve decreases with the increase in temperature, which indicates
that the elastic modulus of the Fe/Cu interface decreases with the increase in temperature.
Moreover, the Fe/Cu interface tension enters the plastic deformation stage after the yield
strength, and the dislocation and the slip phenomenon are more prominent, and the tensile
stress drops sharply and then changes slowly, indicating that brittle fracture occurs in the
Fe (110)/Cu (110) interface before and after diffusion at all temperatures. Additionally,
the maximum yield stress of the undiffused Fe (110)/Cu (110) interface at 50 and 500 K
are 15.8 and 13.9 GPA, respectively, and the corresponding strain values are 18.9% and
16.1%, respectively. However, for the diffused Fe (110)/Cu (110) interface, the maximum
yield stress values are 13.4 and 10.4 GPa, respectively, and the corresponding strain values
are 11.9% and 10.7%, respectively. Moreover, the yield strength of the Fe (110)/Cu (110)
interface is lower after interfacial diffusion, which is caused by the weakening of the inter-
atomic bonding energy caused by the bimetal interface reconstruction after diffusion. When
temperature increases from 50 to 100 K, the yield strength of the Fe (110)/Cu (110) interface
decreases from 13.5 to 13.3 GPa respectively. However, when the temperature is raised from
400 to 500 K, the yield strength decreases from 11.2 to 10.3 GPa. Thus, the decreasing rates
were 1.5% and 8.0%, respectively, indicating that the tensile Fe (110)/Cu (110) interface is
more sensitive to temperature changes.
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Thus, the atomic oscillation amplitude of Fe/Cu bimetallic interface is small when the
tensile temperature is 50 K, resulting in a stable structure and a higher bonding strength.
However, due to the increase in movement speed of atoms at the Fe/Cu bimetallic interface
and the interaction force between atoms decreases when the tensile temperature is 500 K,
a reduction in the energy required for dislocation, nucleation and emission, and lattice
deformation occurred easily under the same load.

To reveal the fracture mechanism of the Fe (110)/Cu (110) interface at different working
temperatures, the undiffused Fe (110)/Cu (110) interface at 300 and 500 K were selected
to analyze the changes and atomic defects of the interface structure, and the results are
shown in Figures 10 and 13 respectively. By comparing Figures 10 and 13, it can be found
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that a large number of stacking faults also appear at the undiffused Fe (110)/Cu (110)
interface at 500 K, which indicates that the main factor affecting stacking faults is the
orientation relationship instead of tensile temperature. Additionally, the undiffused Fe
(110)/Cu (110) interface emits a plane angular dislocation at the Cu side, and then evolves
into a micropore when the strain is 10% and the stacking faults in the interface tensile
process gradually decrease with the increase in temperature. This is possibly due to the
higher tensile temperature, resulting in disordered structure arrangement and interface
amorphization [44], which hinder the extended motion of dislocation and reduce the yield
strength of the interface model. Although the number and length of dislocations increase or
decrease, the types of the dislocations are all Shockley dislocations. Moreover, the fracture
strain of the undiffused Fe (110)/Cu (110) interface decreases gradually with the gradual
increase in temperature, possibly due to the early occurrence of interface fracture with the
gradual increase in stress and the obstruction of dislocation propagation.
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Figures 14 and 15 show the interface structure and atomic defect analysis during
the tensile process of the diffused Fe (110)/Cu (110) interface at 300 and 500 K, respec-
tively. From Figure 14, one can see that the micropores and microcrack at the diffused
Fe (110)/Cu (110) interface appeared far from the interface on the Cu side, indicating that
the bonding strength of the diffused Fe (110)/Cu (110) interface is greater than that of
the Cu matrix. Similarly, the amorphization near the interface increase with increase in
temperature, resulting in the reduction of interface stacking faults and the yield strength.
From Figure 15, compared with the tension at 300 K, the fracture strain of the diffused
Fe (110)/Cu (110) interface decreases from 20% to 19%, but the dislocation types are mainly
1/6 <112> Shockley dislocation at both 300 and 500 K. In summary, temperature will not
change the dislocation and defect types of the Fe (110)/Cu (110) interface model under a
certain temperature range, but will reduce or improve the yield strength and fracture strain
of bimetallic interface by hindering or promoting the growth of dislocation.
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4. Conclusions

In this research, the diffusion behavior, mechanical properties, and fracture mechanism
of Fe/Cu solid–liquid interfaces were calculated by using a molecular dynamics simulation.
The main conclusions obtained are as follows:

(1) Regarding the diffusion phenomenon of the Fe/Cu interface, it was observed that the
diffusion distance increases with the increase in diffusion temperature and diffusion
time. In addition, the diffusion distance of the Cu atoms diffusing into the Fe matrix
is obviously less than that of the Fe atoms diffusing into the Cu matrix. The diffusion
coefficient and the diffusion distance reach their maximums when the solid–liquid
temperature is 1523 K, and the diffusion time is 3 ns.

(2) The diffusion coefficients of the Fe atoms when the temperature and time is 1523 K and
3 ns, respectively, are arranged in the following order: Fe (100) < Fe (110) < Fe (111).
The diffusion coefficients of the Cu atoms are arranged in the following order:
Cu (110) > Cu (111) > Cu (100).

(3) The yield strength and fracture strain of Fe/Cu bimetallic interface increase with the
increase in strain rate and gradually decrease with the increase in tensile temperature.
The yield strength of the three orientations can be ranked in the following order:
Fe (110)/Cu (110) > Fe (100)/Cu (100) > Fe (111)/Cu (111). The Fe/Cu bimetallic
interface shows brittle fracture characteristics during the tensile process, and the
Fe (110)/Cu (110) interface shows a certain fracture toughness compared with the
other two interface models.
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(4) The yield strength of undiffused Fe/Cu bimetallic interface is higher than that of the
diffused Fe/Cu interface. The number and length of 1/6<112> Shockley dislocations
in the tensile process of the Fe/Cu bimetallic interface decreased after diffusion and
the bonding performance of the Fe/Cu bimetallic interface is also reduced. In the
undiffused Fe (110)/Cu (110) interface, bimetallic interface fractures occur along the
interface, while in the diffused Fe (110)/Cu (110) interface, these occur on the Cu side,
away from the interface.
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Abstract: Potentials for describing interatomic interactions in a γFe-Mn-C-N multicomponent system,
modified Hadfield steel, where face-centered cubic (f.c.c.) iron is the main component, are proposed.
To describe the Fe-Fe interactions in austenite, it is proposed to use Lau EAM potential. For all
other interactions, Morse potentials are proposed, the parameters of which were found from various
experimental characteristics: in particular, the energy of dissolution and migration of an impurity in
an f.c.c. iron crystal, the radius of atoms, their electronegativity, mutual binding energy, etc. The found
potentials are intended for modeling the atomic structures and processes occurring at the atomic level
in Hadfield steel using relatively large computational cells by the molecular dynamics method.

Keywords: molecular dynamics; interatomic potential; Hadfield steel; potential parameters; impurity

1. Introduction

Despite the interest in Hadfield steel and a long history of research on its unique
properties, mainly associated with its excellent work hardening ability [1–3], there are very
few works devoted to the modeling of its atomic structures and the processes occurring in
it under deformation conditions at the atomic level. At the same time, computer modeling
can help answer a number of questions regarding the mechanisms and regularities of the
deformation behavior of this steel, which relates to the peculiarities of the interaction of
dislocations with twins and grain boundaries.

The present work is devoted to the search for potentials for describing interatomic
interactions in Hadfield steel for their subsequent application in molecular dynamics
simulation. Hadfield steel is a multicomponent system and, in addition to classical iron,
manganese, and carbon, it may contain some other alloying elements [1,3]. To describe
interatomic interactions even in the three-component system, it is necessary, at least, to
specify six potentials (or pair components for many-body potentials) to describe the interac-
tions of different pairs of atoms in a given system: Fe-Fe, Fe-Mn, Mn-Mn, Fe-C, Mn-C, C-C.
Unfortunately, there are very few works, within the framework of one approach, where
potentials are proposed simultaneously for several of these bonds.

Lee et al., developed modified EAM potentials that take into account two coordination
spheres and anisotropy of electron clouds (2N MEAM potentials). Despite the physical
validity, the Lee potentials [4–7] have two disadvantages. Firstly, these potentials are
relatively very cumbersome. They include at least 11 parameters and additional calculations
of the mutual orientation of atoms, which is used to calculate the screening functions of
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electron clouds. This significantly slows down the calculation of a computer experiment and
is critical for models that include a large number of atoms. Secondly, while strictly taking
into account many factors that affect interatomic interactions, the 2N MEAM Lee potentials
take into account the interaction of atoms no further than only the 2nd coordination sphere.
This is not enough according to our previous work [8]. There are only six atoms in the
second coordination sphere of an f.c.c. lattice, at a distance of

√
3/2a, where a is the lattice

parameter. There are 24 atoms in the third sphere at a distance of
√

2a, i.e., only 0.19a
beyond the 2nd coordination sphere. According to the calculations previously made [8],
the third coordination sphere contributes about 20% to the calculation of atomic energy
depending on the metals, and the second even less, about 15%. Xie et al. [9] proposed a set
of Morse pair potentials for describing all the desired interactions, except for the Fe-Mn
bond. However, they are not suitable for modeling interactions in Hadfield steel, since they
were selected not for steels, but for Mn7C3 and Fe7C3 carbides. For example, when using
one potential for the Fe-Fe bond [9], it was not possible to obtain satisfactory results for the
basic characteristics of f.c.c. iron. In the present paper, we propose a set of Morse potentials
to describe all interactions in the four-component γFe-Mn-C-N system.

2. Choice of Potential for Describing Interatomic Interactions in F.C.C. Iron

In view of the foregoing, we decided to independently select the potentials for the
γFe-Mn-C system, which must satisfy two important criteria: (1) not be mathematically
cumbersome, so that relatively large computational cells can be simulated (including
105–106 atoms); (2) satisfactorily describe the known experimental characteristics of the
γFe-Mn-C system. The potential for describing the Fe-Fe bond is a main potential in the
γFe-Mn-C system. As a basis, it was decided to take one of the known and tested EAM
potentials that well describe the properties of austenite. Most of the known potentials
for iron were created to describe its body-centered cubic (b.c.c.) modification, and in the
majority of cases, the f.c.c. phase is considered as secondary. As a result, not all known
potentials describe austenite well. For this reason, we abandoned the well-known EAM
potential of Ackland and Mendelev [10–12].

Of all the potentials that we have examined, the potentials for Fe-Fe and Fe-C bonds
in austenite proposed by Lau et al. [13] are best suited for our purposes. These are classic
EAM potentials, where the energy of the i-th atom is calculated as the sum of the pair and
multiparticle components:

Eα,i = −Aα

√
∑
j 6=i

ρβα

(
rij
)
+ 1

2 ∑
j 6=i

φβα

(
rij
)

ρβα

(
rij
)
= t1

(
r− rc,ρ

)2
+ t2

(
r− rc,ρ

)3, r ≤ rc,ρ

φβα

(
rij
)
=
(
r− rc,φ

)2(k1 + k2r + k3r2), r ≤ rc,φ

(1)

The potential for the Fe-Fe bond in the article of Lau et al. [13] is a modified potential
from the work of Rosato [14]. We drew attention to this potential primarily because it was
tested to describe the structural, energy, and elastic characteristics of austenite [15]. The
obtained values are in satisfactory agreement with the experiment: the lattice parameter
at 0 K is 3.573 Å, the sublimation energy (per atom) is 4.228 eV, and the bulk modulus
is 156.7 GPa. In addition, good agreement with the reference value of thermal expansion
coefficient of 16·10−6 K−1 was obtained.

3. Fe-C, C-C, Fe-Mn, Mn-Mn, and Mn-C Bonds in the Crystal Lattice of F.C.C. Iron

An adjustment was necessary for the Fe-C bond, since such values as the energy of
carbon dissolution in f.c.c. iron; the difference between energies of carbon impurity in
octahedral and tetrahedral voids of the lattice; the migration energy of a carbon atom in f.c.c.
iron; and the binding energy with a vacancy were unsatisfactorily described by potentials
proposed by Lau et al. [13]. It was decided for all the other five bonds to build pair Morse
potentials that would satisfactorily describe the known characteristics. The Morse potential
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is a pair potential, but it is often used in molecular dynamics calculations, including
the description of interatomic interactions in metals. Pair potentials are often used by
various researchers to describe interatomic interactions in metal-impurity systems [9,16–23].
The procedure for calculating forces using many-body and pair potentials in a computer
program is fundamentally different, and therefore, the latter (with the same methods of
optimizing the computer code) always wins in the speed of calculating forces in the model.
The Morse potential determines the interaction energy of a pair of atoms located at a
distance r from each other:

ϕ(r) = Dβe−αr(βe−αr − 2
)

(2)

where α, β, D are the potential parameters.
When determining the parameters of the Morse potential for the Fe-C bond, we relied

on the already known potentials from [13,24], only slightly correcting them to obtain
good agreement with the experimental data and first-principle calculations on the energy
of carbon dissolution in f.c.c. iron (Esol); the difference between the energies of carbon
impurity in octahedral and tetrahedral voids of the lattice (∆EOT); the migration energy
of a carbon atom in f.c.c. iron (Em); and the binding energy with a vacancy (Ebv). These
energy characteristics are listed in Table 1. In addition, the radius of the Fe and C atoms
was also taken into account. As can be seen, the potentials proposed here simultaneously
well describe the considered energy characteristics of the carbon impurity in austenite,
even better than the known EAM potentials for this system [13,24].

Table 1. Energy characteristics of carbon impurity in f.c.c. iron.

Energy
Characteristics Our Model Experiments or FP-Calc. Potentials from [24] Potentials from [13]

Esol (eV/atom) 0.38 0.25–0.48
[25,26] (experiment, FP-calc.) 1.01 0.78

∆EOT
(eV) 1.36 1.48

[27] (FP-calc.) 1.03 1.12

Em
(eV) 1.20 1.40–1.53

[4,28,29] (experiment) 0.33 0.86

Ebv
(eV) 0.41 0.37–0.41

[30] (experiment) 0.50 0.54

To describe the interaction between carbon atoms in an austenite lattice, we trans-
formed the potentials [16,24] into Morse potentials. The justification given in these works
seemed quite reasonable. When searching for parameters for the Mn-Mn bond, we focused
on the radius of Mn atoms, the sublimation energy, and the bulk modulus of metallic
Mn [31]. The equilibrium distance for the Fe-Mn bond was calculated as the sum of the
radii of Fe and Mn atoms [31], the elastic modulus, as the mean of the modules for Fe and
Mn. The depth of the potential, i.e., the parameter D in Formula (2), was determined by the
value of the mixing energy of Mn in f.c.c. Fe, where it was calculated by first principles (ab
initio) method [32]. For a concentration of 13 wt.% Mn, the mixing energy of Mn in Fe was
−0.0182 eV/atom [32]. A minus sign indicates that mixing is energetically favorable, and a
relatively small value refers that the tendency to order the atomic structure of the alloy is
very weak. The parameter D was selected so that this value was exactly obtained.

The last of the six necessary potentials, for the Mn-C bond, was chosen, taking into
account the potentials proposed in [5,7,9], the radii of the Mn and C atoms [31], as well
as the binding energy between Mn and C atoms in f.c.c. Fe. The potential parameters
were selected in such a way as to accurately reproduce the binding energy of Mn and C
atoms experimentally obtained in a f.c.c. Fe lattice, 0.35 eV [33]. This energy seems very
large and comparable with the binding energy of a carbon atom with a vacancy in iron.
However, if we pay attention to the difference in electronegativities of Mn and C atoms

45



Metals 2022, 12, 982

compared to Fe and C, 1.00 and 0.72, respectively [31], such a strong bond becomes clear,
which is comparable in strength, probably, to an Al-C bond, for which the difference in
electronegativities is close to the Mn-C bond and amounts to 0.94 [31].

When calculating the binding energy of a C atom with an Mn atom in a f.c.c. lattice of
Fe, the carbon atom was introduced into the octahedral interstitial closest to the Mn atom,
as shown in Figure 1. It is known that impurity atoms of light elements (such as C, N, O,
etc.) occupy octahedral voids in f.c.c., h.c.p., and b.c.c. lattices of metals [20,34].

Figure 1. The positions of Mn (blue) and C (red) atoms in a f.c.c. Fe lattice (gray atoms). (The
positions of the atoms are shown without taking into account structural relaxation).

4. Interatomic Potentials for Describing Nitrogen Impurity in Hadfield Steel

Nitrogen impurity is not a classic component of Hadfield steel. At the same time, it
is sometimes considered as an additional alloying element that stabilizes austenite and
increases strength [1]. The radius of N atom is slightly less than that of C atom: 0.71
and 0.77 Å, respectively [34]. The difference between the electronegativities of iron and
nitrogen is 1.21, while for iron and carbon, it is 0.72 [31]. The high difference between
the electronegativity means a strong interatomic bond, and its character is close to the
covalent type.

The dissolution energy of nitrogen in f.c.c. iron is an important characteristic by which
the depth of the interatomic potential can be determined. Unfortunately, there is a very
large run-off of this value in the literature: −0.13 eV [35], −0.27 eV [36], and −0.53 eV [37].
Another important energy characteristic is the activation energy of migration of an impurity
atom in the metal lattice. Based on the analysis of data on the migration energy of C and N
impurity atoms in α-Fe and γ-Fe [6,28,29,38,39], we took a benchmark value of migration
energy of nitrogen impurity in the f.c.c. iron lattice of 1.29 eV. Therefore, we were guided
by the radius of iron and nitrogen atoms, the energy of dissolution, the energy of migration,
and the assumed depth of the potential found from the empirical dependencies [20]. Table 2
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shows the data by which we were guided when selecting the potentials and the values
obtained in our work.

Table 2. Some energy characteristics of nitrogen impurity in f.c.c. iron.

Energy Characteristics Our Model Experiment or FP-Calc.

Esol (eV/atom) −0.13
−0.13 [35] (experiment)

−0.27 [36] (ab initio calculations)
−0.53 [37] (thermodynamic evaluation)

Em (eV) 1.29 1.29 [6,28,29,38,39]

Ebv (eV) 0.45 −

Mn atoms have a high binding energy with N atoms and a large difference in elec-
tronegativities compared to iron atoms, which causes a high effect of Mn impurity on the
solubility of nitrogen in iron [40]. When searching for the potential parameters for the
Mn-N bond in f.c.c. iron, we took into account the radius of Mn and N atoms, empirical
regularities [20], and the data on the solubility of Mn and N in iron [40]. To describe the
interactions of nitrogen atoms with each other in metals, the considerations and pair poten-
tials proposed by Vashishta et al. [17] and San et al. [19] were taken as a basis. According
to these potentials, impurity atoms, such as nitrogen and oxygen, repel each other in the
crystal lattice of metals. To describe the N-N and O-O bonds in metals, the parameters of
the Morse potentials were calculated [20]. The radius of atoms and their electronegativity
were also taken into account to determine the parameters of the C-N potential. The binding
energy of C and N atoms in the metal lattice was calculated using Lorentz–Berthelot mixing
rules [41], taking into account the ratio of the C-C bond energies in the metal and graphene,
as well as the C-N bond in the organic molecule.

5. Potential Parameters

Table 3 shows the obtained parameters of Morse potentials. Figure 2 illustrates graphs
of the found potentials. Table 3 also contains the parameters for the Fe-Fe bond, found from
the values of the γ-Fe lattice parameter, sublimation energy, and bulk modulus obtained
using the potential from [13]. The Morse potential for the Fe-Fe bond is a simpler analogue
of the EAM potential [13] and similarly well describes the above characteristics, including
thermal expansion. It can be used in models with a large number of atoms and in lengthy
computer experiments requiring large resources. All Morse potentials were found for a
cutoff radius of 4.7 Å, i.e., taking into account the three coordination spheres in f.c.c. Fe.

Table 3. Parameters of Morse potentials for the considered interactions.

Bond α (Å−1) β D (эB)

Fe-Fe 1.285 35.878 0.433
Fe-C 1.82 41 0.41
C-C 1.97 50 0.65

Mn-Mn 1.321 39.792 0.373
Mn-Fe 1.306 38.030 0.413
Mn-C 1.87 43 0.777
Fe-N 1.788 34.046 0.579
Mn-N 1.812 36.482 0.940
C-N 2.140 58.323 0.230
N-N 1.556 700 0.001
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Figure 2. Morse potentials for bonds in the γFe-Mn-C-N system (the potentials describing interactions
with a nitrogen impurity are shown by a dotted line).

For the Fe-Fe and Mn-Mn bonds, the classical method by Girifalco and Weiser [42]
was used to determine the potential parameters from the crystal lattice parameter, bulk
modulus, and sublimation energy, so these characteristics are reproduced quite accurately.
For other bonds describing the interaction of C, Mn, and N impurities with atoms of the
γ-Fe lattice and with each other, the potential parameters were chosen in such a way as to
reproduce, as best as possible, above-mentioned experimental characteristics: in particular,
the energy of dissolution and the energy of migration of an impurity in an f.c.c. iron crystal,
the radius of atoms, their electronegativity, mutual binding energy, etc.

It should be borne in mind that in complex multicomponent systems such as γFe-Mn-
C-N, the bonds of impurity atoms depend on the mutual arrangement of neighboring atoms
of different types in the austenite lattice space. However, strict consideration of this in our
case, when the system consists of four components, will lead to a significant complication
in calculations. It will be not allowed to perform molecular dynamics simulations using
relatively large computational cells.

6. Conclusions

Potentials for describing interatomic interactions in a γFe-Mn-C-N multicomponent
system, modified Hadfield steel, where f.c.c. iron is the main component, are proposed.
To describe the Fe-Fe interactions in austenite, it is proposed to use Lau EAM potential,
which reproduces well the structural, energy, and elastic characteristics of austenite. For
all other nine interactions, Morse potentials are proposed, the parameters of which were
found from various experimental characteristics: in particular, the energy of dissolution
and the energy of migration of an impurity in a f.c.c. iron crystal, the radius of atoms,
their electronegativity, mutual binding energy, etc. The found potentials are intended for
modeling the atomic structure and processes occurring at the atomic level in Hadfield steel
using relatively large computational cells by the molecular dynamics method.
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Abstract: Precipitate coarsening is a major mechanism responsible for the degradation in mechanical
properties of many precipitation-hardened alloys at high temperatures. With recent developments in
processing of nanocomposite materials, a substantial volume fraction of inert second phase ceramic
nanoparticles can be introduced into the grain interiors of polycrystalline materials. These intra-
granular nanoparticles can have synergistic effects of impeding dislocation motion and interacting
with coarsening precipitates to modify the coarsening rate. In this work, the precipitate coarsening
behavior of an alloy in the presence of intragranular inert nanoparticles was studied using the phase
field method. Two key measurements of coarsening kinetics, precipitate size distribution and coars-
ening rate, were found to be affected by the volume fraction and the size of nanoparticles. Two novel
mechanisms related to geometric constraints imposed by inter-nanoparticle distance and the blockage
of solute diffusion path by nanoparticle–matrix interfaces were proposed to explain the observed
changes in precipitate coarsening kinetics. The simulation results in general suggest that the use of
small nanoparticles with large number density is effective in slowing down the coarsening kinetics.

Keywords: precipitates; coarsening; nanoparticles; phase field modeling; high temperature strength

1. Introduction

High performance alloys, including Al, Ni, and Co–based superalloys are strengthened
by the heat treatment process to produce nano-sized, hard, and coherent precipitates
through hindering of both dislocation movement and grain growth. However, at elevated
temperatures, rapid increase in diffusion rate accelerates precipitate coarsening rate and
results in the loss of mechanical strength. Precipitate coarsening refers to growth of larger
particles at the expense of smaller shrinking particles in the matrix. Coarsening occurs
when finely dispersed nanoprecipitates change their sizes, shapes, and distribution due
to microstructural evolution driven by reduction in interfacial energy [1]. The kinetics of
precipitate coarsening influence the strength of alloys such that this area continues to attract
the interests of many researchers. Techniques like solute segregation at precipitate interfaces
in Al alloys [2–6], formation of stacking fault ribbons in Ni alloys [7–9], introduction of
slow diffusing elements in superalloys [10–14], and application of external compressive
stresses [15,16] were proposed as measures to retard the precipitate coarsening process.
The mechanisms responsible for precipitate coarsening resistance are thermodynamic and
kinetic in nature and involve interfacial energy reduction, solute drag against precipitate
growth, development of strain fields around growing precipitates, slowing down of solute
diffusion [17], etc. Through proper incorporation of these effects during processing, the
precipitate coarsening behavior can be forced to deviate significantly from the normal
coarsening, described by the classical Lifshitz–Slyozov–Wagner (LSW) theory [18].
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The practice of dispersing fine ceramic nanoparticles like titanium carbon nitride
(TiCN), alumina (Al2O3), zirconia (ZrO2), and yttria (Y2O3) for the synergistic purposes of
retarding solidification coarsening [19–21] and pinning grain growth [22–27] at elevated
service temperatures is now established. During solidification, the introduced mobile
second–phase particles migrate and form assemblies around the established nuclei and
retard dendritic growth through combined pushing and drag effects. Retarded grain
growth causes many nuclei to form in the melt, thereby refining the microstructure. Due
to slow solidification velocities found in conventional casting processes, the majority of
the nanoparticles are incorporated along grain boundaries (due to particle pushing) and
become intergranular particles in the final microstructure, and only a few are engulfed
by the moving solidification front to become intragranular in the final microstructure.
However, with small sized nanoparticles and high cooling rates such as those encountered
in laser additive manufacturing, it is possible for a large volume fraction of nanoparticles
to be engulfed into the grains owing to fast moving solidification fronts which are larger
than the critical velocity required for engulfment [28]. This technique was recently ap-
plied to produce an aluminum metal containing a high content of uniformly dispersed
TiCN nanoparticles of a volume fraction of 35% using selective laser melting method [28].
Ceramic nanoparticles can also be introduced in grain interiors during grain growth and
recrystallization [29], and the presence of second–phase inert particles in grain interiors
during recrystallization was also predicted using 3D simulations [27]. Several studies
have suggested that the engulfed nanoparticles inside the grains are more effective in
strengthening the alloy through interaction with dislocations [19,20] when compared with
those segregated on the grain boundaries. It should be noted that in the presence of nano-
ceramic particles of lower thermal conductivity like Al2O3, SiO2, SiC, and ZrO2, it was
observed [19,20] that during solidification cooling process the temperature of the particles
is higher than that of the melt, and nucleation does not occur on the particles surface.

Many researchers to date have focused on the influence of nanoparticles on grain
growth control, however at high temperatures, both grain growth and precipitate coarsen-
ing control are of considerable importance. The strengthening mechanism in conventionally
solidified aluminum alloy containing 0.2–0.3 vol% of small sized coherent Al3Sc precipitates
and 30 vol% incoherent grain boundary Al2O3 ceramic particles (300 nm) was comprehen-
sively studied by Karnesky et al. [26]. The results demonstrated synergistic strengthening
due to dislocation pinning at the departure side of Al2O3 particles and back strain effects
imposed on dislocations by the Al3Sc precipitates due to lattice mismatch, but the coars-
ening kinetics of precipitates was not affected by the presence of intergranular ceramic
particles. Although the presence of nanoparticles in grain interiors has been experimentally
confirmed, according to our knowledge, their influence on precipitate coarsening kinetics
has not yet been comprehensively studied. Since detailed experimental study of the influ-
ence of grain interior nanoparticles is not available, our present work begins by attempting
to provide some insights, and this will guide future work.

The phase field method is a powerful continuum modelling method now extensively
employed to simulate microstructural evolutions through characterizing phases using a
set of conserved and non-conserved order parameters [30]. It has been used to model
complex interface evolutions in a wide variety of materials by describing interfaces using
smooth order parameters [30–33]. The coarsening kinetics of precipitates has been studied
using the phase field method in many previous works [17,34–36], and the validity of the
method has been established through experimental comparisons [17,37]. In this work, the
effect of inert nanoparticles on precipitate coarsening kinetics is studied by extending the
coarsening model [34] to include inert second–phase particles.

The article is arranged as follows: after the introduction section, the phase field model
used in our simulations is formulated in the next section, then simulation results for the
influence of various nanoparticle volume fractions and sizes on the coarsening kinetics are
presented, together with discussions on potential mechanisms related to these results. This
is then followed by conclusions.
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2. Phase Field Model

In comparison with macroscopic models relying on thermodynamic equilibrium
calculations, the phase field model consists of kinetic equations capable of predicting
realistic mesoscale morphological and microstructural evolution rather than merely relying
on final states, which is the case in macroscopic models. The phase field method was
initially developed for simulating solidification microstructures [33] and solid-state phase
transformation processes [30,31].

Coarsening of precipitates is satisfactorily explained by the Lifshitz–Slyozov–Wagner
(LSW) theory in which large particles grow at the expense of small particles driven by
interfacial energy reduction. In the classic LSW theory, the precipitate coarsening process
occurs as the result of solute diffusion and the Gibbs–Thomson effect. The phase field
method captures these two fundamental mechanisms by incorporating solute diffusions
using the Cahn–Hilliard type generalized diffusion equation and the Gibbs–Thomson effect
using an order parameter equation for precipitate–matrix interface evolution. Validity
of the original phase field model from which the current work was developed has been
previously verified by comparing experimental results with simulation results [35,38].

The phase field model used in this work is an extension of the previous coarsening
model for binary alloys [34]. The free energy functional of the system is expressed using
the following volume integral:

F =
∫ [

f0(C, ηi) +
kc
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4
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2
(∇ηi)

2

]
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where C(r) is the concentration field which is equal to the equilibrium concentration Cα,
in the host matrix, and, in the precipitate phase, it is set to the equilibrium concentration
of the precipitate phase Cβ, v is the system volume, ηi is the phase field parameter for
tracking precipitate surface evolution of the grain with ith lattice orientation, and kc and kη
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The terms Cm =
(Cα+Cβ

2

)
, A, B, Dα, Dβ describe the concentration dependence

of the thermodynamic free energy, γ and δ are used to describe the interfacial energy
of precipitate matrix interfaces, ηnano is the nanoparticle phase field parameter, ηj is the
phase field parameter for tracking precipitate surface evolution of the grain with jth lattice
orientation, and εij describes the interfacial energy between precipitates with different
lattice orientations [34]. H is a dimensional constant with the unit of energy per volume
which was introduced to quantify the total free energy of the system. The inert nanoparticles
were introduced into the model through the phase field parameter, ηnano, which is equal
to 1 inside the nanoparticle and 0 outside. The interfacial energy between nanoparticles

and precipitates was incorporated in the model through the term φ
4
∑

i=1
(ηnano)

2(ηi)
2, with φ

being the interaction parameter term. This nanoparticle–precipitate interfacial term has the
same form as the precipitate interfacial term f3

(
ηi, ηj

)
and the inert nanoparticle was treated

53



Metals 2022, 12, 892

as a non-evolving precipitate phase, as will be seen in the evolution equations below. The
free energy functional above does not include the elastic energy associated with coherent
interfaces and transformation induced volume change. Evolutions of the concentration and
precipitate surfaces were studied using the standard variational dynamics for conserved
(Equation (6)) and non-conserved (Equation (7)) fields:

∂C(r, t)
∂t

= ∇·
[

MC∇
(

δF
δC

)]
, (6)

∂ηi(r, t)
∂t

= −Li
δF
δηi

, i = 1, 2, 3, 4, (7)

where, Li and MC are kinetic coefficients, t is the time, and F is the free energy functional
which is given in Equation (1). Since there is no solute diffusion inside inert nanopar-
ticles, the concentration kinetic coefficient was chosen to be MC = Mg(ηnano) where
g(ηnano) =

(
1−

(
η3

nano
)
∗
(
6η2

nano − 15ηnano + 10
))

, M is the solute mobility in the matrix
(the solute mobility in the precipitate is assumed to be the same as in the matrix) such
that the mobility MC vanishes inside the nanoparticle and varies smoothly between either
the nanoparticle–precipitate or nanoparticle–matrix interface. For simplicity, the kinetic
coefficients of all the phase field parameters were set to be the same, i.e., Li = L. One may
notice that there are only four phase field parameters for precipitate surfaces appearing
in the formulation. This choice is solely made for improving computational efficiency. It
is acceptable when the precipitate volume fraction is low, but, at high precipitate volume
fraction, unphysical precipitate coalescence may occur, since, by using only four phase field
parameters, all the precipitates are assumed to have only 8 possible different lattice orien-
tations (η = ±1). It was found from simulation tests that using 4 phase field parameters
maintained the simulation efficiency while avoiding significant coalescence problems at
the moderate precipitate volume fraction in our simulations.

Numerical implementation of the model was based on non-dimensionalized forms of
Equations (8) and (9) as follows:

∂C(r∗, t∗)
∂t∗

= ∇∗·
[

M∗g(ηnano)∇∗
(

∂ f ∗0
∂C
− k∗C(∇∗)2C

)]
(8)

∂ηi(r∗, t∗)
∂t∗

= −
(

∂ f ∗0
∂ηi
− k∗η(∇∗)2ηi

)
(9)

where, dimensionless time t∗ = LtH, particle radius r∗ = r
l , k∗η =

kη

(l2 H)
, k∗c = kc

(l2 H)
, f ∗ = f

H ,

∇∗ = l∇ and the relative kinetic coefficient M∗ = M
Ll2 . Here, l =

√
kη/H is the interface

width. The mobility M is related to solute diffusivity D [39] and the choice of L does not
significantly affect the coarsening result [31].

A single grain in the illustrated microstructure in Figure 1 was set to be the study
domain where the coarsening of existing precipitates occurs. Since the purpose of the
current study was to explore the general precipitate coarsening behavior in the presence
of inert nanoparticles, only 2-dimensional (2D) simulations were performed, but it can
be easily extended to 3 dimensions (3D). The nanoparticle volume fraction in this 2D
case was equivalent to the area fraction such that in this article these two terms are used
interchangeably. A square simulation box with a grid size of 1000 × 1000 and spatial
discretization of h

l = 1 was used. The simulation time step was set to be dt∗ = 0.002. The
following model parameters Cα = 0.05, Cβ = 0.95, Cm = 0.5, A = 2.0, B = 9.8, γ = 2.5,
Dα = Dβ = 2.5, δ = 1.0, εij = 3.0, k∗i = k∗c = 3.0 were adapted from ref. [34]. For simplicity,
the kinetic coefficient M∗ was set to have the same value equal to 1 in both the matrix and
the precipitate. It has been shown that selecting M∗ within the range of 1 to 100 does not
significantly affect the numerical result [39]. Initially, a large number of small nuclei with
concentration of C = 0.95 were randomly seeded into the system following an approach
introduced by Simmons et al. [40]. The initial matrix concentration was set to be 0.22
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which was enough for the precipitate volume fraction to reach about 20%. This precipitate
volume fraction was small such that it was possible to vary the volume fraction of the inert
nanoparticles within a large range. No further nucleation events were considered except
those given as the initial nuclei. Equations (6) and (7) were solved numerically using center
difference spatial discretization and forward Euler time integration. Periodic boundary
conditions were applied to all the simulations. To properly capture the coarsening statistics,
a simulation setup was repeated three times and coarsening statistics were averaged over
the three simulations. For convenience, the volume fraction, equivalent average radii and
particle size distributions of precipitates were post-processed from raw data with the aid of
Image J software.
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Figure 1. A schematic microstructure showing grains with randomly dispersed nanoparticles in both
grain interiors and grain boundaries. Solid lines are grain boundaries, and dark dots are nanoparticles.

3. Results and Discussion
3.1. Coarsening Behavior in Absence of Nanoparticles

To evaluate the model, the precipitate coarsening process without inert nanoparticles
was simulated first. Figure 2 shows the coarsening behavior of precipitates in the absence of
nanoparticles at aging times of t* = 2000, 12,000 and 24,000. The red particles are precipitates
and the blue regions are the matrix phase. The spherical precipitate shape is the result of
the simplified model formulation where surface energy anisotropy and elastic energy are
both ignored [34]. The precipitate number declines from more than 300 at a time step of
t* = 2000 to less than 100 at a time step of t* = 24,000, whilst the average precipitate size
increases. Here, coarsening is mainly controlled by inter-precipitate diffusion through the
matrix phase driven by free energy differences between small and large precipitates due to
the curvature effect, and this results in simultaneous shrinkage and growth of precipitates.
The coarsening kinetics was studied by plotting the cube of the average precipitate radius
versus aging time according to the power law (i.e., Rn ∝ t) whilst fixing the value of the
exponent n to 3. The precipitate radius is obtained from the relation Radius =

√
A/π

where A is the precipitate area. We adopted the cubic growth law, since it is the standard
exponent from the LSW theory and was reported by many researchers in literature. Such an
approach makes it easy to compare our results with previous simulation and experimental
results. Besides a brief introduction in Section 2, detailed background of the LSW theory
can be found elsewhere [1,18,41]. The plot of the cube of average precipitate size (R3)
with coarsening time step (t) is given in Figure 3a. In the absence of nanoparticles, the
cube of the particle size evolves linearly with time following the power growth law with
the coarsening exponent of n = 3. The coarsening behavior satisfies the classical LSW
theory [18] and this verifies that the process is controlled by bulk matrix diffusion. The
variation of the precipitate area fraction with aging time step in absence of nanoparticles is
shown in Figure 3b; it is evident that with time step, the area fraction rapidly decreases
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before reaching a steady state. The sluggish behavior observed in the transient stage before
the steady state condition is due to the seeding method used to introduce precipitates in
the system. Figure 3c show the changes in a number of precipitates during coarsening and
reflects that the numbers are continuously decreasing due to simultaneous growth and
shrinkage of precipitates.
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Figure 3. (a) Plots of the cube of the average precipitate radius with time in absence of nanoparticles,
(b) the change in precipitate area fraction with time in absence of nanoparticles, and (c) the change of
precipitate numbers with time in absence of nanoparticles in the system.

The LSW theory shows that regardless of the system initial particle size distribution,
the particle size distribution (PSD) will always converge towards self-similarity with
time [42]. The self-similarity can be examined by either calculating the structural function
to verify dynamical scaling [36] or through analyzing the PSD shape that changes with
time step. In this work, the latter was used to verify the self-similarity of our system.
The normalized PSD shapes with fitted curves for precipitate coarsening at selected time
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steps in absence of nanoparticles are shown in Figure 4a–d. Data for plotting histograms
was extracted from coarsening results using Image J software before plotting histograms
Microsoft Excel. The peak frequency of the PSD gradually decreases and shifts to the right
with time due to coarsening and this is consistent with normal coarsening behavior [36].
The figure also shows that the size distribution range becomes broader with an increase
in time, as expected in a normal coarsening process. Observations show that the PSD did
not significantly change in shape with time step and this indicates that, for the time steps
considered, a scaling behavior during coarsening has already been reached.
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Figure 4. Histograms of the PSD in absence of nanoparticles at different times t* of: (a) 1000, (b) 2500,
(c) 10,000, and (d) 20,000.

To validate the model, our simulation results for precipitate coarsening in absence
of nanoparticles were compared with results by Wu et al. [43], Wang et al. [44], and those
from Zhu et al. [36] for coarsening of binary Ni Al alloys. The PSD shapes and curves of
R3 vs t from our simulation results (Figures 3a and 4a–c) are similar with those from these
previous results, i.e., they both obey the linear cube growth law and have similar unimodal
skewed PSD shapes. Quantitative comparisons are necessary in the future to further clarify
this aspect.

3.2. Coarsening Behavior in Presence of Nanoparticles

To understand the effect of nanoparticles on the precipitate coarsening process, inert
nanoparticle phases with volume fractions of 10%, 20%, and 30% were introduced into the
domain. A previous study on grain boundary pinning [24] showed that the size distribution
of nanoparticles is not important in controlling grain growth. Thus, for a given nanoparticle
volume fraction, mono-sized spherical nanoparticles with three radii sizes, r*, of 10, 20 and
30 were used. All the nanoparticles were randomly distributed in the system. It should
be noted that introduction of nanoparticles reduced the total solute content within the
matrix, and, therefore, the volume fraction of the precipitate phase in the coarsening stage
is also reduced.

Figure 5a–c shows the evolution of the precipitates with different nanoparticle volume
fractions at a fixed nanoparticle size of r* = 20. The relationships of the cube of the average
precipitate size with the coarsening time under different volume fractions of nanoparticles,
including zero volume fraction, are merged for comparison and plotted in Figure 6a. At
a given time, the average precipitate size decreases with increasing nanoparticle volume
fractions. Similar simulations with different nanoparticle sizes are also shown in Figure 6b,c.
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In general, the average precipitate size curves deviate from the linear cubic growth law
and become more nonlinear at higher volume fractions of nanoparticles. This behavior
is expected, since low nanoparticle volume fraction systems are closer to the classic LSW
coarsening theory, and one should expect a larger deviation of the average precipitate size
from the LSW theory as more nanoparticles are added into the system. One may also notice
that, at the same nanoparticle volume fraction, the deviation from linear LSW coarsening
rate is more significant for smaller nanoparticles. This particle size effect will be discussed
in a later section.
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Figure 5. Simulation snapshots of the system at different times are shown in vertical columns. Particle
size, r*, is fixed to 20. Volume fractions of nanoparticles are: (a) 10%, (b) 20%, and (c) 30%. The
nanoparticles are shown in light blue, precipitates are colored red, and the matrix is in dark blue.

Figure 6 also shows that, at a given time, the gradients of the curves are non-constant
and gradually decrease with an increase in nanoparticle volume fraction, and this signifies
the slowing down of the coarsening rate. The local slopes of the curves are the coarsening
rate constants which indicate the kinetic and thermodynamic changes in terms of the
diffusion coefficient, interfacial energy, and molar volume according to the coarsening rate
constant relationship given below [37].

k =
8
9

D
CeγsV2

m f (φ)
RT

(10)

where, Vm is the molar volume of the precipitates, D is the bulk diffusion of solutes in the
matrix, Ce is the equilibrium solute concentration of the matrix, γs is the interfacial energy
of the precipitate–matrix interface, R is the particle radius, T is the temperature, and f (φ) is
the ratio of the coarsening rate with finite precipitate volume fraction to the coarsening rate
with zero volume fraction. After examining the precipitate shrinkage and growth behavior
in detail, it was found that the decelerated coarsening behavior experienced in this study is
not attributed to inverse coarsening like the one experienced in the previous study [45], but
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the behavior is in agreement with results obtained by Ryu et al. [46] for regular coarsening
deceleration.
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The PSD at different times in presence of nanoparticles of radius size r* = 10 with
different volume fractions in the system are given in Figures 7–9. The graphs show that with
an increase in the system nanoparticle area fraction, the particle size distributions change
and significant differences from the non-nanoparticles PSD in Figure 4 can be identified.
Firstly, with an increase in volume fraction of nanoparticles, the PSD shapes become more
disordered and peak positions do not significantly move to the right. This signifies much
departure from the regular PSD observed in the absence of nanoparticles. Secondly, the rate
of increase of the broadness of the precipitate size ranges becomes slower at higher volume
fractions of precipitates (Figure 9) when compared to that in the absence of nanoparticles
(Figure 4). After examining the coarsening simulation results carefully, it is found that,
at high nanoparticle volume fraction, the shapes of the precipitates become irregular due
to contact with nanoparticles. As seen in the high volume fraction PSD in Figure 9, the
precipitate size range becomes narrow, and such PSD shapes are quite similar to those
obtained for decelerated coarsening in the presence of stresses [15]. Figures 7–9 show that
in the presence of nanoparticles in the system, the PSD shapes are constantly changing
with time and are not self-similar according to the classic LSW theory. This behavior can
be understood by identifying another precipitate size–limiting mechanism, which is the
distance between randomly distributed inert nanoparticles. As shown in Figure 5, when the
precipitates are in contact with nanoparticles, further growth of precipitates is constrained
by the surrounding nanoparticles. Since the nanoparticles are randomly distributed in the
matrix, the size distribution of the inter-particle space where the precipitates can grow is also
random, with the average inter-particle space being inversely proportional to the number of
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nanoparticles. The particle size distribution, particularly in the late stages of coarsening, is
the combined result of the classic coarsening kinetics that pushes the distribution towards
the standard LSW PSD shapes and the geometric constraint imposed by inter-particle,
distance which leads to random size distribution. Thus, with less size constraints at low
nanoparticle volume fraction, the system will relax towards the standard PSD given by
the LSW theory, and with strong size constraints at high nanoparticle volume fractions,
precipitates will form a PSD that centers around the average inter-particle distance.

Metals 2022, 12, x FOR PEER REVIEW 10 of 16 
 

 

mechanism, which is the distance between randomly distributed inert nanoparticles. As 
shown in Figure 5, when the precipitates are in contact with nanoparticles, further growth 
of precipitates is constrained by the surrounding nanoparticles. Since the nanoparticles 
are randomly distributed in the matrix, the size distribution of the inter-particle space 
where the precipitates can grow is also random, with the average inter-particle space be-
ing inversely proportional to the number of nanoparticles. The particle size distribution, 
particularly in the late stages of coarsening, is the combined result of the classic coarsening 
kinetics that pushes the distribution towards the standard LSW PSD shapes and the geo-
metric constraint imposed by inter-particle, distance which leads to random size distribu-
tion. Thus, with less size constraints at low nanoparticle volume fraction, the system will 
relax towards the standard PSD given by the LSW theory, and with strong size constraints 
at high nanoparticle volume fractions, precipitates will form a PSD that centers around 
the average inter-particle distance. 

  

  

Figure 7. Histograms of the PSD in presence of 10% nanoparticles of size 10 at different times t* of: 
(a) 1000, (b) 2500, (c) 10,000, and (d) 20,000. 

  

  

Figure 7. Histograms of the PSD in presence of 10% nanoparticles of size 10 at different times t* of:
(a) 1000, (b) 2500, (c) 10,000, and (d) 20,000.

Metals 2022, 12, x FOR PEER REVIEW 10 of 16 
 

 

mechanism, which is the distance between randomly distributed inert nanoparticles. As 
shown in Figure 5, when the precipitates are in contact with nanoparticles, further growth 
of precipitates is constrained by the surrounding nanoparticles. Since the nanoparticles 
are randomly distributed in the matrix, the size distribution of the inter-particle space 
where the precipitates can grow is also random, with the average inter-particle space be-
ing inversely proportional to the number of nanoparticles. The particle size distribution, 
particularly in the late stages of coarsening, is the combined result of the classic coarsening 
kinetics that pushes the distribution towards the standard LSW PSD shapes and the geo-
metric constraint imposed by inter-particle, distance which leads to random size distribu-
tion. Thus, with less size constraints at low nanoparticle volume fraction, the system will 
relax towards the standard PSD given by the LSW theory, and with strong size constraints 
at high nanoparticle volume fractions, precipitates will form a PSD that centers around 
the average inter-particle distance. 

  

  

Figure 7. Histograms of the PSD in presence of 10% nanoparticles of size 10 at different times t* of: 
(a) 1000, (b) 2500, (c) 10,000, and (d) 20,000. 
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To investigate the effect of nanoparticle sizes on the precipitate coarsening rate,
the nanoparticle volume fractions were fixed and the nanoparticle sizes were varied.
Figure 10a–c shows the evolution of precipitates with time steps for nanoparticles of a
fixed volume fraction of 30% and different sizes, r*, of 10, 20, and 30. In the presence of
small sized nanoparticles, the late stage precipitate shape changes from circular to irregular,
whilst for large nanoparticles the changes are insignificant. Figure 11a–c shows the plots
of the cube of average precipitate radius with time for nanoparticles with fixed volume
fractions and different particle sizes. It is shown that small-sized nanoparticles are more
effective in suppressing precipitate coarsening when compared to large ones. The results
show that, for the same volume fraction, the precipitate sizes and gradients of the curves
decreases with a decrease in the nanoparticle size. The smallest precipitate sizes are ob-
tained in the presence of a high volume fraction of nanoparticles of the smallest size, as
shown in Figure 11c. On the contrary, a small area fraction of large nanoparticles, like those
shown in Figure 11a, only slightly affects the precipitate’ coarsening rate. At the same
volume fraction, small nanoparticles possess larger overall surface area. Since the coars-
ening process involves the transportation of solute atoms from small precipitates to large
precipitates through diffusion, the large amount of particle–matrix interfaces produced by
small nanoparticles block more solute transportation path and, therefore, effectively slows
down the coarsening process.

The effect of nanoparticle sizes on PSD are shown in Figures 9, 12 and 13 for nanopar-
ticles with 30% volume fraction and size radii, R*, of 10, 20, and 30. The figures show that
with a decrease in the nanoparticle size, the PSD shapes become more random due to the
inter-particle distance constraints from the increasing nanoparticle number density. With
larger nanoparticle size, like in Figure 13, the PSD shape is close to the one in absence of
nanoparticles since the inter-particle distance is also large. A similar behavior was observed
in NiAl and Fe-Cr alloys, where it was shown that the coarsening rate can be decelerated
by solute segregation, stresses and strains [10,47].
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4. Conclusions

The effects of intra-granular nanoparticles on early-stage coarsening behavior of
precipitates were studied computationally by generalizing a previously proved phase
field model for precipitate coarsening. Inert nanoparticles of various sizes and volume
fractions were incorporated in the matrix phase using a non-evolving order parameter. It is
found that both the precipitate size distribution and the coarsening rate may be affected
by the presence and characteristics of nanoparticles. Two distinct mechanisms for these
nanoparticle effects are proposed. The new length scale related to the inter-nanoparticle
distance introduced by incorporating random nanoparticles may change the standard LSW
precipitate size distribution by geometrically constraining the precipitate size, and the
reduction of available diffusion paths due to the blockage of nanoparticle–matrix interfaces
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can significantly slow down the coarsening process. As the first systematic computational
study of the effects of nanoparticles on the precipitate coarsening process, this work sheds
light on potential approaches to control the coarsening process and further improve the
mechanical properties of nanoparticle–reinforced metal matrix composites.

The simulation results in general suggests that the use of smaller nanoparticles with
large number density is effective in slowing down of the coarsening kinetics. However,
since the current work was performed in 2D only, the diffusion path blockage mechanism
that leads to this conclusion may become less significant in 3D due to an increasing transport
path. Computationally intensive 3D simulations need to be carried out in the future in order
to confirm the result. In addition, other potential contributing factors like the precipitate–
matrix misfit stress and surface diffusion along the particle–matrix interface should be
included when generalizing the results to real materials.
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Abstract: Carbide-free bainitic steels show attractive mechanical properties but are difficult to process
because of the sluggish phase transformation kinetics. A macroscopic model based on the classical
nucleation theory in conjunction with the modified Koistinen–Marburger relationship is proposed
in this study to simulate the kinetics of incomplete bainitic and martensitic phase transformations
with and without austenite deformation. A 0.26C-1Si-1.5Mn-1Cr-1Ni-0.003B-0.03Ti steel and a
0.18C-1Si-2.5Mn-0.2Cr-0.2Ni-0.02B-0.03Ti steel were investigated with different levels of ausforming.
The concept of ausforming is expected to accelerate the onset of the bainitic transformation and
to enhance the thermodynamic stability of austenite by increased dislocation density. The phase
transformation kinetics of both steels is quantitatively analyzed in the study by dilatometry and X-ray
diffraction so that the carbon concentration in the retained austenite and bainitic ferrite, as well as
their volume fractions, is determined. A critical comparison of the numerical and experimental data
demonstrates that the isothermal kinetics of bainite formation and the variation of driving energy
can be satisfactorily described by the developed model. This model captures the incompleteness of
the bainite phase transformation and the carbon enrichment in the austenite well. A fitting parameter
can be used to elucidate the initial energy barrier caused by the ausforming. An increase in austenite
stability can be described by the nucleation reaction and the thermodynamic energies associated
with the change of dislocation density. The proposed model provides an in-depth understanding
of the effect of ausforming on the transformation kinetics under different low-carbon steels and is a
potential tool for the future design of heat treatment processes and alloys.

Keywords: bainitic steels; phase transformation; ausforming; carbon enrichment; activation energy;
dislocation density

1. Introduction

Controlling the thermodynamic stability of austenite has been a challenging issue
in the development of carbide-free bainitic (CFB) steels when considering carbon as an
essential element for a bainitic transformation at low temperatures. With an addition
of 1.5%wt.%Si, the decomposition of austenite occurs when supersaturated carbon from
bainitic ferrite is rejected into adjacent austenitic regions and becomes robustly available for
stabilization during the bainitic transformation instead of forming cementite (Fe3C) [1–4].
The increased stability of the neighboring austenite via the enrichment of carbon thus
leads to an incompleteness of the transformation that leaves two different features of the
retained austenite (RA) as the secondary phase, namely film-like RA and blocky-type RA.
These features of RA can be characterized by their stabilities in accordance with chemical
contributions that can be statistically estimated by atom probe tomography (APT) [5,6].
The carbon-rich, thin-film RA is always more stable compared to the other type [7–10].
In light of the thermodynamic stability, Garcia Mateo et al. [11] reported that the blocky
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RA could also be present in various granular morphologies, depending on the carbon
concentration. The morphologies with low carbon content, particularly in the central zone,
are prone to decompose further into fresh martensite (FM) during ambient cooling. Even
though the formation of FM is beneficial in some applications that require material with
high hardness, strength, and wear resistance (e.g., railway material and agricultural parts,
etc.), the existence of such a hard phase is usually an impairment when the transformation-
induced plasticity (TRIP) effect is desired [3]. Therefore, the recent progress in bainitic
forging steel development is aimed at refining the microstructures by means of replacing
the large granular blocky RA with nano-structured film-like RA. For instance, Caballero
et al. and Garcia-Mateo et al. [12,13] exploited the T0 concept as a thermodynamic limit
of CFB transformation to design advanced carbon CFB steels with an ultra-fine structure
(RA thickness < 100 nm). They achieved prominent steel properties, including strength
and elongation of about 2.2–2.5 GPa and 20–30%, respectively. However, the concept is
successful only in high- and medium-carbon steels (0.4–1.0 wt.%C), whereby transformation
at very low temperatures above the martensite start temperature is necessary. Despite
the attempt to take low-carbon steels (<0.2% C) into account, higher Gibbs free energy,
associated with the insufficient C enrichment in austenite affected by the lower bulk density
of C, has promoted the thermal instability of the austenite during the cooling process after
isothermal holding.

Yao et al. [14] proposed an alloying modification strategy and considered a chemical
Gibbs free energy change of the FCC to BCC transformation. An addition of 1.5%Ni
encourages the austenite stability by means of enlarging the austenitic phase region so that
an increase in the free energy difference retards the kinetics of the bainitic transformation
and induces a reduction in the bainitic ferrite (BF) plate thickness. However, although the
energy reduction due to another supplement of 1.5%Cr favors the bainitic transformation,
a formation of iron carbide (Fe3C) consequently deteriorates the thermal stability of the
austenite. Herein, the stability of austenite likely depends on the free energy difference
between the parent and the child phases. As a consequence, both Cr and Ni alloyed in
nearly equivalent compositions, which causes another reduction in the driving energy by
~400 J/mol; thus, this is expected to enhance the thermal stability of austenite and stimulate
bainitic transformation simultaneously. Hence, the enhanced stabilization of austenite is
feasible by adjusting an appropriate amount of Cr and Ni addition in the concerned steel.
Changle et al. [15] stated that steels alloyed with Mn content over 2.2 wt.% provide an
excellent hardenability and a lower bainitic start temperature (Bs), which in turn yields
an 18% volume fraction of retained austenite with a reduction in BF laths. Mn as a solid
solution element is evidently effective in raising the free energy of ferrite and reducing that
of austenite, causing a delay of austenite decomposition to bainite at low temperatures.
Nevertheless, if the Mn content in bainitic steel exceeds its limitation and segregation
occurs at the prior austenite grain boundaries, it may lead to an increase in transformation
temperature and undesired brittleness.

Ausforming is one of the thermomechanical treatment processes, in which the struc-
ture of austenite is refined at its metastable temperature prior to phase transformation.
The deformation plays an important part in accelerating the bainitic transformation due
to increased bainitic nucleation sites, whereas raised dislocation density encourages the
thermal stability of austenite. The process parameters of ausforming, such as deformation
temperature, strain, and strain rate, are also reported as being the essential controlling
parameters of the kinetics of isothermal bainitic transformation [16]. A sophisticated result
showed that the stability of austenite is not improved when a severe ausforming strain
of 50% is applied, because of a high BF volume fraction. It is noticed that such a result is
confirmed in a few works concerning low-carbon steels [17,18]. Although these qualitative
conclusions can be applied to optimize the microstructure of CFB steels, a reliable physical-
based model for correlating the alloying composition with processing parameters is still
required because the variations of both the alloy design and the process parameters are very
high. Several models have been developed for describing phase transformation of alloys,
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but one proposed by Bhadeshia and his co-workers has been widely employed [19,20].
Their model is based on a displacive approach, by which bainite growth without diffusion
of any alloying elements is considered. In this approach, bainite formation is assumed to
begin at prior nucleation sites on austenite grain boundaries and to successively form by
autocatalytic nucleation at the newly formed sheaves. Consequently, the transformation of
bainite is a nucleation-controlled process. The prior austenite grain size and the maximum
driving energy are essential factors controlling the nucleation kinetics of bainitic transfor-
mation. Later, Magee [21] revealed that the number of nucleation sites as a function of
prior austenite grain size should also be considered and can be determined by the driving
energy difference. It is increased with a rise in undercooling. Van Bohemann formulated
this concept to estimate the number of potential embryos for martensitic nucleation [22].
However, these displacive models use empirical constants by which the activation en-
ergy is only represented a net energy used to activate the transformation. In the model
of isothermal martensitic transformation proposed by Ghosh and Olsen [23], an energy
barrier consistent with the critical driving energy needed for the nucleation should be
incorporated by the sum of the strain energy, the defect-size-dependent interfacial energy,
and the composition-dependent interfacial work [24]. They also introduced a model that
takes autocatalytic factors into account as material constants. The effectiveness of the γ/α
interface boundaries and the thickness of the bainitic plate play a significant role in the
overall transformation kinetics. Meng et al. [25] reported that morphological features also
affect internal stresses by the autocatalytic nucleation of martensite. A stress field, which
disperses outside a transformed martensite plate, is potentially capable of triggering unsta-
ble martensite embryos to become stable nuclei and then grow up. Zou et al. [26] studied
the effects of prior deformation and undercooling on the isothermal bainitic transformation.
They found that the pre-deformation provides a mechanical driving force, which further
enhances the nucleation rate of bainite transformation, in addition to stresses internally
generated by the dislocation density when new bainite plates are formed. Moreover, the
difference in the activation energies between grain boundary nucleation and autocatalytic
nucleation is proposed by Ravi et al. [27]. The autocatalytic nucleation, which is considered
to have a dynamic nature, has been controlled by the degree of carbon enrichment in
austenite during the transformation. Nevertheless, an empirical constant, which involves
the autocatalytic term, remains undefined with any physical significance.

From the previous studies, it can be concluded that a more precise model of the bainitic
transformation, especially for an ausforming process of low-carbon steels, is still to be
developed. Thus, in this work, a unified physically based model is derived to thoroughly
elucidate the isothermal bainitic transformation, while taking into consideration varying
ausforming strain and alloy modifications. The model is derived from the theoretical
basis of the displacive transformation concerning a modified T0 concept and the empirical
Koistinen–Marburger (KM) equation. The activation energy, nucleation activity, and carbon
enrichment variations caused by the process contributions are also correlated with the
kinetics of isothermal bainitic transformation. By means of the model, the thermal stabil-
ity of austenite can be appropriately adjusted with an optimal design of the processing
parameters of the ausforming and alloy modification of low-carbon CFB steels.

2. Materials and Methods
2.1. As-Received Materials

Two as-received low-carbon steels of different compositions were chosen. The steels
are identified as MC1.5Mn1NiCr and LC2.5Mn0.2NiCr steels. The chemical compositions
of both steels are represented in Table 1. Manganese as the former austenite element
was added to increase the stability of the retained austenite and properly elevate the
hardenability of the steels. Silicon was alloyed in the amount of 1 wt.% for retarding and
suppressing the formation of cementite in the bainitic structure so that retained austenite
as a secondary phase was promoted. The addition of boron was to provide a shift of the
diffusion-controlled ferrite/pearlite transformation to a longer time. A precipitation of
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boron nitride in solid solution was suppressed by alloying titanium of about 0.03 wt.%,
whereas the interaction of nitrogen and titanium in the form of titanium nitride (TiN) could
be formed. The steels were individually melted in a laboratory-scale vacuum arc furnace
and cast into a square ingot with a dimension of 140 × 140 × 525 mm. Afterwards, the
ingots were homogenized at 1250 ◦C for 2 h, then hot-forged into square billets with a
dimension of 60 × 60 × 1000 mm at a finishing temperature of 950 ◦C. The billets were
slowly cooled down to room temperature. Finally, the homogenized billets were cut parallel
to the forged direction to manufacture cylindrical specimens of 10 ± 0.1 mm height and
5 ± 0.1 mm diameter.

Table 1. Chemical composition of the investigated steels in wt.%.

Steel Fe C Si Mn Cr Ni B Ti

MC1.5Mn1NiCr Bal. 0.26 1.07 1.46 0.99 0.98 0.0031 0.027
LC2.5Mn0.2NiCr Bal. 0.18 0.97 2.50 0.20 0.21 0.0018 0.033

2.2. Experiment

The cylindrical specimens were subjected to three different heat treatment conditions.
These heat treatments are distinguished between quenching and isothermal tempering,
with and without austenite deformation, as follows: direct quenching (DQ), pure isothermal
tempering (PIT), and ausforming followed by isothermal tempering (AIT). All heat-treating
experiments were conducted on a Bähr DIL805A/D dilatometer. The machine was addi-
tionally equipped with an optical module for cross-sectional measurement, which enabled
a precise investigation of the phase transformations by monitoring changes in the length of
the specimen in the longitudinal and radial directions. A Pt/Pt/−10 Rh thermocouple (type
S) was spot-welded at the central edge of the specimens so that the temperature signal was
accurately gathered from the machine. The experiments were conducted within a vacuum
chamber where the specimens were located in the middle between two quartz rods inside
an induction coil. A cooling gas, e.g., helium, was directly fed into the chamber through a
pressure control valve. The desired temperature could be achieved by balancing the heating
coil and the cooling gas. A deformation module was also installed for uniaxial compression
tests. As a result, the relative volume strains were determined by considering the profile
variations of the specimens in the radial and longitudinal directions, as follows [28,29].

∆V/V0 = (1 + εL)(1 + εR)
2 − 1 (1)

where ∆V represents the volume change of specimen, V0 is the initial volume, εL is the
longitudinal strain, and εR is the radial strain of the specimen.

For all the experiments, the specimens were first heated to the austenitizing tempera-
ture at 950 ◦C, at the rate of 18 ◦C/s, and soaked for 5 min for homogenization. The PIT
specimens were subsequently cooled to 400 ◦C at a cooling rate of 50 ◦C/s and isothermally
treated for 1 h before cooling to room temperatures at 20 ◦C/s. The AIT specimens were
cooled after homogenization to a deformation temperature of 650 ◦C at the same rate and
held for 10 s. The specimens were subsequently deformed with an ausforming strain of
either of 0.15 (AIT0.15) or 0.35 (AIT0.35), at a rate of 1 s−1, and cooled to the isothermal
temperature within the same period, as was conducted for the PIT samples. To examine
changes in the martensite start (Ms) temperature, a specimen of each material was directly
quenched from the austenitizing temperature. It was defined as the DQ specimen, and
the volumetric expansion result was set as a reference. The Ms locus of the DQ specimens
was captured from the first deviation of the dilation curve during cooling, whereas that of
the AIT specimens was traced in the same manner specifically during the secondary stage
of cooling after isothermal tempering. In the case of the DQ specimens, the volumetric
transformations of the martensite were calculated by using a total volumetric expansion
with respect to the relative tangent of the dilatation curve as a reference, bearing in mind
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that in this research the Ms temperature was also empirically estimated, using the following
equation [30,31].

Ms = 539− 423xC − 30.4xMn − 7.5xSi + 30xAl (2)

where xC, xMn, xSi, and xAl are the carbon, manganese, silicon, and aluminum contents
in wt.%, respectively. The specimens for evaluating the prior austenite grain (PAG) were
directly quenched from the ausforming stage to room temperature.

2.3. Characterization

In the beginning, the specimens were ground and polished with abrasive papers
(grids no. 600, 1200, 2400, and 4000) and 0.1 µm diamond paste, respectively. For the PAG
observation, they were chemically etched using 4 g of sodium dodecylbenzene sulfonic
acid in 100 mL of aqueous saturated picric acid diluted in 100 mL of distilled water in
a water bath. The optimized temperature and time for etching were 60 ◦C and 30 s,
respectively. After etching, the average grain size of PAG (dγ) was measured on a light
optical microscope (LOM) and calculated by using the linear intercept method based on
the ASTM112-12 standard [32]. The same preparation techniques were applied to the
specimens for phase quantification by X-ray diffraction (XRD) measurement, except for the
solution etching. Hence, after the polishing step, all the specimens were further electro-
polished by means of a TenuPol-5 single-jet electro-polishing device. An A2 electrolyte
was employed at room temperature with a voltage of 32 V and a flow rate of 15 mm/s.
The XRD machine was operated using a filtered CrKα radiator at 40 kV and 30 mA, under
the collection range between 60◦ and 165◦, at a step width of 0.08◦ and a counting time of
2 s. The phase fractions of face-centered cubic (FCC) RA and body-centered cubic (BCC)
bainitic ferrite or/and martensite were analyzed by the Rietveld’s refinement method,
using MAUD software. The carbon concentration of the retained austenite (xC in wt.%)
was estimated from its lattice parameter (aγ), as given in Equation (3) [33]. The parameters
xNi, xCr, xN, xCo, xCu, xNb, xMo, xTi, xV, and xW are the nickel, chromium, nitrogen, cobalt,
copper, niobium, titanium, vanadium, and tungsten contents in wt.%, respectively.

aγ(
.
A) = 3.5780 + 0.0330xC + 0.00095xMn − 0.0002xNi + 0.0006xCr

+ 0.0056xAl + 0.0220xN + 0.0004xCo + 0.0015xCu
+ 0.0051xNb + 0.0031xMo + 0.0039xTi + 0.0018xV
+ 0.0018xW

(3)

Apart from phase quantification, the Rietveld method, which involves the Fourier
analysis of the broadened peaks, was used to evaluate the microstructure parameters,
such as the effective crystallite size and the average microstrain within the crystal [34].
Considering the plastically deformed materials, the Popa model was used to deconvolute
the size and strain effect in the deformed crystals in accordance with the anisotropic size–
strain broadening [35]. The peak shifting, broadening, and asymmetry experienced by the
line profiles because of the accumulation of irradiation defects were analyzed using the
Warren model [36]. The dislocation density due to the crystallite size contribution (ρC)
was defined as the length of dislocation line per unit volume of crystal and could then be
estimated using the Williamson and Smallman relation [37].

ρC = 3/D2 (4)

where D is the average crystal size. On the other hand, the dislocation density due to the
contribution of the microstrain (ρS) was evaluated by the following relation.

ρS = k
〈
ε2

l
〉

b
2 (5)
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where k is a material constant (k = 0.9 for cubic crystal), εl is the microstrain within the
crystal domain, and b is the Burger vector. Likewise, the average dislocation density (ρ)
could be estimated from the relationship given as follows.

ρ =
√

ρCρS (6)

In order to determine the dislocation density for the bainitic transformation range, only
the PIT, AIT0.15, and AIT0.35 specimens were taken into consideration. The dislocation
density value of the PIT specimen was used as a reference and further compared with that
of each AIT specimen so that the dislocation density influenced by the ausforming strain
was calculated.

3. Transformation Models
3.1. Transformation Models

According to the thermodynamic principle of bainitic transformation [3,38,39], it has
been suggested that if bainite forms under the displacive approach, the transformation
can occur when the criteria of ∆Gm < ∆GN and ∆Gγ→α < −GSB are satisfied. The first
criterion is defined for the nucleation process, and the latter is for displacive growth. ∆Gm
represents the maximum driving force available for the para-equilibrium nucleation. ∆GN
is the universal nucleation function, which was experimentally determined by Ali and
Bhadeshia [40]. ∆Gγ→α is associated with a stored energy difference between austenite and
bainite, and GSB is a stored energy of bainite, which is usually considered to be 400 J/mol. A
further suggestion is that ∆Gm and ∆Gγ→α are dependent on the chemical compositions of
steel and undercooling [3]. The temperatures at which ∆Gm = ∆GN and ∆Gγ→α = −GSB
are called the Th and T′0 temperatures, respectively. Hence, it is understood that bainitic
transformation can only occur when the transformation temperature is below both tem-
peratures. In any silicon-rich steels in which the formation of cementite is most likely
impossible, the concept of T′0 can be used to indicate the incompleteness phenomena of
bainitic transformation. This is with respect to carbon, which is only enriched into the
adjacent austenite, instead of forming cementite, during the decomposition of austenite into
bainite. The temperature is thus defined as a locus where the enrichment process of carbon
ceases [10,41]. For steels subjected to ausforming, a prior austenite grain is subdivided
into several sub-grains by plastic deformation such that it gives a greater defects per unit
volume in an austenite grain, as shown in Figure 1a. The sub-grain boundaries acting as
additional defects give rise to more nucleation sites which will then facilitate the bainitic
transformation. Therefore, the deformation leads to an increase in austenite free energy and
enables more carbon enrichment in austenite at the beginning stage of the transformation.
However, on the other hand, the dislocations generated by the growth process will arrest
the transformation as it reduces the austenite free energy, as presented in Figure 1b.
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subsequent autocatalytic nucleation on the pre-existing platelets surrounding the UA 
(γ/α interface) [27]. The former process incorporates prior austenite grain, while the lat-
ter is essential for the growth of BF sheaves, which might arise spontaneously at the tip 
of previously formed sub-units due to elastic and plastic strain generations within the 
surrounding austenite [42]. According to this hypothesis, the processes have successive-
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ical stabilization of austenite. Therefore, the development of these nucleation mecha-
nisms can be expressed as follows. ൬𝑑𝑁𝑑𝑡 ൰୲ = ൬𝑑𝑁𝑑𝑡 ൰ୋ୆ + ൬𝑑𝑁𝑑𝑡 ൰୅୒ (7)

where (𝑑𝑁/𝑑𝑡) is the total nucleation rate per unit volume, (𝑑𝑁/𝑑𝑡)ୋ୆ and (𝑑𝑁/𝑑𝑡)୅୒ 
are the nucleation rate per unit volume arising at the austenite grain boundaries and that 
caused by the autocatalytic nucleation, respectively. Considering the individual nuclea-
tion rate reaction, the density of the potential nucleation sites and the activation energy 
play a vital role in describing the principle of the nucleation kinetics, which is expressed 
by Equation (8). ൬𝑑𝑁𝑑𝑡 ൰୧ = 𝑘୆𝑇ℎ 𝑁୧𝑒𝑥𝑝 ൬𝑄୧∗𝑅𝑇൰ (8)

where the subscript i represents either a nucleation process at the grain boundary (GB) 
or the successive nucleation by autocatalytic reaction (AN). 𝑘୆ is the Boltzmann’s con-
stant, 𝑇 is the isothermal transformation temperature, ℎ is the Plank’s constant, 𝑁୧ is the 
number of potential nucleation sites at the very beginning stage, 𝑅 is the gas constant, 
and 𝑄୧∗ is the activation energy required for the individual nucleation process. With re-
spect to the original Koistinen–Marburger (KM) equation [43], Van Bohemann and 
Seitma indicated that the nucleation density is associated with the net driving energy 
and undercooling [22]. The driving energy is associated with thermodynamic activation, 
and it thus requires two atomic processes to trigger the reaction. On the one hand, the 

Figure 1. (a) Graphical illustrations of the isothermal decomposition of austenite into bainite
for PIT and AIT specimens, and (b) schematic diagram showing relationships of Gibbs free en-
ergy, temperature, and composition of steels under various heat treatments. NS, GB, UA, BF, and
FM stand for nucleation site, grain boundary, untransformed austenite, bainitic ferrite, and fresh
martensite, respectively.

3.1.1. Nucleation Rate Model

By the displacive approach, the kinetics of the bainitic transformation is controlled
by a nucleation rate reaction. Firstly, sub-units of bainitic ferrite (BF) are formed by
activated nucleation at the interfaces of the austenite grain boundary (γ/γ interface) and
the subsequent autocatalytic nucleation on the pre-existing platelets surrounding the UA
(γ/α interface) [27]. The former process incorporates prior austenite grain, while the
latter is essential for the growth of BF sheaves, which might arise spontaneously at the
tip of previously formed sub-units due to elastic and plastic strain generations within the
surrounding austenite [42]. According to this hypothesis, the processes have successively
continued to form bainitic sheaves until their evolutions were arrested by the mechanical
stabilization of austenite. Therefore, the development of these nucleation mechanisms can
be expressed as follows.

(
dN
dt

)

t
=

(
dN
dt

)

GB
+

(
dN
dt

)

AN
(7)

where (dN/dt) is the total nucleation rate per unit volume, (dN/dt)GB and (dN/dt)AN
are the nucleation rate per unit volume arising at the austenite grain boundaries and that
caused by the autocatalytic nucleation, respectively. Considering the individual nucleation
rate reaction, the density of the potential nucleation sites and the activation energy play
a vital role in describing the principle of the nucleation kinetics, which is expressed by
Equation (8). (

dN
dt

)

i
=

kBT
h

Niexp
(

Q∗i
RT

)
(8)

where the subscript i represents either a nucleation process at the grain boundary (GB) or
the successive nucleation by autocatalytic reaction (AN). kB is the Boltzmann’s constant, T
is the isothermal transformation temperature, h is the Plank’s constant, Ni is the number
of potential nucleation sites at the very beginning stage, R is the gas constant, and Q∗i is
the activation energy required for the individual nucleation process. With respect to the
original Koistinen–Marburger (KM) equation [43], Van Bohemann and Seitma indicated
that the nucleation density is associated with the net driving energy and undercooling [22].
The driving energy is associated with thermodynamic activation, and it thus requires
two atomic processes to trigger the reaction. On the one hand, the dissociation of certain
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dislocation defects may partially facilitate sites for BF embryos. On the other hand, the
enrichment of carbon into the surrounding austenite matrix allows a necessarily available
driving force for the nucleation.

3.1.2. Activation Energy

As the activation energy accounts for the thermodynamic requirements of the nucle-
ation processes, any energies stored within the parent phase can be presumed to be the
parts of the energy barrier necessary for the isothermal transformation. As reported by
Olsen and Cohen [44], the activation energy can be determined independently with the
free energy sum, as expressed by Equation (9).

Q∗i = Q∗0 + K1∆Gi (9)

where Q∗0 is considered to be the activation energy when the nucleation process is absent,
given here as a fitting parameter. However, Q∗0 can be also used to estimate the existing
energy required for the phase transformation when no chemical energy is involved and
only the effects of undercooling and ausforming are occupied; K1 is a fitting parameter in
the model; and ∆Gi is the total molar driving force of the associated event of nucleation.

In the present study, the extra stored energy due to the deformation of austenite is
formulated based on the assumption that no dynamic recrystallization occurred. Thereby,
the deformation likely introduces only two energy portions to the austenite, namely the
grain boundary and the change of dislocation energy. The variation of these energies
depends on two factors. Firstly, the deformation elongates the austenite grains and enhances
the grain boundary areas. Secondly, the deformation increases the disorder of the grain
structure, which leads to an increase in the grain boundary energy per unit area (σγ/γ),
roughly 10% [45,46]. Note that it is not significantly increased if the deformation stress
is relatively small. However, the total driving energy required for the grain boundary
nucleation is not included the effect of an increase in the number of nucleation sites because
it is already involved in the initial activation energy term. The total molar driving force can
thus be represented by Equation (10).

∆GGB = ∆Gch + ∆Gγ/γ (10)

where ∆Gch is the difference in thermodynamic Gibbs free energy between the austenite
and the bainite, determined by using the MUCG83 database [47], and ∆Gγ/γ is the semi-
coherent interfacial energy of the γ/γ interfaces required to overcome its barrier, which
can be expressed as the following relationship.

∆Gγ/γ = 2Vmol
σγ/γ

nd
(11)

Vmol is the molar volume of austenite, σγ/γ is the semi-coherent interfacial energy
at the γ/γ interfaces, n is the number of FCC cubic planes along the nucleus thickness,
and d is the spacing between the cubic planes, which equals 2.5 × 10−10 m for the FCC
planes [44].

Considering the spontaneous association of the nucleation events, the driving force is
related to the elastic and plastic stresses generated in the adjacent austenite. In addition
to the chemical driving energy change owing to the variations of carbon in BF, the stored
energy associated with the stress field can also provide a particular strain accompanying the
stress-energy in the surrounding austenite, due to the dislocation barrier that significantly
affects the bainitic transformation. Consequently, the semi-coherent interfacial energy
between austenite and bainite (γ/α interfaces), established by Dong et al. [45], is a straight-
forward representation of the subsequent stage of the transformation. Therefore, the total
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driving energy required for the iterative dynamic nature of the autocatalytic nucleation is
represented by Equation (12).

∆GAN = ∆GchA + ∆Gγ/α + Gdislo (12)

Parameter ∆GchA is the chemical free energy change depending on the degree of
carbon enrichment in the austenite. ∆Gγ/α is the semi-coherent interfacial energy between
the austenite and bainite (γ/α interfaces). Gdislo is the dislocation interaction energy
because of the bainitic stress field. The carbon rejected from BF during the transformation
is thus specified by the chemical driving energy reduction, while the interfacial energy at
the γ/α interfaces is neglected afterwards because its influence is negligible compared to
the other factors [44]. Rees and Bhadeshia [20] suggested that the decrease in total energy
change is caused by a mechanically induced stabilization surrounding the enrichment zone.
Thus, the chemical energy change is then determined as shown in Equation (13).

∆GchA = ∆GchAi

(
1− ds ×

(
w + fα

(w− wα)

(1− fα)

))
(13)

∆GchAi is the initial free energy change at the beginning of the transformation or grain
boundary nucleation. ds is a constant considered as a fitting parameter in the model. w
is the average carbon concentration of steel in wt.%. fα is the fraction of bainite formed
during the transformation. wα denotes the fraction of carbon entrapped in the bainite,
either in solid solution or in a form of iron carbide, depending on the condition of the
applied heat treatment and the ability of the carbon enrichment in the austenite due to the
alloy addition. For the interaction energy of the bainitic stress field mentioned above, it can
be given as follows.

Gdislo ≈ −
3Eγ

2(1 + ν)

(
εtr

22
)2 (14)

where εtr
22 represents the internal elastic strain state resulting from the local strain incom-

patibility between the bainite and austenite, Eγ is the elastic modulus of austenite, and ν is
the Poisson’s ratio of austenitic steel (0.27). From Equation (9)–(14), the formation of the
total energy difference required for activating the transformation at each iteration can be
determined as follows.

∆Q∗ = Q∗GB −Q∗AN (15)

It is noted that the physical basis of such autocatalytic factors has been not adequately
given in the current reported literature. Hence, the proposed model provides more details
describing the particular net free energy changes caused by the elemental partitioning,
particularly when the effect of ausforming is considered.

3.1.3. Potential Nucleation Site Density

In this model, the number density of the potential nucleation sites is estimated based on
the original concept of Magee for athermal martensitic transformation [21]. It is reported to
be linearly dependent on the undercooling temperature. In this regard, Van Bohemann and
Seitsma [48] validated the increase in undercooling with a reduction in the Ms temperature
due to carbon content. The higher density of nucleation sites results from the driving
energy, which is increased when decreasing the transformation temperature of martensite.
This concept is later reformulated to be applicable to an isothermal transformation and is
given by the following expression.

N0 = ∅(GN(Th)− GN(Tiso)) = ξΓ(Th − Tiso) (16)

By analogy with the work of Magee on martensite nucleation, ξ is equal to α/(VαΓ).
α is a material constant, and Γ is determined by the slope of d(∆Gm)/dT, which is ap-
proximately constant in the temperature range of martensitic/bainitic transformation. Vα

represents the average volume of the bainite sub-unit [20,22]. Th is the highest temperature
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at which the displacive transformation occurs. Because of the experimental investigations,
the number density of the pre-existing defects can be calculated by Equation (17).

Ni =
m

Vα
(Th − Tiso) (17)

m is the proportionality constant between the number density of the bainite nucleation
sites and the degree of undercooling. In the case of martensite formation, m and α are
assumed to be identical and are used as material parameters. Their values are between
0.01 and 0.07 K−1 and depend slightly on the chemical composition [21,43]. A fundamental
difference between the nucleation of martensite and bainite is that the density of the
pre-existing defects for martensite nucleation is governed by the prior austenitic grain
size, whereas the bainitic nucleation is also controlled by the structural interfaces, namely
the γ/γ and γ/α interfaces. According to Van Bohemann and Seitma’s report [22], m
can be replaced by bGB and bAN with consideration of the effects of the γ/γ and γ/α
interfaces, respectively. The density of the available γ/γ interfaces is dependent on the
volume fraction of the remaining available austenite and the austenite grain size. The bGB
parameter is thus given as follows.

bGB =
Zδ

dγ
m fγ (18)

The proportional relationship of Zδ/dγ is defined as the austenite grain boundary area
per unit volume, in which δ and dγ denote the effective thickness of the prior austenitic
grain boundary and the austenitic grain size, respectively. fγ represents the fraction of the
UA. In addition, when the effective thickness of the austenitic grain boundary is considered
as the atomic layers of a grain in the grain boundary region, a few of the outermost atomic
layers in each grain can be presumed to participate in the nucleation process. Hereby, it is
suggested that an austenitic grain size is composed of two atomic layers in each grain. With
regard to the autocatalytic parameter represented by bAN, it is controlled by the remaining
available austenitic phase fraction, at which the α/γ interfaces are formed while the bainitic
transformation progresses. The parameter can therefore be given by the following equation.

bAN =
Zδ

dγ
m fγ fα (19)

where fα represents the volume fraction of BF. In summary, the size of the BF sub-units has
an inverse relationship with the density of the nucleation sites and the remaining available
austenite grains.

3.1.4. Austenitic Phase Fraction as a Function of Carbon Enrichment

As shown in Equations (17) and (18), the variations of fγ and fα are the critical factors
when estimating the density of the nucleation sites. It is kinetically changed during the
formation of BF due to the carbon enrichment in the austenite. If the stored energy of bainite
caused by shear transformation is involved, the process should be completely terminated
at the T′0 locus where the free energies of austenite and bainite are identical, as presented in
Section 3.1. By this concept, the conservation of mass balance in the bainite and austenite
can be applied, and the variation of carbon concentration in the austenite associated with
the locus can be given as follows.

wγ = w + fα
(w− wα)

(1− fα)
(20)

w represents the bulk carbon concentration of steel, and wα is the composition of
carbon in a BF sub-unit. Ravi et al. [27] used the same concept to determine the bainitic
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transformation temperature and found that the temperature linearly reduces with the
increased carbon content in austenite, as provided in Equation (21).

Th = ThX − C1
(w− fαwα)

(1− fα)
(21)

where ThX is the Th temperature at the beginning of the transformation and is determined
using thermodynamic calculation software called MUCG83 [47], and C1 is a proportional
constant relating Th and the carbon concentration.

Moreover, the total fraction of UA, fγ, is estimated by considering the T′0 locus as
being determined for the carbon enrichment. In this regard, a certain amount of austenite
may not participate in the bainitic reaction and yields the incomplete phenomenon. It is
assumed that the unavailable austenite certainly contains no potential nucleation site due
to its stability. This fraction is thus subtracted while calculating the overall nucleation rate.
Using the principles of the incomplete reaction phenomenon, fγ and T′0 can be expressed
as follows.

fγ = (1− fα)
(T′0 − Tiso)(
T′

0X
− Tiso

) (22)

T′0 = T′0X − C2 fα
(w− wα)

(1− fα)
(23)

where T′
0X

is the T′0 temperature at the beginning of the transformation, and C2 is a pro-
portional constant relating to T′0 and the carbon concentration. Note that the influences of
ausforming on the free energy change of austenite are not incorporated here due to the
complexity of the implementation.

3.1.5. Bainitic Transformation Model

From Equations (7) to (23), the overall nucleation kinetics of the isothermal bainitic
transformation can be summarized by the following equation.

(
dN
dt

)

t
=


 kBT

h
Zδ

dγ
m

Vα
(1− fα)

(T′0 − Tiso)(
T′

0X
− Tiso

) (Th − Tiso)

{
exp
(
−Q∗GB

RT

)}
{1− λ fα}


 (24)

The variable λ in this equation is represented by exp(∆Q∗/RT) as an autocatalytic
factor. It plays an important role in the kinetics of bainitic transformation and mainly
relies on the activation energy difference of the nucleation process. Thus, the autocatalytic
function termed by {1− λ fα} can be given as the β parameter, which is similar to that
defined in the literature [20,49]. As discussed earlier, the parameters wα, ds, ∆Q∗, and K1
are given as the fitting parameters in this model, from which their physical significances
can be defined.

In order to estimate the volume fraction of BF, it can be presumed that BF sheaves are
formed by stacking sub-unit layers on the iterative sites of the nucleation and are therefore
dependent on the number of nucleated sites. Nonetheless, the volume of a BF sub-unit
examined by Matsuda and Bhadeshia [19] is not a constant value, it changes depending on
the transformation temperature, which is given as follows.

Vα =
(

2× 10−17
)
×
(

Tiso − 528
150

)3
(25)

where Vα represents the average volume of a BF sub-unit in m3. Consequently, the kinetics
of the isothermal bainitic transformation can be calculated by means of a numerical inte-
gration of the associated nucleation rates. The product of the integration is given by the
following equation.

fα =
∫ dN

dt
Vαdt (26)
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3.2. Martensitic Transformation

As reported in a previous study [16], the UA after isothermally formed BF is not
thermodynamically stable. It can be transformed to FM during ambient cooling because
of the low carbon content. Therefore, only the overall kinetics equation for predicting all
existing phases in the steel may not be satisfactory. To incorporate the course of martensitic
transformation, the conventional KM equation [21,43,50] was modified based on Lee’s
equation [51] and further developed according to the fact that martensite does not directly
transform from a fully austenite. The certain area of the untransformed product of austenite
can be expressed as follows.

fFM = ( fUA)− e−αFM(Ms,UA−TRM)n
(27)

fUA is the phase fraction of UA and is equivalent to 1− fα. αFM is a material parameter,
which is calculated from the data reported for low-carbon steels with a high concentra-
tion of silicon and chromium [51], as given in Equation (28); Ms,UA is a martensite start
temperature after the isothermal tempering, indicated as being equal to M′S; and TRM is
room temperature. Moreover, n is also a material constant that depends on the chemical
composition, as shown in Equation (29). Finally, the empirical equation of martensitic
transformation can be written by Equation (30), where fRA and fFM are the volume fraction
of the retained austenite and martensite after cooling, respectively.

αFM

(
K−1

)
= 0.0231− 0.0105xC + 0.0074xCr − 0.0017xNi − 0.0193xMo (28)

n = 1.4304− 1.1836xC + 0.7527x2
Cr − 0.739xSi − 0.0258xNi + 0.3108xMo (29)

fUA = fRA + fFM (30)

4. Results and Discussion
4.1. Experimentally Determined Phase Fractions

In our previous studies [16,52], no carbide precipitation was found in the examined
steels with minimized alloys of around 1 wt.%Si. Therefore, the final microstructures of
steel should comprise BF and RA (α+ γ), unless the enrichment of carbon in the UA after
the bainitic transformation is thermodynamically unstable. In this circumstance, the UA
can be partially decomposed to FM (α′), and the heterogeneous microstructure composed
of α+ γ+ α′ consequently appears. Under thermodynamic equilibrium, the average
carbon concentration in the microstructure components of steel could be expressed by
wα fα + wγ,RA fγ,RA + w α′ f α′ = w, where the quantity of wα, wγ,RA, and w α′ represents
the carbon distribution in BF, RA, and FM, respectively, and w is the bulk carbon content of
the steels. Figure 2a illustrates the results of the XRD measurements of MC1.5Mn1NiCr
steel with and without ausforming. Only the phases belonging to the body-centered and
face-centered structures were quantified. The bainitic, ferritic, and martensitic phases that
possessed the BCC structure were displayed all together on the same crystallographic
planes. The RA whose peaks appeared at the (111), (200), (220) planes was apparently
observed, especially in the case of the PIT and AIT specimens, whereas the identical peaks
of BF and FM exposed at the (110), (200), and (211) planes were not distinguishable. Thus,
the volumetric strain response in the DQ and PIT specimens were exploited together with
the volumetric fraction of the BCC obtained by the XRD measurement so that the volumetric
fractions of all the constituents could be quantified rationally. Figure 2b shows that the Ms
temperature could be determined at the point where the cooling curve started to deviate
from its tangent. A vertically measured distance between the tangent and the cooling
curve at the final cooling temperature of the DQ results was given as the reference and
accounted for the maximum volumetric expansion of the martensitic transformation. By
comparing the reference value with the volumetric expansions for the AIT specimen using
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the lever rule, the martensitic phase fraction of the AIT specimen could be estimated by
Equation (31).

f α′(AIT) =
f α′(DQ, XRD)× α′(AIT, DIL)

α′(DQ, DIL)
(31)

where f α′(DQ, XRD) represents the volume fraction of martensite acquired from the XRD
measurement, and α′(AIT, DIL) and α′(DQ, DIL) are the volumetric strains obtained
from the dilatation curves of the AIT and DQ specimens during cooling, respectively. As
aforementioned, the total phase fraction of BF was further evaluated from the curve for the
change in volume strain at the time where the BF transformation was terminated (distance
AB, shown in Figure 3). With help of Equation (30), the amount of UA in the AIT specimen
was calculated from the summation of the RA fraction quantified by the XRD analysis and
the FM fraction from Equation (31). Subsequently, the distance BC, with regard to the UA
volume fraction, was obtained by referring the distance AC to the volume fraction of all the
phases. Finally, the proportionality of the dilatation locus was applied to determine the
kinetics evolution of the bainitic phase transformation.
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Figure 3. Determination of the volume fraction of bainitic ferrite during tempering at 400 ◦C.

From the calculations, as shown, the percentage of the developed phases, the amount
of carbon enrichment in the austenite in wt.% (wγ,RA), the martensite start temperature
(Ms,exp) of the steels subjected to the DQ, PIT, and the AIT heat treatments were gathered,
as listed in Table 2. It is noteworthy that the prior deformation and its degree have played
the primary role in enhancing the stability of austenite and have resulted in a decrease
in the BF fraction. However, the stabilized austenite in MC1.5Mn1NiCr steel, which had
a higher carbon content and low alloyed Cr and Ni contents, was not always sustained
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along the AIT process, especially when some UA decomposed into FM during cooling.
The ausforming strains caused extreme deterioration of the thermodynamic stability of
austenite, leading to a greater formation of FM with a slight reduction in the RA fraction.
It seems that ausforming only influenced the FM formation, whereas the variation of RA
was negligible.

Table 2. Volume phase fraction determined by means of quantitative analysis of XRD measurement
combined with the dilatometry results.

Material/Condition
Volume Fraction, % wγ,RA(=xC)

Equation (3)RA BF FM

MC1.5Mn1NiCr/DQ - - 100 -
MC1.5Mn1NiCr/PIT 15.6 ± 3.3 77.4 ± 4.2 7.0 ± 2.8 0.78
MC1.5Mn1NiCr/AIT0.15 14.6 ± 5.1 62.0 ± 6.7 23.4 ± 6.3 0.68
MC1.5Mn1NiCr/AIT0.35 13.5 ± 5.8 47.9 ± 4.5 38.6 ± 3.4 0.56
LC2.5Mn0.2NiCr/DQ 1.2 ± 0.8 - 98.5 ± 2.8 0.04
LC2.5Mn0.2NiCr/PIT 8.5 ± 2.5 83.6 ± 4.6 7.9 ± 3.9 0.45
LC2.5Mn0.2NiCr/AIT0.15 11.3 ± 3.7 77.6 ± 3.4 11.1 ± 4.5 0.51
LC2.5Mn0.2NiCr/AIT0.35 16.9 ± 3.5 74.3 ± 4.9 8.8 ± 4.1 0.89

Meanwhile, it is somewhat surprising that increasing the ausforming strain in the
LC2.5Mn0.2NiCr specimens undergoing AIT treatment was quite effective for suppressing
the phase transformation. The enrichment of the dislocation density within the plastically
deformed austenite had not only accumulated while ausforming, but remained propagating
during the BF formation, resulting in the suppression of the formation of FM, with the
leaving of more UA as a residual product. It is also noted that the degree of carbon
enrichment in austenite during bainitic transformation was directly subjected to UA stability.
It was resisted once the structural stability of UA was improved. The carbon concentrations
listed in the table represent the overall carbon contents in RA, which take both the products
of carbon enrichment and the partitioning processes into account. Therefore, the wγ,RA
values should be evaluated further to quantify the exact value at individual stages of
the transformations.

4.2. Modelling Results
4.2.1. Ms Temperature

The kinetics parameters and the theoretical start temperatures of martensite deter-
mined using the modified KM equation for both MC1.5Mn1NiCr and LC2.5Mn0.2NiCr
steels under PIT and AIT conditions are presented in Table 3. Note that the parameters,
αFM and n, were dependent on the alloying composition and were not affected by the heat
treatment conditions. The calculated values of αFM and n for the MC1.5Mn1NiCr steel were
0.0205 and 0.96, respectively, whereas those for the LC2.5Mn0.2NiCr steel were 0.0243 and
1.06, respectively. The discrepancies between the experimental and the calculated values
were highly acceptable. Clearly, the martensitic start temperature significantly depended on
the heat treatment conditions and the material. For both steels, the Ms temperatures were
decreased markedly with the application of ausforming. In the case of MC1.5Mn1NiCr
steel, increasing the ausforming strain caused a slightly higher Ms value. The increased
strain deteriorated the stability of the austenite and subsequently led to a higher fraction
of FM. In contrast, the stability of the austenite in the LC2.5Mn0.2NiCr steel seemed to
be effectively promoted by the enhancing of the ausforming strain in accordance with the
lowered transformation temperature of the martensite. It implies that the chemical com-
position was of importance for adjusting the austenite stability of steel, particularly when
carbon as an austenite former element was only the most important factor in controlling
the bainitic transformation at low temperature.
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Table 3. Determined kinetics parameters using the modified KM equation for the examined
MC1.5Mn1NiCr and LC2.5Mn0.2NiCr steels under PIT and AIT conditions.

Material/Condition αFM, K−1 n,− Ms,exp, C Ms,cal,C

MC1.5Mn1NiCr/DQ 0.0205 0.96 354 ± 5.1 344
MC1.5Mn1NiCr/PIT 0.0205 0.96 347 ± 4.7 332
MC1.5Mn1NiCr/AIT0.15 0.0205 0.96 260 ± 7.1 255
MC1.5Mn1NiCr/AIT0.35 0.0205 0.96 265 ± 6.3 260
LC2.5Mn0.2NiCr/DQ 0.0243 1.06 388 ± 2.4 380
LC2.5Mn0.2NiCr/PIT 0.0243 1.06 351 ± 4.2 345
LC2.5Mn0.2NiCr/AIT0.15 0.0243 1.06 270 ± 3.6 263
LC2.5Mn0.2NiCr/AIT0.35 0.0243 1.06 192 ± 5.8 184

4.2.2. Model Parameters

The input parameters and the critical temperatures calculated by Bhadeshia’s program
(see Section 3.1.4) are represented in Table 4. It has been seen that the PAGs are decreased
by the ausforming treatments and by adding either carbon or other austenite stabilizer
elements due to the reduction in the driving energy for grain growth. It is suggested in [45]
that the condition of the parent phase controls the driving energy for lower-temperature
phase transformation. In general, the energy stored for the nucleation reaction increases
with rising the number of nucleation sites and can be considerably dependent on the
chemical compositions, undercooling, and prior deformation. If austenite is plastically
deformed and more defects are generated as nucleation sites, the primary driving energy of
the phase transformation is most probably controlled by nucleation sites increased rather
than the other factors. Furthermore, the locus of Th, X is hereby broadened as T′

0, X
is

suppressed. However, changes in the critical temperature were observed only as a result of
the chemical contributions and the undercooling, regardless of the ausforming effect.

Table 4. Parameters used for the transformation models.

Parameter
MC1.5Mn1NiCr LC2.5Mn0.2NiCr

PIT AIT0.15 AIT0.35 PIT AIT0.15 AIT0.35

dγ,µm 48 ± 1.5 43 ± 3.3 35 ± 2.1 56 ± 0.9 49 ± 1.4 44 ± 2.2
Tiso, K 673 673
ThX, K 753 983

C1 2304 2205
T′

0 X
, K 763 778

C2 8911 8537

4.2.3. Kinetics of Bainitic Phase Transformation

Figure 4 displays the kinetics of the bainitic transformation of MC1.5Mn1NiCr and
LC2.5Mn0.2NiCr steels under PIT and AIT conditions at different ausforming strains.
It shows that the calculation results fitted very well with the experimental data. The
transformation kinetics presented in Figure 4a,b could be divided into three stages, namely
onset, growth, and cessation. The onset was indicated at a locus, at which the first BF sub-
units were formed. After that, the growth driven by the shear was kinetically captured by
the progress of the BF sheaves. Finally, the transformation stopped when the decomposition
of austenite was supersaturated as it reached its plateau. Ausforming had a strong influence
on an acceleration of the transformation onset and a reduction in the BF volume fraction.
However, for MC1.5Mn1NiCr/AIT0.35 steel, the transformation was somewhat sluggish
compared to the other conditions for the same material. This circumstance could be
precisely explained by the nucleation rate activity and the driving energy, as given in the
next section. According to the fact that ausforming enhances the austenite stability, even
though the deformation simultaneously accelerated the transformation, the drastic increase
in defect density in UA during the initial progress of bainitic transformation resulted in a
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reduction in the BF fraction. The results were consistent with those reported in [18,53,54],
particularly in the MC1.5Mn1NiCr steel. It can be seen that increasing the ausforming
strain in LC2.5Mn0.2NiCr steel gave a slight difference in the lowering of the fraction of BF.
In light of the chemical variations, LC2.5Mn0.2NiCr steel with a lower carbon content with
adjusted Cr and Ni alloying elements possessed higher BF fractions than MC1.5Mn1NiCr
steel, regardless of the applied ausforming. It could be verified from their bulk carbon
contents and the effective enrichment of carbon in austenite. Hence, it was not surprising
that the lower carbon steel exhibited smaller fractions of BF, which is similar to [55].
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Figure 4. The kinetics of bainitic transformation of (a) MC1.5Mn1NiCr and (b) LC2.5Mn0.2NiCr
steels under PIT and AIT with the strain of 0.15 and 0.35.

The fitted values of wα, ds, Q∗0 , and K1 obtained from the proposed model are shown
in Table 5. Only wα and Q∗0 were well explicable with their physical meaning. The re-
duction of Q∗0 values signified a decreased energy barrier of the nucleation reaction and
seemed remarkably diminished by the ausforming. This parameter was associated with
the kinetics acceleration of the BF transformation due to the increased number of existing
nucleation sites per unit volume in UA. Considering the lower value of Q∗0 presented in the
MC1.5Mn1NiCr/AIT0.15 compared with that in the MC1.5Mn1NiCr/AIT0.35, it could be
described by the higher number of nucleation sites or defect densities, which essentially
contributed in the later stage of the bainitic transformation. In this respect, it was not
surprising that the average amount of carbon concentration in the BF supersaturation (wα)
became constricted with regard to the higher kinetics acceleration at the beginning and was
most likely associated with more carbon enrichment. However, the wα values gathered
for the present model were invariably smaller than the mean carbon concentration in the
mole fraction of both of the examined MC1.5Mn1NiCr and LC2.5Mn0.2NiCr steels, namely
0.01185 and 0.00824, respectively, which is similar to Ravi’s work [27]. The silicon and alu-
minum additions allowed the specific energy for carbon enrichment and enabled austenite
to consume with a certain amount of carbon during the enrichment process, as illustrated
in Figure 5. By this model, the evolution of carbon enrichment could be evaluated by the
rejection of carbon from the supersaturated BF sub-unit during the austenite decomposition.
The presence of RA evidenced the effectiveness of the incomplete reaction that occurred
when the austenite was stabilized by the carbon enrichment. Nonetheless, the net carbon
value calculated from this model could not be directly compared with the corresponding
experimental values in Table 2, because the remaining available carbon may be further
partitioned during the subsequent transformation of FM.
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Table 5. Fitting parameters obtained for the used model.

Parameter
MC1.5Mn1NiCr LC2.5Mn0.2NiCr

PIT AIT0.15 AIT0.35 PIT AIT0.15 AIT0.35

wα, mole fraction 0.0091 0.0056 0.00081 0.0060 0.0048 0.0031
Q∗0 , kJ/mole 172.98 166.48 170.9 167.53 164.83 145.74

ds 1.47 19.26 12.03 1.81 4.36 9.73
K1 0.46 4.86 7.32 0.36 0.69 1.29
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As previously mentioned in Section 3.1.1, the kinetics of bainitic transformation was
governed by the nucleation rate mechanism, i.e., the grain boundary nucleation and the
autocatalytic nucleation. The initial nucleation rate was activated by the grain bound-
ary nucleation, which depended only on the density of the nucleation sites. Subsequent
nucleation rates were then controlled by the autocatalytic nucleation with regard to the
spontaneous dissociation of the specific dislocation defects and the accumulated stored en-
ergy of the corresponding dislocations [56]. Moreover, a generation of additional defects by
ausforming presumably provided more available sites while simultaneously deteriorating
the activation energy of the nucleation. Enhancing the defect densities thus increased the
nucleation rate by triggering the transformation onset. The nucleation kinetics of examined
steels subjected to different conditions are presented in Figure 6. It was hereby agreed that
at the earliest stage of BF formation the driving energy for nucleation was higher than the
stabilization effect, owing to the potential nucleation sites, which were generated during
either the ausforming or the cooling to the transformation temperature. The formation
of BF continued until the driving energy for nucleation and stored energy due to the me-
chanically stabilized austenite, which became identical at the maximum nucleation rate.
Hereafter, the deceleration kinetics occurred, implying that the stability of the neighboring
austenite was increased by the successive formations of the BF sub-units, which resulted
in a reduction in stored energy for the transformation. This occurrence could be verified
by the relationship between the driving energy for the autocatalytic nucleation and the
corresponding number of nucleation sites, as depicted in Figure 7. It is noteworthy that the
nucleation rates and the driving energy values of LC2.5Mn0.2NiCr steel were all lower than
those of the MC1.5Mn1NiCr steels, regardless of the heat-treated condition. This result
was likely caused by the elemental distribution, which was similar to that observed in an
experimental validation proposed by Wang et al. [4].
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The autocatalytic driving energy could be also considered as an important factor
for controlling the nucleation event. When the austenite stability became more domi-
nant, the total driving energy stored for the phase transformation decreased. It can be
observed that the driving energy was drastically increased at the initial stage of nucleus
formation and then decreased gradually during the developing of the nucleation sites.
The effect of ausforming almost caused degenerations of the nucleus development, ac-
cordingly, except that they occurred in MC1.5Mn1NiCr/AIT0.35 steel. The number of
nucleation sites developed in the MC1.5Mn1NiCr/AIT0.15 steel was more extensive than
in the MC1.5Mn1NiCr/AIT0.35 steel, which corresponded with lower driving energy, as
presented in Figure 7a. Even though the MC1.5Mn1NiCr steel consumed less driving
energy than the LC2.5Mn0.2NiCr steel, it had a small number of nucleation sites due to the
existence of more dislocations. Interestingly, the driving energy of the LC2.5Mn0.2NiCr
steels shown in Figure 7b was significantly sensitive to ausforming, and was well described,
especially at the high degree of ausforming. From the correlation between the activation
energy and the driving force defined in Equation (9), it was inevitable that the initial
activation energy required to overcome any obstacles played an essential role in all the
nucleation events. Nevertheless, in order to extract and consider only the activation energy
influenced by the other mechanisms, regardless of the energy contributed by ausforming, it
was reasonable to take the activation energy difference in Equation (15) into account so that
a discussion of only the effect of chemical contribution on the variation of the activation
energy difference, ∆Q∗ was conceivable.

In Figure 8, the variations of the total activation energy difference with the evolution
of the BF formation of MC1.5Mn1NiCr and LC2.5Mn0.2NiCr steels under PIT and AIT
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conditions are illustrated. The carbon enrichment was presumed to be the main contributor
for BF formation. It was found that the ∆Q∗ energies required in all the conditions of the
MC1.5Mn1NiCr steel were somewhat higher than those of the LC2.5Mn0.2NiCr steel. Such
a tendency corresponded well with those shown in [27,56], in which it was reported that the
activation energy was dependent, on one hand, on the undercooling temperature. It was
decreased with the increasing of the temperature as a higher defect density was generated.
On the other hand, ∆Q∗ was partially governed by the chemical element addition. In
particular, those containing more carbon content acting as an austenite stabilizing element
could directly lead to suppression of the bainitic transformation, accompanied by the
raising of the energy required for the nucleation event. The maximum ∆Q∗ energies
obtained for both the MC1.5Mn1NiCr and the LC2.5Mn0.2NiCr steels with PIT treatment
were consistently higher than those with other heat-treating conditions. It was because of
the small number of potential nucleation sites in PIT steel. In this sense, the reduction of
the ∆Q∗ energy with respect to the evolution of the BF formation should be associated with
the increased number of nucleation sites, while the termination of BF development could
be associated with an overconsumption of nucleation sites in UA. Hence, the result gave
rise to more stable austenite.
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4.2.4. Dislocation Density Estimation

Figure 9a,b shows the estimated dislocation density and the PAGs of the steels under
PIT, AIT0.15, and AIT0.35 conditions, respectively. As can be seen, the decreases in the
PAGs were not the only factors affecting the density development of the dislocations in this
study. The contribution of hard phases such as BF and FM should also be included as the
formation of such structures was in fact accompanied by the accumulation of stress [57],
particularly when the average dislocation density values estimated from the PIT specimens
of individual steels were compared. However, the effect of carbon content on such PAG
reduction could be described by the carbon-controlled nucleation mechanism during the
solid solution treatment [58]. The influence of the PAGs was more pronounced in the
ausformed specimens than in the PIT specimen, and thus it would be reasonable to describe
it by the Hall–Petch relation [59].

Under the ausforming conditions, besides the PAGs reduction that came along with
the pre-existing density of dislocations, the enhancement of the dislocation density was
also associated with the fractions of the hard phase, as mentioned previously. The density
of the pre-existing dislocation in the austenite was directly dependent on the ausforming
strain, while the formations of BF and FM were governed by the thermodynamic stability
of austenite and the degree of carbon enrichment, respectively. In addition, the pre-
existing dislocation density affected by ausforming could be evaluated by subtracting the
average density of the dislocations of any AIT specimen from the value estimated from the
PIT specimen. For the LC2.5Mn0.2NiCr steel, the additional dislocations introduced by
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the 0.15 and 0.35 strains were 2.4× 1014 and 3.6× 1014 m−2, respectively. Likewise, the
estimated values of the MC1.5Mn1NiCr steel in accordance with the ausforming strains
were 1.3× 1015 and 1.5× 1015 m−2, accordingly. Such extra dislocations can be inherited
further to the tempering region and change the nucleation activity during the bainitic
transformation. Therefore, it could be concluded that the presence of higher dislocations in
the MC1.5Mn1NiCr steel was likely due to a strong hindrance of the nucleation reaction, in
which the effect of the dislocation-induced mechanical stabilization of austenite was more
pronounced. However, the conclusion with respect to ausforming the enhanced thermal
stability of austenite may not be applicable for the MC1.5Mn1NiCr steel as more FM was
formed. In contrast, the deformation encouraged a higher nucleation activity and was
mostly available for a greater formation of nucleation sites during bainitic transformation
for the LC2.5Mn0.2NiCr steel. The results hereby enabled UA to be better stabilized after
the transformation, although the ausformed LC2.5Mn0.2NiCr steels had a much lower
density of dislocations. As a consequence, it seems that the relationship between nucleation
sites and dislocation density evolutions could not be concluded as two different trends were
seen in two different materials. Nevertheless, the LC2.5Mn0.2NiCr steel, with a substantial
BF fraction due to the large degree of ausforming, effectively resisted the formation of FM
by improving the thermal stability of austenite.
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Figure 9. (a) Dislocation density estimation and (b) prior austenite grain size of MC1.5Mn1NiCr and
LC2.5Mn0.2NiCr steels under PIT, AIT0.15, and AIT0.35 treatments.

5. Conclusions/Summary

A model was formulated in this study to describe the effect of ausforming on the
kinetics of isothermal bainitic transformation. The behavior of two low-carbon steels can be
described based on nucleation control and the Koistinen–Marburger relationship. Different
levels of ausforming were systematically characterized in experiments and further used to
develop, calibrate, and validate the model. The model distinguishes grain boundary and
autocatalytic nucleation. The associated driving energies are controlled by the chemical
energy, interfacial energy, and stress-field energy caused by the formation of bainitic ferrite
sub-units. The major conclusions are drawn in the following:

• The formation of bainitic ferrite is mainly governed by two factors: carbon enrichment
in austenite and the activation energy as an energy barrier required for nucleation.

• Ausforming accelerates the onset of the bainitic phase transformation but results in
sluggish transformation due to the mechanical stabilization of austenite. A higher
degree of ausforming is more applicable in the steel with lower carbon content. With
the substantial development of nucleation sites, even though they provide a slightly
lower fraction of bainitic ferrite, the result effectively resists the formation of fresh
martensite by improving the thermal stability of austenite.
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• A fitting parameter representing the initial energy barrier can be used to examine
the activation energy change caused by ausforming. A decrease in the energy barrier
allows the acceleration of the transformation. While the transformation progresses, the
driving energy for autocatalytic nucleation becomes smaller due to the enhancement
of the dislocation density.

• The impact of carbon content plays a slight role in the onset period, but it is more
pronounced during the progress of bainitic transformation. Minimizing carbon con-
centration in steel gives rise to a decrease in the net activation energy difference with
the increasing of the nucleation rate. The result allocates a higher density of nucleation
sites with more bainitic ferrite fractions.
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Abstract: To obtain excellent mechanical properties from large cross-sections of plastic mould steel
(SDP1), we conducted multi-directional forging (MDF) to control the microstructure of ingots. To
investigate the microstructural evolution of SDP1 steel during MDF, we performed hot forging at
1150 ◦C using a THP01–500A hydraulic press. The dimensions of the specimens were Φ38 mm ×
80 mm. The microstructure of the specimens after forging was observed under a metallographic
microscope. Furthermore, the results of the finite element method (FEM) simulations were employed
to improve the quality of the forgings. The predicted results agreed well with the experimental ones,
indicating that FEM is effective for analysing microstructural evolution during MDF. Thus, MDF for
large cross-sections of SDP1 steel (Φ1000 mm × 2200 mm) was simulated. The results showed that
the average grain size of SDP1 steel at the core of an ingot after MDF ranged from 40.6 to 43.3 µm.
Although this was slightly higher than the grain size of the sample after traditional upsetting and
stretching forging (TUSF) (35.7–46.0 µm), the microstructure of the SDP1 steel sample after MDF was
more uniform than that after TUSF. Compared with TUSF, MDF not only refines the grain size but
also improves the microstructure uniformity of the sample.

Keywords: multi-directional forging; large cross-section plastic mould steel; microstructure evolution;
FEM simulation

1. Introduction

During the fabrication of large plastic mould steel blooms, the low impact toughness
of the product is a major quality issue. Through microstructural analysis, this phenomenon
is attributed to the coarse grain and nonuniform grain size [1–3]. As the most impor-
tant manufacturing process for plastic mould steel, microstructural control in free forging
processes determines product quality. Discontinuous dynamic recrystallisation (DRX),
which occurs during hot deformation processes, is an important microstructural evolution
behaviour. Recently, severe plastic deformation (SPD) methods have been widely studied
owing to their ability to provide fairly good grain refinement in metallic alloys [4]. These
techniques improve mechanical fatigue, corrosion, wear and creep properties of various
alloys [5,6]. Several SPD methods, such as accumulative roll bounding, equal-channel angu-
lar pressing, friction stir processing and constrained groove pressing and multi-directional
forging (MDF) [7–17], have found industrial applications. MDF has various advantages,
such as repeatability, cost effectiveness, simplicity and the possibility of fabricating large
parts [18–21].

MDF is a strong plastic deformation process improved by hammer forging compared
with traditional unidirectional forming processes [22–25]. During MDF, the ingot is continu-
ously elongated or compressed along the x-, y- and z-axes with changing loading direction,
which has a great influence on the flow stress behaviour and the microstructure [26–28].
Although MDF of a large number of ferrous and nonferrous alloys have already been
studied, there are few investigations on plastic mould steel available in the literature. For
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example, Moghanaki et al. [24] studied the effect of solution treatment on the mechanical
properties of Al-Cu-Mg alloy during multi-directional forging. The hardness of solution
treated samples after MDF was strongly increased from 84 to 163 HV, which is attributed to
both dynamic formation of Guinier-Preston-Bagaryatsky(GPB) zones/Cu-Mg co-clusters
and dislocation storage. Nakao et al. [27], based on experiments on microstructure and
mechanical properties, proved that the MDF can improve the level of grain refinement of
stainless steel. In the process of MDF, the grain fragmentation degree increased due to
the coordination of mechanical twins and martensitic transformation. With the increase
in strain, the tensile strength significantly improved. Soleymani et al. [29] conducted
multi-directional forging experiments on low-carbon steel modules and found that the
grain refinement mechanism was static recrystallisation when the forging temperature was
500 ◦C. The new grains nucleated within the deformed grains, grew and consumed the
deformed tissues until the material was completely recrystallised.

MDF has been studied and verified by many scholars, but in the manufacturing
process of plastic mould steel, MDF technology has not been studied and applied. In
this paper, both MDF and the traditional upsetting and stretching forging (TUSF) were
carried out on the forging of large cross-sections of plastic mould steel. Based on the
numerical simulation of the forging processes, the strain state and the evolutionary law
of the microstructure during MDF and TUSF were investigated and discussed to provide
effective guidance for the production of forgings.

2. Materials and Methods
2.1. Material

The material used in this study was as-forged micro-alloyed plastic mould steel
(SDP1®), and its normal chemical composition is listed in Table 1. The steel sheet was
manufactured by air and spray cooling after forging, and its thickness was 700 mm. The
microstructure was observed and captured using an optical microscope (OM, Nikon, LV
150, Tokyo, Japan) and a field-emission scanning electron microscope (Carl Zeiss SUPRA
40, Oberkochen, Germany). For OM observation, the samples were mechanically ground
using sandpaper, polished, and etched in a 4% nital solution.

Table 1. Normal chemical composition of SDP1 plastic mould steel (wt.%).

Element C Cr Mn Mo Si N Nb S P Fe

Wt.% 0.30 1.40 2.00 0.30 0.20 0.008 0.035 ≤0.003 ≤0.015 Bal.

2.2. MDF Procedure

Cylindrical samples (38 mm in diameter and 80 mm in length) were prepared by
wire-electrode cutting, followed by homogenisation at 1150 ◦C for 2 h. MDF was performed
to refine the grains of the SDP1 steel, and it was performed based on three-step forging
(Figure 1a) using a THP01-500A hydraulic press(Tianduan, Tianjin, China). MDF was
performed at an initial forging temperature of 1150 ◦C and a speed of 5 mm·s−1 with a
controllable deformation speed. During the process, the reduction was controlled at 50%.
The ingots were reheated to 1150 ◦C for 0.5 h between every pass. In Figure 1a, P1 is located
in the centre of the upper surface of the cylinder, P2 in the centre of the cylinder body, and
P3 in the middle of the cylinder side surface. The samples were repeatedly deformed up
to three passes by changing the loading direction in each pass by 90◦. Prior to the second
forging step, the pancake produced in the first step was rotated by 90◦ around the x-axis to
press the y-plane of the ingot. The third forging process step was similar to the second step.
Thus, the z-, y- and x-planes of the sample were compressed, in turn, to obtain fine grains.
After the MDF process, to prevent the forged samples from cracking due to the rapid
cooling, the ingots were precooled until the temperature of the centre surface was below
850 ◦C, after which they were quenched in water. Samples 1–3 (Figure 1b) corresponded
to the first, second and third steps of the forged ingots. To investigate the microstructure

91



Metals 2022, 12, 1175

of the MDF samples at different regions, three positions on the samples were selected for
microstructural observation (Figure 1a). The samples were cut from the middle section of
the forged billets. The middle area was representative of the entire sample and convenient
for comparison. Austenite grain boundaries were shown by the oxidation method. The
average grain size of the samples under different hot deformation positions was calculated
based on the volume average of the grain using the three-circle truncated-point method.
Several metallographic photographs were recorded at each sampling point to create grain
size data statistics, and Image-pro Plus (version 6.0, Media Cybernetics, Rockville, MD,
USA) was used to revise the data to obtain accurate and reliable average grain-size data.
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Figure 1. MDF experiment: (a) sequence of MDF steps; (b) state of SDP1 steel after MDF.

3. Experimental Results and Analysis

Figure 2 shows the grain size and morphology of the ingot before forging. The
microstructure revealed fairly equiaxed grain morphology delineated with definite grain
boundaries. The microstructure was characterised dominantly by coarse grains; the average
grain size of the ingots was 120 µm, indicating coarse grains before the forging process. The
ingots were collected from the hydraulic press after plastic deformation, but no crack was
observed at the surface of the billets, suggesting that the alloy exhibited good workability
at 1150 ◦C.
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Figure 2. (a) initial grain size and (b) morphology of the SDP1 steel.

Figure 3 shows deformation microstructures of the samples after MDF, and Figure 4
shows the grain size distribution statistics of the SDP1 steel samples after MDF. The
black area in the metallographic photographs shows an unpolished oxide layer, which
does not affect the evaluation of the grain size. The grain size varied significantly with
location during the MDF process (Figure 4a). Many deformed fine grains were observed
in Sample 1, indicating recrystallisation during the MDF process. After the first step in
the MDF process, many coarse grains were observed at point P1, and it was difficult to
obtain more grain refinement. However, the grain size of points P2 and P3 decreased
sharply. The average grain sizes of points P1, P2 and P3 of Sample 1 decreased from
120 to 119.0, 28.2 and 29.7 µm, respectively. The MDF first step slightly affected the
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average grain size of point P1, and more grain refinement could only be achieved by
increasing the number of MDF passes. After the second step in MDF, the size distribution of
point P1 showed significant refinement, and the distribution was dominated by 30–40 µm
grains (approximately 42.86%); in addition, grains in the range of <10 µm and ≥40 µm
constituted approximately 5.71% and 22.86%, respectively. After the third MDF step, the
size distribution of point P1 was dominated by 20–40 µm grains (approximately 70.73%),
and grains ≥ 40 µm constituted only 2.44%.
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All MDF steps resulted in remarkable grain refinement. With an increase in the MDF
passes, the number fraction of the fine recrystallised grains increased (Figure 4b), and the
recrystallisation grains became much finer than those obtained after one MDF pass. The
grain size distribution of point P2 (Figure 4b) showed a broad distribution between 20 and
30 µm, and the average grain size was 26.5 µm. The number fraction of fine grains at point
P2 increased compared with that of Sample 1. With a further increase in MDF passes, the
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number fraction of fine recrystallised grains further increased (Figure 4c). A uniform fine
grain structure evolved in Sample 3. The deformation microstructure was almost composed
of mainly equiaxed fine grains considered to be recrystallisation grains. Homogeneous
microstructures with average grain sizes of 28.7, 25.0 and 22.9 µm were obtained at points
P1, P2 and P3, respectively. Few grains larger than 40 µm were obtained only at P1. The
corresponding grain size distribution was characterised by a relative peak against the grain
sizes ranging from 20 to 30 µm. The number fractions of the grains ranging from 20 to
30 µm in Sample 3 processed at points P1, P2 and P3 were 46.34%, 57.14% and 44.23%,
respectively. The results show that MDF improved grain refinement. In addition to local
coarse grains, the grains of the ingot were fine and uniform.

4. Numerical Procedure
4.1. Microstructural Evolution Model

Recrystallisation is a process by which deformed grains are replaced by new sets
of grains that nucleate and grow until the original grains have been entirely consumed.
Recrystallisation is important in developing microstructures in deformation-processed
metals. Recrystallisation may occur during or after deformation; the former is termed
dynamic, and the latter is termed static. The microstructure evolution model of SDP1
steel used in this simulation was derived from our previous calculations (Table 2) [30].
Combining the recrystallisation kinetic model and FE simulation of SDP1 steel, including
the DRX, static recrystallisation (SRX) and meta recrystallisation (MRX), the effects of MDF
and TUSF on the microstructural evolution of the ingots were investigated.

Table 2. Microstructural evolution model of SDP1 steel.

Quantity Equation

Zener–Holloman parameter Z = 1.06× 1012[sinh(0.0094σP)]
5.35

DRX grain size evolution DDRX = 21400.5
[ .
ε exp

(
257325

RT

)]−0.26

DRX rate ε0.5 = 0.0059
.
ε
0.23 exp

(
46187

RT

)

Peak strain εP = 0.0011
[ .
ε exp

(
257325

RT

)]0.22

DRX fraction X = 1− exp
[
−0.693

(
ε−εc

ε0.5−εc

)2
]

Time for 50% SRX t0.5 = 4.5× 10−8ε−1.27 .
ε
−0.25 exp

(
151231

RT

)

SRX volume fraction XSRX = 1− exp
[
−0.693

(
t

t0.5

)1.1
]

Time for 50% MRX t0.5 = 1.22× 10−6 .
ε
−0.41 exp

(
126605

RT

)

MRX volume fraction XMRX = 1− exp
[
−0.693

(
t

t0.5

)0.6
]

Grain growth d8.18
g = d8.18

0 + 6.03× 1054t exp
(
−800866

RT

)

σP—peak stress, MPa; ε—strain;
.
ε—strain rate; εc and ε0.5—critical strain rate and the DRX rate; R—gas constant,

8.314 J mol−1 K−1; T—deformation temperature, K; t—time, s; d0—initial grain size, µm.

4.2. FEM Model

A comparative experiment was conducted to verify the accuracy of the recrystallisation
model. To compare with the hot compression test, a cylindrical ingot (Φ38 mm × 80 mm)
was used for MDF. The speed of the press was approximately 5 mm s−1. During MDF, the
height of the ingot after each pass was reduced to 40, 27 and 35 mm along the z, y and x
central axes of the ingot, respectively.

As shown in Figure 5, a hexahedron element was used to discrete the ingot during
FEM simulations. The suitable mesh ensured simulation precision and saved computing
resources. The as-homogenised SDP1 steel had an average grain size of 120 µm. Based on
the experimental data, the average initial grain size of the ingot was set to 120 µm, and
other simulation parameters were also consistent with the experimental values. Combining
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the recrystallisation kinetic model and the FEM of SDP1 steel, the effects of MDF on the
microstructural evolution in forgings were simulated.
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Microstructural evolution is not a major concern in the FE simulation of hot forging;
thus, hot forging numerical theory only considers the coupling effect of the temperature
and stress/strain fields. The coupling effect between the temperature and stress/strain evo-
lution is described as follows. On the one hand, the plastic-deformation work accumulated
in forging is converted into an internal heat source at a certain proportion. On the other
hand, because of the existence of a temperature gradient, the expansion is different. Finally,
a thermal strain is induced.

The instantaneous temperature field of the forging blank in a forging process can be
expressed by the Fourier heat-transfer equation in a rectangular coordinate system.
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where X, Y and Z are the three directions of the rectangular coordinate system; ρ, c and λ are
the density, specific heat capacity, and thermal conductivity of the materials, respectively;
and Q2 and t are the internal heat source and time, respectively. The change rate of the heat
source can be expressed as follows:
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where kq is the conversion ratio of the heat-to-plastic deformation work; σ is the effec-
tive stress;

.
ε is the effective strain rate. This equation realizes unilateral coupling of the

stress/strain field to the temperature field.
Initial and boundary conditions must be determined to solve the transient-heat-

conduction problem. The initial temperature of the forging blank was uniform and not less
than 1150 ◦C. It can be expressed as:

T(X, Y, Z)|t=0 = T0(X, Y, Z) (3)

The boundary condition of the forging blank can be divided into two categories
depending on whether the forging blank is in contact with the die. The boundary condition
of a free surface that is not in contact with the model is expressed as follows:

qf = Hf(Tf − TE)(S ∈ Sf) (4)

where S is the module surface; Sf is a free surface; qf and Tf are the heat flow and tem-
perature of the free surface, respectively; TE is the environment temperature; Hf is the
total heat-transfer coefficient including convection and radiation heat transfer. Thus, the
boundary condition of the free surface belongs to the second boundary condition.
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For the surface in contact with the die, the heat-transfer mechanism was very complex,
which can be roughly divided into the following two heat-transfer mechanisms. On the
one hand, heat conduction was achieved through the contact points between the blank
and anvil and solid interstitials (oxide skin, etc.). In addition, the friction heat generation
between the die and forging blank should be considered. Thus, the boundary condition of
the contact surface can be written as:

qc = Hc(Tc − Td) + qµ(S ∈ Sc) (5)

where Sc represents the contact surface; qc and qµ are the total and friction heat flows of
the contact surface, respectively; Hc denotes the total heat-transfer coefficient of the contact
surface; Tc and Td are the temperatures of the contact and die surfaces, respectively.

The stress/strain field of hot forging satisfies the assumption and basic equation of a
rigid-plastic material. In addition, we need to specify the coupling effect of the temperature
field on the stress/strain field.

∆εT = α2(∆T) (6)

where εT and ∆T are the thermal strain and temperature increments, respectively; α2 is the
thermal expansion coefficient of the forging blank.

The forging blank is cylindrical with dimensions of Φ1000 mm × 2200 mm (Figure 6).
Because the forging blank is formed in different directions, instead of simplifying the model
using a symmetrical relationship, we used the entire model. The geometry of the forging
blank was meshed using a hexahedral element, and more than 10,000 hexahedral elements
were obtained. To simulate the heat transfer between the forging blank and the mould,
meshing the forging blank is insufficient; thus, a discrete mould geometry was employed.
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Furthermore, TUSF was conducted to compare with MDF. In these two forging pro-
cesses, the first step was to upset the z-direction. Thus, the forging blank height could
be forged from 2200 to 950 mm. In the second TUSF step, the blank was forged in the
y-direction using a small smith anvil, and the height was reversed to 2200 mm. In the draw-
ing process, the feed and reduction rates were maintained at 50% and 25%, respectively.
In the second and third MDF steps, the blank was forged to 700 and 900 mm in the y- and
x-direction, respectively, by successively using a large Smith anvil. A TUSF pass consisted
of upsetting and elongation in the z- and y-directions, respectively, whereas one MDF pass
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involved upsetting in the z-direction and compression in the y- and x-directions. Finally,
the MDF and TUSF samples were upset to a height of 900 mm. Thus, TUSF and MDF differ
in terms of the steps after z-direction upset. Upset in the z-direction has attracted attention
because it is the first step and results in maximum deformation.

For both TUSF and MDF, a compressive speed of 10 mm/s was adopted. The friction
and heat transfer coefficients of the anvil and blank were 0.3 and 11, respectively. The
initial temperature of the forging blank was 1150 ◦C, and the temperature of the anvil
and the ambient temperature were 150 ◦C and 20 ◦C, respectively. Before each step, the
temperature of the blank was reset to 1150 ◦C. Based on the austenite grain size in the
high-temperature homogenisation state, the average initial grain size of the ingot was set
to 200 µm. Combining these two forging procedures and the FE model of hot forging, we
simulated two-pass TUSF and MDF to analyse the distribution of temperature, effective
stress and effective strain in the forging blank.

5. Results and Discussion

When the sample was compressed with a flat anvil, the metal flew around as the height
decreased because of the friction between the specimen and the anvils, making it difficult
for the metal to deform near the contact surface. Thus, the compressed specimen formed a
drum shape, resulting in different grain sizes at different positions on the specimen. During
the first MDF step (i.e., upsetting), the deformed specimen is divided into three regions
(Figure 7). Region I is located near the interface between the specimen and the anvils, which
is greatly affected by friction, reducing plastic deformation [25]. Region II is far from the
end surface and is subject to less friction. It is in the most favourable deformation area at
an angle of 45◦ to the vertical force and prone to plastic deformation. Region III is a small
deformation zone, which is close to the surface of the specimen and around region I, and
the extent of deformation is between that in regions I and II.
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Figure 7. Schematic of difficult (I), large (II) and small (III) deformation areas of the specimen
after upsetting.

5.1. Comparative Analysis of Experimental and Simulation Results

Figure 8 shows the experimental and simulated specimens after MDF. The arrows in
Figure 8a–c indicate the flow state of the material during plastic deformation. Comparing
the two sets of data, we find that FEM could well predict the shape and size of deformation
forgings, which can guide the forging process. Figure 9 shows the average grain size
distribution of the specimen after different forging steps. The samples show regular shapes
after different forging steps, and a drum shape was formed on the side of each sample,
which was similar to the shape of the ingot used in the experiment. Figure 9a shows the
grain size distribution after the first step of MDF. Compared with Figure 4, the average
grain size near the interface was quite large. The grain size near the centre of the interface
(i.e., point P1) was the largest (119 µm), which is consistent with the initial grain size
without refinement. The core of Sample 1 had the smallest grain size of 24.2 µm. The
grain size of point P3 was close to but not as uniform as that of point P2. After MDF,
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the grain of Sample 3 was tiny and distributed uniformly. For some areas with uneven
grain distribution, secondary forging or other heat-treatment processes can be carried out.
The simulation results were in good agreement with the experimental results. The FEM
simulation results showed that the evolutionary law of the average grain size can well
reflect the microstructural evolution of recrystallisation. Meanwhile, FEM is an effective
method for analysing the thermal compression process, and the obtained recrystallisation
model of SDP1 is reliable and effective.
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5.2. Microstructural Evolution during the First MDF Step

Figure 10 shows the effective strain and stress contour plots of the deformed specimen
after MDF at 1150 ◦C. The results show an inhomogeneous distribution of effective strain
in the samples during MDF. The nonuniform strain distribution after upsetting agreed
with the characteristics of the three deformation zones in the specimen. The accumulated
strain in region I was higher than that in the other two regions. During upsetting, the strain
distribution was extremely uneven, and the strain value decreased gradually from the
centre along the radius to the side surface. In region I, where the specimen was in contact
with the anvils, due to the friction resistance and heat transfer, the deformation was very
small, because the magnitude of friction varied inversely with the distance, and region I
was a cone. The outer drum part of region III was a free surface, which was less affected by
friction resistance and depended on the expansion of region I; thus, longitudinal bulging
was observed. With the same reduction, the deformation decreased from the centre to the
end face. The maximum effective strain inside the sample reached 1.78, and the minimum
effective strain was 0.03 after upsetting.
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Grain refinement due to the fact of recrystallisation during the forging process deter-
mines the final grain size of an alloy. As shown in Figure 11a, the uneven distribution of
deformation resulted in a difference in grain size in different regions. The as-homogenised
coarse grain structure underwent significant grain refinement during the upsetting process.
The recrystallisation volume fraction of region I was small because of the small strain, and
there was no recrystallisation at the centre of the region. The grain size of the region was
the same as the initial grain size, and recrystallisation occurred only in some regions. Due
to the severe deformation in region II, there was adequate recrystallisation in the region,
the grain size was uniform, and the centre of the region was completely recrystallised. The
grain size of region III was not uniform, unlike in regions I and II. Compared with other
regions, region II showed the largest deformation and the most sufficient recrystallisation.
Compared to the edge region, the accumulated strain at the centre was larger, and recrys-
tallisation occurred at the initial stage of the MDF process, providing more potential sites
for recrystallisation nuclei. A higher accumulated strain indicates higher stored energy
and an increased driving force for recrystallisation [31]. Consequently, a finer and more
homogeneous grain structure was formed at the centre region after upsetting. In addition,
due to the heat transfer between the specimen and the dies and that between the specimen
and the environment, the final temperature around the specimen was much lower than
that of the specimen core after upsetting. Consequently, finer and more homogeneous
grain with an average grain size range of 45.7–49.9 µm developed at the centre region
after upsetting.

Recrystallisation is a process that can induce stress relaxation to varying extents in
a deformed metal by releasing the stored energy arising from the deformation process
when heat-treated at an appropriate temperature [32]. Recrystallisation is important in mi-
crostructural development in deformation-processed metals [33]. During upset simulation,
three types of recrystallisation behaviour, including DRX, SRX and MRX, may occur within
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the sample. DRX occurs during high-temperature deformation, and it aids grain refinement
and homogenisation. Figure 11b shows that the DRX volume fraction in region II was
sufficient for grain refinement. The DRX fraction at the core of the sample reached 100%,
and the grains were uniformly distributed. The microstructure agreed with the stress–strain
field. SRX occurs in high-temperature multi-pass deformation gaps of materials. MRX
differs from SRX. It occurs with DRX at the core and continues to grow within the gap
time. As shown in Figure 11c,d, neither SRX nor MRX occurred during upsetting. This was
because upsetting was a one-off finish, and there was no time for deformation gaps. Thus,
it cannot provide sufficient conditions for SRX or MRX [34–40].
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To further investigate the grain evolution, different points on the specimen were
observed as shown in Figure 12a. With an increase in reduction during the MDF process,
both the effective strain at the centre (P2) and side (point P3) regions increased, and the
difference in the accumulated strain between the centre and side regions increased, but
there was a little change in the effective strain at P1. After upsetting, the effective strain at
points P1, P2 and P3 were approximately 0.03, 1.24 and 0.72, respectively. The average grain
sizes at points P2 and P3 decreased as the reduction exceeded a certain value (Figure 12c).
Point P2 recrystallised in 17 s, which was earlier than that at P3 (18 s), and the rate of grain
refinement at P2 was greater than that at P3. Compared with P3, P2 showed a better grain
refinement effect, and the final average grain size was obtained first. In contrast, P1 was
restricted by friction resistance, the strain was always lower than the critical strain, and no
recrystallisation occurred. The final average grain size at P1, P2 and P3 was 200, 45.4 and
45.6 µm, respectively. The DRX volume fractions at P2 and P3 (Figure 12d) increased when
the reduction exceeded a certain value, which is consistent with Figure 12b,c. At 17 s, that
is, when the strain reached 0.15, the recrystallisation fraction at P2 increased first. Complete
recrystallisation occurred at P2 and P3 after upsetting, but no DRX occurred at P1, which is
in a difficult deformation zone. The final DRX fractions at P1, P2 and P3 were 0%, 100%
and 100%, respectively.
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5.3. Comparison of Microstructural Evolution between MDF and TUSF

Drawing is a forging process in which the cross-sectional area of a blank is reduced, and
the length is increased by deformation. According to the strain during each compression
deformation, drawing increases the length through continuous accumulation of axial strain.
The end surface of the specimen was in contact with an anvil; thus, it was affected by
friction resistance, resulting in limited deformation and smaller strain at the region. On the
other hand, friction resistance decreased towards the specimen centre, resulting in more
deformation at the centre (Figure 13). Herein, the maximum and minimum strains after
MDF were 3.86 and 0.6, respectively. Compared with MDF, the feeding amount of each
drawing step was small in TUSF, and it was necessary to rotate the specimen to achieve
deformation. Therefore, the TUSF process was more complex and inefficient. After TUSF,
the maximum and minimum strains were 3.43 and 0.32, respectively.

The average grain size varied from 40.6 to 43.3 µm at the centre of the specimen after
MDF (Figure 14a) and from 35.7 to 46.0 µm after TUSF (Figure 14b). The average grain
size of the specimen core after TUSF was slightly smaller, but the range was higher than
that of the sample after MDF. The DRX of MDF was more adequate, and the grain at the
centre was more uniform; meanwhile, the surface of the sample was neater after MDF than
after TUSF. The minimum and maximum grain sizes were 1 and 60 µm, respectively after
MDF. However, the surface of the sample after TUSF was not smooth. The minimum and
maximum grain sizes were 12 and 132 µm, respectively. The large span of the grain size
and incomplete recrystallisation in the local region after upsetting and drawing affected
the comprehensive performance of forging and, subsequent, processing. The SRX and
MRX volume fractions of the MDF ingot were much lower than those of traditional forging,
because MDF is a continuous compression deformation process. The ingot showed DRX
during deformation, and the DRX fraction in most regions of the ingot reached 100%. In
contrast, the conditions were provided for SRX and MRX during the TUSF process. In
general, grain refinement was mainly achieved by DRX; grain refinement and dynamic
softening caused by the SRX and MRX were relatively low.

101



Metals 2022, 12, 1175Metals 2022, 12, x FOR PEER REVIEW 17 of 24 
 

 

 
Figure 13. Effective stress and strain distributions of specimens after (a) MDF and (b) TUSF. 

  

Figure 13. Effective stress and strain distributions of specimens after (a) MDF and (b) TUSF.

Metals 2022, 12, x FOR PEER REVIEW 18 of 24 
 

 

 

 
Figure 14. Schematic diagram of the microstructural distribution and recrystallisation behaviour 
after (a) MDF and (b) TUSF. 

Second upsetting deformation was carried out after a complete MDF and TUSF to 
compare and analyse the effects of MDF and TUSF on subsequent deformation of ingots. 
Due to the influence of friction resistance on the end surface of the specimen, the nonuni-
form deformation of the specimen showed a drum shape. The distribution of effective 
stress and strain was consistent with the characteristics of the three deformation regions 
in the upsetting process (Figure 15). As shown in Figure 16, with an increase in reduction, 
strain at the three points increased gradually and reached a maximum. The initial effective 
strains at P1, P2 and P3 in the MDF sample were 0.86, 3.89 and 1.88, respectively, and the 
final strains were 1.15, 5.02 and 2.10, respectively. The initial values at P1, P2 and P3 in the 
TUSF sample were 0.91, 2.07, 1.18, and the final strain values were 1.07, 3.18 and 1.63, 
respectively. 

The average grain size ranged from 40.2 to 41.8 μm in the core of the MDF specimen 
and from 38.7 to 42.2 μm in that of the TUSF specimen. Their average values were similar. 
The grain size in the core of the TUSF specimen was slightly smaller, but the range was 
slightly higher. Analysing and comparing Figure 17a,b, we can find that DRX in the MDF 
sample was more sufficient. The recrystallisation volume fraction in the core of the MDF 
specimen reached 100%, and the grain size was more uniform than that of the TUSF spec-
imen. The minimum and maximum grain sizes of the entire sample were 12 and 52 μm, 
respectively. However, the surface of the TUSF specimen was not smooth, and the mini-
mum and maximum grain sizes were 13 and 63 μm, respectively. The grain size of a tra-
ditional forging specimen was large, the grain of the sample centre was not uniform and 
there were mixed crystals, which can affect the overall performance of forged samples and 
subsequent processing. 

Figure 14. Schematic diagram of the microstructural distribution and recrystallisation behaviour
after (a) MDF and (b) TUSF.

Second upsetting deformation was carried out after a complete MDF and TUSF to
compare and analyse the effects of MDF and TUSF on subsequent deformation of ingots.
Due to the influence of friction resistance on the end surface of the specimen, the nonuni-
form deformation of the specimen showed a drum shape. The distribution of effective
stress and strain was consistent with the characteristics of the three deformation regions
in the upsetting process (Figure 15). As shown in Figure 16, with an increase in reduction,
strain at the three points increased gradually and reached a maximum. The initial effective
strains at P1, P2 and P3 in the MDF sample were 0.86, 3.89 and 1.88, respectively, and
the final strains were 1.15, 5.02 and 2.10, respectively. The initial values at P1, P2 and P3
in the TUSF sample were 0.91, 2.07, 1.18, and the final strain values were 1.07, 3.18 and
1.63, respectively.
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Figure 16. Time-dependent effective strain curves for (b) MDF and (c) TUSF specimens at (a) different
tracking points.

The average grain size ranged from 40.2 to 41.8 µm in the core of the MDF specimen
and from 38.7 to 42.2 µm in that of the TUSF specimen. Their average values were similar.
The grain size in the core of the TUSF specimen was slightly smaller, but the range was
slightly higher. Analysing and comparing Figure 17a,b, we can find that DRX in the
MDF sample was more sufficient. The recrystallisation volume fraction in the core of the
MDF specimen reached 100%, and the grain size was more uniform than that of the TUSF
specimen. The minimum and maximum grain sizes of the entire sample were 12 and
52 µm, respectively. However, the surface of the TUSF specimen was not smooth, and the
minimum and maximum grain sizes were 13 and 63 µm, respectively. The grain size of a
traditional forging specimen was large, the grain of the sample centre was not uniform and
there were mixed crystals, which can affect the overall performance of forged samples and
subsequent processing.
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The initial grain sizes at P1, P2 and P3 in the MDF specimen were 39, 40 and 17 µm,
and the final grain sizes were 36, 40 and 14 µm, respectively (Figure 18). The grain size
at P2 was almost unchanged, and that at P1 and P3 decreased significantly, possibly
because the deformation on the side surface was relatively large, and the grains on the
surface were easily broken. However, the temperature of the core remained at the initial
temperature of 1150 ◦C, the grain plasticity was good, and the grains would not fracture
during plastic deformation. On the other hand, the initial grain sizes at P1, P2 and P3
on the TUSF specimen were 46, 39 and 41 µm, and the final grain sizes were 42, 39 and
24 µm, respectively. After further treatment, the grain structure at P2 remained unchanged,
and the average grain size was 39 µm. There are more variations in the average grain size
and DRX volume fraction in the TUSF specimen (Figure 18b), attributed to the uneven
distribution of grain size and DRX during drawing.
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6. Conclusions

(1) The grain size distribution in the MDF specimen was inhomogeneous. During the
first step of MDF, the microstructure undergoes significant grain refinement, but
an inhomogeneous grain structure was obtained due to the inhomogeneous strain
distribution at the centre and edge regions. Finer grains developed at the centre region
during forging. Based on experimental results, the microstructural evolutionary model
used in this study is reliable;

(2) The forged ingot had an inhomogeneous grain distribution, and the average grain
size at the core of the SDP1 steel sample after MDF was approximately 40.6–43.3 µm.
Although this was slightly greater than the post-TUSF grain size (35.7–46.0 µm), the
microstructure of the SDP1 steel sample after MDF was more uniform than that
after TUSF;

(3) After MDF, the grains at the core of the sample were completely recrystallised (a re-
crystallisation volume fraction of 100%). In contrast, after TUSF, the grains at the
centre of the sample were completely recrystallised, resulting in a nonuniform grain
structure. Insufficient recrystallisation can result in mixed crystals;

(4) The average grain size of the SDP1 steel sample after MDF was 11.0–60.0 µm, which
was smaller than that of the post-TUSF sample (12.0–132.0 µm). In addition, the
surface of the sample after TUSF was not smooth, which can affect the overall perfor-
mance of the sample and subsequent processing.
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Abstract: Aluminum honeycomb structures are used in the construction of protective materials due
to the positive relationship between their mass and their energy-absorbing properties. Applying such
materials in the construction of large machinery, such as military vehicles, requires the development
of a new method of finite element modeling, one that considers conditions with high strain rates,
because a material model is currently lacking in the available simulation software, including LS-
DYNA. In the present study, we proposed and verified a method of numerically modeling honeycomb
materials using a simplified Y element. Results with a good level of agreement between the full core
model and the Y element were achieved. The obtained description of the material properties was
used in the subsequent creation of a homogeneous model. In addition, we considered the influence
of increases in pressure and the leakage of the air entrapped in the honeycomb cells. As a result,
we were able to attain a high level of accuracy regarding the stress values across the entire range of
progressive failure, from the loss of stability to full core densification, and across a wide range of
strain rates.

Keywords: honeycomb; numerical modelling; dynamic compression; structure; air leakage

1. Introduction

Functional, cell-oriented structures, including honeycombs, have a long history of
successful application. For example, they were used in the initial period of space explo-
ration, specifically in the Apollo 11 [1] project, to build elements of the crew and technical
compartments. NASA and others [2–4] concluded that the honeycomb structure has the
best energy-absorbing properties in relation to its specific mass. Due to this feature, hon-
eycomb structures are used across a wide range of industries, including the automotive
industry [5,6] and the military [7,8].

Sandwich structures with honeycomb cores are commonly used because of their high
stiffness-to-weight ratio. Moreover, they have predictable progressive folding (stress–strain)
characteristics in the case of static loading. This feature has made it possible to derive a
mathematical model that enables the calculation of the so-called average value of crushing
stress (plateau) to the core (occurring from the moment of stability loss to the beginning of
the increase in force due to the structure’s densification) on the basis of the known, basic
values characterizing honeycomb structures, such as the yield point of the core material,
the wall thickness, and the cell size [9]. However, in [10,11], the authors show that the
strength of the structure can increase by up to 50% with dynamic loading. In addition, there
are a number of aspects that, if simplified, may make it impossible to effectively predict a
honeycomb’s structural behavior, such as the air trapped inside the cells [12].

Modern tools, such as the finite element method (FEM) used in industry and science,
allow for the effective prediction of the effects of dynamic loading, including fast-changing
ones such as those that a shock wave from the detonation of an explosive may have on
protective structures. In order to ensure a high-quality representation of the real conditions
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and the properties of the materials used, the data used in the preparation of the model
should be as reliable as possible.

Scientific publications dealing with the numerical modeling of honeycomb structures
can be divided into several groups, according to the subject covered by the authors. The
most popular subjects include modeling the phenomenon of the loss of stability, model-
ing the local phenomena that occur during structural deformation, the determination of
strength characteristics based on full geometric models and submodels, and observations
of the phenomenon of energy absorption by structures modeled as homogeneous, using
special constitutive models.

In [13], the authors focused on modeling the buckling process and progressive folding
by comparing the effects obtained by using geometry to represent the samples, containing
16 single cells, used in their experimental tests, with results obtained from a four-cell
compression analysis. The authors indicate that, by applying the appropriate boundary
conditions—that is, by ensuring that the free edges of the walls maintained symmetry
with respect to the plane perpendicular to them—the authors were able to obtain the same
characteristics regardless of the number of individual cells that were modeled.

Similarly, in [14], the authors focused on determining the characteristics of dynamically
loaded aluminum cores. The structures were modeled by retaining the full geometry
corresponding to that which was used in the experimental research. Their test results show
that successive walls inside the core deformed symmetrically in relation to their longer
axes of symmetry.

In scientific nomenclature, the behavior of the core as a single-cell sector is referred
to as the Y element. Among others, this modeling method was used in [15]. The authors
presented the results of numerical analyses, the subject of which was the static compression
of honeycomb cores as modeled in two different ways—by fully mapping the honeycomb
geometry, and by solely modeling one single-unit sector. The main advantage of the method,
in addition to the simple construction of the model and the significant reduction in the time
needed to perform the calculations, is the ability to determine the full characteristics of the
core, including the elastic range and the compaction range. The oscillations observed in the
area of progressive folding represent a noticeable disadvantage.

A different approach to reducing the so-called numerical cost of the analysis of the
strength of a cell core in an aluminum honeycomb is presented by the authors of [16], which
is devoted to modeling the structure by using a structure consisting of joint-connected short
beams. The authors used a Discrete Beam Method (DBM) and proved that the approach is
correct and that it provides results that demonstrate a high level of agreement with those
obtained experimentally.

Another approach often found in the literature [17,18]—which allows for a significant
simplification of the metallic honeycomb geometric modeling process and a reduction of
the time needed to perform the calculations—is the use of one of the constitutive models
designed to reproduce the behavior of the loaded structure, which is modeled as homo-
geneous, usually using eight-node cubic elements. This method allows for a significant
simplification of the core-modeling process, especially when it is applied to structures with
large dimensions in relation to the characteristic dimensions of the structure. Modeling
fine walls using elements with a small characteristic dimension, thus ensuring a reliable
representation of the deformation of the core, reduces the time step in the case of dynamic
analyses, leading to a significant increase in the time needed to perform the calculations.

In such cases, the MAT_HONEYCOMB constitutive material model, which is applied
in FEM calculation systems (including LS-DYNA), can be used [19]. Its application allows
for a full representation of the global stiffness of a structure, both axial and shear, in terms of
elasticity, progressive folding, and complete compression, accompanied by its linear elastic
characteristics. This model has been used to successfully predict the behavior of materials
in which thin-walled, anisotropic-oriented structures were used, e.g., honeycombs, as well
as in foamed metals and plastics. However, a significant simplification of the structural
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modeling process using MAT_HONEYCOMB requires the knowledge of a number of the
parameters and characteristics of a particular core.

On the basis of the work presented in [20] produced by researchers at Toyota Motors®,
the LS-DYNA system has been equipped with an additional constitutive model called
MAT_MODIFIED_HONEYCOMB, which is designed to describe transversely isotropic
bodies, the mechanical properties of which are symmetrical with respect to the axis normal
to the isotropic plane. Honeycomb-type geometric structures have such a feature. How-
ever, industrially manufactured structures of this type are double-walled in one direction;
therefore, treating them as transversely isotropic may be considered an oversimplifica-
tion. Nevertheless, due to trends in the design of energy-consuming elements, including
ones with regular spatial structures that have been created using additive manufacturing
techniques, it is necessary to mention this material model as well. Because none of the
material models described above have the ability to account for increases in stress caused
by the pressure of compressed air trapped inside the cells, there is a need for a solution to
that problem.

The aim of the present study was to develop and verify a method of modeling a ho-
mogenous honeycomb structure—as subjected to dynamic loads—using the characteristics
obtained from a fast Y-element model. Such an approach has allowed us to obtain valuable
results from FEM analysis, based on material models of the MAT_HONEYCOMB type,
across a wide range of strain rates, thus minimizing the need for experimental research.
The authors of [21] present experimental studies on the static and dynamic compression of
honeycomb structures. The conclusion we drew from their work was that the strengthening
of the structure is related to the volume of air trapped inside the closed cells.

2. Materials

Seven types of structures, all available from the catalogs of the manufacturers of
these materials, were selected. The geometrical parameters of the individual structures
are presented in Table 1. The name given to each structural type includes the following
information: cell size–aluminum type–wall thickness. All dimensions used in the names
are expressed in inches. An example of the studied material, along with the characteristic
dimensions of its core, is shown in Figure 1.

Table 1. Geometrical parameters of the studied honeycomb structures.

No. Type Declared * Cell
Size S [mm]

Declared * Wall
Thickness t [mm] Height T [mm]

1 1/8-5052-0.0007 3.1750 0.01778 10
2 1/8-5052-0.001 3.1750 0.02540 10
3 1/8-5052-0.0015 3.1750 0.03810 10
4 3/16-5052-0.0007 4.7625 0.01778 10
5 3/16-5052-0.001 4.7625 0.02540 10
6 3/16-5052-0.0015 4.7625 0.03810 10
7 1/4-5052-0.001 6.3500 0.02540 10

* data provided by the producer’s catalogue [21].
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3. Research Methodology

The research was conducted in the following stages:
First, a numerical analysis of the static compression of a simplified model of the

honeycomb structure (the Y element) was completed with the introduction of imperfections
related to the geometry of the real structure (based on computed tomography (CT) studies);
validation of the model using experimental research was achieved.

Second, numerical analyses of the honeycomb structures were performed, using a
homogeneous model and characteristics obtained from the calculations of the Y element,
including the influence of the air trapped within the cells of the structure.

The scheme of the research stages is presented in Figure 2.

Materials 2023, 16, x FOR PEER REVIEW 4 of 20 
 

 

 
Figure 1. An example of the analyzed honeycomb structure (left), and the basic designations of the 
honeycomb’s structural elements (right) [9]. 

3. Research Methodology 
The research was conducted in the following stages: 
First, a numerical analysis of the static compression of a simplified model of the hon-

eycomb structure (the Y element) was completed with the introduction of imperfections 
related to the geometry of the real structure (based on computed tomography (CT) stud-
ies); validation of the model using experimental research was achieved. 

Second, numerical analyses of the honeycomb structures were performed, using a 
homogeneous model and characteristics obtained from the calculations of the Y element, 
including the influence of the air trapped within the cells of the structure. 

The scheme of the research stages is presented in Figure 2. 

 
Figure 2. Research methodology scheme. 

4. Models 
In this section, the preparation of the model and its validation are presented. The 

conditions for the numerical analyses of static compression using the simplified Y element 
and those using the homogenous model are presented in Sections 4.1 and 4.2, respectively. 

4.1. Numerical Analyses of Static Compression Using the Simplified Y Element 
The smallest, repetitive subarea that can be separated from a structure is a cell with 

the base of an equilateral triangle, the sides of which are perpendicular to the walls of 
three adjacent honeycomb cells. A separated single cell (the Y element) is shown in Figure 
3. 

Figure 2. Research methodology scheme.

4. Models

In this section, the preparation of the model and its validation are presented. The
conditions for the numerical analyses of static compression using the simplified Y element
and those using the homogenous model are presented in Sections 4.1 and 4.2, respectively.

4.1. Numerical Analyses of Static Compression Using the Simplified Y Element

The smallest, repetitive subarea that can be separated from a structure is a cell with
the base of an equilateral triangle, the sides of which are perpendicular to the walls of three
adjacent honeycomb cells. A separated single cell (the Y element) is shown in Figure 3.
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Figure 3. A single cell (Y element), as contained within a honeycomb structure.

As indicated in [13–15], structures consisting of repeating elements can be analyzed by
solely focusing on a model that has been simplified down to the level of a segment, using
appropriate boundary conditions. In the case of the analyzed structures, these conditions
were limited to the treatment of the sides of the subarea as planes of symmetry.

The geometric model shown in Figure 4a, when prepared for discretization, consisted
of three walls connected to each other in line with one of the longer edges. The walls were
connected to each other at an opening angle of 120◦.
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Figure 4. Y element: (a) geometric model, (b) finite element model, (c) boundary conditions.

Four-node, fully integral shell elements with five integration points across the element
thickness were used to build the finite element mesh, as presented in Figure 4b. The
characteristic dimension of the element was 0.23 mm, and there were 100 of them at the
wall height. The selection of the element size was preceded by an analysis of the impacts
that changing this parameter would have. At levels below the dimensions described above,
no improvements were observed. The Belytschko–Tsay elements were used. To carry out
the static compression analysis, all degrees of freedom were fixed in the top nodes and
in the nodes next to the plane that forces motion (except that which was translational in
the Z-axis). The boundary conditions, along with the symmetry conditions and the local
coordinate systems, are shown in Figure 4c.

In order to accurately reproduce the actual structure and identify imperfections, the
tested samples were subjected to computed tomography (CT) studies.

A SkyScan 1174 tomograph was used for this task. The obtained point clouds were
processed to reduce noise, and then they were used to generate a polygonised structure;
discrete, triangular surfaces were created between the closest points. In this way, spatial
models of the cores were obtained, which was useful for making measurements. The
axonometric views of the CT models for the 1/8-0.0015 and 3/16-0.0015 samples are shown
in Figure 5.
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Figure 5. CT models of two of the studied materials: (a) 1/8-0.0015 and (b) 3/16-0.0015.

Analyzing the actual structures of the cores via the creation of three-dimensional
models using computed tomography allowed for the examination of the basic geometric
parameters, e.g., the length of individual walls, the size of the cell, and the bending radii of
the walls near the joints. Exemplary measurement results are shown in Figure 6.
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The results of the geometric measurements, averaged for individual samples, are
presented in Table 2.

Table 2. List of characteristic dimensions obtained by measuring actual structures.

Measured Value
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R [mm]-bending radius of a single wall 0.27 0.22 0.28 0.39 0.19 0.26 0.37
dtheor [mm] theoretical wall width * 3.67 2.75 2.75 2.75 1.83 1.83 1.83

d1 [mm] single-wall width 3.57 3.02 3.06 3.14 2.19 2.11 2.14
d2 [mm] double-wall width 3.84 2.72 2.62 2.53 1.63 1.75 1.71

* provided in the manufacturer’s catalog card [21].

On the basis of the data presented above, it can be seen that the double walls have a
smaller width and the single walls have a higher width than those declared in the catalog
cards. Moreover, the portion of the wall that is arched is a distinct part of it. The obtained
measurement results allowed us to conclude that the bend radii of the walls depend mainly
on their thickness, and that the dimensions are linked by a ratio of approximately 10:1.

In order to check the impact of the above-described geometric parameters, models
of the structure of the sample designated as 1/8-0.0015 were built, one using a simple,
idealized version, and the other constructed using the mapped shape of the walls according
to the parameters described in Table 2. Both versions are shown in Figure 7, which
demonstrates that, in addition to the visible rounding of the edges of the single wall
(marked in red), the width of the double wall (marked in blue) has been reduced in favor
of the single wall.

The introduced change in the geometry resulted in differences in the form of structural
deformation that were apparent as early as the initial loss-of-stability phases. As can be
seen in Figure 8, there are seven ridges on the flat core walls, and there are six smaller
ridges on the rounded sides.

Minor differences in the geometry of the compared models were also reflected in the
stress–strain characteristics obtained via the compression test. The value of the critical stress
decreased by 11.6% (from 8.65 MPa to 7.64 MPa), and the value of the mean breaking stress
decreased by 15.5% (from 5.98 MPa to 5.05 MPa). The value of the longitudinal modulus of
elasticity before loss of stability also changed by 28.1% (from 3.11 GPa to 3.24 GPa). These
are significant differences, thus the change in the model’s geometry should be taken into
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account in simulations. A comparison of the discussed characteristics, with reference to
those obtained experimentally [21], is presented in Figure 9.
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The constitutive model MAT_003_PLASTIC_KINEMATIC [19] was used to reflect
the behavior of the material from which the tested Y element was made: aluminum alloy
Al 5052-H39. It is a bilinear model, the stress–strain relationship of which is described
by defining the tangent of the angle of the elastic part and the part of the kinematic
strengthening. The parameters and mechanical properties of the material were taken from
a report published by NASA [22] because the parameters of the thin, multi-rolled foil
significantly differ from the parameters of the material from which it was made. In [22],
the results of tests of the foil composed of the Al 5052-H39 alloy, as well as those of the foil
fragments cut from the finished structure of the cellular core, are presented.

The basic parameters of aluminum Al 5052-H39, as used to make cores with a hon-
eycomb topology in the untreated form [23], in the form of foil [22], and in the form of a
fragment of the core [24], are presented in Table 3. After plastic processing, the material is
characterized by significantly lower strength parameters. In the form of a film, it has a 19%
lower Young’s modulus, a 30% lower yield point, and a 25% lower tensile strength. The
sample cut from the core fragment has a Young’s modulus that is up to 46% lower, a 32%
lower yield point, and a 35% lower tensile strength.

Table 3. Comparison of the mechanical properties of aluminum Al 5052-H39, a foil composed of Al
5052-H39, and a fragment of a honeycomb core composed of that foil.

Parameter Symbol Unit 5052-H39 [23] Foil 5052-H39 [24] Core Fragment [24]

Density ρ kg/m3 2.7 × 103 2.7 × 103 2.7 × 103

Elastic modulus E GPa 70.00 56.53 37.92
Yield stress Re MPa 325.0 227.5 220.6
Tensile strength Rm MPa 330.0 248.2 234.4
Elongation at break εu % 4.0 1.6 4.7

Due to the fact that the developed Y-element models were used to determine the
mechanical properties of the statically compressed aluminum honeycombs without the
need for experimental testing, the properties of the Al 5052-H39 foil were considered in the
subsequent numerical calculations.

4.2. Numerical Analysis of the Honeycomb Structures Using the Homogenous Model

The aim of the tests described below was to assess the effectiveness of using the results
of the simulation of the Y element in models that describe the global response of this type
of material without a detailed analysis of the behavior of their internal structure.

Geometric models, as shown in Figure 5, were analyzed in order to identify fully closed
cells and the possible damage resulting in the formation of open cells. Then, the volumes of
the solids bounded by the closed walls of the cores were measured. Measurement results for
the same types of samples were averaged. A visualization of an example of the discussed
process is presented in Table 4. The samples with smaller core sizes had a noticeably higher
proportion of closed-cell volume, considering that they had the same global dimensions.

The previous experimental research of honeycomb structures under various levels of
strain rate loading carried out by the authors [21] was used to develop the assessments
for this paper. By presenting the experimentally obtained, absolute increases in plateau
stress [21] in the domain of the air volume locked in by the cell walls, an almost-linear
characteristic was obtained, which can be observed in Figure 10. This observation may
indicate that the main factor influencing the final shape of the stress–volumetric strain
characteristic is the increase in the pressure of the air trapped inside the cells, especially for
dynamic testing (strain rate of 3.8 × 102 and 3.3 × 103 1/s).

Another argument for the correctness of this assertion is the conclusion made on the
basis of the observation of images recorded with a high-speed camera in the dynamic test
using a split Hopkinson pressure bar (3.3 × 103 1/s). As shown in Figure 11, the gas began
to leak from the inside of the sample during the final compression phase (t = 333.30 µs).
It became visible due to a dust cloud—a mixture of air escaping from the inside of the
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sample and fine particles of the damaged core and resin. This phenomenon took place
in each case after reaching approximately 50% of the deformation; it continued after the
maximum displacement of the initiating bar face, and this continued even after its plane
lost contact with the sample plane. The described phenomenon may prove that, during
the test, strong air compression takes place inside the core, which is released only after
complete compression.

Table 4. Measurement results of the volume of air limited by walls in the real models of the samples.

Graphical Representation Wall Thickness t [mm] Cell Size S [mm] Closed Air Volume Va [mm3]

1/4-5052-0.001
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The above conclusion is important because none of the constitutive models available in
commercially used computing environments take into account this kind of phenomenon’s
influence on the change in the global mechanical properties of the structure.

Therefore, in order to describe the behavior of aluminum honeycomb structures in
terms of strain rates higher than quasi-static, it is necessary to take an approach that will
account for both the reaction of the deformed, thin-walled core and that of the air pressure
inside the cells.
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Assuming, as a simplification, that the air closed inside the cells is compressed without
heat exchange, the increase in pressure ∆P can be described by a simple equation [25],

∆P = P0

(
V0

V
− 1
)

(1)

where P0 is the initial pressure (atmospheric).
Then, the indirectly measured stress value of the real structure would be the sum of

the stress value in the structure (treating it as homogeneous according to the assumption
made) and the pressure at a given time step. Due to the fact that the deformation of the
core takes place only in the direction of displacement, the change in volume can be treated
as a change in the height of the sample; as a result, the expected value of the measured
stress is described by the formula [25]

σ = σr + P0

(
T0

T0 − u
− 1
)

(2)

where σr is the stress in the core of the sample treated as a continuous medium, and T0 is
the initial core height.

The assumptions formulated above lead to the conclusion that the air trapped inside
the cells causes an increase in the noted stress value, regardless of the strain rate. There
are studies [24] which prove that the key aspect linking the structure’s response with the
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duration of its destruction are air leakages resulting from imperfections in the structure
and the material discontinuities formed in the process of deformation. The assumption can
be modified in accordance with research carried out by Xu et al. [24] and Hu et al. [25], in
which it was shown that the cross-sectional area of a honeycomb block also changes during
axial compression. The air leakage δ is determined by the relationship [21]

δ = 1 − PV
P0V0

(3)

Therefore, the pressure value can be determined by the formula

P = P0
1 − δ

1 − εv
(4)

where εv is the volumetric strain.
It is assumed that δ is the core failure time of the t’ function and differentiating

Equation (4) over time, assuming that one obtains

.
P =

P0

1 − εv

(
1 − δ

1 − εv
· .
εv −

.
δ

)
(5)

and the leakage rate is
.
δ =

1
P0

[
P

.
εv −

.
P
(
1 − .

εv
)]

(6)

Based on the relations presented above, it can be noticed that the pressure value and
the rate of the leakage are related to the strain rate

.
εv. Researchers developing analytical

models for this type of issue [12], using the assumption that the strain rate is constant
during the test, derived a relationship that links the pressure change inside the core with
the strain and the leakage rate

∆P = P0

(
1

1 − εv
− 1
)
·
(

1 −
.
δ
.

εv

)
(7)

Equation (16) does not contain any unknown parameters other than the leakage rate.
The authors of [25] state that this rate should be determined empirically by comparing the
stress–volumetric strain results obtained during the compression of the samples with the
cores tightly closed between covers, and those with openings releasing air during the test.
The leakage intensity is very similar when the results of testing honeycomb structures with
the same t/d ratio are compared, and its value depends on the strain rate. The obtained
characteristics of the leakage intensity as a function of the strain rate for one of the cases
analyzed in [25] (1/8-5052-0.001) is presented in Figure 12. In this case, the leakage rate
increased almost in direct proportion to the value of the strain rate. This means that a
tenfold increase in strain rate resulted in at least a tenfold increase in the leakage rate.

To perform simulation tests of the uniaxial compression of the homogenous honey-
comb materials, a model with a cylinder geometry with a diameter of 25 mm and a height
of 10 mm was used, reflecting the global geometry of the sample core. It consisted of 525
elements with a hexagonal topology.

The material model MAT_26_HONEYCOMB, available in the LS-DYNA system, was
used to map the core, which was treated as a homogeneous material [19].

In MAT_26, in the uncompressed state (initial state, loss of stability, and progressive
folding), the material retains its orthotropic properties, and the stress tensor components
remain unconnected from each other so that the strain component in one local direction
does not cause reaction forces in the others. Modules of the longitudinal and shear stiffness
in particular directions depend on the given modules of the initial stiffness and the stiffness
of a fully compressed (compacted) structure. These dependencies are as follow [19]:
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Eaa = Eaau + β(E − Eaau) (8)

Ebb = Ebbu + β(E − Ebbu) (9)

Ecc = Eccu + β(E − Eccu) (10)

Gab = Gabu + β(G − Gabu) (11)

Gbc = Gbcu + β(G − Gbcu) (12)

Gca = Gcau + β(G − Gcau) (13)

where

β = max

[
min

(
1 − V
1 − Vf

, 1

)
, 0

]
(14)

and E is the modulus of elasticity of the core material; G is the shear modulus of the core
material; Eaau, Ebbu, and Eccu are the modules of elasticity of the uncompressed cores; Gabu,
Gbcu, and Gcau are the shear modules of the uncompressed cores; V is the relative volume
(the ratio of the current volume to the initial volume), and Vf is the relative volume at which
the core is considered fully compressed and it transforms into a linear elastic characteristic
(the relative volume of total compaction).
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In addition, the material model requires the definition of a set of curves that present
the material characteristics obtained in the experimental tests: compression in each of the
basic directions and shear in each of the base planes. There are two ways to define these
characteristics. The first one is to determine the magnitude of stresses as a function of the
relative volume (V). It is also possible to determine the magnitude of stresses as a function
of volumetric strains, defined as

εV = 1 − V (15)

Finally, the components of the stress tensor are calculated according to the
following relationship:

σn+1
ij = sn+1

ij − pn+1δij (16)

After the process of updating the stress values is completed, they are converted into a
global form.

For the modeling of individual structure types, the parameters presented in Table 4
were adopted. In each case, the σij – εij characteristics were developed by selecting charac-
teristic points from the curves obtained by the FEM simulation using the Y-element model.

The development of a model capable of taking into account the change in the nature
of the response of the change of the initial conditions causing the strain-rate increase was
based on one of the available methods describing the behavior of air-filled elements.
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The model should allow us to describe the change in gas pressure, along with the
change in the volume inside where it was located. It should also take into account the
leakage in the calculation of the pressure changes and the application to the surface and the
spatial boundary of the element. All of the possibilities mentioned above are offered by one
of the simplest models: AIRBAG_SIMPLE_AIRBAG_MODEL [19]. The current value of
the pressure acting on the boundaries of the vessel domain is calculated using the equation
of state [19]:

P = (γ − 1)ρe (17)

where P is the pressure, ρ is the density, and e is the internal energy of gas.
The γ coefficient is the adiabatic exponent: the ratio of specific heat at a constant

pressure cp to specific heat at a constant volume cv [25]

γ =
cp

cv
(18)

The rate of changes in the air mass m inside the volume, with time, is described by the
relationship [26]

dm
dt

=
dmi
dt

− dmo

dt
(19)

The value of the air mass, which flows in via subsequent time steps mi, is defined
by the appropriate characteristic. There are two options for determining the mass of
the outflowing air mo: by defining the area of the holes through which the air leaks and
their shape coefficient, and by defining the mass characteristics over time. There is also a
possibility of making the size of the surface of the holes and the shape factor dependent on
the value of the pressure inside.

In the discussed approach, the components of the energy balance [26]

.
e =

.
ei −

.
eo − P

.
V (20)

are as follows:
.
ei is energy change caused by the mass of inflowing gas,

.
eo is the change in

energy caused by the mass of the outflowing gas, P
.

V is work achieved by the pressure per
volume change.

The described boundary condition was applied to the surfaces of the elements on the
outer walls of the cylinder, as shown in Figure 13. This allowed for a direct transfer of the
forces resulting from the increase in pressure to the sample boundaries. The parameters
used to describe the air enclosed inside the sample are presented in Table 5. All parameters
related to the influence of the air mass were omitted.
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Table 5. Parameters of the air enclosed inside the cores, according to the assumptions of the
AIRBAG_SIMPLE_AIRBAG_MODEL [27].

Parameter Symbol Unit Value

Density ρ kg/m3 1.2
Specific heat at

constant volume cv J/(kg·K) 713.00

Specific heat at
constant pressure cp J/(kg·K) 1000.00

Ambient pressure Pe MPa 0.1
Temperature T K 293
Area of holes Ao m2 0.004

The initial boundary conditions are presented in Figure 14. An explicit scheme of the
integration of the equations of motion was used for the calculations.

Materials 2023, 16, x FOR PEER REVIEW 14 of 20 
 

 

are as follows: 𝑒ሶ௜ is energy change caused by the mass of inflowing gas, 𝑒ሶ௢ is the change 
in energy caused by the mass of the outflowing gas, 𝑃𝑉ሶ  is work achieved by the pressure 
per volume change. 

The described boundary condition was applied to the surfaces of the elements on the 
outer walls of the cylinder, as shown in Figure 13. This allowed for a direct transfer of the 
forces resulting from the increase in pressure to the sample boundaries. The parameters 
used to describe the air enclosed inside the sample are presented in Table 5. All parame-
ters related to the influence of the air mass were omitted. 

 
Figure 13. Numerical model of the homogeneous honeycomb material, with surfaces used as air-
leakage boundaries. 

Table 5. Parameters of the air enclosed inside the cores, according to the assumptions of the AIR-
BAG_SIMPLE_AIRBAG_MODEL [27]. 

Parameter Symbol Unit Value 
Density 𝜌 kg/m3 1.2 

Specific heat at constant volume 𝑐௩ J/(kg∙K) 713.00 
Specific heat at constant pressure 𝑐௣ J/(kg∙K) 1000.00 

Ambient pressure 𝑃௘ MPa 0.1 
Temperature T K 293 
Area of holes 𝐴௢ m2 0.004 

The initial boundary conditions are presented in Figure 14. An explicit scheme of the 
integration of the equations of motion was used for the calculations. 

 
Figure 14. Scheme of the initial boundary conditions applied in the model. 

5. Results 
The results are presented in two subsections in accordance with the descriptions of 

models presented in Section 3. The results of the numerical analyses for the quasi-static 

Figure 14. Scheme of the initial boundary conditions applied in the model.

5. Results

The results are presented in two subsections in accordance with the descriptions
of models presented in Section 3. The results of the numerical analyses for the quasi-
static compression tests are described, first for the simplified Y element, and then for the
homogenous model, in which the material characteristics gained via analyses of the Y
element were implemented.

5.1. Results of the Numerical Analyses of the Static Compression of the Y-Element

The basic result of the performed analyses was the characteristic of the change in
the stress value as a function of the volumetric strain and the list of resulting parameters.
The characteristics obtained in the static and experimental FEM analyses [21], presented
in Figure 15, reveal a consistent course of changes in the stress value, with an increase
in the strain value. The similarity is especially visible in the elastic phase until it reaches
critical stress, progressive folding, and compaction. The most pronounced difference in
the stress values occurred just after the loss of stability. In each of the experimentally
tested cases, a subsequent deep decrease occurred, up to about one-half of the subsequent
progressive folding stress. The characteristics obtained by the FEM analysis did not include
this feature. After the loss of stability, the force value decreased and stabilized until the
compaction phase. Another effect that was recorded only during the simulation was the
oscillation of the stress value in the progressive folding and compaction phases. The first of
the causes mentioned above should be viewed as being involved with the local nature of
such phenomena: as a loss of stability, the formation of a single fold, its closing, the mutual
contact of walls, the subsequent loss of stability, etc. In the real structure, the local effects
compensated for each other and there were no oscillations. Another noteworthy feature
of the recorded oscillations of the stress value in the progressive folding phase was the
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increase in the amplitude with an increase in the wall thickness and a decrease in frequency
with an increased cell size. In contrast, the oscillations in the densification phase were
related to the occurrence of contact forces and friction due to the contact of the progressively
larger surfaces of the walls with each other and their sliding over one another.
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The obtained characteristics of the full range of deformations allowed for the identifi-
cation and determination of the basic parameters of the individual types of honeycomb
cores. Table 6 presents a summary and comparison between our results and those obtained
through empirical research. Values included within parentheses denote the percentage of
difference between those obtained through experimentation and those obtained through
FEM analyses.

Table 6. List of the basic parameters of the examined structures.

Parameter Plateau Stress
σpl [MPa]

Elastic Modulus
Eu [MPa]

Critical Stress
σcr [MPa]

Relative Volume of Total Compaction
VF [-]

1/4-5052-0.001 0.99 (−8.8%) 261.16 (−6.5%) 1.42 (9.6%) 0.28 (9.7%)
3/16-5052-0.0007 0.95 (3.1%) 168.22 (−6.7%) 1.60 (−6.0%) 0.28 (−7.7%)
3/16-5052-0.001 1.42 (3.4%) 247.73 (5.8%) 2.22 (−1.4%) 0.29 (−7.4%)
1/8-5052-0.0015 2.28 (2.6%) 397.34 (4.7%) 3.54 (10.6%) 0.21 (27.6%)
1/8-5052-0.0007 1.49 (2.6%) 251.34 (3.8%) 1.72 (9.5%) 0.27 (−8.0%)
1/8-5052-0.001 2.70 (−2.3%) 474.06 (8.8%) 4.11 (3.1%) 0.24 (7.7%)
1/8-5052-0.0015 4.41 (1.3%) 591.11 (−1.9%) 6.82 (3.0%) 0.21 (30.0%)

5.2. Results of the Numerical Analyses of the Honeycomb Structures Using the Homogenous Model

The stress–volumetric strain characteristics obtained through experimental tests [21]
and those obtain via numerical analyses using the solid (homogenous) model are presented
in Figure 16. Each of the graphs contain the results obtained during the tests carried out
at three strain rates: 8.3 × 10−2, marked as QS; 3.8 × 102, marked as DH; and 3.3 × 103,
marked as SHPB. The summaries are grouped according to the type of structure under
study. In order to emphasize the characteristics obtained in the FEM calculations, the
previously shown characteristics from empirical studies [21] are marked with dashed lines.

Characteristics obtained by means of the FEM analyses were consistent with their
equivalents obtained experimentally, and the tendency to strengthen with an increase in
the strain rate was maintained. Additionally, the nature of this tendency is similar; that is,
in the plateau stress range, no hardening of a constant, proportional value occurred. It can
therefore be assumed that the use of the material characteristics obtained via the static tests
of the model—and the inclusion of the air enclosed inside the core under the test conditions
in the model—brought about the intended results.

No vibrations occurred in any of the analyzed cases, and no other symptoms of wave
phenomena were observed, which were recorded during the experiments using the split
Hopkinson pressure bar. However, it should be mentioned that the method of determining
the stress value was indirect and consisted of the measurement of the deformation of a
long, slender bar that is also susceptible to oscillation in directions other than longitudinal.
Therefore, the oscillations did not result from the response of the material being tested, but
from the method of measurement and reading. The characteristics obtained in the FEM
tests were smooth, devoid of sinusoidal components characterized by high amplitudes or
low frequencies.

It should be pointed out that the characteristics obtained experimentally and numeri-
cally differ significantly in the initial range. While the elastic range had a similar course in
all cases, as well as in terms of the nature of the stress build-up in the initial range, after
reaching the value defined by the σij − εij curve characteristic for the MAT_HONEYCOMB
constitutive model used, the stress value stabilized; in the remaining further range of strain,
it followed the values defined by it. Importantly, we observed no phenomenon where
a clear plateau value was achieved that was much higher than that of the critical stress,
followed (in the case of a real structure) by a loss of stability and the kind of breakdown of
the structure’s stability, as manifested by a decrease in the stress value to a level below the
plateau value that was achieved and maintained at a later stage in most of the compression
tests. A more precise observation of this issue is shown in Figure 17, which presents the
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stress–volumetric strain characteristics of the 1/8-5052-0.0015 sample with the displayed
range of volumetric strain limited to 20%.
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Figure 16. Summary of the stress–volumetric strain characteristics obtained using the FEM–
homogeneous model (FEM) and experimentally (exp) [21] at a quasi-static load (QS) strain rate
of 8.3 × 10−2 1/s, at a dynamic load (DH) strain rate of 3.8 × 102 1/s, and using a Split Hopkinson
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6. Conclusions

The MAT_HONEYCOMB model does not include an option that allows for the con-
sideration of the phenomenon by indicating a scalar stress value, up to which the material
response would be dependent on the modulus of longitudinal elasticity, followed by
assuming a value consistent with the indicated characteristic.

In order to obtain the full stress–strain characteristics of a metallic honeycomb, a
numerical model can be used, the geometry of which will be limited to a single Y element.
In order to obtain descriptions of the stress–volumetric strain characteristics and the scalar
parameters, one must make sure that the following conditions are met. Regardless of
the assumed strain rate, it is appropriate to apply the characteristics from static tests and
achieve correct simulation results under a wide range of strain rates, assuming that the
model takes into account the pressure change due to the potential compression of the air
enclosed in the core volume.

In this study, the effectiveness of one of the simpler methods was tested: the definition
of the boundary condition of uniform pressure distribution over a limited area. This enables
the development of a model that faithfully reproduces the responses of a honeycomb
structure at different strain rates.
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Abstract: Laser polishing (LP) is an effective method to improve the surface quality of an addi-
tively manufactured nickel-based alloy. In this paper, the in-situ laser polishing (ILP) experiment
is performed on the selective laser melting (SLM) IN718 samples. The white light interferometer
is used to test the three-dimensional surface profile and surface roughness of samples. The results
show that the surface quality of as-SLMed samples by ILP is improved. In particular, the surface
roughness is decreased by 33.5%. To reveal the mechanism of ILP, a three-dimensional numerical
model is established based on the finite volume method (FVM). The model can accurately simulate
the mesoscopic scale physical phenomena when the laser interacts with the metal. The temperature
field, the melt pool flow, and the evolution of the surface morphology during the ILP process are
predicted using this model. The mechanism of ILP is revealed based on the dynamics of the molten
pool. The contribution of capillary and thermocapillary forces to the reduction of bulge curvature at
different stages is studied. Furthermore, the effect of ILP power on the surface quality is investigated,
and the mechanism of bulges and depressions on the track surface during high-power ILP is revealed.

Keywords: selective laser melting; in-situ laser polishing; mesoscopic simulation; temperature
change; surface morphology evolution

1. Introduction

Nickel-based alloys have been widely used in the nuclear industry [1], aerospace [2],
and other industries due to their excellent yield strength, structural stability, and resistance
to oxidation and corrosion [3] at elevated temperatures. Nickel-based alloy parts often
have complex structures that are difficult to manufacture by traditional methods. Additive
manufacturing (AM) technology is one of the most efficient means of manufacturing
complex parts. Among them, SLM technology is particularly suitable for the manufacture
of complex components [4], such as centrifugal compressor blades [5]. However, the surface
quality of SLM alloys is still poorer compared to subtractive manufacturing. Subsequent
subtractive processing is required to meet the needs of assembly [6]. It also seriously affects
the fatigue performance of parts [7]. These factors limit the popularization and application
of SLM to a certain extent [8].

1.1. Polishing and LP

Polishing can effectively improve the surface quality of parts. The traditional polishing
methods for IN718 materials mainly include electrochemical polishing and abrasive flow
polishing. Electrochemical polishing can reduce the surface roughness of AM IN718 parts
to 0.25 microns [9]. Abrasive flow polishing is good at grinding the inner surface of
complex parts [10]. However, traditional polishing methods also have their disadvantages.
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Traditional mechanical polishing is not suitable for the complex parts manufactured by
SLM [8]. Chemical polishing is dangerous and has environmental concerns [11]. In addition,
abrasive flow polishing has material loss [9].

As an eco-friendly manufacturing method, LP does not pollute the environment, does
not harm the health of workers [12], does not affect mechanical properties, and has a high
degree of automation [13]. LP has begun to be used to improve the surface quality of SLM
parts [14]. Li et al. [3] studied the thermodynamic behavior and porosity change of SLM
IN718 parts subjected to LP. The results showed that the polishing zone temperature was
above 1683 K, the cooling rate was about 2.46 × 106 K/s, and the porosity decreased by
65.7% after polishing. Fang et al. [15] carried out LP on the laser additive manufacturing of
IN718 parts. In addition, it was reported that the surface roughness can be reduced from
7 µm to less than 1 µm by the LP process. The microhardness increased from 345 HV to
440 HV. Cwikła et al. [16] used LP to reduce the surface roughness of AM IN718 parts by
87.9% and proved that the argon environment is more conducive to the improvement of
surface quality than the air environment. Ma et al. [17] performed LP on AM TC4, and the
surface roughness was decreased from 5 µm to 1 µm after polishing. Due to the formation
of the α’ martensitic phase in the polishing zone, the surface microhardness was increased
by 32%, and the wear resistance was also greatly improved. Chen et al. [18] used LP as
a post-processing technique to improve the mechanical properties of 316 L stainless steel
parts fabricated by SLM. The research showed that the average grain size of the polished
zone was 17.3 µm. A hardened layer of 50–70 µm was formed. In addition, the tensile
strength and ductility were also significantly improved. Liang et al. [19] studied the effect
of LP on the surface quality of SLM aluminum alloy. The results showed that LP can repair
the cracks on the surface of the alloy, fuse the pores on the surface, melt the powders on the
surface, and greatly reduce the surface roughness. It can be seen that LP can effectively
improve the surface quality of SLM parts. Immediately before the work environment is
cooled and ventilated, the surface of parts made with SLM is subjected to an LP process,
namely, ILP. ILP technology can not only improve the surface quality of parts but also
improve processing efficiency and avoid oxidation during LP [20].

1.2. Mechanism of LP

In order to improve the surface quality of parts more effectively, many scholars have
devoted themselves to the study of the LP mechanism. Because it is difficult to observe the
interaction between laser and material during LP-only by experimental means, it is even
more difficult to reveal the mechanism of LP. Therefore, some scholars have carried out LP
numerical simulation research to try to explain the mechanism of LP. Marimuthu et al. [8]
used experiments and numerical simulation to prove the importance of energy input on
LP surface quality. The surface roughness of the LP region strongly depends on the flow
velocity of the molten pool, which is also directly related to the energy input. Xu et al. [21]
established a two-dimensional numerical model to study the mechanism of bulge formation
during the LP process. The main reason for this was that the molten material on both sides
of the track flows toward the center of the track. Zhang et al. [22] established a model to
describe the flow behavior of the molten pool during LP and mainly studied the effects
of capillary force and thermocapillary force in the LP process. The results showed that
capillary forces play a leading role and were responsible for eliminating surface defects
with large curvatures. Li et al. [23] used numerical simulation to explain why the defects
cannot be completely eliminated during LP. Due to the rapid cooling rate of the molten
pool, the flow time of the molten pool was too short to completely eliminate the surface
defects. Li et al. [24] established a two-dimensional axisymmetric numerical model for LP.
The process of cooling was simulated. The model observed that the top of the peak starts
to melt first, and the molten liquid flows from the peak to the trough. At the same time, the
flow velocity would suddenly increase, and the molten pool was in an unstable state. As
the study revealed, an unstable melt pool might prevent the flow of liquid from the bulge
to the depression, which is detrimental to the improvement of surface quality.
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1.3. Scope of This Research

The surface morphology of SLM-fabricated parts has a significant impact on the
process of LP and the final surface quality [25]. Few current LP numerical simulation
studies take this into account. The purpose of this study is to fill in the knowledge gap so
as to reveal the mechanism of the effect of LP on the surface quality of SLM parts more
realistically and effectively.

To this end, the fabrication of SLM samples and ILP experiments were carried out first.
The macro- and micro-surface morphologies of the samples were observed. Based on FVM,
a three-dimensional numerical model, including the SLM and LP stages, was established.
The physical phenomena, such as capillary force, thermocapillary force, vaporization, recoil
pressure, convective heat transfer, thermal radiation, and latent heat of phase change, were
fully considered. Based on this model, the temperature field, molten pool dynamics, and
surface morphology evolution during the ILP were simulated. The mechanism of the
reduction of bulge curvature and the generation of new bulges and depressions after ILP
on the SLM surface was revealed.

2. In-Situ Laser Polishing (ILP) Experiment
2.1. Experiment Methods

The material used in this study was the IN718 powder obtained by gas atomization.
The size of the powder was 15–53 µm, and the base material was 304 stainless steel. The
SLM and ILP equipment was a LATEC LAM-150V 3D printer, with a maximum power of
1000 W, and the oxygen content could be controlled within 100 ppm.

The purpose of the experimental work was to study the influence of LP on the surface
quality of parts fabricated using SLM. Similar process parameters (i.e., power, speed, etc.)
were used for both the SLM and ILP processes. According to our previous experimental
exploration, the SLM processing parameters were determined to be 185 W of laser power
and a 0.6 m/s scanning speed, and the ILP processing parameters were 180 W of laser
power and a 0.6 m/s scanning speed. The spot diameter was 0.05 mm. The laser energy
distribution was a Gaussian distribution. The layer thickness was 0.04 mm. In addition,
the hatch spacing was 0.01 mm. The time-lapse between SLM and ILP was about 0.023 s.
The IPL was carried out immediately after the SLM. The size of the samples was 10 mm
× 10 mm × 5 mm. The samples were printed in 125 layers, each with 500 tracks. The ILP
scanning was consistent with the SLM. In this experiment, a single laser was used, and the
ILP was performed after the SLM was completed. The as-SLMed and ILPed samples are
shown in Figure 1a,b, respectively.

Metals 2022, 12, 778 3 of 22 
 

 

molten pool was in an unstable state. As the study revealed, an unstable melt pool might 

prevent the flow of liquid from the bulge to the depression, which is detrimental to the 

improvement of surface quality. 

1.3. Scope of This Research 

The surface morphology of SLM-fabricated parts has a significant impact on the pro-

cess of LP and the final surface quality [25]. Few current LP numerical simulation studies 

take this into account. The purpose of this study is to fill in the knowledge gap so as to 

reveal the mechanism of the effect of LP on the surface quality of SLM parts more realis-

tically and effectively. 

To this end, the fabrication of SLM samples and ILP experiments were carried out 

first. The macro- and micro-surface morphologies of the samples were observed. Based 

on FVM, a three-dimensional numerical model, including the SLM and LP stages, was 

established. The physical phenomena, such as capillary force, thermocapillary force, va-

porization, recoil pressure, convective heat transfer, thermal radiation, and latent heat of 

phase change, were fully considered. Based on this model, the temperature field, molten 

pool dynamics, and surface morphology evolution during the ILP were simulated. The 

mechanism of the reduction of bulge curvature and the generation of new bulges and 

depressions after ILP on the SLM surface was revealed. 

2. In-Situ Laser Polishing (ILP) Experiment 

2.1. Experiment Methods 

The material used in this study was the IN718 powder obtained by gas atomization. 

The size of the powder was 15–53 μm, and the base material was 304 stainless steel. The 

SLM and ILP equipment was a LATEC LAM-150V 3D printer, with a maximum power of 

1000 W, and the oxygen content could be controlled within 100 ppm. 

The purpose of the experimental work was to study the influence of LP on the surface 

quality of parts fabricated using SLM. Similar process parameters (i.e., power, speed, etc.) 

were used for both the SLM and ILP processes. According to our previous experimental 

exploration, the SLM processing parameters were determined to be 185 W of laser power 

and a 0.6 m/s scanning speed, and the ILP processing parameters were 180 W of laser 

power and a 0.6 m/s scanning speed. The spot diameter was 0.05 mm. The laser energy 

distribution was a Gaussian distribution. The layer thickness was 0.04 mm. In addition, 

the hatch spacing was 0.01 mm. The time-lapse between SLM and ILP was about 0.023 s. 

The IPL was carried out immediately after the SLM. The size of the samples was 10 mm × 

10 mm × 5 mm. The samples were printed in 125 layers, each with 500 tracks. The ILP 

scanning was consistent with the SLM. In this experiment, a single laser was used, and 

the ILP was performed after the SLM was completed. The as-SLMed and ILPed samples 

are shown in Figure 1a,b, respectively. 

 

Figure 1. Macroscopic morphology of sample. (a) As-SLMed; (b) ILPed. The parameters of SLM 

were 185 W, 0.6 m/s and 0.05 mm. The parameters of ILP were 180 W, 0.6 m/s and 0.05 mm. 
Figure 1. Macroscopic morphology of sample. (a) As-SLMed; (b) ILPed. The parameters of SLM
were 185 W, 0.6 m/s and 0.05 mm and 0.01mm (power, speed, spot diameter and hatch spacing). The
parameters of ILP were 180 W, 0.6 m/s and 0.05 mm and 0.01mm (power, speed, spot diameter and
hatch spacing).

A total of 8 samples were prepared, as-SLMed samples 1—4, ILPed samples 1—4, and
the surface roughness was tested, respectively. Sample No. 1 was measured four times each.

129



Metals 2022, 12, 778

All measurement results are shown in Figure 2. The errors of the measurement data are all
within the allowable range, which proves the repeatability of processing and measurement
is good. All as-SLMed and ILPed samples’ test results are averaged together and obtained
surface roughness with uncertainty.
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Figure 2. Surface roughness data. (a) Sa; (b) Sz; (c) Ssk; (d) Sku. The parameters of SLM were
185 W, 0.6 m/s and 0.05 mm and 0.01mm (power, speed, spot diameter and hatch spacing). The
parameters of ILP were 180 W, 0.6 m/s and 0.05 mm and 0.01mm (power, speed, spot diameter and
hatch spacing).

A Morphology Elite K white light interferometer was used to test the surface morphology
and surface roughness of the samples. The surface area of the samples is 10 mm × 10 mm.
Due to the limitation of the measuring range of the equipment, and in order to facilitate the
positioning of the sample during measurement, the measurement was carried out in an area of
1.302 mm × 1.735 mm in the center of the sample. There were 305,000 data points. According
to the research results of scholar Przemysław [26], high-frequency noise will seriously affect
the measurement results of the surface topography. When using the white light interferometer
for 3D surface measurement, the main sources of noise are shot noise, positioning noise, and
discretization noise [27]. In this study, the Fourier filtering technology was used to deal with
high-frequency noise in the raw data.

2.2. Results of Experiment

Figure 3 shows the microscopic three-dimensional contour of the samples. Figure 3a,b
are as-SLMed and ILPed, respectively. Compared with an as-SLMed sample, the height
difference in the ILPed sample is reduced, and the number of bulges is also reduced. The
surface roughness results are shown in Figure 2. Sa represents the difference between the
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height of each point and the arithmetic mean of the entire surface. The calculation formula
is the following:

Sa =
1
A

x

A

|Z(x, y)|dxdy (1)

where A is the area of the sample, and Z(x,y) is the height of the point.
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Figure 3. Three−dimensional surface morphology measured by white light interferometer.
(a) As−SLMed; (b) ILPed. The parameters of SLM were 185 W, 0.6 m/s and 0.05 mm and 0.01mm
(power, speed, spot diameter and hatch spacing). The parameters of ILP were 180 W, 0.6 m/s and
0.05 mm and 0.01mm (power, speed, spot diameter and hatch spacing).

Sa is the extension of Ra from a straight line to a curved surface, which is more
suitable for evaluating the surface quality of a curved surface. In addition, compared with
other surface quality parameters, Sa is more comprehensive and can better represent the
smoothness of the entire surface. Sz represents the height difference of the surface. As
shown in Table 1, compared with the as-SLMed sample, the ILPed samples have a great
decrease in Sa, but not much in Sz. Even some ILP samples have a larger Sz. The Sa of
the additive part is 20.0 ± 1.25 µm, and the Sz is 315.9 ± 22.75 µm. The Sa after ILP is
13.3 ± 0.35 µm, and the Sz is 302.2 ± 33.35 µm. The skewness (Ssk) of the two samples is
less than 0, and the kurtosis (Sku) is greater than 3, indicating that the surface morphology
of SLMed sample is mainly characterized by ‘peak’. The shape of the peak is narrow and
sharp, and LP does not change this surface morphology feature. The Ssk increased by
62.5%, closer to 0, indicating a more uniform height distribution of the ILP sample. The Sku
decreased by 13.1%, indicating that the ILP sample was smoother. LP improves the surface
quality that is, the metal surface is remelted under the irradiation of the laser. The molten
metal liquid is redistributed on the surface by the combined driving of capillary force and
thermocapillary force, and the molten material at the bulge will fill the depression, making
the surface becomes smooth. This ultimately reduces surface roughness. The experimental
results show that ILP can improve the surface quality of the SLMed samples.

Table 1. Average value of surface roughness.

Label As-SLMed ILP Change Percentage

Sa (µm) 20.0 ± 1.25 13.3 ± 0.35 33.5%
Sz (µm) 315.9 ± 22.75 302.2 ± 33.35 4.3%

Ssk −1.6 ± 0.3 −0.6 ± 0.3 62.5%
Sku 8.4 ± 0.75 7.3 ± 0.90 13.1%

3. Numerical Model and Validation
3.1. Model Establishment

The processes of SLM and LP include heat conduction between laser and metal, phase
transformation of metal, molten pool flow, heat conduction and convection, vaporization,
thermal radiation, latent heat of phase change, and other mechanisms [28]. These factors
constitute the numerical model.
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To simplify the physical model, the following assumptions are made: (1) The fluid
is assumed to be an incompressible Newtonian fluid. (2) The heat flux is assumed to be
Gaussian distribution.

The three-dimensional model of the computational domain is shown in Figure 4. The
size of the computational domain was 1 mm × 0.4 mm × 0.24 mm. The size of the powder
bed was 1 mm × 0.4 mm × 0.04 mm. The thickness of the powder bed was the same
as in the experiment. The powder bed was established by the discrete element software
EDEM 2018. Its thickness was controlled by the distance between the blade and the base.
The powder bed was placed on the base. The model was placed in an argon environment
and contained 868,602 grids with a uniform grid size of 5 µm. A single-track simulation
and three-track simulation were performed in this study. The three-track simulation only
appeared in Section 4.4. The simulation used a single laser, and the ILP scan would wait
until the SLM scan of the whole layer was completed.
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The modeling was carried out using FLOW-3D V11.1 [29], a commercial computa-
tional fluid dynamics (CFD) code, on a GTS2-RIS212Q workstation with 24 cores and
24 threads. Using the FVM method to simulate the SLM and ILP, information such as
surface morphology evolution, molten pool flow, and temperature distribution can be ob-
tained. However, the information on stress evolution during processing cannot be obtained.
This is a limitation of the FVM approach.

3.2. Governing Equations

The metal solid is melted under the role of laser. In addition, the fluid flow in the
molten pool satisfies continuity, momentum conservation, and energy conservation.

Continuity equation [30]:
∇·(ρ→v )= 0 (2)

Momentum conservation equation [30]:

∂

∂t
(ρ→v ) +∇(ρ→v ⊕→v ) = ∇·(µ∇→V )−∇P + ρ→g (3)

Energy conservation [31]:

∂h
∂t

+ (
→
v · ∇)h =

1
ρ
(∇ · k∇T) (4)

In Equations (2)–(4), ρ is the density of the material, µ is the viscosity, v is the fluid
velocity, g is the acceleration of gravity, h is enthalpy, t is the time, k is the thermal
conductivity, and T is temperature of the material.

The volume of fluid (VOF) method is used to capture the free surface. The free surface
is viewed as a material surface, and the fluid volume fraction is used to represent the
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proportion of fluid occupying space in the grid, so as to realize the capturing of the free
surface. The volume fraction function satisfies the following transportation equation [32]:

∂F
∂t

+∇(F→v )= 0 (5)

where F is the volume fraction of the fluid, F = 1, F = 0, 0 < F < 1 represent fluid-filled,
fluid-free, and partially fluid-filled with free surface, respectively [32].

As the laser moves, the temperature in the computational domain changes sharply. The
heat conduction obeys the energy conservation law and the Fourier law. It is a typical three-
dimensional transient heat conduction process, which satisfies the following equation [29]:

ρc
∂T
∂t

=
∂

∂x

(
k

∂T
∂x

)
+

∂

∂y

(
k

∂T
∂y

)
+

∂

∂z

(
k

∂T
∂z

)
+Q (6)

In the formula, c is the specific heat capacity of the material and Q is the source term.

3.3. Gaussian Heat Source and Boundary Conditions

Since the energy of free photoelectrons in the laser is relatively low, it is difficult to
reach a deeper position directly through the metal surface, so the surface heat source model
is adopted. The following is the heat source formula [33]:

q(r) =
2αP
πω2 exp(− 2

r2

ω2 ) (7)

where q (r) is the heat flux, P is the laser power, α is absorption,ω is the heat source radius,
and r is the distance from any point in the plane to the laser center point. In this study, α
was 0.38 and ω was 0.025 mm. α is cited from the paper by Li et al. [31], ω is consistent
with the experiment. They are used for all simulations. (These parameters are used for all
performed simulations).

Thermal boundary conditions at the free surface of the molten pool are as follows [34]:

qin = q(r)− hc(T− T0)− εrσ(T4 − T4
0)− qev (8)

In the formula, qin is the heat flux variation at the free interface of the molten pool,
hc is the natural convection heat transfer coefficient, εr is the emissivity, σs is the Stefan-
Boltzmann constant, T is the temperature, T0 is the ambient temperature, and qev is the
evaporation heat.

In the process of SLM and ILP, the metal phase is melted rapidly and even reach the
boiling temperature, evaporation occurs, and heat dissipation to the environment. The
following is the evaporative heat equation [31,35]:

qev = 0.82
∆H∗√
2πMRT

p0exp(∆H∗
T− Tlv
RTTlv

)
(9)

In the formula, ∆H∗ is the escape metal vapor, M is the molar mass of the material, R is
the ideal gas constant, p0 is the environmental pressure, and Tlv is the boiling temperature.

Metal vapor will exert recoil pressure on free interface as follows [35]:

pr = 0.54p0
exp

(
Llv

T− Tlv
RTTlv

)
(10)

Llv is the latent heat of vaporization of metallic materials.

3.4. Process Parameters and Material Properties

The SLM process and four ILP process parameters are shown in Table 2. The purpose
of the modeling study is to reveal the mechanism of ILP. Modeling should try to ensure the

133



Metals 2022, 12, 778

quality of the track. And there must be no excessive computing time. The typical computing
time of a single track SLM is about 40 hours (h) [30]. To choose suitable parameters, the
parameters of Yuan et al. [36], using 0.8 m/s and 200 W, were referred to. A series of
simulations were performed by varying the power. Finally, the scanning speed was 0.8m/s
and the power used was 150W. Using these parameters, good track quality is obtained with
suitable computing time.

Table 2. Process parameters used in the modelling computation of SLM followed by ILP with
different power.

Sample Power (W) Scanning Speed (m/s)

SLM
ILP
ILP
ILP
ILP

150
50
90

130
170

0.8
0.8
0.8
0.8
0.8

The thermophysical properties of IN718 are shown in Figure 5. The other material
properties are shown in Table 3.
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Table 3. IN718 material properties. Data from [30].

Property Value Units Property Value Units

Reflection coefficient 0.7 K Marangoni coefficient 1.1× 10−4 N·m−1·K−1

Solidus temperature 1523 K Latent heat of fusion 270 kJ·kg−1

Liquidus temperature 1608 K Latent heat of vaporisation 6300 kJ·kg−1

Boiling temperature 3188 K Surface tension coefficient 1.89 N·m−1

3.5. Validation

To demonstrate the viability of the modelling techniques adopted in the current
study, a single-layer, single-track SLM process was simulated, using the same processing
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parameters as for the SLM experiment in Section 2.1. The simulated surface topography
was compared with that of the experiment that was characterized using the white light
interferometer. The section location, line profile and line roughness of the experimental
surface are shown in Figure 6a. The section location, line profile and line roughness of
the simulated surface are shown in Figure 6b. The roughness of the experimental surface
was compared with the roughness of the simulated surface. The error of Ra is 6.06%;
the error of Rz is 1.33%, and the variation trend of the line profile of the simulated and
experimental surfaces is consistent. That is, the simulated surface is in good agreement
with the experimental surface.
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Figure 6. Simulation and experimental surface comparison. (a) experiment; (b) simulation. Obtained
at 185 W, 0.6 m/s and spot diameter were 0.05 mm (power, speed and spot diameter).

In order to further verify the validity of the simulation model. The surface topography
of a 1 mm-long SLM single track obtained by the simulated was compared with the surface
topography of the track obtained by the SLM test [37]. The simulation and experiment
use the same parameters, as shown in Figure 7. The contour of Figure 7a represents the
boundary of the track. It can be seen that the width of the track obtained by experiment and
simulation is gradually reduced along the laser scanning direction. The shape of the width
reduction area is approximately conical. The experimental track and the simulated track
show good agreement. The variation trend of the track width is related to the inherent heat
and mass transfer characteristics during the SLM process [37], and the LP also depends
on the heat and mass transfer of the molten pool [36,38]. Therefore, the numerical model
established in this paper can well predict the changing trend of the SLM track and can be
used to simulate the ILP process.
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Figure 7. Track morphology comparison. (a) The simulated track morphology, obtained at 195 W,
0.4 m/s and 0.05 mm; (b) Experimental track morphology, obtained at 195 W, 0.4 m/s and 0.05 mm
(power, speed and spot diameter). Reprinted with permission from [37]. Copyright 2021 The Society
of Manufacturing Engineers.

4. Results and Discussion of Numerical Simulation
4.1. Temperature Change in ILP Process

The temperature change curve of the monitoring point under different ILP powers
is shown in Figure 8. The monitoring point is located below the center point of the top
surface of the track. The simulation was performed in the computational domain shown
in Figure 4. The temperature in the powder bed and the solidified layers changed rapidly
during SLM. The peak temperature of the SLM stage is 4309 K and reaches its peak at
0.55 ms. The peak temperature is above the evaporation temperature, indicating that the
monitoring point is in the direct-action area of the laser at this time. The liquid at the
monitoring point is evaporated. At 1.65 ms, because the ILP laser moves to this point, the
temperature of the monitoring point reaches a peak again. With the increase in ILP power,
the peak temperature of the monitoring point of the ILP stage gradually increased.
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(d) 170 W.

When the ILP power is 50 W, although there is heat residue in the SLM stage, the
second temperature peak is only 2448 K, which is far lower than the first peak of 4309 K (as
shown in Figure 8a). Mainly due to the energy density of the ILP laser being much lower
than the SLM laser. When the ILP power is 90 W, the second peak temperature is increased
greatly to 4052 K, which is still below the first peak temperature. When the molten pool
of the monitoring point cools down, the cooling rate tends to decrease gradually. From
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Figure 8b, it can be seen that the slope of the curve above the liquid line in the ILP stage is
gradually decreasing. This is because as the laser moves, the monitoring point is positioned
further back in the molten pool.

The temperature contours on the vertical plane through the center of the ILP track
predicted by the numerical simulation under different powers are shown in Figure 9.
The black horizontal lines are the paths along which the temperature gradient curves are
derived and plotted in Figure 10. As shown in Figure 10, in the molten pool, the more
backward (the opposite direction of the X direction), the smaller the temperature gradient,
and the slower the temperature change rate of the monitoring point. When the ILP power
is 50 W, the cooling rate does not change significantly, because, under this processing
condition, the temperature gradient in the molten pool changes very little. After the molten
pool at the monitoring point is solidified, the cooling rate is significantly accelerated. From
Figure 8, it can be seen that the sudden change in the slope of the curve at the liquid line in
the ILP stage. This is because the heat transfer rate from liquid to solid is lower than the
heat transfer rate between solids, so the metal phase dissipates heat to the base faster after
solidification. When the ILP power is 130 W, the first peak temperature is exceeded by the
second, and the second peak temperature is 5184 K. Although the ILP power is less than the
SLM power, the working temperature is higher than the latter. This phenomenon occurs
because the thermal conductivity of a continuous solid is greater than that of powder [39],
and the heat of the laser is more easily transferred to the monitoring point. In addition,
there is residual heat on the track after SLM, and the initial temperature of the monitoring
point during ILP is 660 ◦C. When the ILP power is 170 W, the second peak temperature is
7710 K due to the increase in input energy density.
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Figure 10. The temperature gradient in the X direction of the molten pool during the ILP process
with four processing parameters.

In the ILP process, the working temperature of the molten pool is increased with
increasing power. The larger working temperature can increase the fluidity of the molten
pool so that the liquid at the bulge can fully flow in the molten pool and redistribute evenly.
However, too high of a working temperature also greatly increases the instability of the
molten pool [40], which may impair the surface quality.

4.2. Surface Morphology Evolution and Molten Pool Dynamics during ILP

To reveal the mechanism of ILP, the evolution of the surface morphology and the
molten pool dynamics in the ILP process were studied. Taking the large bulge in the middle
of Figure 11c as an example, it is described how the surface topography of the SLMed
track is altered by ILP. Figure 11 is a x-z view of the center of the track, the contour is the
temperature contour, and the arrow is the molten pool velocity vector. Figure 11a shows
the initial state of the powder bed. Figure 11b shows the surface profile after SLM. When
t = 1.35 ms, the track of the SLM has been completely solidified, but the temperature of the
original molten pool area is still about 1000 K, and the temperature of other areas is also
higher than the ambient temperature. The temperature accumulation in the SLM stage is
beneficial for the ILP process. At this time, the ILP molten pool has not yet touched the
bulge. The laser is just acting on the track, and the energy input is low, and the temperature
gradient of the molten pool is low.

Among the internal forces in the molten pool, surface tension (capillary force) plays a
leading role. As shown in Figure 11, the velocity vectors of the molten pool surface mostly
point to the center of the molten pool. The surface area of the molten pool tends to be
reduced by surface tension, which may lead to balling [35]. When t = 1.40 ms, as shown
in Figure 11d, the molten pool is elongated at this time, and the Marangoni flow effect
appears behind it. These indicate that there is a surface tension gradient at the gas-liquid
interface. A vortex appears in the middle of the molten pool. The circulation of the liquid
in the molten pool can be accelerated by the vortex, thereby the cooling and solidification
of the molten metal are also accelerated [28]. At the front of the molten pool, the velocity
vector points to the bulge. The molten pool begins to wet the bulge and the heat transfers
to the bulge. This is the accumulation of heat for the molten pool to swallow the bulge.
When t = 1.45 ms, as shown in Figure 11e, with the forward movement of the laser and
the influence of the wetting behavior of the molten pool, the left half of the bulge has
been swallowed by the molten pool [41]. The molten pool does not diffuse downward to
the SLM track at the bulge area but flows into the valley under the action of the capillary
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force [21,22,24], thereby filling the valley. This flow trend can be seen in Figure 11, which
is in the surface shallow melting (SSM) state of LP [42]. When t = 1.50 ms, as shown in
Figure 11f, most of the bulge area has been melted. Since the liquid in the bulge area flows
to the lower left of the bulge under the action of capillary force, the bulge in Figure 11e has
been flattened at this moment.
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Figure 11. Surface topography evolution. (a) Powder bed; (b) surface profile after SLM; (c–j) are
the ILP process. The parameters of SLM were 150 W, 0.8 m/s and 0.05 mm (power, speed and spot
diameter). The parameters of ILP were 130 W, 0.8 m/s and 0.05 mm (power, speed and spot diameter).
The entire domain is 1 mm long and 0.15 mm high.

At this moment, the remaining bulge area wetted by the molten pool also has this
flow to the lower left. When t = 1.55 ms, as shown in Figure 11g, the bulge has been
completely swallowed by the molten pool, which is in the surface over melting (SOM) state
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of LP [42]. The capillary force and thermocapillary force work together [22,24,41] in the
molten pool. There is a downward flow driven by capillary force and a tangential flow
driven by thermocapillary force. The capillary force plays a major role, which gradually
reduces the curvature of the bulge. When t = 1.60 ms, the original bulge was eliminated
under the driving of capillary force. At this time, the thermocapillary force plays a major
role, as shown in Figure 11h. When t = 2.05 ms, as shown in Figure 11i, the molten pool
at the original bulge area is completely solidified and becomes flat under the action of
ILP. When t = 2.7 ms, as shown in Figure 11j, the laser no longer acts on the track, and
the molten pool is completely solidified. Several bulges in the as-SLMed track disappear,
and the track becomes smooth. However, there are depressions at both ends of the track,
indicating that new surface defects will also be generated during the ILP process.

The main driving force in the molten pool changes with the development of the
molten pool. When the bulge begins to be swallowed by the molten pool, capillary force
dominates, causing the liquid in the molten pool to flow to the lower left of the bulge along
the slope. When the bulge is completely swallowed by the molten pool, the capillary force
continues to dominate, causing a downward normal flow of the molten pool to reduce the
curvature of the bulge. As the curvature of the bulge decreases, the effect of capillary force
is gradually weakened, and the thermocapillary force becomes the main driving force in
the molten pool.

The surface roughness of SLMed parts is reduced by ILP. That is, as the laser advances
and under the action of the wettability of the molten pool, the bulges on the surface of the
SLMed part are constantly swallowed by the molten pool. The molten material at the bulge
is moved backward by the combined action of capillary force and thermal capillary force
and is redistributed in the molten pool. The surface becomes flat.

4.3. Effect of ILP Power on the Surface Quality of as-SLMed Track and Its Mechanism

ILP simulations at 50 W, 90 W, 130 W, and 170 W were carried out, and the surface
morphology characteristics of all samples and the underlying mechanism were analyzed.
Figure 12 shows the cross-sectional of the samples. Figure 12a shows the morphology of
the track before ILP, and the track shows an uneven wavy shape, which is caused by the
bulge caused by the laser scanning and the lack of fusion and spatter of the powder [18,42].
The surface roughness of the as-SLMed track is 4.9 µm. The coordinate data of the surface
points were extracted in the simulation software, and Sa was calculated by the formula (1).
The track morphology at an ILP power of 50 W is shown in Figure 12b. It can be seen that
the length and height of each bulge are reduced, but the overall surface roughness changes
little, only 0.1 µm less than the as-SLMed surface roughness. When the power of the ILP is
90 W, as shown in Figure 12c, the length and height of each bulge are further reduced. Due
to the short life of the molten pool, the bulges do not completely disappear [23], and the
surface roughness is reduced to 4.0 µm. From the three-dimensional surface morphology of
Figure 12, the surface morphology of 50 W and 90 W has no significant change compared
with the as-SLMed. When the ILP power is 130 W, the life of the molten pool is increased.
As shown in Figure 12d, the original bulges are eliminated after ILP, but new bulges are
generated, and depressions are generated at both ends of the track surface. From Figure 12d,
the surface morphology has changed greatly compared with the as-SLMed, and a new
surface morphology has been formed. The surface morphology is closely related to the
molten pool flow velocity, and too fast flow velocity is not conducive to the formation of
good surface morphology [8]. The molten pool flow velocity during ILP was investigated.
The location of the monitoring of the molten pool flow velocity point is shown in Figure 12a.
This point is melted under all processing conditions. In addition, in the fluctuating melt
pool, this point is always in a liquid state. Figure 13 shows the velocity fluctuation during
the ILP. As the laser moves, the position of the monitoring point in the molten pool is
constantly changing. The flow velocity of the fluid at the monitoring point is also constantly
changing, and the flow velocity curve fluctuates accordingly. When the flow velocity is
0, the monitoring point is solidified. The ILP powers are 50 W, 90 W, 130 W, and 170 W,
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and they solidify at 0.0018 s, 0.0019 s, 0.0020 s, and 0.0022 s, respectively. When the ILP
power is at 170 W, the melt pool flow velocity is increased greatly, and the growth range
is also greater compared to the first two groups. The large increase in the molten pool
velocity makes the molten pool extremely unstable. During the ILP process, the surface
morphology of the molten pool changes rapidly, and some bulges will be generated on the
surface of the molten pool. Some of the molten materials at the bulges will be brought to
other areas during the flow of the molten pool, and some will have solidified before they
are redistributed in the molten pool. Periodic waves are generated at the track surface due
to the high energy input, as shown in Figure 12e. These waves severely affect the surface
roughness. At this time, the surface roughness is 13.4 µm.
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Figure 12. Surface morphology. (a) As received; (b) 50 W; (c) 90 W; (d) 130 W; (e) 170 W. The
parameters of SLM were 150 W, 0.8 m/s and 0.05 mm. The other parameters of ILP were 0.8 m/s
and 0.05 mm. The length of the plane domain is 1 mm, and the height is 0.15 mm. The size of the 3D
domain is 1 mm × 0.12 mm × 0.2 mm.
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Figure 13. The flow velocity of the molten pool of the monitoring point fluctuates with time under
different ILP power.

The mechanism of depression generation during ILP can be revealed by analyzing
the melt pool fluid dynamics results from modelling with 130W laser power. As shown
in Figure 14, when t = 1.30 ms, the molten pool at the left end of the track generates a
depression under the action of capillary force. When t = 1.40 ms, there is a liquid flow
from the bulge to the depression. When t = 1.60 ms, the depression has been solidified but
not flattened. This is because when t = 1.40 ms, due to the insufficient heat accumulation,
the molten pool size is small and the life is short, which causes the depression to not
have enough time to be filled [23]. At t = 1.60 ms, the depression is further deepened
due to the accumulation of material on the right side of the depression by the Marangoni
flow. The depression on the right side of the track is generated because the material is
continuously transported to the left by the Marangoni flow during the laser movement.
The depression area transports material to the left area, but the depression area does not
receive the material, resulting in a depression, is generated at the right end of the track.
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Figure 14. The cause diagram of the left end depression of the track when the ILP power is 130 W.
(a) t = 1.30 ms; (b) t = 1.40 ms; (c) t = 1.60 ms. The parameters of SLM were 150 W, 0.8 m/s and
0.05 mm. The parameters of ILP were 130 W, 0.8 m/s and 0.05 mm. The entire domain is 0.54 mm
long and 0.15 mm high.
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The molten pool flow is used to reveal the mechanism of the formation of the new
bulges in the ILP process. Figure 15 shows the velocity fields of the y-z section when the
ILP power is 130 W. As shown in Figure 15a, when t = 1.7 ms, the surface tension gradient
of the molten pool is greater than 0. The velocity vector points from both sides of the
laser scanning track to the center of the track. The molten material on both sides of the
track is delivered to the center of the track [21]. At this time, it is in the heating stage of
molten pool formation. As shown in Figure 15b, when t = 1.85 ms, the size of the molten
pool is the largest, and the molten pool begins to cool at this time. The surface tension
gradient is still greater than 0. Both sides of the track transport material to the center of
the track, and a bulge has been generated in the center at this time. When t = 1.90 ms, as
shown in Figure 15c, the surface tension gradient of the molten pool becomes negative.
The bulge in the center of the track begins to transport material to both sides of the track.
When t = 1.95 ms, as shown in Figure 15d, the molten pool surface becomes flat under the
action of the previous negative surface tension gradient. However, at this time, the surface
tension gradient of the molten pool becomes positive, and both sides of the track transport
materials to the center of the track. At t = 2.0 ms, a bulge is generated in the center of the
track in the melt pool, as in Figure 15e, and the bulge is dragged up by the velocity vector.
When the molten pool is completely solidified, as shown in Figure 15f, the bulge still exists.
The formation of the bulge has a great relationship with the surface tension gradient, and
the final formation of the surface bulge depends on the surface tension gradient during
the cooling stage of the molten pool. The thermal capillary force affected by surface-active
elements is the driving force for the tangential flow of the molten pool [24], and it plays a
major role in the formation of bulges [21,37]. If the bulge created in the transverse direction
is hemispherical, it will also be seen in the longitudinal direction. If it is semi-cylindrical,
it will not be seen in a longitudinal direction. However, both will increase the surface
roughness. The bulge in Figure 15 resembled a semi-cylindrical shape. When the ILP power
is 130 W, there is no further reduction in surface roughness due to the presence of new
depressions and new bulges. However, the surface roughness is still reduced to 4.6 µm.
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Figure 15. The formation of bulge in LP process. (a) t = 1.70 ms; (b) t = 1.85 ms; (c) t = 1.90 ms;
(d) t = 1.95 ms; (e) t = 2.00 ms; (f) 2.15 ms. The parameters of SLM were 150 W, 0.8 m/s and 0.05 mm.
The parameters of ILP were 130 W, 0.8 m/s and 0.05 mm. The entire domain is 0.11 mm long and
0.06 mm high.

The ILP power is a key factor in improving surface quality. At the appropriate power,
the molten material will be redistributed on the metal surface under the combined action
of capillary and thermocapillary forces. The curvature of the bulges is reduced, and the
depressions are filled, thereby the surface roughness is reduced, as shown in Figure 12c. As
the laser power increases, the life of the molten pool is increased and the molten material
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has more time to be redistributed on the surface, resulting in the surface roughness being
further reduced. However, after the laser power exceeds a certain value, the surface
roughness is not reduced but increased. Increasing the input energy increases the life and
instability of the molten pool. During the flow of the molten pool, although the original
defects are eliminated, new defects are also created, as shown in Figure 12d,e. Eventually,
this leads to the surface roughness being increased.

4.4. Influence of the Interaction between the Tracks on Surface Quality

In order to investigate the effect of the interaction between the tracks on the final
surface quality, two three-track simulations were performed. One was for SLM, and the
other was for ILP after the SLM with an elapsed time of 0 ms. The processing parameters
were the same as those of SLM and Sample-2 in Table 1. The results are shown in Figure 16.
The multiple-track has a great improvement in the surface quality compared with single-
track. In the single-track simulation, the Sa of the as-SLM sample is 4.9 µm, and the Sa
of the ILPed sample is 4.0 µm. While in the multi-track simulation, the two numbers are
3.9 µm and 3.0 µm. In the multiple-track simulation, the surface roughness after ILP is
reduced by 23%, which is greater than the 18.4% of the single track. This is because in the
multiple-track simulation, the laser heats up and melts the tracks on both sides, which
results in the surface having been remelted several times and the surface quality being
improved. Therefore, the interaction between the tracks is beneficial to the improvement of
the surface quality.
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Figure 16. Multi-track simulation surface profile. (a) Powder bed; (b) As-SLMed; (c) ILPed. The
parameters of SLM were 150 W, 0.8 m/s and 0.05 mm. The parameters of ILP were 90 W, 0.8 m/s and
0.05 mm. The hatch spacing was 0.01 mm. The length of the plane domain is 1 mm, and the height is
0.15 mm. The size of the 3D domain is 1 mm × 0.2 mm × 0.2 mm.
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In addition, during SLM and ILP, the interaction between tracks is affected by hatch
spacing and spot diameter. If the hatch spacing is too large or the spot diameter is too small,
the tracks will not overlap, and they will not affect each other. So, the surface quality of the
samples is affected by the hatch spacing and spot diameter, which deserves further study.

5. Conclusions

This paper demonstrates the effectiveness of ILP to improve the surface quality of
nickel-based alloys fabricated by SLM. The temperature field, molten pool flow, and
surface morphology evolution of the ILP process were studied by numerical simulation.
The mechanisms of ILP for surface quality improvement and new defect formation were
revealed. The following results were obtained:

(1) SLM and ILP experiments were performed, respectively. The surface roughness of
the SLM samples after ILP is reduced from 20.0 ± 1.25 µm to 13.3 ± 0.35 µm. The
quality of the surface is significantly improved, which proves the effectiveness of ILP
in improving the surface quality of nickel-based alloys fabricated by SLM;

(2) During the ILP process, the peak temperature in the ILP stage increases with increasing
power, and the life of the molten pool also increases. When the ILP power is 130 W,
the peak temperature in the ILP stage exceeds the peak temperature in the SLM stage.
The high temperature of the molten pool will make the molten pool unstable, which
is not conducive to the improvement of surface quality;

(3) The mechanism of ILP improving the surface quality of SLM parts is that capillary
force and thermal capillary force drive the molten pool flow to reduce the curvature of
the bulge. During the initial stage of the molten pool swallowing the bulge, capillary
force drives the liquid to the left of the bulge. When the bulge is completely swallowed
by the molten pool, capillary force drives the molten pool to flow downward. As the
curvature of the bulge decreases, the thermocapillary force becomes the main driving
force, and the liquid is driven to the back of the molten pool;

(4) The ILP power has a great influence on the surface quality. If the ILP power is too
small, the molten pool life will be short, which is not enough to make the surface
bulge disappear, and the effect on the surface quality improvement is limited. If the
ILP power is too large, new bulges and depressions will be produced on the track
surface, which will affect the surface quality;

(5) Capillary force during the ILP process leads to the formation of the depression in the
molten pool. If the mass transfer caused by the thermocapillary force cannot fill the
depression in time, it will cause the formation of a recessed defect on the track surface.
The material exchange between the center and both sides of the track caused by the
surface tension gradient leads to the formation of the bulges. The final surface bulge
depends on the surface tension gradient in the cooling stage of the molten pool.
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Fatigue Crack Growth Analysis under Constant Amplitude
Loading Using Finite Element Method
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Jazan 45142, Saudi Arabia; alshoaibi@jazanu.edu.sa

Abstract: Damage tolerant design relies on accurately predicting the growth rate and path of fatigue
cracks under constant and variable amplitude loading. ANSYS Mechanical R19.2 was used to
perform a numerical analysis of fatigue crack growth assuming a linear elastic and isotropic material
subjected to constant amplitude loading. A novel feature termed Separating Morphing and Adaptive
Remeshing Technology (SMART) was used in conjunction with the Unstructured Mesh Method
(UMM) to accomplish this goal. For the modified compact tension specimen with a varied pre-crack
location, the crack propagation path, stress intensity factors, and fatigue life cycles were predicted for
various stress ratio values. The influence of stress ratio on fatigue life cycles and equivalent stress
intensity factor was investigated for stress ratios ranging from 0 to 0.8. It was found that fatigue life
and von Mises stress distribution are substantially influenced by the stress ratio. The von Mises stress
decreased as the stress ratio increased, and the number of fatigue life cycles increased rapidly with
the increasing stress ratio. Depending on the pre-crack position, the hole is the primary attraction
for the propagation of fatigue cracks, and the crack may either curve its direction and grow towards
it, or it might bypass the hole and propagate elsewhere. Experimental and numerical crack growth
studies reported in the literature have validated the findings of this simulation in terms of crack
propagation paths.

Keywords: fatigue analysis; equivalent stress intensity factor; linear elastic fracture mechanics;
ANSYS; constant amplitude loading

1. Introduction

One of the most common catastrophic failures in mechanical structures is fatigue.
Over the last few decades, researchers have strived to comprehend the mechanism of
fatigue loading in materials that were exposed to dynamic loading, starting with the stress
and strain life methodologies proposed by many researchers [1–6], which were curve-fitting-
based approaches that used nominal and local stress–strain values. Another approach is
the energy-based approach proposed by [7], which has since been used as the starting
point for several experimental studies. However, such techniques are mostly limited to
calculating the permissible number of load cycles before material failure instead of present-
ing characteristics of fatigue crack nucleation and propagation mechanisms. To properly
study fatigue failure, several parameters, such as stress level, loading frequency, stress
ratio (R = min/max), and material type, must be considered. In several studies, it has
been demonstrated that the level of stress applied has a major impact on the fatigue failure
of materials [8–11]. The linear elastic fracture mechanics (LEFM) theory was developed
to identify the issue of fatigue crack growth [12–14]. The LEFM methods are commonly
adopted for use on long cracks within small-scale yielding. The LEFM techniques are
commonly used on long fractures with small-scale yielding behaviors near the crack tip,
i.e., the Paris regime near the crack tip, i.e., the Paris regime [12,15]. Meanwhile, the Bound-
ary Element Method [16,17], Meshless Method [18], Finite Difference Method [19], Finite
Element Method (FEM), and Extended Finite Element Method (XFEM) [20–22] are the most
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used methodologies for modeling crack propagation. The most common computational
approach for simulating damage and failure under both static and dynamic loadings is the
FEM, which obtained stress, strain, displacement, and stress intensity factor (SIF) solutions
for a wide range of engineering problems. The FEM, commonly known as adaptive remesh-
ing procedures, has proved to be highly effective and reliable. The adaptive remeshing
procedures consist of four main steps: (1) existence of a demonstrative 3D finite element
framework; (2) prediction of the equivalent SIFs along the crack front; (3) prediction of
crack front progressions using appropriate fatigue crack growth law; and (4) specification
of a new 3D finite element model considering the new crack front. These procedures are
continued until a predetermined crack length or ultimate fracture is reached. Using the
3D FEM to compute the stress intensity factor at a set of points on the crack front, the
fatigue crack growth analysis can be accomplished precisely. Nowadays, there is a va-
riety of software to deal with the problem of fatigue crack growth, e.g., FRANC3D [23],
ABAQUS [24], ANSYS [25–30], ZENCRACK [31], COMSOL [32], BEASY [33], and NAS-
TRAN [34]. Three approaches have been commonly used to describe material fatigue
analysis: the method of fracture mechanics proposed by Paris and Erdogan [35], the
method of strain–life introduced by Coffin [36], and the method of stress–life introduced
by Wöhler [37]. In this work, the first technique was used to estimate fatigue life, in which
the crack tip was entirely described by the stress intensity factors. Various experimental
procedures have been reported; however, the procedures are generally time-consuming
and costly to implement. A numerical analysis approach such as the ANSYS Mechanical
R19.2 is an effective process to save both time and money in the laboratory by reducing
the amount of work, time, and expenses. Alternatively, there was also an analytical-based
technique that was efficient in simulating fatigue growth [38,39]. The main motivation
for this study was to make a significant contribution to the use of ANSYS as an effective
tool for simulating crack growth under mixed-mode loading situations and monitoring the
influence of the holes and crack location on the crack growth trajectory.

2. SMART Crack Growth Procedure

SMART is an efficient fracture mechanics simulation approach based on an adaptive
meshing strategy in the surrounding area of the crack propagation path. At a certain
loading level, the crack begins to grow as soon as a critical value is reached. The crack
propagates either to a certain limit specified by the user or to the point where generating
a new mesh is impossible, which generally corresponds to the total split of the body into
sections. The Unstructured Mesh Method (UMM) was employed in ANSYS to reduce the
consumption time in the pre-processing using the tetrahedral mesh generated automati-
cally for the crack front instead of using the ideal hex mesh configuration, reducing the
computational time from a few days to a few minutes. The UMM approach is described in
detail in [40]. Tetrahedron meshes were used for the crack fronts in the SMART analysis,
which were automatically updated as the crack front changed due to the crack growth.
The crack propagation path is defined by an angle θ, which is estimated by the ratio of
modes of SIF at the crack tip [41–43]. A mixed-mode loading condition is considered by
ANSYS, and the maximum circumferential stress is used as a crack growth criterion in the
present study. Based on this criterion, the following formula is used for the crack growth
path in ANSYS [25,44]:

θ = cos−1
3(Kmax

I I )2 + (Kmax
I )

√
(Kmax

I )2 + 8(Kmax
I I )2

(Kmax
I )2 + 9(Kmax

I I )2 (1)

where:
Kmax

I = maximum values of the first mode of SIF under cyclic loading, and
Kmax

I I = maximum values of the second mode of SIF under cyclic loading.
The SIFs were calculated via interaction-integral evaluation at the solution phase of

the analysis, and then the values were stored in the results file. The crack propagation
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simulation in this ANSYS simulation is confined to region II of the typical crack propagation
under fatigue loading, which may be expressed as:

da
dN

= C(∆Keq)
m (2)

where a = crack length, n = the number of fatigue life cycles, C = Paris constant, m = Paris ex-
ponent, and ∆Keq= the equivalent range of stress intensity factor, which may be represented
as [44,45]:

∆Keq =
1
2

cos
(

θ

2

)
[∆KI(1 + cos θ)− 3∆KI I sin θ] (3)

where:
∆KI = Kmax

I − Kmin
I = (1− R)Kmax

I
∆KI I = Kmax

I I − Kmin
I I = (1− R)Kmax

I I
(4)

as R represents the load ratio.
According to Equation (2), with a crack growth increment ∆a, the fatigue life cycles

can be expressed as:
∆a∫

0

da
C(∆Keq)

m =

∆N∫

0

dN = ∆N (5)

Figure 1 illustrates a simplified flow chart for the ANSYS SMART procedures for
fatigue crack propagation.
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3. Results of Numerical Simulations
Modified Compact Tension with Different Pre-Crack Location

The modified compact tension specimen was studied in three distinct configurations
in this study. The modified specimens vary from standard specimens in that they have
three extra holes, as shown in Figure 2, which violate the standard specimens’ symmetry
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and result in curvilinear fatigue crack pathways. The actual crack initiation locations
are compared to the nominal position of the notch tip in the geometries, as shown in
Table 1. The considered material was a nickel-based superalloy with the following material
properties shown in Table 1. The amount of the applied load was p = 3.6 kN with a
stress ratio of R = 0 and cyclic frequency of 20 Hz. Changing the vertical location of the
original notch (H) up or down its normal midline position, as illustrated in Table 2, leads to
altering the path and ultimate destination of the crack growth. As shown in Figure 2, the
vertical notch location (H) is defined relative to the geometry’s top edge. The initial mesh
generated by ANSYS, which had a 1 mm element size and generated 292,160 nodes and
192,860 elements, is shown in Figure 3, which employed the sphere of influence at the crack
tip area. There are three different scenarios for the crack growth trajectory based on the
nominal notch positions.
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Table 1. Mechanical properties of the nickel-based superalloy material.

Properties Metric Units Value

Elasticity modulus, E 211 GPa

Poisson’s ratio, υ 0.3

Yield strength, σy 422 MPa

Ultimate strength, σu 838 MPa

Fracture toughness, KIC 130 MPa
√

m

Paris’ law coefficient, C 1.02 × 10–11

Paris’ law exponent, m 2.5
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Table 2. Pre-crack position for the modified compact tension.

Specimen Number Crack Tip Position (mm)

(H) (x) (y)

1 22.4 −32 25.6

2 25.6 −32 22.4

3 23.2 −32 24.8
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Specimen 1

The initial crack in this specimen was located at 22.4 mm from the specimen’s top
edge. Comparisons of the simulated crack propagation trajectory using ANSYS to the
reference experimental [46] and numerical [47] paths are shown in Figure 4a–c, respectively.
Crack propagation trajectories in the numerical findings provided by [47] were predicted
in three steps: the first step is to use the hyper-complex FEM trial energy response function
(ZFEM-TERF) technique for crack trajectory estimation; at each step of crack growth,
the model is updated with curvilinear crack path segments that are generated by the
trial energy response function (TERF) approach. A finite element model was generated
using the FRANC3D program in the second step before being solved using the Abaqus
software in the final step. In comparison to the numerical crack growth paths presented in
Figure 4c applying the ZFEM-TERF approach and FRANC3D [31], Figure 4a–b indicate
that the estimated crack propagation trajectory in this study is very consistent with the
experimental trajectory [46].
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Specimen 2

The initial crack in the second specimen was located at 25.6 mm from the specimen’s
top edge. The predicted crack propagation trajectory using ANSYS has matched the experi-
mental trajectory reported by [46] more closely than the predicted trajectories estimated
by [47], which had tighter curvature trajectories, as illustrated in Figure 5.
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numerical results [47].

Specimen 3

The initial crack in the second specimen was located at 23.2 mm from the specimen’s
top edge. As can be seen in Figure 6, the estimated crack propagation trajectory tightly
matches the experimental crack growth trajectory reported by [46] compared to the pre-
dicted paths from the numerical results using ZFEM-TERF and FRANC3D conducted
by [47], which deviated from the experimental path [46].
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(c) numerical results [47].

Considering that, the von Mises stress as well as the maximum principal stress are
essential parameters for crack propagation assessment, which indicate the regions of
maximum and minimum stresses on the geometry. Figures 7 and 8 show the von Mises
stress distribution stress contour as well as the maximum principal stress for each of the
three specimens. The von Mises stresses and the maximum principal stress were higher in
specimen one, where the top hole was located closer to the crack based on the original crack
location. As the crack also sinks on the smallest hole near the right edge of the specimen,
specimen two had the lowest values of the von Mises stresses and the maximum principal
stress, whereas specimen three had the intermediate values of both stresses, as the crack
also sinks on the second lower hole near the right edge of the specimen.

The results of the opening mode of SIF (KI) for the three samples are shown in Figure 9.
The maximum values of KI are 1205 MPa mm0.5, 4136 MPa mm0.5, and 5800 MPa mm0.5

for a crack length of 12.97, 18.33 mm, and 21.161 mm for specimens one, two, and three,
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respectively. Similarly, Figure 10 also displays the estimated values for the second mode of
stress intensity factor (KII). As the crack follows a curving trajectory toward the top hole,
the KII values for the first specimen increase to a maximum of 96.133 MPa mm0.5 at the
boundary of the hole. However, in specimens two and three, the values of KII decreased
with negative values as the crack propagated on a curved path in the opposite direction
of specimen one, with minimum values of −243 MPa mm0.5 and −230 MPa mm0.5 for
specimens two and three, respectively. In the mixed-mode situations, the direction of
the tangential component of the applied load is attributed to the negative mode II stress
intensity factor. The signs of SIFs depend on the orientation of the crack with the loading.
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To determine fatigue life under constant amplitude loading circumstances with a stress
ratio of R = 0, a step-by-step simulation of crack propagation was performed according to
the associated SIFs. Figure 11 displays the predicted fatigue life cycles for each specimen;
as seen in this figure, the fatigue life cycles were gradually increased from specimens one
to three, since the stress intensity factors were also increased to the same extent for all of
the specimens.

The third specimen was simulated at various stress ratios ranging from R = 0.1 to 0.8
to correlate the stress ratio effects on the equivalent stress intensity factor as well as fatigue
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crack growth rates. Almost at a given applied cyclic equivalent stress intensity, an increase
in load ratio leads to an increase in fatigue crack growth rate. Equivalently, the observed
equivalent stress intensity factor for fatigue crack growth decreases as the load ratio is
increased, as shown in Figure 12. In other words, at high-stress ratios, less accumulated
fatigue energy is necessary to support crack growth than at lower stress ratios. In contrast,
the number of load cycles with respect to the crack growth extension increases as the stress
ratio increases, as shown in Figures 13 and 14 for the stress ratios ranging from 0.1 to 0.8.
This effect is proportional to the maximum concentration of von Mises stress and hence to
the driving force of mode I cracking. According to the results shown in Figures 13 and 14,
the percentages of increase in the equivalent stress intensity factors for different stress
ratios ranging from 0.1 to 0.8 are not equal to the percentages of increase in the fatigue
life cycles. Damage distributions differed depending on the stress ratios. Damage was
equally distributed along with the specimens with larger stress ratios, but it was severe and
concentrated at lower stress ratios (0.1–0.4), resulting in higher self-generated temperatures
and specimen failure at shorter lifetimes. The von Mises stress distribution for specimen
three under different stress ratios R = 0.1–0.8 is shown in Figure 15. It is found that von
Mises stress decreases as the stress ratio increases, which was also related to the increase in
the fatigue life cycles.
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4. Conclusions

This study investigated the fatigue crack growth in isotropic linear elastic materials
under constant amplitude loading where some defects such as holes are intentionally
introduced in the material and different load ratios are applied. For this purpose, the finite
element software ANSYS was used. The topic of study is certainly very important and can
result in a deeper understanding of crack propagation and material design. The fatigue
crack propagation of a modified compact tension specimen with various pre-crack locations
was simulated using the ANSYS SMART methodology. Based on the Paris law, the crack
growth simulation in SMART used tetrahedral meshes for the crack fronts that were
updated automatically when the crack front was modified as a consequence of crack
propagation. Based on the position of the hole and the starting position of the crack tip,
the growth of the crack was either attracted to the hole and changed its trajectory to reach
the hole “sink in the hole behavior” or deviated away from the hole and grew when the
hole was missing “missed hole behavior”. The influence of a wide range of load ratios
(R = 0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8) on fatigue crack growth, fatigue life, and equivalent
range of SIF was investigated. According to the predicted results, it was found that as
the stress ratio increased and the fatigue life cycles rapidly increased, whereas von Mises
stress decreased.
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Abstract: The buckling failure of thin-walled circular shells under local axial compression is common
in engineering. This study uses the vector form intrinsic finite element (VFIFE) method to investigate
the buckling behavior of thin-walled circular shells under local axial compression by introducing a
multilinear hardening model, taking into account geometric and material nonlinearity. A buckling
analysis program based on the VFIFE method was developed and verified by comparison with
experimental results. The buckling mode and postbuckling behavior of thin-walled circular shells
were studied by using the verified program. The results show that the VFIFE method with a
multilinear hardening model can accurately calculate the buckling load of local axially compressed
thin-walled circular shells, and effectively simulate the buckling development process, which offers
great advantages in predicting the postbuckling of structures.

Keywords: vector form intrinsic finite element; thin-walled circular shells; local axial compression
buckling; postbuckling; multilinear hardening model

1. Introduction

As a basic structural unit, a thin-walled circular shell has strong functionality and is
simple to process which is widely used in aerospace, marine engineering, civil engineering,
and other fields [1–4]. Thin-walled circular shells are prone to buckling failure under
axial loading, and this kind of buckling is essentially the buckling of thin-shell structures.
The whole buckling process involves geometric nonlinearity, material nonlinearity, and
contact nonlinearity, and its buckling behavior is difficult to predict. To accurately predict
the buckling behavior of thin-shell structures, Horrigmoe et al. [5] deduced the buckling
analysis of thin-shell structures under the condition of linear elasticity in the early stage,
Combescure [6] studied the buckling behavior of thin-shell structures with elastoplastic
constitutive equations while considering large deformations. Spagnoli [7] deduced the
postbuckling behavior of linear elastic conical shells. Abambres [8] used generalized beam
theory(GBT) to predict steel pipe buckling and compared the results with the finite element
calculation. Kadkhodayan [9] predicted the buckling of a thin-walled shell under uniform
and linearly varying inplane loading by incremental theory. In practical engineering,
the stress of thin-walled circular shells is mainly subject to axial pressure and is very
prone to uneven force phenomenon [10,11]. Jiao et al. [12,13] studied the influence of
local axial compression of different degrees on the buckling load and buckling mode of
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thin-walled circular shells through experiments and the finite element method (FEM).
Hossein Nassiraei et al. [14], based on the FEM, conducted and analyzed a total of 138
collar plates with strengthened and unstrengthened tubular X-joints, and a theoretical
equation was proposed based on the yield volume model to predict the ultimate capacity
of the X-connections strengthened with collar plates under brace compression, Then, the
formula was confirmed by the acceptance criteria of the UK Department of Energy [15].
Wu et al. [16] used modified couple stress theory to study the buckling and postbuckling
of symmetric functionally graded microplate lying on a nonlinear elastic foundation. Liu
et al. [17] studied the buckling of hydroformed toroidal pressure hulls with octagonal cross
sections. Peng et al. [18] studied the numerical and experimental buckling and postbuckling
analyses of sphere-segmented toroidal shell subject to external pressure.

In the process of buckling, the materials of thin-walled circular shells will undergo a
transition from the elastic stage to the plastic stage. The stress–strain relationship in the
plastic stage is complex, and it is difficult to accurately simulate the complete stress–strain
relationship of materials. Generally, the hardening stage during plastic is commonly sim-
plified as ideal elastoplasticity, the bilinear hardening model [19–21], the power hardening
model [22,23], and the Ramberg–Osgood model [24–26]. Different hardening models have
different characteristics, among which is ideal elastoplasticity, which will not harden after
the material enters the plastic stage, and the stress–strain curve is parallel to the strain
axis. The bilinear hardening model simplifies the constitutive curve into two broken lines,
and the stress–strain curve in the hardening stage is a broken line with a fixed slope. In
the power hardening model, the stress–strain curve in the hardening stage of the mate-
rial is a power curve. The Ramberg–Osgood model simulates the stress–strain curve as
a power curve for the material as a whole. The above four models all simplify the full
elastoplastic curve into a finite polyline or curve, which is not accurate enough to describe
the stress–strain relationship of the entire elastoplastic stage. To describe the stress–strain
relationship in the entire elastoplastic stage more accurately, this paper uses a multilinear
hardening model, that is, a model based on the incremental elastic-plastic flow law, where
the constitutive curve after the material enters the plastic stage is discretized into multiple
points, and then each point is connected with a straight line.

FEM is often used to predict the structural buckling behavior of elastic-plastic ma-
terials [27–29]. Structural buckling is a large deformation problem, and the FEM needs
to constantly update the element stiffness matrix and boundary conditions to solve this
kind of problem, which makes the calculation complicated. For the elastic-plasticity of
materials, only the above four simplified hardening models can be used in most cases, so
compatibility with the multilinear hardening method of constantly updating the tangent
modulus of the constitutive is difficult. Additionally, the thin-shell structure will collapse
after local buckling, resulting in a large degree of displacement of the structure. In this case,
the simple statics problem-solving error of the FEM is so large that the small deformation
assumption is no longer applicable. Statics and dynamics are often combined to deal with
such geometric nonlinear problems, although Shih et al. pointed out that if the FEM calcu-
lation of rigid body displacement is much larger than the pure deformation, this may lead
to unstable results [30]. Due to the deficiency of the FEM in analyzing large deformation
and displacement problems such as the local axial buckling of thin-shell structures, the
VFIFE is used for simulation analysis.

VFIFE is an innovative method developed based on vector mechanics and the finite
particle method, which was first proposed by Ting et al. [30–32]. The VFIFE discretizes
the structure into particles, calculates the displacement within the path element through
Newton’s second law, and then calculates the pure deformation and internal force of the
structure through the inverse motion. The VFIFE does not need to solve the complex
stiffness matrix and has its geometric nonlinearity, so it has a great advantage in dealing
with large deformation and large displacement. Currently, the VFIFE has been developed
into a beam element [33], membrane element [34], plate element [35], solid element [36],
etc. Wu et al. [37] introduced the Cowper–Symonds (C-S) viscoplastic constitutive model
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into the VFIFE, and Wang formed the shell element by linear superposition of the plate
element and membrane element [38].

Due to the characteristics of dynamic analysis, compared with the FEM which can
only calculate the structural modes through the singular matrix method, the VFIFE can
directly predict the development of postbuckling of the structure and has a great advantage
over the FEM in predicting the postbuckling behavior of the structure. The method of
predicting structural buckling by VFIFE was originally derived by Wang [39,40], who
calculated the buckling of a thin-shell structure under linear elasticity by force-control
and displacement-control methods, respectively, then compared the calculated results
with the classical linear elastic buckling derivation and ABAQUS software, which verified
that the calculation accuracy of the buckling of a thin-shell structure by VFIFE with the
displacement-control method was higher. Xu et al. introduced the von Mises yield crite-
rion to correctly predict the local buckling of buried pipelines subjected to reverse fault
motion [41]. Yu et al. [42] discussed the buckling of subsea pipelines with integral buckle
arrestors and then introduced soil springs to study the buckling failure of buried subsea
pipelines under reverse fault displacement [43]. The above research enriches the content of
VFIFE and demonstrates its advantages.

This paper, based on the vector form intrinsic finite thin-shell element, simulates the
buckling of a thin-walled circular shell under local axial compression, calculates the tensile
internal force of the thin-shell element using the constant strain triangle membrane element
(CST) and the bending internal force of the thin-shell element using the discrete Kirchhoff
triangle thin-plate element (DKT), and the two elements are linearly superimposed to form
a complete shell element. Geometric nonlinearity and material nonlinearity are considered
in the buckling process of the structure. The multilinear hardening model was applied to
the triangular shell element, and the corresponding tangent modulus is found according
to the equivalent von Mises stress calculated in each calculation step to carry out the
elastoplastic calculation. The Fortran calculation program for the vector form intrinsic finite
thin-shell element and circular tube buckling was compiled and OpenMP [44] technology
was used to improve the calculation efficiency. The simulation results were compared
with existing experiments to verify the reliability of the analysis method and program.
Then, the postbuckling process of the thin-walled circular shell was analyzed, and the
reliability of thin-shell structure buckling was verified by the introduction of a multilinear
hardening model, which provides a new and reliable idea for the buckling analysis of a
thin-shell structure.

2. Analysis Model
2.1. Circular Tube under Localized Axial Compression Loads

The research object of this paper is a thin-walled circular shell under axial compression
loads. Figure 1 is a schematic diagram of a thin-walled circular shell under local axial
compression loads. The left figure is a three-dimensional diagram of the circular tube,
with red arrows representing the local axial compression loads exerted on the end face
of the circular tube in a certain angle range. On the right are a top-down view of the
circular tube, the black areas where it is not stressed, and the red areas representing the
axial compression loads at an axial pressure angle of 2× θ, which simulates the experiment
in reference [12], by adding a convex flange with a certain angle to the top of the cylindrical
shell, the specimen was subjected to the axial compression buckling test system.
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Figure 1. Tube under localized axial compression loads.

The tube has a thickness of 1.2 mm, a diameter of 1000 mm, and a height of 600 mm,
and is made of DC01 cold-rolled steel with an elastic modulus of 206 GPa and a yield
strength of 158.7 MPa.

2.2. Governing Equations

Different from the FEM, the VFIFE discretizes the structure into finite particles to
describe the deformation and motion of the structure under loads, and the mass (moment of
inertia) of each particle is the point at which the structure is concentrated after equivalence.
The motion of a particle is described by Newton’s second law:

M
..
x + cM

.
x = F (1)

I
..
θ+ cθI

.
θ = Fθ (2)

where M and I are the mass and moment of the inertia matrix of the particle,
..
x and

..
θ are the

acceleration and angular acceleration of the particle,
.
x and

.
θ are the velocity and angular

velocity of the particle, and F and Fθ are the resultant force and the external force on the
particle. The damping of the particle on translational and rotational degrees of freedom are
c and cθ , and generally, the particle is damped the same in all directions.

Refer to the derivation of existing scholars, substituting Equations (1) and (2) into the
central difference method, the particle motion formula can be obtained as follows:

xn+1 = c1(
∆t2

m
)Fn + 2c1xn − c2xn−1 (3)

θn+1 = c1∆t2I−1Fθn + 2c1θn − c2θn−1 (4)

where xn and θn are the position vector and the corner vector of the particle at step n, Fn
and Fθn are the resultant force and resultant moment of the particle at step n, ∆t is the time
step of a single loading step, and c1 and c2 are the constants associated with damping.

2.3. Internal Force

Unlike the FEM, which solves the internal force by solving linear equations, the VFIFE
solves the internal force by decomposing the element displacement into the rigid body
displacement and solving the internal force by using pure deformation through the virtual
work principle.

2.3.1. Inverse Motion

VFIFE solves the pure deformation of the structure by inverse motion. The inverse
motion of a shell element is represented in Figure 2:
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The inverse motion in space undergoes rigid body translation (abc→a’b’c’), out of the
plane to inplane (a’b’c’→a”b”c”), and rotation inplane (a”b”c”→a”’b”’c”’), and finally, the
pure deformation of each particle on the element is obtained:

{
∆ηd

a = 0, ∆ηd
i = (ui − ua) + ∆ηr

i−op + ∆ηr
i−ip, i = b, c

∆ηd
θi = uθi + ∆ηr

θi−op + ∆ηr
θi−ip, i = a, b, c

(5)

where ∆ηd
i and ∆ηd

θi represent the pure deformation line displacement and angular displace-
ment of the particle, ∆ηr

i−op and ∆ηr
θi−op represent the pure deformation line and angular

displacements out of the plane, and ∆ηr
i−ip and ∆ηr

θi−ip represent the pure deformation line
and angular displacements in the plane.

2.3.2. Solution of Internal Force

The internal force calculation on VFIFE is based on pure deformation by the virtual
work principle. Through the virtual work principle, the internal forces at each node of
the shell element can be obtained by linear superposition of the bending internal forces
obtained by the DKT thin plate element and the tensile and compressive internal forces
obtained by the CST membrane element. The internal forces are solved by the following
formula:

∑
i

δ(ûi)
T f̂i + ∑

i
δ(ûθi)

T f̂θi =
∫

V

δ(∆ε̂m)
Tσ̂mdV +

∫

V

δ(∆ε̂p)
Tσ̂pdV (6)

where ∆ε̂ and σ̂ represent the strain increment and stress of the node, respectively, and m
stands for the membrane element and p for the plate element.

2.4. Determination of Buckling

This paper determines whether the structure is buckling according to the axial–force-
displacement relationship. Before the structure buckling, the axial force gradually increases
with the increase of displacement, with the two having a linear relationship. When the
structure buckles, the axial force at the buckling point will decrease with the increase of
displacement, and the axial force at the buckling point is considered as the buckling load
of the structure. Due to the dynamic characteristics of the process of VFIFE analysis, the
method of gradually increasing the axial force needs to wait until the result converges,
which is not effective for the prediction of buckling. Therefore, the method of imposing
forced displacement on the structure is adopted to push back the axial force of the structure,
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to draw the axial-force–displacement relationship curve of the buckling process. Formula
(7) is the calculation formula of the axial force in reverse derivation:

{
fext
n = 1

c1∆t2 M(xn+1 + c2xn−1 − 2c1xn)− fint
n

fext
θn = 1

c1∆t2 M(θn+1 + c2θn−1 − 2c1θn)− fint
θn

(7)

where fext
n and fext

θn represent the external force and moment of the particle at loading step n,
and fint

n and fint
θn represent the internal force and internal moment of the particle at loading

step n.

2.5. Nonlinearity
2.5.1. Geometric Nonlinearity

Based on Newton’s second law, VFIFE discretizes the structure into a finite number
of particles to describe the deformation and motion state of the structure. The state of the
structure is related to the velocity and acceleration direction of the particles under the force.
The motion state of the points in the path element can be clearly described, so it is not
necessary to correct the geometric nonlinearity of a structure with a large deformation and
a large displacement.

2.5.2. Material Nonlinearity

When the deformation is small, the material will recover its original state after the load
is removed, so this stage belongs to the elastic stage of the material. When the deformation
exceeds the range of elastic deformation, it will produce permanent deformation from
which the material cannot recover. However, the stress–strain relationship of the material
in the plastic stage is relatively complex, and the plasticity of the material in the numerical
simulation is a material nonlinear problem, which requires a separate method to describe.

In the existing VFIFE study, there is only the bilinear hardening model and the power
hardening model, which cannot accurately simulate the elastoplasticity of the materials. In
order to accurately describe the strain state of the element under different stress states, a
multilinear hardening model was used to discretize the material constitutive curve into
multiple points, and the points were connected into broken lines. The elastic-plastic matrix
under the state was updated according to the stress state of different load steps to accurately
predict the elastic-plastic stress–strain of the material.

The von Mises yield criterion was used to judge whether it was plastic or not, and
each integration layer is considered as a plane stress state while integrating according to
thickness. When the stress satisfies the following formula,

F = σ− σ2
s = 0 (8)

The material is considered to have reached the yield point, if F > 0, and the material
enters the plastic stage. Equation (8), σ is equivalent to von Mises stress, and σs is the
yield limit;

At time t, the strain increment ∆ε can be calculated according to the existing node
displacement. Assuming that the increment step is elastic, the stress increment can be
calculated according to the existing strain increment, and the elastic predicted stress at a
time t+∆t can be calculated by superimposing the stress at time t, as shown in Equation (9),

t+∆tσpr = tσ + De∆ε (9)

where t+∆tσpr represents elastic predictive stress at the time t + ∆t, tσ represents the stress
at time t, and De represents the elastic matrix;

The equivalent treatment of elastic predicted stress solved by the elastic prediction
method is introduced into the von Mises yield formula. If the result is greater than zero,
the node is in an elastic state and continues to be solved according to linear elasticity. If the
result is less than zero, it means that it has entered a plastic state. Here, the elastic factor m,
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which is the proportion of elasticity at the integration point, is introduced. The solution of
m is:

m = (−a1 +
√

a1
2 + 4a0a2)/2a2 (10)

where, for isotropic hardening materials, a0 is the von Mises yield function at time t.
Therefore, a1 and a2 are obtained by the following formula:

{
a1 = ST∆S
a2 = 1

2 ∆ST∆S
(11)

where S presents the tensor of deviation stress at time t and ∆S represents the increment of
deviation stress at time t, and the superscript T stands for matrix transpose.

It should be noted that the m value calculated here should be greater than zero and
less than one. If it is not in this interval, all the values are set as plastic, that is, m = 0;

The update of and material hardening modulus of the elastic-plastic matrix are closely
related, and the mathematic expression of the hardening modulus is:

Ep =
EEt

E− Et
(12)

where Et represents the tangent modulus, which is the slope of the tangent at the point cor-
responding to the constitutive curve of the material under this stress state. The multilinear
hardening model in this paper simplifies the constitutive curve of materials into multiple
broken lines, and the tangent modulus is taken as the slope of the corresponding interval
broken line on the simplified constitutive curve where the stress is at time t− ∆t. At the
same time, according to the flow rule of isotropic hardening, the hardening of materials can
only go outward along the circular tangent line of von Mises stress, not inward, and the
slope of the actual constitutive curve will be less than zero when it reaches tensile strength,
and therefore, in this paper, the tangent modulus of the part with a slope less than zero in
the constitutive curve is taken as 1000, which can not only ensure the continuous hardening
of the material but also keep a small error with the actual material.

After solving the hardening modulus, the elastic-plastic matrix can be updated. The
plastic matrix is calculated as follows:

Dp = E
B(1−v2)




(sx + vsy)
2 (sx + vsy)(sy + vsx) (1− v)(sx + vsy)τxy

(sx + vsy)(sy + vsx) (sy + vsx)
2 (1− v)(sy + vsx)τxy

(1− v)(sx + vsy)τxy (1− v)(sy + vsx)τxy (1− v)2
τxy

2


 (13)

where,

B = sx
2 + sy

2 + 2νsxsy + 2(1− ν)τxy
2 +

2(1− ν)Epσs

9G
(14)

In the formula, G is the shear modulus and sx and sy is the deviation stress.
After the plastic matrix is calculated, the elastic-plastic matrix can be calculated:

Dep = De −Dp (15)

First, calculate the plastic strain increment according to the strain increment

∆εp = (1−m)∆ε (16)

Finally, the plastic stress is calculated:

t+∆tσ = tσ + mt+∆tσpr + Dep∆εp (17)

Based on the VFIFE principles, the buckling program of the thin-shell structure is
compiled, and the model data, boundary conditions, and loads are input into the calculation
program. In each analysis step, the element displacement and internal force are calculated
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first, and then the equivalent stress and strain are calculated and introduced into the
subprogram of the multilinear hardening model. First, the elastic prediction is carried
out to determine whether the plastic stage has been entered, and if it has entered into the
plastic stage, plastic correction is required. Finally, the next analysis step is carried out. The
program flow of each elastic-plastic incremental step is shown in Figure 3.
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3. Model Verification and Parameter Setting
3.1. Multilinear Hardening Model Verification

To verify the feasibility of the multilinear hardening model, the axial tensile process of
cold-rolled steel was simulated by an analysis program, and the simulated stress–strain
curve was compared with the experimental stress–strain curve. The simulation material
selected was DC01 cold rolled steel, with an elastic modulus of E = 206 GPa, a yield strength
of σs = 158.7 MPa, and an established specimen model, as shown in Figure 4. The simulation
results were compared with the tensile test results [12]. To simulate the situation close to
the test, the bottom of the specimen was fixed, and the top of the specimen was restricted
except for the degree of freedom in the tensile direction. A forced upward displacement was
applied to the top of the specimen. The stress–strain curve drawn by taking the equivalent
stress–strain of the central node of the specimen was compared with the test results, as
shown in Figure 5.
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It can be seen from the above comparison results that the simulation results are in
good agreement with the experimental results, which proves that the multilinear hardening
model introduced in this paper can accurately predict the stress value of the material under
a given strain in the VFIFE.

3.2. Calculation Parameters

Based on the above description, the buckling behavior of a circular tube under local
axial compression is simulated by the VFIFE method. The axial compression of the structure
is derived by applying the forced displacement, that is, a fixed constraint is applied to
the bottom node of the tube, and a forced axial displacement is applied to the top node,
limiting the other degrees of freedom except the forced axial displacement. The time
step is ∆t = 1× 10−6s. The multilinear hardening model is adopted. The material of the
tube is DC01 cold-rolled steel, and the material parameters are set according to the test in
Section 3.1.

A triangular shell element is adopted for the circular tube model. As shown in Figure 6,
the element is discretized into three mass points distributed at the element nodes. Each
triangular element is an isosceles right triangle.
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Figure 6. Cylindrical shell model under VFIFE.

Based on the analysis of the buckling load of a thin-walled circular shell under a
2 × 90◦ local axial compression load under different mesh sizes, the appropriate mesh
is determined. The simulation calculation refers to the experimental setting of Jiao [12],
with triangular meshes with side lengths of 20 mm, 30 mm, 40 mm, and 50 mm were
analyzed respectively, loaded at 2 mm/s. The simulation and experimental errors obtained
are shown in Table 1.

Table 1. Buckling loads and errors were calculated from the mesh of different sizes.

Meshing Size/mm Buckling Load/kN Error/%

50 272.7 5.50
40 263.6 2.24
30 258.6 0.35
20 258.1 0.15

In the experiment, the first buckling load is 257.7 kN, as can be seen in Table 1, when
the mesh size is 30 mm, the calculation error becomes small and the margin of error
decreases slightly as the mesh size decreases, so the mesh size in this paper is 30 mm.

The forced displacement of the top node needs to be loaded at a certain speed, and
the loading speed will affect the calculation results. The axial force–displacement curves at
different speeds are analyzed, the optimal loading speed is selected by comparison., and
the loading angle is 2 × 90◦, with a triangular shell element, and the length of the right
angle side of the element is 30 mm, loaded the top displacement at the speeds of 30 mm/s,
10 mm/s, 2 mm/s, and 1 mm/s, respectively, and the calculated displacement axial force
curve is shown in Figure 7.
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In the experiment, the first buckling load is 257.7 kN, and the first buckling load
loaded at 30 mm/s is 265.6 kN, with an error of 3.07%, the first buckling load loaded at
10 mm/s is 263.6 kN, with an error of 2.28%, the first buckling load loaded at 2 mm/s is
258.6 kN, with an error of 0.34%, and the first buckling load loaded at 1 mm/s is 256.9 kN,
with an error of 0.31%. It can be seen from the analysis results that before the buckling of
the structure, each loading rate can be very close to the experimental results. However, due
to the influence of inertial force, a faster loading rate means a greater buckling load. When
the loading rate is reduced to 2 mm/s, the agreement between the first buckling load and
the experiment reaches a relatively ideal level, however, there is still a large gap between
the subsequent curve and the experiment. After loading at the rate of 1 mm/s, the result is
improved, so this paper adopted the rate of 1 mm/s for loading.

It should be pointed out that there are often many small gaps between the experimental
process and the expected design, such as the initial defects of the specimen and the uneven
control of the load. These conditions are in an ideal state in the numerical simulation, and
the small gap between the two will cause non-negligible errors in the buckling structure.
For the subsequent buckling behavior after the first buckling, it is very difficult to simulate
results that are very consistent with the experiment. However, if subsequent buckling
similar to the experiment can be simulated, it has a very important value for guiding the
structural design.

4. Results and Discussion

In this paper, based on the simulation program, buckling loads under different degrees
of local axial compression are calculated, and the buckling modes are predicted. Finally,
postbuckling is visualized by drawing a displacement contour of the tube at different stages
in the deformation process, and the development of buckling under local axial compression
load is explored.

4.1. First Buckling Load Buckling Modes

Simulations were performed for circular tubes with axial compression angles of
2 × 30◦, 2 × 60◦, 2 × 90◦, 2 × 120◦, 2 × 150◦, and 2 × 180◦ (overall axial compression), and
the calculated results were plotted as displacement–axial force curves to compare with the
experimental results, as shown in Figure 8.
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Table 2 shows the comparison between the first buckling load calculated by VFIFE
and the experiments in the literature. The error between the first buckling load predicted
by VFIFE and the experimental results is less than 1%.

Table 2. Comparison of results.

Axial Compression
Angle Experiment/kN VFIFE/kN Error/%

2 × 30◦ 138.9 137.9 0.72
2 × 60◦ 191.0 192.3 0.68
2 × 90◦ 257.7 256.9 0.31
2 × 120◦ 310.3 313.1 0.99
2 × 150◦ 409.1 406.3 0.68
2 × 180◦ 466.3 468.4 0.45

When the angle of local axial comparison is 2 × 30◦, 2 × 60◦, 2 × 90◦, and 2 × 120◦,
secondary buckling occurs in both the experimental and the simulation results, as seen in
the abrupt change of the displacement-axial force curve in Figure 9. VFIFE predicts four
buckling of the structure for a local axial comparison angle of 2 × 30◦, two buckling for
local axial comparison angles of 2 × 60◦, 2 × 90◦, and 2 × 120◦, and only one buckling for
axial comparison angles of 2 × 150◦ and 2 × 180◦. It is inferred that the smaller the local
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axial comparison angle, the more likely the structure is to buckle several times, so every
engineering project should try to avoid a local axial pressure load on the circular tube.
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(d–f) second buckling.

The prediction of modal and postbuckling behavior of thin-shell structure buckling
has far-reaching significance for practical engineering. The FEM prediction of postbuckling
buckling is done by first solving a linear equation system, then calculating different modal
orders according to different eigenvalues, and then adding different modalities to the
structure according to geometric defects, all in order to predict the postbuckling behavior
of the structure, which is a complicated process to solve. VFIFE with its dynamic solution
predicts the buckling behavior of thin-shell structures after buckling without additional
modal analysis operations and predicts the structural modalities at different stages of
buckling and accurately predicts the loads in this state.

Table 3 shows the comparison between the buckling modes calculated by VFIFE near
the first buckling of the circular tube under 2 × 90◦ and 2 × 120◦ local axial compression
loads, and 2× 180◦ overall axial compression load, and the experimental results [12]. In the
table, the buckling modes calculated by VFIFE are represented by a displacement contour,
in which the color bar from blue to red represents the change of the overall displacement
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from large to small, and the buckling deformation is generally larger, and it is easy to
distinguish the deformation direction, so deformation size is taken as an absolute value.

Table 3. Comparison of buckling mode. Pictures of the experiment are reproduced with the permis-
sion of [12], copyright@Thin-Walled Structures, 2021.

Angle Experiment VFIFE

2 × 90◦
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ling modes by the explicit dynamics method, though the process is cumbersome, and 
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Based on the buckling modes near the first buckling, it can be seen that the location
and deformation of the buckling deformation calculated by VFIFE are more similar to the
experiments, and the predictions of the buckling deformation of the thin-shell structure by
VFIFE are more appropriate to the actual situation.

4.2. Buckling Modes and Postbuckling

The calculation of the first buckling load is of great value for guiding the structural
design, however, it is still difficult to avoid buckling of the structure in actual engineering.
The prediction of the postbuckling behavior of the structure is also of high value for guiding
engineering. Most commercial software based on FEM can solve the structural buckling
load by solving linear equations with the eigenvalue method and solve the postbuckling
modes by the explicit dynamics method, though the process is cumbersome, and VFIFE
can do these calculations directly. According to previous studies, the validity and accuracy
of the VFIFE method proposed in this paper are verified in the buckling analysis of thin-
walled circular shells. Based on developed analytical procedures, this section investigates
the postbuckling behavior of thin-walled circular shells.

The postbuckling behavior under local axial compression load was analyzed, and the
postbuckling of 2 × 90◦ local axial compression and 2 × 120◦ local axial compression were
analyzed, respectively. The forced displacement of 8 mm downward was applied to the
end of the pipe through different local axial compression angles, and the postbuckling
behavior was studied according to the displacement contour after deformation, with the
color in the displacement contour the same as in Section 3, the blue to red representing the
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change of the total displacement from large to small, and the deformation size is taken as
an absolute value.

Figure 9 depicts the postbuckling of the circular tube under the local axial compression
load of 2 × 90◦. Figure 9a–e is the unified view angle, and in Figure 9f, the view angle is
adjusted to the side of the axial compression applied more conveniently. Figure 9a shows
the state of the structure when buckling is about to occur, under a local axial compression
load of 2 × 90◦, the figure shows that the locations where obvious folds appear were not
under compression, and the larger deformations occur in the regions outside the axial
compression locations where folds appear. Figure 9b,c are after the first buckling occurs,
as the second buckling of the structure appears and develops, and the third buckling
occurs in Figure 9d,e, where the depression deformation only becomes larger inward, no
new depressions appear, and there is no load position where the fold of the structure
gradually becomes larger. Similar to the overall axial compression, depressions still occur
in the structure from above and downwards, however, the depressions only occur near
the axial compression load. Figure 9f is the state of the structure after the 8 mm forced
displacement is applied, the depression finally closes and occurs at the location of the
axial compression load, and the rest is folded deformation. It can be predicted that if the
load continues to be applied to it, the depression deformation at the position where the
forced displacement is applied and the fold at the position where the load is not applied
will continue to increase, and eventually, all the deformation will coincide, and then new
deformation or even structural fracture may occur.

Figure 10 depicts the postbuckling of the circular tube under a local axial compression
load of 2 × 120◦. Figure 10a shows the state of the structure when buckling is about to
occur, and the location where a clear fold appears can be seen in the figure as being with-
out pressure, Figure 10b shows the depressed deformation of the structure after the first
buckling, Figure 10b–d show the second buckling of the structure, and the deformations
are developing and tend to merge, Figure 10e shows the third buckling of the structure,
however, the buckling deformation is smaller than the first two bucklings, and Figure 10f
shows the state of the structure after 8 mm forced displacement is applied, as the depres-
sions finally merge and occur at the locations of the axial compression load, while at the
locations without axial compression load, the structure has a large inward fold, and the
deformation of the structure is already very serious at this time. As can be seen from
the postbuckling of 2 × 90◦ local axial compression, the development of buckling is very
similar to the postbuckling of 2 × 90◦ local axial compression and folds appear in areas
where no axial compression is applied before buckling occurs. When the fold continues
to expand after buckling, depression deformation occurs at the location where the axial
compression is applied.
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Figure 10. Postbuckling of 2 × 120◦ local axial compression: (a) before buckling, (b) first buckling,
(c–f) second buckling.

Finally, the postbuckling behavior of overall axial compression is simulated as a
control, and the postbuckling of the circular tube is achieved by applying a forced axial
displacement of 8 mm downward from the end of the tube to the circular tube. Figure 11
is the displacement contour of the structure in the whole loading process after buckling,
Figure 11a shows that the first buckling occurs just at the beginning, the element extrusion
deformation first appears at the location where the depression is about to occur, Figure 11b
depicts the gradual formation of the depression at the extrusion location to the inside of the
tube, the deformation of the depression gradually expands and then the second buckling
appears at Figure 11c and the third buckling at Figure 11d. At this time, the depression
formed by the third buckling has covered the entire round tube. The deformation of the
depression in Figure 11e gradually increases and eventually merges into a larger depression
in Figure 11f, and as the buckling deformation continues to develop, contact between
elements will appear. At this time, boundary nonlinearity needs to be introduced. The
shell element adopted in this paper does not include boundary nonlinearity and fracture
determination, so subsequent developments are not within the scope of this paper.
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Figure 11. Postbuckling of the overall axial compression: (a) before buckling, (b) first buckling,
(c) second buckling, (d–f) third buckling.

The three examples of postbuckling above show that a circular tube subjected to axial
compression loading will deform in a top-down depression after buckling occurs. Com-
pared with the overall axial compression, the deformation of the local axial compression
circular tube is more irregular, the deformation of the region under load is mostly an inward
sag, the region without axial compression will fold, and the fold will gradually increase
with the axial displacement, resulting in the shape of the top of the circular tube becoming
irregular, and as the mechanical characteristics of such irregular shapes are difficult to
predict, such phenomenon should be avoided as much as possible in practical engineering.

5. Conclusions

Based on the vector form intrinsic finite element theory, this paper developed a
program for calculating and analyzing the buckling of the structure, considering the
multilinear hardening model, verified the multilinear hardening model according to the
experimental data, and then simulated the buckling of a thin-walled circular shell under a
local axial compression load. Compared with the experimental results, the postbuckling
behavior of the thin-walled circular shell was as predicted. The following conclusions can
be drawn:
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(1) The multilinear hardening model based on the von Mises yield criterion can divide
the elastic-plastic constitutive curve of materials into multiple broken lines and can
approach the elastic-plastic constitutive curve of some materials infinitely closely.
The stress–strain relationship of materials can be simulated accurately when the
model is applied to VFIFE. Compared with the ideal elastoplasticity, bilinear hard-
ening model, power hardening model, and Ramberg–Osgood model used in most
numerical simulations, the structural strain under a given stress can be simulated
more accurately.

(2) The VFIFE introduces the multilinear hardening model, which predicts the first
buckling load of the local axial compression tube with high accuracy, and the error
between the simulation and experiment in this paper is less than 1%. For the buckling
mode, after the first buckling occurs, the results of the VFIFE simulation are more
consistent with the experiment, which verifies the effectiveness and accuracy of VFIFE
in predicting structural buckling.

(3) For the prediction of the postbuckling of structures, VFIFE has great advantages.
Different from the complex settings of most commercial software based on FEM,
VFIFE can directly predict the postbuckling behavior of structures under the action
of force.

(4) When a circular tube is subjected to local axial compression loads, the smaller the
local axial compression angle, the smaller the buckling load will be. If the load is
in the form of overall axial compression, the depression deformation will appear
uniformly along the circular tube ring, while if the load is in the form of local axial
compression, the depression will occur at the location of the load, and the rest of the
location of the fold, so that the geometry of the force side of the circular tube becomes
irregular, affecting the mechanical properties of the structure. Such situations should
be avoided in engineering wherever possible.
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Abstract: During quenching heat treatment, the formation of high residual stress values and the
presence of distortion are phenomena which are difficult to control and accurately predict, their effects
being extremely important to the components or pieces of complex and robust geometry that are
commonly used in the industry. The latter is mainly due to the mixture of the high temperature levels
formed between the surface and the cores of the components and the martensitic transformation
during quenching. In this research, an experimental and simulated analysis of the process of the
quenching heat treatment of AISI 4340 steel, using geometrically complex components, was under-
taken with the objective of studying and understanding the effect of quenching process parameters
on distortion, stress generation, and mechanical properties. A model that applied the finite elements
method (FEM), in which entry data such as thermo-physical and mechanical properties were obtained
through experimental techniques that were reported in the literature, made it possible to simulate the
cooling process under different conditions, which helped to explain the origins of the distortion in the
quenched parts. The results show a close relationship between various quenching parameters such as
heat extraction speed, the immersion orientation in the liquid, and the component’s geometry. The
data obtained could contribute to accelerating the design process of the heat processing routes for
quenching components by taking into consideration both the classic process variables and, due to the
increased precision resulting from mathematical modeling, additional factors such as the geometry of
real applications.

Keywords: distortion; quenching; FEM; residual stresses

1. Introduction

The purpose of the quenching heat treatment is to modify the initial microstructure
of steel by means of cooling the heated parts through the austenitizing temperatures of
different liquid quenchants, such as brine, water, or oil. The high cooling rate achieved
during the quenching process suppresses diffusion-controlled phase transformations (fer-
rite, perlite, and bainite) and favors non-diffusional transformations such as martensite,
a desirable phase in quenched steel which is responsible for reaching optimum levels
of mechanical properties [1,2], followed by a complementary tempering heat treatment.
Quenching heat treatment on steel adequately meets the requirements that the modern
industry demands. This is mainly in the automotive and aerospace industries, where
the strict control of the specifications of mechanical properties and residual stresses are
required in order to reduce the possibility of failures and to increase the service life of
various components with differing complex geometries. For this reason, distortion control
plays a determining role in the dimensional precision of massive production parts when it
comes to reducing waste.

Metals 2022, 12, 759. https://doi.org/10.3390/met12050759 https://www.mdpi.com/journal/metals182



Metals 2022, 12, 759

Most of the rejection problems of hardened parts are related to the quenching process
and caused by poor heat treatment design; because of this, in the metal–mechanical industry,
optimal control of the quenching process becomes essential in reducing economic losses [3].
Quenching process design must consider the strict control of the involved process variables,
such as the cooling rate, the orientation of the component during immersion, the agitation
of the quenching media, the quenching bath temperature, and the component’s geometry,
all of which influence the dimensional accuracy of hardened parts [4]. The AISI 4340 alloy
is a widely used heat-treatable steel because of its high fatigue strength and toughness.
Therefore, this type of steel is widely used for the manufacturing of components with high
demands for mechanical properties; such components include gears, bolts, torsion bars,
and crankshafts, among others [5,6].

On an industrial level, the manufacturing of robust, long or geometrically complex
parts is traditionally sensitive to the distortion effects present in the manufacturing process.
Therefore, the control of distortion is a research topic widely studied by academics and
researchers. The development of distortion not only involves the effect of volumetric
expansion induced by the phase transformation (austenite–martensite) but also the complex
interaction between different variables such as the austenitizing temperature, immersion
velocity and direction, the temperature and agitation of the quenching media, and the
geometry of the treated components, among other factors, which results in a complex
phenomenon that is difficult to predict and control [7–10]. Due to the complex geometry
and the non-homogeneous temperature distribution, the uncontrolled variables of the
quenching process could cause the appearance of various undesirable phenomena such
as high residual stresses, variations in dimensional precision, cracking and fractures that
compromise the component’s integrity during its service life [11], and the many other types
of waste that can occur during the manufacturing process. Although a significant number
of studies have been conducted on this topic, and their results have helped to improve
processes in manufacturing industries, failures still occur in the quenching process when
the parts or components are heavy or have complex geometries, as is the case with gears,
molds, crankshafts, and springs, among many others [12].

In recent years, an important number of numerical tools, such as the finite element
method (FEM), have been developed and can be used for the analysis and understanding of
the behavior of materials under different processing conditions, and which currently allow
a first approach in the design of new heat treatments, the evaluation of residual stress, and
the understanding of distortion [13–18]. These investigations have focused on studying
variables such as chemical composition, the heat transfer coefficient (HTC), austenitic grain
size, component geometry, the temperature of the quenching bath, the agitation of the
liquid quenchants, and the immersion direction and immersion velocity. However, despite
numerous studies’ attempts to understand the relationship between such variables, there
are still questions related to their influence on the distortion phenomenon.

Currently, there is little information in the literature on the experimental validation of
distortion formation during the quenching of geometrically complex steel parts [19], and
these studies have focused on small parts with simple geometries that can be simplified to
model and measure the generated distortion [20–25]. Some of these studies that used FEM
to predict distortion did not perform experimental measurements [10,26,27].

In the present investigation, a study of the quenching process of AISI 4340 steel
samples of complex geometry and also uses an FEM model is presented in order to predict
the dimensional behavior, the evolution of internal stresses, and the mechanical properties
obtained during the quenching heat treatment, in which the magnitude of the distortion was
experimentally measured. The study focuses on the relationships between the immersion
speed, the direction of immersion into the quenching media, the mechanical properties, the
microstructure, the thermal history, and the final stress profile and distortion.
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2. Materials and Methods
2.1. Materials and Experimentral Procedure

The material used in this research was an AISI 4340 steel of medium carbon content, of
which its main alloyings were Cr and Ni. The chemical composition of the steel is presented
in Table 1. For the quenching tests, probes were fabricated with a geometry similar to the
one shown in Figure 1. There was a dimensional control of the specimens prior to and after
the heat treatment with an interior gauge, a Starrett 700MA with a precision of 0.01 mm,
for the purpose of quantifying the dimensional changes in the A, B, and C gaps of the
specimens that were caused by the distortion during quenching; see Figure 1.

Table 1. Chemical composition of AISI 4340 steel.

Element C Cr Mo Ni Mn Si S P Fe

% wt. 0.4 0.89 0.25 1.80 0.7 0.3 0.021 0.005 Balance
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2.2. Heat Treatment Process

For all the quenching tests, the samples used were instrumented with type K thermo-
couples attached to their surfaces and connected to a data acquisition card with 10 channels:
OMB-DAQ 54. The pieces were heated at a rate of 5 ◦C/min in a Thermolyne 3500 muffle-
type furnace (Thermo Scientific, Waltham, MA, USA) until reaching an austenitization
temperature of 860 ◦C; once reached, it was kept for 45 min to achieve a homogeneous
austenitic microstructure. The quenching was performed in two liquid quenching media,
oil and water. The commercial quenching oil Equiquench 770 of Equimsa brand was used
at a temperature of 60 ◦C, while the aqueous media was tap water at a temperature of
25 ◦C. In both cases, the quenching media were kept in constant agitation by the action of a
peripheral pump of 1

2 HP, and the immersion speed used was 40 mm/s, controlled through
a robotic arm with stepper motor controls; the conditions of the process are summarized in
Table 2. The direction of the immersions occurred in the direction “-z” in the case of the
quenching probes in a vertical mode and in the “x” direction for the quenching probes in a
horizontal mode; see Figure 1.
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Table 2. Quenching process conditions for AISI 4340 steel.

Sample Temp.
(◦C)

Soaking
Time

Quenching
Media

Immersion
Rate (mm/s) Orientation

V-OQ 860 45 Oil 40 Vertical
H-OQ 860 45 Oil 40 Horizontal
V-WQ 860 45 Water 40 Vertical
H-WQ 860 45 Water 40 Horizontal

2.3. Microstructural Analysis

The microstructure of the heat-treated samples was analyzed using an optical micro-
scope (Velab, Ecatepec, Mexico) with a prior standard metallographic preparation according
to the norm ASTM E3 [28], while the microstructure was revealed using a 2% Nital etchant
according to ASTM E407 [29].

2.4. Hardness Evaluation

The hardness of the treated specimens was measured with a TIME TH-500 model
hardness tester (Time Group Inc., Beijing, China) in Rockwell C scale along an axial cut in
the “z” axis.

3. Modeling of the Quenching Process

The simulation of the finite elements in the quenching process involved three main
aspects: the heat transfer coefficient, the phase transformations, and the residual stresses
plus the deformations that had to be properly taken into account [14,16,30,31].

The mathematical model presented in this research considered the relationships be-
tween the thermal phenomena, the microstructural changes, mechanical properties, and
the residual stresses generated both by thermal origin stress and those due to the phase
transformations. The research considered a component of complex geometry through FEM
simulation; therefore, thermal gradients existed at the same instant in time. This temper-
ature distribution in the component depends on factors such as the quenching severity,
thermal conductivity, heat capacity and latent heat.

Modeling the phase transformations was considered through the evolution of the
phase volume fraction during its solid-state transformation as a function of the cooling time
and temperature; because of this, diagrams for time–temperature–transformation (TTT)
were necessary in modeling. On the other hand, internal stresses produced in the material
were calculated by elasto-plastic analysis that assumed small deformations in the part.

3.1. Heat Transfer

The quenching heat treatment can be defined as a transient heat conduction problem
that involves all possible means of heat extraction (conduction, radiation, and convection).
However, the effect of thermal radiation was not considered in the simulation model used
because the treated piece was exposed to the environment for an extremely short time, and
the loss of heat by radiation was not considerable; therefore, only the heat conduction and
convection equations are described below, using the law of Fourier [32] in Equation (1):

q = −k∇T (1)

where q is the heat flux, k is the thermal conductivity, and ∇T is the temperature gradient
field inside the part. According to Fourier´s law, the heat conduction equation of the tran-
sient problem that contains the phase transformation can be defined using the conservation
of energy balance in the rectangular coordinate system presented in Equation (2):

∂
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where k is the thermal conductivity, T is the quenching part temperature, qv is the heat gen-
eration rate from the steel phase transformations, is the material density, Cp is the specific
heat capacity at a constant pressure, t is the time, and (x, y, z) are the rectangular coordinates.

To calculate the heat transmission by convection between the part’s surface and the
cooling media, the cooling equation of Newton is used, as described in Equation (3):

Q = hA∆T (3)

where Q is the heat flux density, h is the heat transfer coefficient, A is the surface area
of the part, and ∆T is the temperature difference between the part’s surface and the
quenching media.

3.2. Phase Transformation

Because phase transformations have a strong relationship with the thermal and me-
chanical behavior of the material, they should be considered when finite element simula-
tions are used. In the first place, the temperature ranges where the phase transformations
occur and which are limited by the critical temperatures must be defined. Commonly these
temperatures can be calculated using time–temperature–transformation (TTT) diagrams or
through analytical expressions.

TTT diagrams describe the relationship between the beginning and end of a transforma-
tion and indicate a transformed volume fraction during the isothermal process at different
temperatures. The isothermal kinetic equation, known as the Johnson–Mehl equation [33],
is a fundamental variable in the numerical simulation of thermal processes, although it
cannot be directly applied to calculate the volume fraction during non-isothermal processes.
Due to this restriction, the Avrami equation was proposed, which has been widely used in
these type of processes [34], Equation (4):

ξ = 1− exp(−btn) (4)

where ξ is the volume fraction of the new phase, t is the isothermal time duration, b is a
temperature, chemical composition of parent phase, and grain size dependent constant,
and n is a constant dependent on the type of phase transformation, varying from 1 to 4.

In the case of displacive transformation (martensite), there is a stage of nucleation and
growth; however, the growth rate is so high that the volume of transformation of the phase
is almost entirely controlled by nucleation, and as a result, its transformation kinetics are
not influenced by the cooling speed. Because of this, it cannot be explained by Avrami’s
equation. Therefore, the amount of martensite formed is calculated using the equation
established by Koistinen and Marburger [35], Equation (5):

ξ = 1− exp[−α(Ms − T)] (5)

where ξ is the martensite transformed volume fraction, T is the temperature, Ms is the
martensite transformations beginning temperature, and α is a constant that indicates the
transformation rate and depends on the chemical composition of steel. It is important to
mention that through the TTT and CCT diagrams it is possible to obtain the martensitic
transformation temperature at a critical cooling rate.

3.3. Mechanical Interactions

The formation of residual stresses during quenching can occur in different manners—
high temperature gradients, martensitic transformations, or the combination of both. In the
first, the differences in temperature between the surface and the core of the part cause the
surface to cool faster than the core, and therefore a volume contraction of the part begins
on the surface with the presence of tension from the residual stresses, while in the core, to
balance the entire part state of the residual stresses, there should be compression. In the
second case, when a martensitic transformation is involved, stresses appear immediately
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after the martensitic transformation occurs on the surface of the piece, causing compressive
residual stresses and tension-types in the core. The end of the residual stress behavior
finishes as soon as the martensitic transformation occurs in the core of the part; at this point,
the surface of the part is completely transformed and has reached room temperature [36].
Assuming that steel behaves like a thermo-elasto-plastic material, the total strain rate on
the steel during quenching can be expressed in terms of the five deformation sources in
Equation (6).

.
εij =

.
ε

e
ij +

.
ε

p
ij +

.
ε

th
ij +

.
ε

pt
ij +

.
ε

tr
ij (6)

where
.
ε

e
ij,

.
ε

p
ij,

.
ε

th
ij ,

.
ε

pt
ij ,

.
ε

tr
ij terms are the elastic, plastic, thermal, phase transformation, and

plasticity transformation strain rates, respectively. Equations (7)–(11) are used individually
in the simulation model to calculate the addition of deformations due to the different
physical origins considered in this study.

.
ε

e
ij =

1
E
[
(1 + υ)σij − δijυσij

]
(7)

.
ε

p
ij = dλ

∂ϕ

∂σij
(8)

where E, υ, σij, dλ, δij, and ϕ are the elastic modulus, Poisson´s ratio, Cauchy stress tensor,
the plastic multiplier, Kronecker delta, and the yield functional using temperature, respectively.

.
ε

th
ij = ∑p

κ=1 ζκ

∫ T

0
ακdT (9)

where ακ is the termal expansión coefficient of the phase κ, and ζκ is the volume fraction of
phase κ.

.
ε

pt
ij = ∑p

κ=1
1
3

δij∆κζκ (10)

where ∆κ is the structural dilation due to the phase transformation.

.
ε

tr
ij =

3
2

Kκ

.
ζk(1− ζκ)Sij (11)

where Kκ is a constant due to the transformation-induced plasticity (TRIP),
.
ζk is the trans-

formation rate of the phase κ, and Sij is the stress deviator tensor.
Once the previous sources of deformation have been established, the internal stresses

can be reconstructed using Hooke’s law for isotropic materials.
Hardness values can be calculated using a simple rule of mixtures, assuming a constant

hardness value for each phase.

H = f1(H1) + f2(H2) + · · · fn(Hn) (12)

where H is the weighted average of hardness in any element of the simulated geometry,
H(1−n) are typical values of hardness for each phase, and f(1−n) values are the calculated
volume fraction for each present phase.

3.4. Finite Element Simulation Conditions

The quenching process was simulated using the finite elements method (FEM). Table 3
summarizes the simulation parameters used. The compute domain of geometry is shown
in Figure 2, representing a tridimensional model with 165,000 tetrahedral elements and
36,500 nodes, which was chosen so the results did not depend on the refinement degree of
the mesh. The input data of the thermal and transformation properties of the material can
be appreciated in Figure 3; these thermophysical properties of the material were the ones
available in the literature for AISI 4340 steel. The model considered the thermal interactions,
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the formation of internal stress, the elasto-plastic deformation, and the microstructural
evolution.

Table 3. Simulation parameters.

Simulation Parameters Value (s)

Number of simulation steps 800
Number of elements 165,000

Number of nodes 36,500
Initial temperature of the nodes (◦C) 860

Environment temperature (◦C) 25
Quenching oil temperature (◦C) 55
Cooling water temperature (◦C) 25

Immersion rate (mm/s) 40
Immersion direction −Z and X

Iteration method Newton–Raphson
Heat transfer coefficient ƒ(T), shown in Figure 3e,f
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Figure 3. Thermophysical properties for AISI 4340 steel used in FEM simulation: (a) TTT diagram [37];
(b) thermal expansion [38]; (c) Young´s modulus and Poisson’s ratio [38]; (d) thermal conductiv-
ity [38]; (e) HTC (oil) adapted with permission from [39] 2022, Elsevier; and (f) HTC (water) [40].

4. Results and Discussion
4.1. Thermal Analysis

In Figure 4, the experimental results of the temperature evolution during the cooling
on the surface of the quenched parts from 860 ◦C until reaching the quenching media
temperature are shown; oil and water with temperatures of 55◦ and 25◦, respectively, in the
two directions of immersion, vertical and horizontal.
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At the beginning of the cooling for all the studied cases, it was observed that there
was a downfall in the cooling curve temperature of 860 ◦C until 770 ◦C, and this downfall
was related to the stage of convection cooling followed by a severe cooling caused by the
immersion into the used liquid. Just as expected, the water-quenched samples showed an
extremely rapid decrease in temperature, quickly reaching the martensitic transformation,
as shown in Figure 4b, while the time required for the samples to reach thermal equilibrium
with the quenching media was 70 s in the case of the quenching in oil, with the time
extending asymptotically until 400 s, as shown in Figure 4a. Additionally, it could be
observed that the relative cooling times of the oil immersion mode were reduced when
the specimen was submerged in a vertical position (V-OQ), which is explained by the
austenite–martensite transformation beginning before expected and by the transformation
being completed in a shorter span of time for all the specimens. However, for the horizontal
immersion (H-OQ), this timing was delayed for an approximated period of 30 s to begin
the martensite transformation (see Figure 4a). Figure 5 shows the thermal history and
the maximum cooling rates reached in each stage until the completion of cooling for
all the studied conditions. Figure 5a,b represents the oil immersion conditions of the
tested specimens, the maximum cooling rates of 55◦ and 45 ◦C/s for the vertical direction
immersion (V-OQ) and horizontal (H-OQ), respectively. On the other hand, the maximum
cooling rate was observed in the vertical immersion position, with water as the cooling
medium. The maximum cooling rates were 150 and 250 ◦C/s for the vertical direction
immersions (V-WQ) and horizontal (H-WQ), respectively; see Figure 5c,d. Cooling rates in
that order of magnitude typically cause problems such as cracking or fracture of the samples
because of the high temperature gradient formed at different points in the component.
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Figure 5. Maximum cooling rates in quenched AISI 4340 steel samples: (a) V-OQ; (b) H-OQ; (c) V-
WQ; and (d) H-WQ. 

During the cooling of the quenched samples, it was desirable that the temperature 
changes along the samples occured in a uniform way between the surface and the core in 
order to avoid the formation of high thermal gradients, which can be the origin of high 
stress of thermal origin. Even though the formation of residual stresses depends on a 
complex interaction among the diverse thermal–physical–mechanical phenomena, for the 
specific case of the quenching treatment, the homogeneous distribution of temperature 
along the component is a critical condition. Because of this, it becomes an issue of great 
interest to evaluate the temperature gradient intensity formed between the surface and 
core zones during the cooling, which can partially inform the stress profiles found through 
the mathematical model at the end of the heat treatment and in the presence of the diverse  
unwanted phenomena of excessive distortion and the occurrence of fractures. These 
thermal gradients were evaluated in six positions (surface and core) during the whole 
cooling stage for all the simulated cases, and the results are presented in Figure 6. The 
results show that the highest thermal gradients were present when water was used as the 
quenching medium; see Figure 6c,d. Values of ∆T ≈ 650 °C were found between the surface 
and the core of the piece, showing non-homogeneous temperature profile behavior due 
to the fast heat extraction in its surface and a heat extraction slower in the core, increasing 
the possibility of the presence of cracks and subsequent fractures. Figure 6a,b shows the 
thermal gradients in the samples quenched in oil as the quenching medium. It can be 
observed that the lowest thermal gradients, ∆T ≈ 350 °C, are found on the points (P3 vs. 
P6) which corresponded to the thinnest zone of the piece, while in the other studied 
points, the maximum values of ∆T were ≈ 440 °C, increasing the probability of a major 
concentration of thermal origin stresses and the presence of distortions that compromised 

Figure 5. Maximum cooling rates in quenched AISI 4340 steel samples: (a) V-OQ; (b) H-OQ; (c) V-WQ;
and (d) H-WQ.
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During the cooling of the quenched samples, it was desirable that the temperature
changes along the samples occured in a uniform way between the surface and the core in
order to avoid the formation of high thermal gradients, which can be the origin of high
stress of thermal origin. Even though the formation of residual stresses depends on a
complex interaction among the diverse thermal–physical–mechanical phenomena, for the
specific case of the quenching treatment, the homogeneous distribution of temperature
along the component is a critical condition. Because of this, it becomes an issue of great
interest to evaluate the temperature gradient intensity formed between the surface and
core zones during the cooling, which can partially inform the stress profiles found through
the mathematical model at the end of the heat treatment and in the presence of the diverse
unwanted phenomena of excessive distortion and the occurrence of fractures. These
thermal gradients were evaluated in six positions (surface and core) during the whole
cooling stage for all the simulated cases, and the results are presented in Figure 6. The
results show that the highest thermal gradients were present when water was used as the
quenching medium; see Figure 6c,d. Values of ∆T ≈ 650 ◦C were found between the surface
and the core of the piece, showing non-homogeneous temperature profile behavior due to
the fast heat extraction in its surface and a heat extraction slower in the core, increasing
the possibility of the presence of cracks and subsequent fractures. Figure 6a,b shows the
thermal gradients in the samples quenched in oil as the quenching medium. It can be
observed that the lowest thermal gradients, ∆T ≈ 350 ◦C, are found on the points (P3
vs. P6) which corresponded to the thinnest zone of the piece, while in the other studied
points, the maximum values of ∆T were ≈ 440 ◦C, increasing the probability of a major
concentration of thermal origin stresses and the presence of distortions that compromised
the dimensional precision of the pieces and caused the generation of cracks and fractures
in real quenched components.
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Figure 6. Temperature gradient (∆T) between surface and core points during cooling of AISI 4340: 
(a) VOQ; (b) H-OQ; (c) V-WQ; and (d)H-WQ. 

The cooling profiles obtained experimentally were compared with the simulation 
results and are presented in Figure 7. It is evident that the model could predict the 
necessary time for the piece to reach the thermal balance with the quenching media; 
however, the model needs to be perfected to obtain the same cooling rates in the inferior 
parts of the cooling curves corresponding to the convection cooling stage. In a general 
way, the implemented model overestimated the cooling rates in the oil cases and 
underestimated the cooling rates in the water quenched case estimations.  
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Figure 6. Temperature gradient (∆T) between surface and core points during cooling of AISI 4340:
(a) VOQ; (b) H-OQ; (c) V-WQ; and (d)H-WQ.

191



Metals 2022, 12, 759

The cooling profiles obtained experimentally were compared with the simulation
results and are presented in Figure 7. It is evident that the model could predict the
necessary time for the piece to reach the thermal balance with the quenching media;
however, the model needs to be perfected to obtain the same cooling rates in the inferior
parts of the cooling curves corresponding to the convection cooling stage. In a general way,
the implemented model overestimated the cooling rates in the oil cases and underestimated
the cooling rates in the water quenched case estimations.
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Figure 7. Comparison between simulated cooling curves and those measured with thermocouples 
in different quenching media and immersion modes: (a) V-OQ; (b) H-OQ; (c) V-WQ; and (d) H-WQ. 
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was expected according to the steel chemistry and the used quenching conditions. 

After the microstructural characterization, a simulation analysis through FEM 
modeling was made to compare the results of the austenite–martensite transformation 
during the cooling stage. According to the results shown in the histograms in Figure 9a,b, 
which represents the martensite distribution in all the 36,500 nodes of the model, 93% 
transformed martensite was obtained for the quenching condition in oil; these results are 
similar for the vertical immersion condition (V-OQ) and horizontal condition (H-OQ). 
Moreover, with the quenching treatment using water as the quenching medium, the 
martensite transformation reached 97% in both vertical immersion (V-WQ) and horizontal 
immersion modes (H-WQ). In addition to the histograms in Figure 9, for the distribution 
of martensite in the pieces studied at the end of the modeled cooling for the different 
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in the amount of final martensite transformation for both immersion cases, the most 
homogeneous distribution was found in the vertical immersion cases without 
consideration of the quenching media, indicating a more uniform cooling under this 
condition when compared to the cooling in a horizontal position that generates less 
symmetrical martensite distributions.  
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4.2. Microstructure and Hardness

Figure 8 shows images through optical microscopy of the obtained microstructure
from the quenched AISI 4340 steel in oil and water and two immersion directions. In all
studied cases, an almost complete martensite transformation could be observed, which
was expected according to the steel chemistry and the used quenching conditions.

After the microstructural characterization, a simulation analysis through FEM model-
ing was made to compare the results of the austenite–martensite transformation during
the cooling stage. According to the results shown in the histograms in Figure 9a,b, which
represents the martensite distribution in all the 36,500 nodes of the model, 93% transformed
martensite was obtained for the quenching condition in oil; these results are similar for the
vertical immersion condition (V-OQ) and horizontal condition (H-OQ). Moreover, with the
quenching treatment using water as the quenching medium, the martensite transformation
reached 97% in both vertical immersion (V-WQ) and horizontal immersion modes (H-WQ).
In addition to the histograms in Figure 9, for the distribution of martensite in the pieces
studied at the end of the modeled cooling for the different studied conditions of immersion,
see Figure 10. It can be seen that despite the similarities in the amount of final martensite
transformation for both immersion cases, the most homogeneous distribution was found in
the vertical immersion cases without consideration of the quenching media, indicating a
more uniform cooling under this condition when compared to the cooling in a horizontal
position that generates less symmetrical martensite distributions.
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The difference between the results lies mainly in the quenching media; when water
was used, the quenching severity was more aggressive and a major cooling rate was
obtained, promoting the austenite–martensite phase transformation to occur early in most
nodes in the simulation model. By contrast, for the oil quenched cases, the cooling rate was
minor, and the martensite complete transformation was affected by variables such as the oil
temperature, agitation of the liquid, and the rate and the immersion direction of the pieces.

The hardness of the quenched pieces was measured in a longitudinal section along
the axis “z” in the coordinate system. Figure 11 shows the average hardness in three zones
in the studied samples of AISI 4340 steel under different immersion modes in oil and
water. The water-cooled pieces showed more hardness in both immersion modes in the
three analyzed zones, and the hardness levels obtained were 57.3–59.1 HRC. By contrast,
for the oil cooling and the vertical immersion conditions, a major hardness was obtained
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with hardness magnitudes between 51.9 and 54 HRC. On the other hand, the quenching
condition in oil and horizontal immersion showed the lowest hardness magnitude for
the experiments performed. The hardness results gobtained through FEM showed a
more uniform distribution compared with the experimental results for all the types of
immersion and quenching media, and the latter can be observed in Figure 12, which shows
the hardness distribution of the 36,500 nodes that formed the mesh through histograms.
These hardness fluctuations could be explained by the variations in the transformation
kinetics used in the model in addition to the HTC used, which could be optimized using
the experimental data collected in this research for future works.
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4.3. Distortion

Figure 13 shows the distortion generated the studied samples after the quenching
treatment measured in a quantitative way in three zones identified as: A, B, and C, which
correspond to the nominal 25 mm gaps prior to the heat treatment (see Figure 1).
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Figure 13. (a) Measured distortion after quench and (b) measured gaps in geometry.

It can be seen that the major distortion was presented in the water-quenched samples
in the direction of horizontal immersion (H-WQ), and the magnitude of the measured
distortion was ≈ 0.48 mm, while the minor distortion was found for the case of the oil-
quenchied samples and when the piece enters the quenching media in a vertical direction
(V-OQ), with a magnitude of just |0.005| mm. In both cases, these values occurred in the
thinnest region of the piece, identified as zone C. Furthermore, it was observed that for the
quench in water and in the direction of the vertical immersion (V-WQ), a distortion was
obtained in the range of 0.23–0.31 mm for the gaps B and C, while for A it corresponded
to the thickest region of the piece and presented the lowest distortion levels, regardless
the cooling media used. In a general way, the tendency to increase the magnitude of the
distortion was presented when using the direction of horizontal immersion and using
water as the quenching medium, while when using oil, which is the less severe quenching
medium, and a vertical direction immersion, the decrease of the distortion effect is favored.

In contrast, the distortion values obtained in the simulation presented in Figure 14 are
in good agreement with the experimental results in the V-OQ and H-OQ specimens. Less
consistent values are found with specimen V-WQ due to the difference found in the gap “A”
that shows an inverted distortion with respect to the corresponding experimental result.
Finally, the H-WQ specimen was the one with the worst concordance with the experimental
results. This difference between results shows the difficulty in modeling processes with
many variables, and in this case, even the slightest deviation during immersion in the
quenching medium creates an inadequate value for the heat transfer coefficient due to the
different convection conditions generating such resultant discrepancies.

The austenite to martensite phase transformation is accompanied by a volumetric
expansion and promotes the formation of internal stresses, and similarly, the thermal
gradients during the cooling process produce the correspondent thermal origin stresses.
In such a way, the dimensional change in the geometry of the studied pieces was related
to the combined effect of these phenomena. Both are difficult to avoid; however, these
are possible to predict and control through the design of a quenching system that allows
the manipulation of each one of the critical variables along with numeric techniques, such
as FEM models, which make the design of heat treatments as efficient and controllable
as possible.
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4.4. Simulated Residual Stresses and Precense of Cracks

The accumulation of internal stresses of thermal origins due to the high temperature
gradients is added to the stresses generated by the volumetric expansion during the
martensitic transformation, generating not only a decrease in the dimensional precision due
to distortion but also, if these stresses overcome the yield stress, cracks or fractures in the
material may occur. That is the reason why it becomes important to study the evolution of
these stresses to know their magnitude and distribution related to cooling time. Figure 15
shows the stress distribution in the pieces at the end of the simulation, pointing out the
residual stress concentrators obtained in each case studied.

Figure 15 shows the stress concentration along the geometry of the piece for all the
studied cases. It can be appreciated that the vertical quenching modes produced more
minor stress values than the corresponding horizontal quenching cases. Showing the mode
V-OQ, Figure 15a shows minor stresses at the end of the quenching. The mode H-WQ, in
Figure 15d, is the sample that reached stress values on the order of 530 MPa. This last value
was far from overcoming the elastic limit of AISI 4340 steel; however, analyzing the stress
history along the cooling time, peak values can be found very close to the yield limit of the
material, at least in the water-quenched simulated samples.

In Figure 16 are shown the maximum values of residual stresses related to the sim-
ulation time in different zones of the studied pieces in both directions of immersion for
water-quenched samples. Figure 16a represents the vertical immersion condition when
the maximum effective stresses were reached at 10 s after beginning the quenching pro-
cess, while, for the horizontal direction, the average time after the immersion started was
7 s; see Figure 16c. This difference in times is caused by the fact that in the horizontal
immersion mode, the time for the total immersion of the sample is less than that for the the
horizontal way, exposing a greater heat transfer area that accelerates the cooling process
of the entire piece in relation to the vertical immersion, and reaching major cooling rates;
see Figure 16c,d. In Figure 16a,b (V-WQ), it can be observed that there are a few critical
zones that can compromise the integrity of the entire piece, and the magnitudes of the
stresses in these zones are found between 800 and 1100 MPa; in contrast, observe zone P4,
where even though it underwent a quick cooling process, it was not exposed to a sustained
thermal gradient such as that in zones P1–P3, which developed high values for stress. On
the contrary, the horizontal mode immersion in Figure 16c,d, shows a major number of
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zones with elevated stress values along the whole piece due to the immersion condition.
The magnitudes of such stresses are in the range of 750–1100 MPa and are found in all the
geometrical concentrators (sharp edges corners), unlike the vertical immersion case.
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Most of the steels are susceptible to fragilization when they are exposed to severe
temperature changes, such as those in the quenching process. In this research, the formation
of cracks in the water-quenched samples was detected for both modes of immersion, and
this effect was not observed in the oil-quenched samples. In Figure 17 are shown some
images of fractures found in a full section cut along the “z” axis during the metallographic
preparation of the pieces; in both cases, they were of the intergranular type, finding their
origins in the surface with a propagation direction towards the core of the samples.

The appearance and location of the cracks could be explained from the previously
exposed results in which the evolution of the residual stresses are related to the occurrence
time, therefore reaching values close to the yield limit of AISI 4340 steel in the quenched
condition, as reported by Li [41]. It is possible that the real stresses in the pieces are bigger
than the calculated values by the FEM model; however, such simulated stresses predict the
zones of the piece where the material is prone to fail and correspond to the zones of high
thermal gradients and geometric concentrators. Because of this, the accuracy of the model
is able to be improved in future works, including the experimental measurement data of
residual stresses, the mechanical properties, and heat transference coefficient optimization.
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Figure 16. Stress evolution during quenching: (a) internal stress vs quenching time in V-WQ sample;
(b) stress profile at 10 s after quenching starts in V-WQ sample; (c) internal stress vs. quenching time
in H-WQ sample; (d) stress profile at 7 s after quenching starts in H-WQ sample.
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5. Conclusions

Quenching heat treatment was characterized under controlled conditions relying on
an FEM model which is able to reproduce the thermal history, phase transformations,
hardness, and the formation of residual stresses during the simulated quenching process
of a geometrically complex piece of AISI 4340 steel. The direction of immersion and the
cooling media used were the studied variables. Considering the obtained results, it can
be concluded:

• The highest magnitude of thermal gradients was present when using water as the
cooling medium and the direction of horizontal immersion, increasing the presence of
high values of stress with thermal origin and decreasing the dimensional precision
and its mechanical properties;

• There are favorable conditions during the quenching process to reduce those phenom-
ena that affect the quality of the quenched pieces. The condition of vertical immersion
and the employment of oil at 60 ◦C presented a lower magnitude of effective stresses ac-
cording to the FEM model used, as well as more minor distortion and higher hardness
values when compared with the horizontal immersion in both quenching media;

• The present research allowed us to analyze the distortion behavior in a geometrically
non-conventional piece under two different quenching media using FEM modeling,
becoming a potent tool in the design of heat treatments for real engineering elements
with complex geometries;

• Once certain variables have been defined, such as the immersion direction and the
quenching media, in which a low level of residual stresses and distortion can obtained,
it is advisable to continue researching other critical conditions in the process that
contribute to reducing and predicting the distortion and cracking in quenched steels.
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Abstract: This work performs an investigation into the optimal position of two longitudinal stiffeners
with different cross-section shapes such as open section (L-shaped and T-shaped) and closed section
(rectangular and triangular shapes) shapes of stiffened plate girders under bending loading through
an optimization procedure using a gradient-based interior point (IP) optimization algorithm. The stiff-
ener optimum locations are found by maximizing the bend-buckling coefficient, kb, generated from
eigenvalue buckling analyses in Abaqus. The optimization procedure efficiently combines the finite
element method and the IP optimization algorithm and is implemented using the Abaqus2Matlab
toolbox which allows for the transfer of data between Matlab and Abaqus and vice versa. It is
found that the proposed methodology can lead to the optimum design of the steel plate girder for
all stiffener cross-section types with an acceptable accuracy and a reduced computational effort.
Based on the optimization results, the optimum positions of two longitudinal stiffeners with various
cross-section shapes are presented for the first time. It is reported that the optimum locations of two
longitudinal stiffeners with open cross-section shapes (T- and L-shaped) are similar to that of flat
cross-section, while the optimum positions of two longitudinal stiffeners with closed cross-section
types (rectangular and triangular sections) are slightly different. One of the main findings of this
study is that the bend-buckling coefficient of the stiffened girder having stiffeners with triangular
cross-section shape is highest while that with flat cross-section shape is lowest among all considered
stiffener types and this latter case has minimum requirement regarding the web thickness.

Keywords: Abaqus2Matlab; longitudinal stiffeners; optimization procedure; steel plate girders; web
bend-buckling

1. Introduction

Longitudinal stiffeners have been extensively used to improve the buckling strength of
steel plates or steel plate girders subject to different loading conditions such as compression,
patch loading, combined bending and shear, pure bending, etc. As a result of the significant
increase in strength that stiffeners offer when placed at steel plates or steel plate girders,
research related to members of this type has been widely conducted. Regarding steel
plates reinforced by one or more longitudinal stiffeners under compression, Haffar et al. [1]
proposed two new mathematical models for buckling resistance prediction of a steel plate
with a closed longitudinal stiffener. Both proposed methods gave similar results, lead-
ing to load resistance values of satisfactory precision. Kovesdi et al. [2] investigated the
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buckling resistance of longitudinally stiffened plates subjected to compression using the
shell finite element (FE) method. The author suggested an alternative design procedure to
improve the economy of the practical design. Regarding plate girders under patch loading,
Loaiza et al. [3] investigated buckling and post buckling behavior of longitudinally stiff-
ened I-girders using an FE simulation. Various hypotheses regarding the effect of vertical
and out-of-plane displacements of the web panel on the determination of the critical buck-
ling load of the stiffened plate girder were taken into consideration. The analysis results
showed that a full restriction of the vertical and out-of-plane displacements at the stiffener
location led to improved patch load resistance at the ultimate load level. Demari et al. [4]
performed a numerical study of slender I-girders strengthened with one longitudinal stiff-
ener under patch loading. They reported that the optimum stiffener location for patch
loading resistance is closer to the loaded flange when compared to girders under pure
bending. Recently, based on an experimental database, Truong et al. [5] proposed an effi-
cient machine learning method, namely the XGBoost algorithm, for predicting the patch
load resistance of longitudinally stiffened plate girders. The efficiency and accuracy of the
proposed method were demonstrated by comparing its performance with other machine
learning methods as well as design equations from the existing standards. Regarding
stiffened girders under combined bending and shear, by analyzing various FE models,
Truong et al. [6] investigated the influence of multiple longitudinal stiffeners on the ultimate
strength of plate girders. It was reported in this research that the variation in the ultimate
strength of the girder was almost constant against the various dimensionless geometric
parameters. Chen and Yuan [7] conducted a comprehensive experimental and numerical
investigation into the local buckling behavior of longitudinally stiffened stainless steel
plate girders subjected to combined bending and shear loading. It was observed that the
existing M–V interaction curves recommended in EN 1993-1-4 for determining the bending
and shear endpoints provide safe-sided estimations with a good level of consistency and
accuracy for such structures.

Regarding the case of stiffened girders subjected to pure bending loads, in recent
decades, longitudinal stiffeners have been widely utilized in girder webs to enhance the
bending strength of the stiffened girder with slender sections. It has been reported that
longitudinal stiffeners with various cross-section types, consisting of open cross-sections
(flat, T, and L sections) and closed sections (rectangular, triangular, and trapezoidal sections)
have been used for this purpose. Research related to the bending response of plate girders
strengthened by longitudinal stiffeners has been extensively conducted all over the world,
especially for flat stiffeners. Regarding the optimization problem of a single longitudinal
stiffener with a flat cross-section, many researchers have proposed that the optimum
position of a single longitudinal stiffener is placed at 0.2D from the girder compression
flange (D is the depth of girder web), assuming the longitudinal edges of the girder web are
simply supported [8–11]. Recently, through the finite element method, several researchers
have found that the optimum location of a single stiffener for the stiffened girder under
bending loading is at about 0.42Dc from the compression flange (Dc is the depth of girder
web in compression), regardless of any asymmetric cross-section [12–15]. By investigating
the elastic bend-buckling response of symmetric and asymmetric I-section girders with a
single longitudinal stiffener using FE modeling, Cho and Shin [16] suggested the optimum
stiffener position to be 0.425Dc from the compression flange. These optimal values are
slightly different with those mentioned in AASHTO LRFD [17], in which the optimum
stiffener position is at 0.4Dc. On the other hand, research related to the optimization
problems of multiple longitudinal stiffeners are still limited in the literature. Based on
theoretical solutions, Rockey and Cook [18,19] proposed an optimum placement of multiple
longitudinal stiffeners with flat cross-section plate girders. It was reported in these studies
that the boundary conditions of longitudinal edges of the girder web were presumed
to be either simply supported or clamped, whilst its vertical edges were assumed to be
simply supported. By using numerical simulations, Kim et al. [20] proposed the optimum
placement of two stiffeners with a flat cross-section girder under bending. An empirical
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formula to calculate the buckling coefficient of the stiffened girder under bending was
recommended as well. Kim et al. [15] conducted a comprehensive work related to the
optimum location of a single and two longitudinal stiffener(s) of a stiffened girder subjected
to pure bending. Finally, the optimum stiffener locations and the minimum flexural rigidity
for both the single and two stiffener(s) were suggested and presented a good comparison
with the previous works. All the research mentioned above adequately provided the
optimum position of a stiffener with a flat shape.

Furthermore, research related to the optimal stiffener position considering various stiff-
ener cross-section types is still limited. Through finite element analysis, Maiorana et al. [21]
investigated the buckling behavior of stiffened plate subjected to bending loading. Based
on analysis results, the authors suggested the optimum position for all considered cross-
section types of the stiffeners (flat, T, L, rectangular, triangular, and trapezoidal sections)
to be at 0.2D. However, the presence of flanges of the girder affecting the bend-buckling
response and optimal stiffener placement was not taken into consideration. Recently,
George et al. [22] suggested the optimal location of a single stiffener with open and closed
cross-section types for stiffened girders subjected to bending loading. The presence of girder
flanges was taken into consideration. However, the optimum location of two longitudinal
stiffeners with various cross-section shapes has not been considered elsewhere.

Although the issue of the optimum stiffener position on steel plate girders has been
addressed as mentioned in the previous paragraphs, consideration of multiple stiffeners
has been limited only to flat stiffener shapes, whereas the studies that have investigated
the effect of the stiffener shape on the buckling response of the girder have not taken into
account the case of two or more stiffeners. This work tries to bridge this research gap,
i.e., explore the case of multiple stiffeners with various cross-section shapes and their effect
on the buckling load capacity and design efficiency of the steel plate girder. In this study,
the optimal positions of two longitudinal stiffeners with open and closed section types
along the web height of the stiffened girder subjected to bending loading are investigated
by maximizing the critical buckling load of the latter. We develop various optimum
designs depending on the cross-section type. The efficiency of the latter among the various
aforementioned optimum designs is explored in terms of the maximum buckling coefficient
and the minimum web thickness of the stiffened girder. The gradient-based interior point
(IP) optimization algorithm, coupled with an appropriate FE model, is used for calculating
the aforementioned optimum designs. The proposed numerical procedure proves to have
low requirements in terms of implementation and computational effort, given that the
Abaqus2Matlab [23] toolbox which automatically combines Abaqus [24] and Matlab [25]
in a loop is employed. Based on the analysis results, the optimum stiffener locations and
minimum web thickness for various stiffener types are suggested.

2. Existing Design Standards
2.1. AASHTO LRFD Standards

The AASHTO LRFD standards [17] for optimum stiffener position and the bend-
buckling coefficient of a stiffened girder web were based on the research reported by
Frank and Helwig [26], in which the boundary conditions of the longitudinal edges of the
girder web were assumed to be simply supported at flanges, and its vertical edges were
presumed to be simply supported by vertical stiffeners as well. The critical buckling load
recommended by the AASHTO LRFD standards is presented in the following equation:

Fcrw =
0.9kE
(

D
tw

)2 (1)

where k is the bend-buckling coefficient, E represents the steel elastic modulus, D is the
web depth, and tw is the web thickness.
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In the AASHTO LRFD standards, the bend-buckling coefficient was recommended
as follows:

k =





11.64
( Dc−ds

D )
i f ds

Dc
< 0.4

5.17

( ds
D )

2 i f ds
Dc
≥ 0.4

(2)

where Dc and ds are the web depth in compression in the elastic range and the distance
of the stiffener from the compression flange, respectively. The optimum position of a
single flat stiffener is at 0.4Dc from the compression flange, regardless of the asymmetry of
the girder section. It is noted that in the AASHTO LRFD standards, Equation (2) can be
conservatively utilized for girder webs with multiple longitudinal stiffeners. No specific
equations were provided for girder webs with two or more stiffeners.

2.2. Eurocode 3 Standard

In the Eurocode 3 standard [27], the bending strength of the stiffened girder can be
calculated by taking into consideration the combination of the effective widths of the
stiffened girder web and the compression flange. In this standard, the buckling coefficients
are also determined based on similar assumptions as the AASHTO LRFD standards. The
bend-buckling coefficients were defined as a function of ψ = σ/σc, in which σ is the
maximum stress at other web edges and σc represents the maximum compressive stress.
The bend-buckling coefficient is given as follows:

k =





8.2
(1.05+ψ)

f or 0 < ψ < 1
7.81− 6.29ψ + 9.78ψ2 f or −1 < ψ < 1

5.98(1− ψ)2 f or −3 < ψ < −1
(3)

The optimum position of a single stiffener is consistent with that recommended by
the AASHTO LRFD standards (at 0.4Dc from the compression flange). However, the
design philosophy for bend-buckling resistance mentioned in the Eurocode 3 standard is
intrinsically different from that considered in the AASHTO LRFD standards.

3. Methodology
3.1. Elastic Buckling Analysis

In this work, a linear elastic buckling analysis is implemented for the evaluation of the
critical load, Fcr, of the longitudinally stiffened plate girders with open (T and L sections)
and closed (rectangular and triangular sections) cross-sections of the stiffeners subject to
bending. The lowest positive value of λ, which is the buckling eigenvalue, called λcr, can
be obtained by solving Equation (1) as follows:

(K + λKG)u = 0 (4)

where K presents the model stiffness matrix, KG is the geometric stiffness matrix, λ stands
for the multiplier of the reference load pattern F, and u is the buckling mode shape.

The buckling load is computed by Equation (5) as follows:

Fcr = λcrF (5)

On the other hand, based on the classical buckling theory of plates under pure com-
pression, the critical buckling load of a plate girder under bending loading can be computed
as follows:

Fcr = kb
π2Et3

w
12(1− ν2)D

(6)

where E represents the elastic modulus, tw stands for the thickness of girder web, ν repre-
sents the Poisson’s ratio, and D is the depth of girder web.

Based on Equations (5) and (6), the buckling coefficient, kb, can be determined.
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3.2. Problem Statement for Optimization of Longitudinally Stiffened Plate Girders

It is known that the optimum stiffener location can be obtained when the critical
buckling load of a stiffened plate girder is maximized. Hence, the optimal stiffener position
is determined by maximizing the bend-buckling coefficient, kb. The optimization problem
can be presented in the following form:

Find:
x = [ds1, ds2] (7)

so that

kb(x) =
12
(
1− ν2)D
π2Et3

w
Fcr(x) (8)

is maximized, subject to:
0.1D ≤ ds1 ≤ 0.5D (9)

0.1D ≤ ds2 ≤ 0.5D (10)

ds2 − ds1 ≥ 18tw (11)

with the following values assigned to parameters:

bS,1 = bS,2 = 0.08D (12)

bS,1

tS,1
=

bS,2

tS,2
= 8 (13)

In Equations (9) and (10), the limits are selected based on structural constraints, i.e., the
stiffener location cannot exceed the half-depth of the web and it must be at least 10% of
the height depth apart from the compression flange. In the latter case, for lower distances
from the web, it is generally preferable to increase the stiffness of the plate girder through
increasing the cross-section of the compression flange rather than placing a stiffener, which
will require additional material and workmanship while additionally not contributing much
to the increase in the girder plate stiffness. Moreover, Equation (11) takes into account
the fact that each stiffener cross-section integrates with part of the web section to which it
is attached, equal to 9tw, as designated in AASHTO LRFD standard part 6.10.11.3.3 [17].
Equations (12) and (13) specify the dimensions of the stiffeners in relation to the web depth.
The dimensions of the stiffener cross-section remain constant during the optimization
procedure and are selected so that the stiffeners are assumed to form a nodal line at the
stiffener–plate junction to provide the highest buckling coefficient. To ensure the condition
of nodal line formation, the out of plane displacements along the nodal line are restrained.
The out of plane displacements do not exceed the following nonzero positive tolerances:

r ≤ rtol (14)

where rtol represents the tolerance and the normalized parameter, r, is provided by the
relation:

r =
max

(∣∣wS
∣∣)

max(|ww|)
(15)

In Equation (15), ws represents the out-of-plane displacement of the stiffener and ww
stands for the out-of-plane displacement of the girder web.
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3.3. Optimization Procedure

In order to provide the solution of the optimization problem presented in
Equations (4)–(7), an interior point algorithm (IPA), adopted in some references [28–30],
was utilized. The optimization procedure is conducted in Abaqus [24] and Matlab [25]
through Abaqus2Matlab toolbox [23,31] that integrates these software within the optimiza-
tion loop. Detailed steps are presented as follows:

1. Establish a Matlab function so that an Abaqus input file (*inp) is automatically created
when it runs inside Matlab;

2. Define input variables (longitudinal stiffener positions) in the Matlab function above;
3. Define the objective function mentioned in Section 3.2 for the optimization problem;
4. Build a main Matlab function consisting of the starting point value for the solution,

lower and upper bound values of the stiffener position, and an optimization algorithm
(using the fmincon function available in Matlab). The starting point is an initial guess
and can be any arbitrary selection which satisfies the lower and upper bounds as well
as any other constraints that may apply;

5. Compute the objective function defined in step 3;
6. Perform the optimization procedure;
7. Check the stopping criterion. This criterion is a maximization of kb. If the criterion

is satisfied, the optimization procedure will complete. Otherwise, it will go to the
next step;

8. Change the design variable value to create a new Abaqus input file;
9. Run the analysis in Abaqus again;
10. Repeat steps 6–9 until convergence is attained, satisfying the specific tolerance;
11. The optimization result obtained is the final solution.

The optimization procedure for finding the optimal position of two longitudinal
stiffeners is described in Figure 1. The optimization problem is essentially convex, without
any local optima. For the case of more than one stiffener, this has been suggested by
simplified analytical methods published in the literature (see, e.g., [19]). It is assumed
that there are no large deviations in the optimization space considered in this study from
the optimization space of such simplified approaches, since their results can approximate
the actual result very well. On the other hand, it has been shown in many studies (see,
e.g., [32,33]) that the variation in the buckling coefficient of a plate girder with a single
stiffener with varying stiffener locations does not yield local optima, and the optimum
position of the single stiffener is unique. Therefore, from the aforementioned points it can
be deduced that the optimum configuration in the case of two stiffeners is unique and
independent of the starting guess of the solution.
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4. Finite Element Modeling

The bend-buckling behavior of a stiffened plate girder presented in Figure 2 was
computed based on finite element (FE) analysis of the structure using ABAQUS commercial
software [24]. In this work, FE models of the girder with two longitudinal stiffeners
with open (T-shaped and L-shaped) and closed (triangular and rectangular) cross-sections
are based on the FE model mentioned in [14,15,22,34]. For instance, all descriptions of
geometric dimensions of the girder (except the dimensions of longitudinal stiffeners),
material properties, and FE modeling procedure are consistent with those of model 2
reported in [14,15]. Particularly, the web depth was selected as 3.0 m, while the web
thickness was 9.0 mm. The flange width and flange thickness were 600 mm and 54 mm,
respectively. The length-to-depth ratio (panel aspect ratio) of the girder was chosen to be
1.0. All materials were considered to be in the elastic range with an elastic modulus of
210 GPa and a Poisson’s ratio of 0.3. The vertical edges of the girder web were assumed
to be simply supported. All elements were simulated using 4-node shell elements S4R
with a mesh size of 40 mm [14,15]. Figures 3 and 4 display the loading and boundary
conditions for all stiffener cross-section types. Based on these FE models developed and
the procedure mentioned in Section 3.3, the optimum stiffener position of two longitudinal
stiffeners with open and closed cross-sections will be investigated in Sections 5 and 6 of
this study. It is noted that, although the load distribution, which is specified in the Abaqus
model, follows the linear shape which appears in Figure 3, in Figure 4, due to the notation
followed in Abaqus/CAE interface, the length of the force vectors appears as fixed for
visualization purposes.
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5. Optimum Location of 2 Stiffeners with Open Cross-Section Types

In this section, the optimization procedure presented in Section 3.3 is employed
for finding the optimal positions of two longitudinal stiffeners with open cross-section
types (T and L sections) along the web depth of the stiffened girder subjected to pure
bending loading.

The optimum placement of two stiffeners having flat, T-shaped and L-shaped cross-
sections is presented in Table 1, in which the results for the flat shape were taken from
Kim et al. [15] for comparison. The aspect ratio of the panel (ϕ = a/D) was fixed as 1.0
and the slenderness ratio of girder web (D/tw) was fixed as 333 for all stiffener cross-
section types. From Table 1, it can be observed that the optimal positions of longitudinal
stiffeners 1 and 2 for both T-shaped and L-shaped cross-sections are at around 0.25Dc
and 0.55 Dc, respectively. It is apparent that the optimum values are similar with those
obtained for the flat stiffener cross-section type reported by Kim et al. [15]. In addition,
it can be observed that the buckling coefficient, kb, of the stiffener with a T-shaped cross-
section is slightly higher than that of the stiffener with an L-shaped cross-section. However,
both stiffeners with T-shaped and L-shaped cross-sections yield much higher buckling
coefficients compared with the flat cross-section. Therefore, using stiffeners with T-shaped
or L-shaped cross-sections significantly enhances the bend-buckling strength of the stiffened
plate girder compared to stiffeners with a flat cross-section. Figure 5 shows the convergence
history for stiffeners with open cross-section shapes, while Figure 6 shows the mode shapes
of the girders with stiffeners of T-shaped and L-shaped cross-section types obtained from
the optimization procedure.

Table 1. Optimal values for two longitudinal stiffeners for both cross-section types.

Stiffener Type ϕ ds1/Dc ds2/Dc kb Note

Flat-shaped 1.0 0.244 0.566 437.02 [15]

T-shaped 1.0 0.25 0.55 501.62 Present study

L-shaped 1.0 0.25 0.55 500.25 Present study
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Table 2 discloses the effect of the panel aspect ratio on the optimal stiffener locations
with the aspect ratios of 0.6, 1.0, 1.6, and 2.0. It can be seen that there is only a small effect of
the panel aspect ratio on the optimal stiffener locations for both stiffener types. It was also
observed that the buckling coefficients of the stiffeners corresponding to ϕ = 0.6 and ϕ = 1.0
were almost identical, while the buckling coefficients of the stiffeners corresponding to
ϕ = 1.6 and ϕ = 2.0 were almost identical as well. The reason is because the flexural rigidify
used for the stiffeners with ϕ = 1.6 and 2.0 is higher than that for the stiffeners with ϕ = 0.6
and 1.0.

Table 2. Effect of panel aspect ratio on the optimum stiffener locations.

ϕ Stiffener Type ds1/Dc ds2/Dc kb

0.6
T-shaped 0.25 0.55 501.48
L-shaped 0.25 0.55 500.1

1.0
T-shaped 0.25 0.55 501.62
L-shaped 0.25 0.55 500.25

1.6
T-shaped 0.24 0.53 582.76
L-shaped 0.24 0.53 578.59

2.0
T-shaped 0.24 0.53 582.96
L-shaped 0.24 0.53 579.32

6. Optimum Location of Two Stiffeners with Closed Cross-Section Types

This section examines the optimum placements of two longitudinal stiffeners with
closed cross-section types consisting of triangular and rectangular shapes for a stiffened
girder subjected to bending by performing the procedure presented in Section 3.3.

The optimal positions of two longitudinal stiffeners with rectangular and triangular
cross-section types are indicated in Table 3 for different aspect ratios. It is seen from this
table that the optimal stiffener positions for these cross-section types are similar regardless
of the aspect ratio. The optimum placements of stiffeners 1 and 2 are at around 0.23Dc and
0.55Dc from the compression flange of the girder, respectively. These optimum values are
slightly different from the optimum locations of stiffeners with open cross-section types.
Therefore, it can be concluded that the optimum positions of two longitudinal stiffeners
with open and closed cross-section configurations are quite similar. In addition, it can be
observed from Table 3 that the bend-buckling coefficients of the stiffeners with triangular
shape are about 5% higher than those with rectangular shape. The convergence histories
obtained from the optimization procedure for stiffeners with triangular and rectangular
cross-section shapes are presented in Figure 7, while the mode shapes of these stiffeners
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are illustrated in Figure 8. It is noted that the mode shapes obtained from these stiffener
types are similar.

Table 3. Optimum results for the longitudinal stiffeners with closed cross-section types.

ϕ Stiffener Types ds1/Dc ds2/Dc kb

0.6
Triangular 0.23 0.55 1109.33

Rectangular 0.23 0.54 1049.47

1.0
Triangular 0.23 0.55 1112.28

Rectangular 0.23 0.54 1050.66
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7. Comparison of the Efficiency of Longitudinal Stiffener Types

This section compares the efficiency of two longitudinal stiffeners with various cross-
section shapes in terms of buckling coefficient and minimum web thickness of the stiffened
girder. Regarding the buckling coefficient, Figure 9 presents a comparison of the buckling
coefficient for two longitudinal stiffeners with flat, T, L, rectangular, and triangular cross-
section shapes with respect to a panel aspect ratio of 1. It can be observed that the buckling
coefficients of stiffeners with closed section shapes are significantly higher than those with
open cross-section shapes. In particular, the triangular shape provides the highest buckling
coefficient, while the flat shape gives the lowest buckling coefficient.
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Regarding the minimum web thickness of the stiffened girder, the limit of the slen-
derness ratio of stiffened webs should satisfy the requirements mentioned in AASHTO
LRFD [17] as follows:

D
tw
≤ 0.95

√
Ekb
Fy

(16)

where
kb represents the bend-buckling coefficient of the stiffened girder;
Fy stands for the steel yield strength;
Fy is assumed to be 315 MPa;
E is elastic modulus, where E = 210 GPa.
From Equation (13), the minimum thickness of the stiffened web is computed as follows:

tw ≥
D

0.95
√

Ekb
Fy

(17)

From Equation (17), a comparison of the minimum thicknesses of the girder web
computed for various stiffener shapes is given in Table 4. It is observed in Table 4 that
the flat stiffener needs the highest minimum web thickness, while the triangular stiffener
requires the lowest minimum web thickness among all stiffener types considered. It is
noteworthy that the required web thickness of the girder web reinforced by two stiffeners
with closed cross-section shapes is significantly reduced compared to those reinforced
by two stiffeners with open cross-section shapes. In particular, when the web girder is
reinforced by two stiffeners with a triangular section shape, the required web thickness
decreases by at least 37.26% compared with the case in which the web is reinforced by two
stiffeners with a flat cross-section shape.

Table 4. Comparison of minimum stiffened web thickness.

Stiffener Type D (mm) kb tmin (mm)

Flat-shaped 3000 437.02 5.85
T-shaped 3000 501.62 5.46
L-shaped 3000 500.25 5.47
Triangular 3000 1112.28 3.67

Rectangular 3000 1050.66 3.77

8. Conclusions

In this work, the optimum positions of two longitudinal stiffeners with different
cross-section shapes placed at the web of stiffened girders under bending are examined
through an optimization procedure performed by coupling Abaqus and Matlab through
the Abaqus2Matlab toolbox. Based on the optimization results, the optimum locations
of two longitudinal stiffeners with open and closed cross-section types are obtained. An
advantage of the proposed methodology is that it simulates the structural optimization
problem with a robust numerical procedure which combines FEA and optimization, and it
proves to be able to yield meaningful results for all structural configuration cases with an
acceptable accuracy and a reduced computational effort. Some conclusions can be drawn
as follows:

- The optimum positions of the stiffeners with open cross-section shapes (T- and L-
shaped) are around 0.25Dc and 0.55Dc, which are similar to the optimum location of
the flat stiffener.

- The optimum positions of the stiffeners with closed cross-section shapes (triangular
and rectangular shapes) are around 0.23Dc and 0.54Dc, which are slightly different to
the stiffeners with open cross-sections.
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- The bend-buckling coefficient of the stiffened girder with stiffeners with a triangular
cross-section shape is highest, while that with a flat cross-section shape is lowest in all
considered stiffener types.

- The required web thickness of the girder web reinforced by two stiffeners with closed
section shapes is remarkably reduced compared with those reinforced by two stiffeners
with open cross-section shapes.

The main objective of this study is to investigate the effect of the stiffener location
and shape on the buckling load and configuration of steel plate girders reinforced by two
longitudinal stiffeners due to bending loading. Maximizing the buckling coefficient leads to
the optimum design, since this maximizes the load capacity in each structural configuration
of the steel plate girder. The optimization procedure that is implemented in this study has
led to the discovery of optimum configurations which maximize the buckling load capacity.
Therefore, the optimum locations of the two stiffeners proposed in this study should be
taken into account for maximizing the safety of the structure, as should other constraints in
construction. A major observation is that stiffeners with triangular cross-sections lead to
the highest buckling coefficient compared with other cross-section shapes. Apart from this,
it is proven in this study that a suitable selection of stiffener cross-section type and location
can lead to a substantial construction cost reduction compared to the usual state of practice
designs, since the web thickness can be reduced by as much as 37.26%.

Future work could address issues such as investigating the effect on the buckling load
capacity of the plate girder of various loading types (shear loading, patch loading, biaxial
bending, etc.), structural constraints (e.g., presence of bolts at the web or flanges), stiffener
orientations (vertical or oblique), and cutouts (circular or rectangular) at the web body.
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Abstract: Detonation and fragmentation of ductile cylindrical metal shells is a complicated physical
phenomenon of material and structural fracture under a high strain rate and high-speed impact.
In this article, the smoothed particle hydrodynamics (SPH) numerical model is adopted to study
this problem. The model’s reliability is initially tested by comparing the simulation findings with
experimental data, and it shows that different fracture modes of cylindrical shells can be obtained by
using the same model with a unified constitutive model and failure parameters. By using this model
to analyze the explosive fracture process of the cylindrical shells at various detonation pressures,
it shows that when the detonation pressure decreases, the cylindrical metal shell fracture changes
from a pure shear to tensile–shear mixed fracture. When the detonation pressure is above 31 GPA,
a pure shear fracture appears in the shell during the loading stage of shell expansion, and the crack
has an angle of 45◦ or 135◦ from the radial direction. When the pressure is reduced to 23 GPA,
the fracture mode changes to tension–shear mixing, and the proportion of tensile cracks is about
one-sixth of the shell fracture. With the explosion pressure reduced to 13 GPA, the proportion of
tensile cracks is increased to about one-half of the shell fracture. Finally, the failure mechanism of the
different fracture modes was analyzed under different detonation pressures by studying the stress
and strain curves in the shells.

Keywords: cylindrical shell fracture; 45 steel; SPH numerical simulation

1. Introduction

In modern explosion research, the study of expanding fracture mode of cylindrical
shells under high-speed impact loading has always been a hot topic [1–5]. A large number of
researchers have observed the fragmentation process by changing variables in detonation
experiments and used the recovered fragments to study the influencing factors of the
fracture mode of the cylindrical shell. The detonation of a cylindrical shell is a process
under a high-impact, high-strain rate. Cylindrical shell fracture is a difficult subject that
involves both material and structural damage. Based on experiments and simulations,
several researchers have proposed related assumptions and findings.

As early as 1943, Gurney [6] proposed an empirical formula for the velocity of cylin-
drical shell fragments based on the law of energy balance. The velocity relates to the mass
of explosives, the mass of cylindrical shells, and the Gurney energy. In 1944, Taylor [7]
observed the fracture process of the metal cylindrical shell under a certain explosion pres-
sure through a high-speed camera, believed that the fracture of the cylindrical shell was
a tensile fracture process and he proposed the Taylor criterion. However, the criterion
did not consider other influencing factors, such as explosion pressure, shell dimensions,
and loading method. Besides, the control mechanism is relatively simple. Based on the
Taylor criterion, Hoggatt et al. [8] found another mode of expansion fracture under different
explosion pressure. They thought that the fracture process of the cylindrical shell was
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a competitive fracture between tensile fracture and shear fracture, under high explosive
pressure, the shell is prone to pure shear fracture. Through experiments and numerical
simulation studies, Martineau [9] found that the cylindrical shell had an adiabatic shear
phenomenon in the expansion process when the strain rate was 104 s−1 and the strain was
about 150%, the thickness of the cylindrical shell also affected adiabatic shear. Studies on
microscopic characterization of metal materials [10], metal thermodynamic properties [11],
and the influence of impurities in steel materials on the properties of the material [12]
have shown the metal failure process is affected by many factors. In recent years, Liang
et al. [13] studied the expansion ring′s fracture by numerical simulation, and found that
with low notch depth conditions, the expansion ring is prone to pure shear fracture. Tensile
fracture dominated when the notch depth was higher, this result indicated that fracture
mode was affected by defect factors. Under the guidance of the dynamic fragmentation
theory of solids and the fragmentation theory of continuum energy, Grady [5] analyzed
that the distribution of shell fragments was related to the ductility of the material itself.
Hu et al. [14] and Hu et al. [15] carried out experimental research on the damage to metal
cylindrical shells of 45 steel, TC4, and WTG05 tungsten alloys with different geometric
dimensions driven by explosive detonation. They found that factors such as the thickness
of the shell and loading detonation pressure would affect the fracture process of cylindrical
shells. Generally speaking, thin-walled shells are prone to pure shear fracture under high
detonation pressure loading, and fracture strain and strain rate would be relatively higher.
When the explosion pressure is decreased or the shell thickness is increased, the fracture
mode of the shell would change to shear–tensile mixed fracture, and the fracture strain
and strain rate would be lower. Through numerical simulation research, Liu et al. [16] also
found that different initiation methods of the explosion would affect the fracture of the
cylindrical shell because the incident angle of the detonation wave to the inner wall of
the cylindrical shell varied under different initiation methods of explosion; the pressure
experienced by the inner surface of the cylindrical shell differs greatly. The results show
that the peak pressure of the centerline detonation is the maximum, the single-point det-
onation is the second, and the plane detonation is the minimum. Arnold [4] studied the
experimental results of metal cylindrical shells with different materials, wall thicknesses,
and processing techniques, and proposed a calculation formula for predicting the distri-
bution of shell fragments. Arnold found that medium-strength steel casings produced
the largest fragments. In the axial direction, medium-strength steel casings produced the
longest fragments. In terms of numerical simulation, Yu et al. [17] studied the pure shear
fracture mechanism of TA2 cylindrical metal shells loaded with different explosives. Liu
et al. [18] considered heterogeneity of the material and introduced a material shear failure
constitutive model with probability, and discussed the initiation of cracks and propagation
of multiple adiabatic shears in metal cylindrical shells.

However, the traditional numerical simulation method, especially the finite element
method (FEM), can only analyze the deformation process, stress, and strain state of a
cylindrical shell under an explosive shock wave, but by using the FEM method, various
fracture modes such as pure shear fracture and the tensile–shear mixed fracture cannot
be reproduced at present [17–19]. When using the traditional method (FEM) to analyze
the fracture of a cylindrical shell, because the element produces extreme deformation
and sudden change in the interface, it always appears that the failed element is deleted,
which affects the fracture evolution process of a cylindrical metal shell in a subsequent
calculation [20,21]. In addition, a large number of deleted elements lead to excessive
loss of mass, momentum, and energy in the system. The method of smoothed particle
hydrodynamics (SPH) adopted in this paper is a meshless method with Lagrangian particle
configuration [22]; it avoids the mesh distortion of the Lagrangian method and the difficulty
of the Euler method to capture the boundary. In the SPH method, the state of the system
is described by discrete particles, and the smooth particles are used to bear their unique
material properties so that they can work according to the law of the governing equation.
By solving the integral expression of kernel function interpolation in the form of discrete
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particle weighted summation, a stable and smooth approximation is obtained. In addition,
when the distance between two particles exceeds a failure threshold, the particles are not
deleted when the material fractures. The conservation of mass, momentum, and energy of
the system is guaranteed; thus, the SPH simulation method has great applications in the
fields of ultra-high-speed impact, explosion, crack propagation, and metal forming [23–25].
Therefore, this article selected the smoothed particle hydrodynamics method to establish
the cylindrical shell explosion model.

2. Experimental Phenomenon of Fracture of Metal Cylindrical Shell

Many experimental studies have been carried out in China and worldwide on the
fracture phenomenon and fragmentation characteristics of metal cylindrical shells under ex-
plosive loads [26–28]. Research shows that, for different materials and different detonation
pressures, the fracture of the cylindrical shell demonstrates the following characteristics
(in Figure 1): (1) Under high explosive pressure, the cylindrical shell undergoes shear frac-
ture. When the detonation pressure decreases, it becomes a tensile–shear mixed fracture.
The proportions of tensile cracks in the fracture are different; the lower the detonation
pressure, the higher the proportion of tensile cracks in the fracture. (2) The shear cracks
are formed by the unstable slip of the adiabatic shear belt. The direction is 45◦ or 135◦ to
the radial direction. The cross-section is relatively flat (S area); the direction of the tensile
cracks is along the radial direction, and the cross-section is uneven and rough (R area).
(3) Cylindrical shell fragments can be divided into two types: large fragments of type A
and small fragments of type B, as shown in Figure 1. Large fragments of type A include two
surfaces of the cylindrical shell: the inner surface and the outer surface. Small fragments of
type B only contain one surface of the cylindrical shell, according to whether the contained
surface is the inner surface or the outer surface; it can be divided into B′ and B′ ′.
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However, scholars have different understandings of the fracture process and the for-
mation mechanism of fragments [3,29,30]. It is generally acknowledged that under low
detonation pressure, the radial cracks initially occur on the outer surface under circumfer-
ential stress, and the thermoplastic shear band appears close to the inner wall, forming
shear–tensile mixed fracture phenomenon. Under high detonation pressure, the inner wall
undergoes thermoplastic adiabatic shear instability under compressive stress. The inward
development of the radial cracks in the outer surface is inhibited and it develops along the
shear direction; it shows pure shear fracture at last [6], However, Zhang et al. [31] used
numerical simulation to analyze the equivalent plastic strain evolution of the cylindrical
metal shell in its explosion. They believed that the fracture of the ideal cylindrical shell
cannot start from the outer surface. The tensile fracture starting from the outer surface may
have a geometrical relationship with the defects in the surface of the shell. Zhen et al. [32]
analyzed the metallographic structure of the exploding fracture fragments of the thick-
walled cylinder, and believed that under low explosive detonation pressure, the microcrack
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damage zone was first generated inside the wall thickness of the cylindrical shell, with the
explosion pressure loading, the shell fractures. Since the zone near the inner wall of the
cylindrical shell is under a state of compressive stress and the outer wall is under a state
of tensile stress, the crack expands along radially outwards and expands along the shear
concentration zone toward the inner surface, forming a tensile–shear mixed fracture.

Since most experimental research does not systematically design the experimental
loading conditions, it is difficult to carry out a univariate comparison by verification
analysis of the literature results. In China, Hu et al. [15], Tang et al. [33], and Hu et al. [34]
carried out a series of comparative experimental studies on cylindrical shells and found
different fracture modes, such as shear fracture and tensile–shear mixed fracture; there is
also a single-rotation adiabatic shear fracture phenomenon under high detonation pressure.
It can be seen that there is broad understanding of the fracture process of cylindrical shells
under different explosion pressures, but the fracture mechanism is not yet clear.

In Tang′s [34] experiment, JOB-9003 and hollow RHT-901 explosives were used to
carry out a series of experimental studies on the explosion and fragmentation of a 45 steel
cylindrical shell. Under different detonation pressures and charging conditions, the cylin-
drical shells of the same material, explosion, and fragmentation had pure shear fractures
and tensile–shear mixed fractures.

The 45 steel cylindrical shell shows pure shear fracture under JOB-9003 explosive
loading. A cylindrical shell with 4 mm thickness shows tensile–shear mixed fracture
under the hollow RHT-901 explosive loading; the proportion of tensile cracks is extremely
low, so it is almost pure shear fracture; when the wall thickness is 5 mm, the proportion
of tensile cracks accounts for one-third of the shell thickness [33]. The cylindrical shell
size, loading conditions, and fracture phenomenon are listed in Table 1. (Relative sized
δd = shell thickness h/inner radius R of cylindrical shell). The average strain and strain rate
of the cylindrical shell at time t were calculated using the formula: εt = (R(t)− R0)/R0,
.
ε = dεt/dt ≈ Vt/R0. The statistical experimental data are shown in Table 1 [15,33,34].

Table 1. Experimental cylindrical shell, loading conditions, and explosion–expansion fracture phe-
nomenon, Refs. [15,33,34].

Types of
Explosives

Wall
Thickness/Inner

Radius/d/R
δd εc tc/µs εf tf/µs

.
ε/104 s−1 Fracture Mode

RHT-901
5/30 0.17 0.18 7.8 0.37 15.8 2.5 tensile–shear mixed fracture
4/30 0.13 0.24 8.8 0.43 15.4 2.9 tensile–shear mixed fracture
3/30 0.10 0.30 10.1 0.45 14.1 3.5 pure shear

JOB9003

6/20 0.30 0.44 11.5 0.89 23.5 4.5 pure shear
5/20 0.25 0.42 9.5 1.24 22.5 6.0 pure shear
4/20 0.20 0.40 7.5 1.31 19.5 7.1 pure shear
3/20 0.15 0.38 6.5 0.88 13.5 8.4 pure shear

Relative sized δd = shell thickness h/inner radius R of cylindrical shell εc—initial fracture strain, the radial strain at
the moment tc when cracks appear on the outer wall of the cylindrical shell. εf —product leakage strain, the radial
strain at the moment tf when the explosion products leak

.
ε—strain rate.

3. SPH Numerical Simulation Model and Verification
3.1. Model Construction

When building the SPH model, the arrangement method of the particles is very
important, which affects the accuracy of the result. LS-DYNA software provides automatic
polar coordinate point distribution mode and the rectangular coordinate point distribution
mode, but these two methods cause local uniform particle dispersion on the contact surface
of the explosive metal that are not in one-to-one correspondence. Therefore, while building
the cylindrical metal shell model, it is necessary to simultaneously satisfy the uniform
dispersion of particles in the explosive propagation process and the symmetry of the
interface contact between the annular explosive and the metal cylinder shell. It is required
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that the particle arrangement and spacing of the SPH model should be kept as uniform
as possible, and the interparticle symmetrical arrangement of the interface should be
maintained. For this reason, the initial geometrical arrangement of particles is controlled
by geometric grid cell division during modeling. Then, the method of generating particles
at the grid cell center is used to ensure that the final arrangement and distribution of SPH
particles are uniform and the particle pairs at the interface are symmetrically arranged,
as shown in Figure 2.
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Figure 2. SPH numerical model: (a) JOB9003 packing (R = 30 mm) and (b) RHT-901 hollow packing
(R/r = 30 mm/20 mm).

According to the literature [35,36], SPH particles have the same performance as atoms,
that is, they diverge when they are close to each other and attract each other when they are
far apart, thus resulting in particle aggregation during the process of calculation. Therefore,
the artificial stress represented by Monaghan can effectively eliminate the tensile instability
caused by SPH, so that the SPH method can maintain continuity in higher-order calculations.
Monaghan artificial viscosity is controlled by parameters α and β in practical application.
The β coefficient controls the penetration of interfacial particles (as shown in Figure 3).
When the simulated detonation pressure is very high, it is necessary to increase the value of
β to prevent nonphysical penetration, but the increase in β decreases the peak detonation
pressure, increases the calculation time, and also changes the shear band development.

To improve the accuracy and tensile stability, moving least-squares-based formulation
is used. This method is suitable for large deformation models, but it requires a large
computational cost. MPP simulation needs to set the maximum and minimum smooth
length scale factor at 1.00 to ensure that the calculation is correct, then by adjusting a
quasi-linear approximation term QL in the algorithm. To the combination of precision and
stability in an extremely large deformation simulation, if QL is set too small, the model will
have higher accuracy, but the stability problem is outstanding; if QL is too large, the model
will inhibit instability but have lower precision. By comparison, QL = 0.01 was chosen to
achieve a good compromise between stability and accuracy.

The setting of β changes the detonation pressure. With the increase in β, the value of
interface load decreases (as shown in Figure 4), changing the distribution, distance, and
development of the shear band in the shell thickness. When the stability of contact between
particles is satisfied, no particle penetration occurs at the interface; β is required to be as
small as possible to obtain a clear shear band. Therefore, β = 1 was selected as the value
of its viscosity coefficient in this paper. In this way, the stability of the particles can be
controlled and the failure of the shell can be accurately reflected.
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Figure 3. Comparison of the effects of different β values: (a) 14.2 µs, β = 0.8; (b) 14.2 µs, β = 1;
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Figure 4. Comparison of data from different models: (a) velocity of the outer wall of the cylindrical
shell and (b) internal hydrostatic pressure.

The SPH distribution distance has an impact on the model accuracy and internal stress
propagation. If the particle spacing distribution distance decreases, the model accuracy is
improved slightly, but the calculation amount is increased greatly. Finally, the model SPH
distribution distance of 50 µm is chosen; it is close to the experimental result and requires
less calculation.
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3.2. Material Parameters of the Model

The 45 steel′s rate of change under high pressure is described by the Gruneison
equation of state [37]. The plasticity is described by the Johnson–Cook constitutive equation
considering strain hardening, strain rate hardening, and thermodynamic softening effects.

σ̃ =
(

A + Bσpn)
(

1 + Cln
.
ε
.

ε0

)
(1− T∗m) (1)

Adapting the experimental results of Hu [38], from the same institute as Tang, he con-
ducted an experimental study on the strain hardening, strain rate hardening, and thermo-
dynamic softening characteristics of 45 steel, and obtained the parameters of the Johnson–
Cook constitutive equation by fitting. Since the quasi-static yield strength σ0.2 = 350 MPa,
the fracture strength σb = 600 MPa, and the elongation of 45 steel used for the experimental
cylindrical shell are 17%, the yield strength is lower than that for materials reported in
the literature [38]. The strain hardening term in the Johnson–Cook constitutive equation
is
(

A + Bσpn); the quasi-static yield strength and fracture strength properties of 45 steel
used in the experiment were used for fitting and correction. The following were obtained:
parameter A = 350 MPa, B = 600 MPa, n = 0.307. Other parameters of strain rate harden-
ing and thermal softening are adopted directly from those reported in the literature [38],
as shown in Table 2.

Table 2. Constitutive parameter values of 45 steel cylindrical shell [38].

Johnson–Cook Grüneison State Equation

A/MPa B/MPa n m C
.
ε0 C/m·s−1 s γ0

350 600 0.307 0.804 0.07 2 × 10−4 4600 1.49 2.17

To facilitate the analysis, the failure model of 45 steel adopts the simplified plastic
damage accumulation softening failure criterion and does not consider the influence of
stress state, strain rate, or temperature on the damage. The damage degree D is:

D =





0, εP < εcr
∑ ∆εP−εcr

ε f−εcr
, εP > εcr

(2)

where D is the damage parameter, ∆εP is the plastic variable increment of a time step, εcr is
the material plastic initial damage strain, and ε f is the material failure strain. We take
εcr = 0.48 and material failure strain ε f = 1.0. Once damage occurs, the material softens:

σ = σ̃(1− D) (3)

The explosive uses the JWL equation of state. The specific parameters are shown in
Table 3 [39].

Table 3. JWL EOS parameters of the explosives [39].

Types of Explosives A/GPA B/GPA ω R1 R2 E0/GJm−3 Pcj/GPA ρ/Kg·m−3 D/m·s−1

JOB9003 842.0 21.81 0.28 4.6 1.35 1 35 1884 8740
RHT-901 503.0 9.065 0.35 4.3 1.1 7.6 27 1658 7800

3.3. Validation of Numerical Models

The experimental results of detonation and expansion of 45 steel cylindrical shell
given in Table 1 are taken as the object for the SPH numerical simulation. Figure 5 is the
plastic strain diagram of the fracture process for 45 steel under the loading of JOB9003.
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The beginning of time in the figure is defined uniformly as the moment when the detonation
wave reaches the inner wall of the cylindrical shell. The SPH numerical results show that
the plastic damage and fracture of the material first start in the middle of the shell thickness.
The crack expands to the inner and outer surfaces along the shear direction of 45◦ or 135◦

to the radial direction. When t = 7.5 µs, the shear crack penetrates the shell; at that time,
the shear crack surface is loaded by the internal detonation products, so the detonation
products cannot leak immediately under the action of compressive stress. When t = 17.9 µs,
the shell fragments on both sides of the crack disengaged and the detonation products
leaked from the opening. The numerical simulation fracture mode is consistent with the
trend of the experimental phenomenon.
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Figure 5. The evolution process of pure shear fracture under JOB9003 loading obtained by numeri-
cal simulation.

Figure 6 shows the comparison between the velocity–time history curve of the outer
wall of the cylindrical shell obtained by SPH numerical simulation and the experimental
DPS test results. They fit well; the time tc of visible cracks on the outer surface of the
cylindrical shell and the time of detonation particle leakage tf are marked.
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A numerical simulation of the fracture of 45 steel cylindrical shell with an inner
diameter of 30 mm and wall thickness of 4 and 5 mm under the loading of hollow RHT-901
was carried out. The fracture model is a tensile–shear mixed fracture. Figure 7 shows the
equivalent plastic strain and fracture evolution process of cylindrical shells with 4 and
5 mm thickness. It can be seen that the fracture of the cylindrical shell still starts from the
middle of the wall thickness of the cylindrical shell and expands in the shear direction.
In contrast to the shear evolution fracture under the action of the JOB9003 explosive,
a similar “necking” phenomenon occurs at the joint of the shell when the shear crack
develops close to the outer surface of the cylindrical shell. The crack direction turns to
radial development. The final fracture presents a tensile–shear mixed fracture.
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Among them, the shear fracture mainly occurs in the cylindrical shells with a thickness
of 4 mm; tensile features can be seen locally, and the proportion of radial tensile cracks is
very small, as shown in Figure 7a. The proportion of the cylindrical shell with a thickness
of 5 mm has a significant increase in radial cracks, accounting for nearly one-third of the
shell thickness, as shown in Figure 7b. This result is consistent with the experimental
phenomenon and fracture characteristics described in the experiment [29].
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Taking the detonation wave reaching the outer surface of the cylindrical shell as 0 µs,
the numerical simulation results above are used in the same method as the experiment
to obtain the apparent expansion strain of the cylindrical shell at the characteristic time:
εt = (R(t)− R0)/R0. R0 is the initial radius of the cylindrical shell. R(t) is the expansion
radius of the cylindrical shell at the characteristic time t of the detonation loading process.
Finally, the initial fracture strain εc at time tc is obtained when visible cracks are on the outer
surface, together with the shell fracture strain εr at time tr and the product leakage strain
εf at the explosion product leakage time t f . The expansion strain rate

.
ε of the cylindrical

shell is approximated by the formula:
.
ε = dεt/dt ≈ Vt/R0. Vt is the expansion velocity

when the crack penetrates the shell thickness. Under the loading of JOB9003 and hollow
RHT-901 explosives, the comparison between the SPH numerical experimental results and
the experiment results [29] shows that the apparent initial fracture strain εc and the product
leakage strain εf are in good agreement, as shown in Table 4.

Table 4. Comparison of numerical simulation and experiment results.

Types of
Explosives R/h εc tc/µs εr tr/µs εf tf/µs

.
ε/104 s−1 Fracture Mode

RHT-901

30/3
experiment * 0.30 10.1 / / 0.45 14.1 3.5 pure shear

simulation 0.39 13.2 0.39 13.3 0.45 15.2 3.1 pure shear

30/4
experiment * 0.24 8.8 / / 0.43 15.4 2.9 tensile–shear mixed fracture

simulation 0.30 13.1 0.31 13.5 0.41 16.9 2.7 tensile–shear mixed fracture

30/5
experiment * 0.18 7.8 / / 0.37 15.8 2.5 tensile–shear mixed fracture

simulation 0.21 11.9 0.23 12.8 0.30 15.6 2.1 tensile–shear mixed fracture

JOB9003

20/3
experiment * 0.38 6.5 / / 0.88 13.5 8.4 pure shear

simulation 0.36 6.0 0.37 6.1 0.89 12.9 8.2 pure shear

20/4
experiment * 0.40 7.5 / / 1.31 19.5 7.1 pure shear

simulation 0.37 7.3 0.37 7.3 1.07 16.7 7.1 pure shear
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Table 4. Cont.

Types of
Explosives R/h εc tc/µs εr tr/µs εf tf/µs

.
ε/104 s−1 Fracture Mode

20/5
experiment * 0.42 9.5 / / 1.24 22.5 6.0 pure shear

simulation 0.41 9.4 0.42 9.6 1.21 22.3 6.4 pure shear

20/6
experiment * 0.44 11.5 / / 0.89 23.5 4.5 pure shear

simulation 0.43 11.4 0.45 11.7 0.90 20.0 5.4 pure shear

εc—initial fracture strain, the radial strain at the moment tc when cracks appear on the outer wall of the cylindrical
shell; εf —products leakage strain, the radial strain at the moment tf when the explosion products leak

.
ε—strain

rate; experiment *—data from the literature [30–32].

The results show that SPH can simulate the fracture mode of 45 steel cylindrical shell
under different ways of filling and detonation pressure of JOB-9003 explosive and hollow
RHT-901 explosive, which is consistent with the shear fracture, tensile–shear mixed fracture
mode in experimental results. The changing trend of the fracture strain with the loading
strain rate is also consistent with the experiment. The results show that the experimental
end-state fragmentation phenomenon of shear and the tensile–shear mixed fracture mode
under different explosive conditions can be well simulated by the SPH numerical model
with the unified material constitutive and fracture model.

4. Fracture Results and Analysis of 45 Steel Cylindrical Shell under Different
Detonation Pressure
4.1. Numerical Simulation Models

The abovementioned SPH simulation model (Figure 2a) was used to simulate the
expansion fracture process of 45 steel cylindrical shell under four detonation pressures; the
models of explosives are all fully filled SPH models with an inner diameter of 40 mm and
shell thickness of h = 4 mm.

The waveform is a triangular wave obtained by fitting the JWL high-pressure state
equation (Figure 8). The explosive parameters are shown in Table 5.

Table 5. Parameters related to the JWL constitutive equation of explosives.

Types of Explosives A/MPA B/MPA ω R1 R2 E0/GJm−3 Pcj/GPA ρ/Kg·m−3 D/m·s−1

JOB9003 842.0 21.81 0.28 4.6 1.35 10 35 1884 8740

RHT-901 503.0 9.065 0.35 4.3 1.1 7.6 27 1658 7800

TNT 371.2 3.231 0.30 4.15 0.95 3 21 1730 6930

HNS 162.7 10.82 0.25 5.4 1.8 4.1 7.9 1000 5100
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Figure 8. Loading history curves for the inner wall of the cylindrical shell under different explo-
sion pressures.
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It can be seen from the loading curve that the pulse width of the loading wave is
the same, but the peaks of the loading pressures are different; the pressure peaks of the
explosive detonation wave are about 40, 31, 21, and 13 GPA, and time to reach the shell
inner wall was 2.2, 2.5, 2.8, and 3.8 µs. The following results take the time when the
detonation wave reaches the inner wall as the starting time. Through the following results,
the expansion and fracture evolution process of 45 steel under different explosive loads
are analyzed.

4.2. Numerical Results and Analysis

Under the loading of JOB9003 explosive with high detonation pressure, the pressure
propagation characteristics of the inner surface, the outer surface, and the mid-shell thick-
ness of the 45 steel cylindrical shell with an inner diameter of 40 mm and shell thickness
of 4 mm can be seen in Figure 9. Note that the inner surface is loaded with a peak value
of about 40 GPA; ti represents the initial damage time, tc represents the cylinder shell
penetration fracture time, and t f represents the detonation products leakage time. (1) The
inner surface of the shell is loaded by detonation products and is in a state of hydrostatic
stress, the outer surface is in a state of tension under the tensile stress, and the middle of
the shell thickness is in a tension–compression fluctuation state. The penetration fracture of
the cylindrical shell occurs in the loading stage (the inner surface of the cylindrical shell is
subjected to compressive stress and regarded as the loading stage; when the pressure drops
to 0, the loading stage ends), as shown in Figure 9a. (2) Before the detonation shock wave
is transmitted to the outer surface of the cylindrical shell, the effective plastic strain on the
inner surface accumulates the most; the effective plastic strain has a decreasing distribution
from the inner wall to the outer wall. When the shock wave reaches the outer surface and
is reflected, the effective plastic strain in the middle of the metal shell is the largest, and
the overall distribution is convex for the secondary plastic accumulation; the strain in the
middle is always the position with the largest plastic strain. It is stipulated in the previous
model establishment that, when the strain accumulation reaches D = 0.48, the cylindrical
shell material becomes damaged and softened; when the strain accumulates rapidly to
D = 1.00, the initial failure occurs, as shown in Figure 9b; when t = 2.5 µs, the material
damage first forms in the middle of the wall thickness. When t = 4.9 µs, the failure particles
appear in the middle of the shell thickness and expand to the inner and outer surfaces along
the 45◦ and 135◦ directions; they extend to the inner and outer surfaces of the cylindrical
shell when tc = 7.5 µs, forming shear cracks and penetrating the cylindrical shell. When
t f = 17.0 µs, the detonation products leak from the opening fracture of the cylindrical shell,
and the fragment fracture finally shows a pure shear shape, as indicated in Figure 9c.
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Figure 9. The explosive pressure, expanding deformation, and fracture for 45 steel cylinder shell
under JOB9003 loading: (a) detonation wave propagation curves; (b) development of effective plastic
strain in the shell thickness; (c) damage evolution for pure shear fracture.

The fracture process of 45 steel shell under RHT-901 loading is similar to JOB9003
loading. It shows pure shear fracture and fracture occurs in the loading stage. Under
RHT−901 loading, the fracture and detonation product leakage time is later, as shown in
Figure 10.
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Figure 10. The explosive pressure, expanding deformation, and fracture for 45 steel cylinder shell
under RHT−901 loading: (a) detonation wave propagation curves; (b) development of effective
plastic strain in the shell thickness; (c) damage evolution for fracture.

Under the loading of TNT with a lower detonation pressure, the fracture mode of the
cylindrical shell shows tensile–shear mixed fracture mode. The inner surface loaded by
compressive stress ends at time t = 11.2 µs, and then the shell enters the free expansion
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stage, as shown in Figure 11a. In the development of effective plastic strain in shell
thickness, as shown in Figure 11b, the initial crack first forms near the inner wall; at this
time, the cylindrical shell is still in the loading stage, and the crack along the 45◦ or 135◦

shear direction expands to the inner and outer surfaces. When the cylindrical shell enters
the free expansion stage, t = 11.2 µs, the time–history curve of the triaxiality stress law
at any position in the unbroken area is similar to position “A”, as shown in Figure 11d;
the unbroken area of the cylindrical shell appears similar to the phenomenon of tensile
“necking”—the crack development turns to the radial direction, finally becoming a tensile–
shear mixed fracture. The proportion of tensile cracks is relatively small, about one-sixth,
at time t = 12.6 µs. The cylindrical shell becomes a penetrative fracture when t = 21.8 µs,
and detonation products leak.
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Figure 11. The explosive pressure, expanding deformation, and fracture for 45 steel cylinder shell
under TNT loading: (a) detonation wave propagation curves; (b) development of effective plastic
strain in the shell thickness; (c) damage evolution for fracture; (d) triaxial stress.

Under the loading of HNS with low detonation pressure, the 45 steel shell also under-
goes tensile–shear mixed fracture, but tensile cracks accounted for a higher proportion in
the fracture, about one-half. Shear cracks are less developed because fracture development
takes less time during the loading phase, as shown in Figure 12.
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Figure 12. The explosive pressure, expanding deformation, and fracture for 45 steel cylinder shell
under HNS loading: (a) detonation wave propagation curves; (b) development of effective plastic
strain in shell thickness; (c) fracture damage evolution.

5. Conclusions

The following conclusions were drawn from the SPH numerical simulation analysis
of the expansion fracture process of 45 steel cylindrical shell under different detonation
pressure loading:

1. The experimental end-state fragmentation phenomenon of shear and tensile–shear
mixed fracture under different explosive conditions can be simulated well by the SPH
numerical model with a unified material constitutive and fracture model.

2. As the detonation pressure decreases, the fracture mode of 45 steel cylindrical shell
changes from pure shear to tensile–shear mixed fracture. Cracks always form in the
middle of shell thickness.

3. Under higher detonation pressure loading (JOB9003, RHT-901), the crack initiation and
fracture of the 45 steel cylindrical shell occur during the loading stage; the failure of
the cylindrical shell begins at mid-thickness in which the plastic strain accumulation
is at its maximum. It spreads in the shear direction to the inner and outer walls,
resulting in pure shear fracture mode.

4. As the detonation loading pressure decreases, loaded by explosives of TNT and HNS,
on account of the initial fracture occurring during the loading stage, the fracture still
begins from the middle of the shell thickness and spreads along the shear direction
to the inner and outer walls. When the cylindrical shell expands to the free expan-
sion stage, the unbroken area is under circumferential tensile stress, resulting in a
phenomenon known as “necking”. The growing crack turns to the radial direction
along the “necking” area, resulting in a tensile–shear mixed fracture mode. Further-
more, the lower the explosion pressure, the earlier the cylindrical shells enter the free
expansion stage and the higher proportion of final tensile cracks.
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Abstract: Mold design is one of the important ways to control shrinkage porosity. In this study,
four mold forms with different tapers were first designed, the corresponding three-dimensional
finite element models were built using the ProCAST software, and the influence of mold design
on the filling and solidification processes of Ti-6Al-4V alloy was investigated. The results showed
that the titanium alloy ingots exhibit typical characteristics of layer-by-layer solidification, and that
the removal of the riser results in: (a) shortening the time it takes for molten metal to reach the
bottom of the mold and the time needed to complete mold filling; (b) decreasing the maximum
flow velocity and improving the filling stability; and (c) moving the shrinkage cavities up along the
central axis of the ingot and decreasing the cavity volume. Meanwhile, it was also found that the
shrinkage cavity volume decreases significantly with increasing mold taper, meaning a significant
increase in ingot utilization rate. The shrinkage cavity formation mechanism was revealed through
macrostructure analysis. During solidification, a grain frame is formed as a large number of equiaxed
crystals intersect, thus creating an isolated liquid phase zone. When the liquid in this zone solidifies,
the last zone to do so, its volume shrinkage cannot be compensated, thus leading to the formation of
a shrinkage cavity.

Keywords: mold design; Ti-6Al-4V alloy ingot; mold taper; numerical simulation; shrinkage porosity

1. Introduction

Ti-6Al-4V (wt.%) alloy has been widely applied in aerospace, ocean engineering,
biomedicine, and other fields owing to its good comprehensive mechanical properties and
low production costs [1,2]. However, the defect of shrinkage porosity in Ti-6Al-4V alloy
castings seriously reduces the serviceability of the alloy products and reduces the material
utilization rate [3]. At present, researchers use various methods to control the formation
of shrinkage cavities, including the hot isostatic pressing technique [3–5], optimizing the
smelting method [6–11] and improving the casting process [12–16], and certain positive
results have been achieved.

Research shows that the use of the hot isostatic pressing technique can effectively
reduce shrinkage porosity in titanium alloy castings. Atkinson et al. [4] demonstrated
clearly that reducing shrinkage porosity in as-cast microstructure is one of the main benefits
of the hot isostatic pressing technique. Feng et al. [3] investigated the influence of the
hot isostatic pressing technique on the shrinkage porosity of large, thin-walled Ti-6Al-4V
alloy castings, finding that the method can not only effectively suppress the formation
of shrinkage cavities, but can also significantly improve the bonding force of β grain
boundaries, thus improving the toughness of the castings. However, the hot isostatic
pressing process causes dimensional deformation of castings, and using the method it is
difficult to eliminate shrinkage porosity completely [8,17–19]. With the continuous progress
in casting technology in recent years, advanced processes such as centrifugal casting [6–8],
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anti-gravity casting [9,10], and vacuum suction casting [11] have been widely used in the
preparation of titanium alloy castings. Yang et al. [6] compared the effects of centrifugal
and gravity casting on the shrinkage porosity of TiAl alloy castings by means of numerical
simulation and experimental verification. The results show that centrifugal casting is more
effective at suppressing the formation of isolated liquid phase zones and at reducing the
volume of the shrinkage cavity. Suzuki et al. [7] investigated the effect of centrifugal speed
on the shrinkage porosity of Ti-6Al-4V alloy castings, revealing that increasing centrifugal
speed can effectively suppress the formation of shrinkage cavities. However, when the
centrifugal speed is too high, the flow of molten metal may stop, resulting in the formation
of shrinkage cavities [8]. In their study on the anti-gravity casting process of Ti-6Al-4V alloy,
Ma et al. [9] clearly illustrated that the formation of shrinkage cavities can be effectively
controlled by improving mold filling and adopting pressurized solidification. By examining
the effect of filling pressure on the shrinkage porosity of TiAl alloy during anti-gravity
casting, Yang et al. [10] clarified that increasing filling pressure can significantly increase
the fluidity of molten metal and reduce heat loss, helping to suppress the formation of
pre-solidification zones and effectively improve the feeding capacity of the molten metal.
However, excessively high filling pressure is not conducive to the control of shrinkage
porosity. It is worth noting that proper design of the casting process, such as setting a
suitable pouring temperature and mold preheating temperature, is always important in
reducing shrinkage porosity. Research shows [12–16] that these factors can effectively
improve the fluidity of the molten metal and reduce heat loss, ensuring the high feeding
capacity of the molten metal and suppressing the formation of shrinkage cavities. In
addition, Gao et al. [20] significantly reduced the shrinkage cavity volume in a TiAl alloy
ingot by adding a temperature gradient to the mold, pioneering a new path for controlling
shrinkage porosity in titanium alloy ingots.

Unfortunately, relatively little effort has been made to study the influence of mold
design on the shrinkage porosity of titanium alloy castings. In this study, the influence
of mold design on the shrinkage porosity of Ti-6Al-4V alloy ingots was systematically
investigated using four casting mold forms with slightly different shapes. Adopting an
approach combining numerical simulation and experimental verification, the influence of a
riser on alloy filling and solidification processes was studied, the quantitative relationship
between the mold taper and shrinkage cavity (including shrinkage cavity volume and
material utilization rate) was analyzed in depth, and the formation mechanism of shrinkage
cavities in titanium alloy ingots was elucidated, thus providing an effective way to control
shrinkage porosity in titanium alloy ingots.

2. Materials and Methods
2.1. Finite Element Model

In this study, the casting process of Ti-6Al-4V (wt.%) alloy was systematically explored
using the ProCAST 2018software (ESI Group, Paris, France). First, four common mold
forms I–IV were designed (Figure 1) based on the casting equipment available, and the
sample ingots prepared with the four mold forms were named alloys I–IV, respectively.
Mold I features a riser with a height of 50 mm, and molds II–IV have no risers. The four
ingots and molds have relative mass ratios of 0.56, 0.51, 0.55, and 0.47. Then, the sample
ingots and molds were modeled in three dimensions and partitioned into meshes. The
mesh of each ingot has an average cell size of 5 mm to ensure that there are at least two
meshes at the thinnest part of the ingots, the mesh of each mold has an average cell size of
10 mm, and the number of volume mesh cells is about 334,737.
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Figure 1. Mold design: (a) mold I; (b) mold II; (c) mold III; (d) mold IV.

2.2. Thermophysical Parameters and Boundary Conditions

Ti-6Al-4V alloy was chosen as the material for preparing the ingots and graphite
was used as the mold material. The liquidus and solidus temperatures of Ti-6Al-4V alloy
are 1660 ◦C and 1604 ◦C, respectively [5], and other thermophysical parameters were
calculated using the ProCAST software, as shown in Table 1. Graphite has a density
of 1690–1720 kg·m−3, a specific heat capacity of 0.72–2.89 kJ·kg−1·K−1, and a thermal
conductivity of 12–108 W·m−1·K−1. In the calculation process, the pouring temperature
was set to 1700 ◦C, the mold preheating temperature was 300 ◦C, and the pouring speed
was 4.7 kg·s−1. Meanwhile, the stress type of the Ti-6Al-4V alloy was set to “linear-elastic”,
the stress type of graphite was “rigid”, and the cooling method was “air cooling”, with a
heat transfer coefficient between the casting and the mold shell of 800 W·m−2·K−1.

Table 1. Physical parameters of Ti-6Al-4V based on ProCAST calculation.

Temperature
(◦C)

Density
(kg·m−3)

Enthalpy
(kJ·kg−1)

Viscosity
(Pa·s)

Thermal Conductivity
(W·m−1·K−1)

25 4430 11.8 - 7.87
200 4322 153.6 - 10.92
400 4297 214.4 - 12.54
600 4262 369.8 - 14.47
800 4231 464.3 - 16.49

1000 4189 585.9 - 18.68
1200 4138 741.3 - 20.95
1400 4094 856.1 - 24.56
1600 4039 1052.0 2.14 28.09
1700 3938 1416.7 1.76 33.56
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In this study, the flowing molten metal was regarded as an incompressible Newtonian
fluid, and the governing Equations (1)–(5) in the process of mold filling and solidification
are as follows [6,10,21]:

The Navier-Stokes equations for viscous fluids are [6,21]:
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Heat conduction equation [10,21]:
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where, ρ is the density of the molten metal; u, v, and w are the velocity vectors in the
directions of x, y, and z respectively; P is pressure; g is the gravitational acceleration; µ is
the viscosity; t is time; Cp is the specific heat capacity; T is the temperature; λ is the thermal
conductivity coefficient; L is the latent heat of crystallization, and fs is the solid fraction in
the solidification stage.

2.3. Ingot Preparation and Macrostructure Characterization

Titanium alloy ingots weighing 20 kg each were prepared using a vacuum induction
melting furnace. The raw materials include sponge titanium, pure Al, and Al-V alloy
(V: 58.18wt.%). The iCAP 7400 ICP-OES analyzer (Thermo, Waltham, MA, USA) and the
TCH600 N, H, and O analyzer (LECO, St. Joseph, MI, USA) were used to analyze the
main elements (Al and V) and impurity elements (N, H, and O) of the ingots, respectively.
The above test samples were all ϕ4 × 10 mm discs weighing less than 30 mg, which were
mechanically ground and ultrasonically cleaned in alcohol for 10 min. For each ingot, at
least three positions were chosen for analysis, and the results are displayed in Table 2 to
guarantee the correctness of the test results. Then, the ingots were dissected along the center
line to show the distribution of shrinkage cavities. Meanwhile, the as-cast macrostructure
of each ingot was observed. The metallographic etching solution used in the observation
was Kroll reagent (5% HF + 10% HNO3 + 85% H2O).

Table 2. Measured chemical compositions (wt.%) of the Ti-6Al-4V.

Alloys Al V H N O Ti

I 6.2 4.3 0.002 0.011 0.096 Bal.
II 5.9 4.1 0.002 0.015 0.104 Bal.
III 6.1 4.2 0.003 0.011 0.101 Bal.
IV 6.2 4.2 0.002 0.010 0.098 Bal.

3. Results
3.1. Numerical Simulation of Mold I

Figure 2 shows the filling process and the flow velocity of molten metal when mold
I is used. At 0.24 s, the molten metal quickly reached the bottom of the mold under the
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action of gravity (Figure 2a), and the mold was completely filled at 4.09 s, with a filling
rate of 98vol.% (Figure 2e). At the initial stage of mold filling, the molten metal has a
high flow velocity (2.394 m·s−1) and an obvious velocity gradient in the height direction
(Figure 2g,h), but the mold filling stability is poor, which can easily lead to gas entrapment
and molten metal splashing at the bottom of the mold. Xiong et al. [11] studied the influence
of filling speed on the filling process of a TiAl alloy exhaust valve, reaching the following
two conclusions. (1) A high filling speed causes a violent collision between the molten
metal and the sprue, leading to the splashing of the molten metal. (2) A high filling speed
causes serious turbulence at the surface of the molten metal, resulting in the entrapment
of a large amount of gas. Liu et al. [22] also found in the investment casting process
of a ZG310-570 steel bracket that an increase in filling speed significantly increases the
probability of gas entrapment at the bottom of the casting. As the mold filling process
progresses, the filling speed decreases obviously, the speed gradient weakens significantly,
and the mold filling process stabilizes gradually (Figure 2d,i). At the late filling stage, the
speed gradient disappears completely, and the filling proceeds stably (Figure 2j).
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Figure 3 shows the solidification process of molten metal and the distribution of
shrinkage cavities when mold I is used. It can be seen from Figure 3a that at 1.13 s the part
of the molten metal in contact with the mold wall solidifies first. As the mold-filling process
progresses, the solidification zone gradually expands along the mold wall (the expansion
direction is indicated by the gray arrow in Figure 3b). At 9.12 s, the part close to the mold
wall approaches complete solidification (Figure 3c). This phenomenon further proves that
the heat radiation of molten metal along the vertical wall is faster than in other directions.
As the solidification process progresses, the part of the molten metal at the riser area reaches
complete solidification first (Figure 3d), which means that the riser designed in this study
cannot effectively fulfill the purpose of feeding. Meanwhile, the bottom part of the alloy
ingot (where the cross-sectional area is smaller), under conditions of relatively good heat
dissipation, reaches complete solidification earlier than the top part of the alloy ingot
(where the cross-sectional area is larger). This leads to the formation of an isolated liquid
phase zone at the central region of the top part of the alloy ingot, as shown in Figure 3e.
Generally speaking, titanium alloy ingots exhibit typical characteristics of layer-by-layer
solidification. It can be seen from Figure 3f that the shrinkage cavities are concentrated
at the top part of the ingot, with a volume of 3.29 cm3, and the ingot utilization rate is
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63.6% (where ingot utilization rate = the distance between the shrinkage cavity and the
bottom of the ingot/mold height × 100%, and mold height = ingot height + riser height).
It is worth noting that the zone of the shrinkage cavity almost completely coincides with
the isolated liquid phase zone. Therefore, it can be concluded that the formation of the
shrinkage cavity is closely related to the formation of the isolated liquid phase zone. The
formation mechanism of the isolated liquid phase zone will be analyzed in detail later in
this article.

Figure 3. Solidification process (a–e) and shrinkage porosity (f) of Ti-6Al-4V alloy in mold I.

3.2. Numerical Simulation of Molds II, III, and IV

Mold I was optimized based on the above simulation results. Usually, to achieve
proper feeding, the riser design can be optimized to ensure that it solidifies later than
the casting. However, the use of a riser will significantly reduce the ingot utilization rate,
especially when the mass of the ingot is small. Therefore, the riser in mold I was removed,
resulting in mold II (Figure 1b). Figure 4a–e shows the mold filling process when mold II
is used. It can be seen that when mold II is used, the molding filling has characteristics
similar to those of mold I, but the bottom-reaching time of molten metal and filling time
are shortened to 0.23 s and 3.57 s, respectively. As can be seen from the simulation results
of molten metal flow velocity, Figure 5a–e, the maximum flow velocity of the molten metal
decreases to 2.228 m·s−1 and the speed gradient difference at the initial stage of mold filling
decreases, indicating that the mold II filling process is more stable than that of mold I. As
demonstrated by the solidification process simulation results in Figure 6a–e, switching from
mold I to mold II results in the formation position of the isolated liquid phase zone moving
towards the top of the ingot along the central line. This is a desirable result. Figure 7a
further proves that the use of mold II can not only effectively suppress the formation of
shrinkage cavities (alloy II: 0.061 cm3) but can also move the shrinkage cavity formation
position towards the top of the ingot along the central line. In alloy I, the shrinkage cavity
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is 46.8 mm from the top of the ingot, while this distance is shortened to 34.1 mm in alloy II,
increasing the utilization rate of ingot II to 86.4%.
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To further improve the mold filling and alloy casting solidification processes, an in-
depth investigation on the key parameters of mold II was carried out, designing molds III
and IV as shown in Figure 1c,d. The design of mold III reduces the top size of the ingot
to 170 mm, and the design of mold IV reduces the bottom size of the ingot to 110 mm
(smaller than mold III). It can be seen from Figures 4f–j and 5f–j that, when mold III is
used, the molding filling has characteristics similar to those of mold II, but the maximum
flow velocity of molten metal is slightly increased (2.245 m·s−1). It can be seen from
Figure 6f–j that, when mold III is used, the ingot solidification process exhibits no unique
characteristics and that the shrinkage cavity volume is basically unchanged (0.059 cm3),
but that the ingot utilization rate is reduced to 85.8% (Figure 7b). It is worth noting that
reducing the bottom size of the ingot lowers the maximum flow velocity of molten metal to
2.198 m·s−1, thus promoting smooth mold filling, as shown in Figures 4k–o and 5k–o. At
the same time, this change has no obvious impact on shrinkage cavity volume (0.058 cm3)
and ingot utilization rate (86.7%), as shown in Figure 7c.
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3.3. Experimental Verification

Figure 8 shows the Ti-6Al-4V alloy ingots prepared using molds I–IV. It can be seen
that the actual distribution and volume variation pattern of shrinkage cavities in ingots
I–IV are basically consistent with the simulation results. However, ingot I contains a large
number of small shrinkage cavities and the riser can play a few roles in feeding. Ingot IV
contains a small number of small shrinkage cavities. In order to visualize the morphology
and distribution of the small shrinkage cavities, the blue rectangular boxed area in Figure 8a
is enlarged appropriately and its important features are drawn at a certain scale, as shown
in Figure 8b,c. The large shrinkage cavity is represented by the blue region, while the
small shrinkage cavity is represented by the orange area. The statistical results show
that ingot I has four large shrinkage cavities with an aspect ratio of 1.2–2.0 and nearly
100 small shrinkage cavities with a length of 0.37–2.94 mm that are concentrated around
the large shrinkage cavities; in contrast, ingot IV has two large shrinkage cavities with an
aspect ratio of 1.1 or 1.4 and a significantly smaller number (about 30) of small shrinkage
cavities with a length of 0.5–1.94 mm. Noticeably, the utilization rates of ingots I–IV are
60.5%, 73.6%, 74.5%, and 80.5%, respectively, slightly different from the simulation results.
Nonetheless, these figures prove that a rational mold design can effectively improve the
material utilization rate. On the whole, numerical simulation results can provide some
guidance for controlling the shrinkage porosity of titanium alloy ingots.
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4. Discussion
4.1. Formation Mechanism of Shrinkage Porosity

It can be seen from Figure 3, Figure 6, and Figure 7 that, at the initial stage of solidifi-
cation, the molten metal solidifies layer by layer from the mold wall to the center of the
ingot. The areas with good heat dissipation, such as the bottom of the ingot (where the
cross-sectional area is relatively small), solidify first to form a solid surface layer. As the
solidification process progresses, the solid shrinkage in the solidified area, the solidification
shrinkage caused by solidification, and the liquid shrinkage in the core of the ingot caused
by the temperature decrease occur simultaneously. At the late stage of solidification, an
isolated liquid phase zone gradually forms in the top central part of the ingot (the area
with a larger cross-sectional area). When the sum of the liquid shrinkage and solidification
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shrinkage of the alloy is greater than the solid shrinkage, a shrinkage cavity will be formed
in this area.

Zhang et al. [9] studied the anti-gravity casting process of Ti-6Al-4V alloy and discov-
ered, through numerical simulation and experiment, that shrinkage cavities mostly occur in
areas with relatively large cross sections, and that their locations are close to the sprue and
riser. This is mainly because the area with a large cross-sectional area can better preserve
heat. When other areas are completely solidified, cutting off the feeding channel, an isolated
liquid phase zone will be formed in this area [11]. By studying the influence of TiB2 on the
fluidity of TiAl alloy, Han et al. [23] revealed that shrinkage cavities usually occur in the
area that is the last part to solidify. In other words, at the late stage of solidification, the
temperature of the isolated liquid phase zone is higher than its surrounding area. For each
ingot, five points (A, B, C, D, and E) in the isolated liquid phase zone and the surrounding
areas (Figures 3e and 6e,j,o) were picked, and the temperature variation of each point
with time was analyzed. The results are shown in Figure 9. As the solidification process
progresses, the temperature of point A gradually becomes higher than those of points B, C,
D, and E, indicating that these solidify earlier than point A. This means that an isolated
liquid phase region will be formed at point A and a shrinkage cavity will be formed at this
location. In the same way, Yang et al. [24] explored the formation mechanism of shrinkage
cavities in the casting process of TiAl alloy blades, finding that the formation of a shrinkage
cavity is related to the presence of an isolated liquid phase zone (in the central region of
the blade with larger thickness), and that the temperature of this zone was significantly
higher than its surrounding area. Similarly, this formation mechanism was also discovered
by Zheng et al. [25] in a study on the vacuum casting process of a brake drum made of
Al-based composite materials.
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Research shows [26] that the termination of melt metal flow of Ti-6Al-4V alloy exhibits
the characteristics of alloys with a narrow crystallization temperature range. The formation
of a shrinkage cavity in casting can be largely attributed to an isolated liquid phase zone
resulting from the formation of a crystal grain frame comprising a large number of columnar
crystal grains and a small number of equiaxed crystal grains. It was found through
macrostructure observation (Figure 10) that the basic structure of the ingots prepared in
this study is almost completely composed of equiaxed crystal grains. Therefore, it can
be concluded that Ti-6Al-4V alloy ingots exhibit the characteristics of alloys with a wide
crystallization temperature range. Analysis reveals that the difference in macrostructure
characteristics is mainly attributed to the difference in the casting cooling rate which, in
turn, can be traced to differences in the specifications of the castings. In the study [26], a
spiral-shaped casting with a relatively small cross-sectional area was used, so the cooling
speed was relatively high, providing favorable conditions for the formation of columnar
crystal grains. By comparison, the near-cylindrical ingot in this study has a large thickness
and relatively slow cooling speed (especially at the core), which seriously restricts the
nucleation of columnar crystal grains. According to the characteristics of alloys with
wide crystallization temperature ranges introduced by Dahle et al. [27], the formation
of shrinkage cavities in this study is shown in Figure 11. In summary, the formation of
shrinkage cavities in Ti-6Al-4V alloy ingots in this study is mainly due to (a) the formation
of isolated liquid phase zones resulting from a grain frame comprising the intersection of a
large number of equiaxed crystals, and (b) the inability of the last crystallization part to
compensate for the volume shrinkage.
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4.2. Influence of Mold Design on Shrinkage Porosity

In this study, the influence of riser removal on mold filling and the solidification
process of Ti-6Al-4V alloy mainly causes the following three effects. (1) The bottom-
reaching time of the molten metal and the mold filling completion time are shortened
(Figures 2e and 4e). (2) The maximum flow velocity of the molten metal is decreased and
the mold filling stability is improved (Figures 2f–j and 5 a–e). (3) The shrinkage cavities
move up along the central axis of the ingot and the cavity volume decreases significantly
(Figures 3f and 7a). On the one hand, the removal of the riser shortens the distance that the
molten metal covers before reaching the bottom of the mold and reduces the total mass of
the ingot, factors conducive to shortening the bottom-reaching time and the mold filling
completion time. On the other hand, reducing the mold filling distance has the effect of
decreasing the initial speed at which the molten metal reaches the bottom, slowing down
the flow speed of the molten metal and improving the mold filling stability. Research shows
that shortening the mold-filling time can effectively reduce heat loss in the mold-filling
process and ensure good feeding during the solidification process [22,28]. These factors
play an important role in reducing shrinkage cavity volume and changing the position of
the shrinkage cavity. Based on this finding, Liu et al. [14] suggested that the filling time
should be shortened as much as possible to ensure filling stability. In addition, after riser
removal, the top area of the ingot can serve as a pool for feeding which is the fundamental
reason why the shrinkage cavity moves up along the center line and its volume decreases.
For mold I, the riser part solidifies earlier than any other part of the ingot in conformance
with the layer-by-layer solidification pattern of titanium alloy ingots, cutting off the feeding
channel earlier and promoting the formation of a shrinkage cavity. Huang et al. [29]
explored the influence of the casting system on shrinkage porosity, and found that feeding
becomes difficult when the sprue part solidifies earlier than the casting, resulting in a
significantly increased probability of forming shrinkage cavities.

It can be seen from Figure 7 that when the top size of the ingot is reduced from 180 mm
to 170 mm, while the volume of the shrinkage cavity is reduced from 0.061 cm3 to 0.059 cm3,
the utilization rate of the ingot is reduced from 86.4% to 85.8%. When the bottom size of the
ingot is reduced from 130 mm to 110 mm, the volume of the shrinkage cavity barely changes
but the utilization rate of the ingot is increased to 86.7%. It is worth noting that changing the
top or bottom size of the ingot means changing the mold taper. To further optimize the mold
design, the influence of mold taper on the volume and distribution of shrinkage cavities
was studied (Figure 12). It can be seen from Figure 12a,b that as the top size increases or the
bottom size decreases (i.e., the mold taper increases), the shrinkage cavity volume decreases,
and the ingot utilization rate increases, both significantly. Analysis reveals that increasing
the top size is equivalent to increasing the volume of the pool for high-temperature molten
metal, and decreasing the bottom size has the effect of increasing the solidification rate, both
of which play an important role in promoting effective feeding, suppressing the formation
of shrinkage cavities and making these move up along the central axis. Figure 12c,d show
the quantitative relationship between mold taper and the shrinkage cavity, respectively. It
is also found that the shrinkage cavity volume decreases significantly with increasing the
mold taper, significantly increasing the ingot utilization rate.

In summary, it is advisable to remove the riser in the design of casting molds of
titanium alloy ingots of small mass. This not only ensures that shrinkage cavities are
concentrated at the top part of the ingot, thereby improving the utilization rate of the ingot,
but also reduces the production cost. However, the removal of the riser increases the design
requirements of the mold in order to suppress the formation of shrinkage cavities and to
move them to the top part of the ingot.
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5. Conclusions

The effect of mold design on the shrinkage porosity of Ti-6Al-4V alloy ingots has been
thoroughly investigated using numerical simulation and experimental verification. The
main conclusions are the following.

1. The presence of a riser in mold I results in a relatively high flow rate (2.394 m·s−1)
of molten metal, significantly reducing the stability of the mold-filling process. In
addition, the riser part solidifies earlier than the main body of the ingot in conformance
with the layer-by-layer solidification pattern of titanium alloy. The riser, therefore,
cannot serve the purpose of feeding effectively, resulting in a significantly larger
shrinkage cavity volume (3.29 cm3) and a relatively low ingot utilization rate (63.6%).

2. The removal of the riser shortens the bottom-reaching time of the molten metal and
the mold-filling completion time. Therefore, the maximum flow velocity decreases
(alloy II–IV: 2.228 m·s−1, 2.245 m·s−1, 2.198 m·s−1) and the filling stability increases,
effectively suppressing the formation of shrinkage cavities (alloy II–IV: 0.061 cm3,
0.059 cm3, 0.058 cm3) and improving the ingot utilization rate significantly (alloy
II–IV: 86.4%, 85.8%, 86.7%).

3. The formation of shrinkage cavities in Ti-6Al-4V alloy ingots in this study is mainly
due to the formation of an isolated liquid phase zone. This zone results from the
formation of a grain frame caused by the intersection of a large number of equiaxed
crystals. The inability of this last crystallization part to compensate for volume
shrinkage ultimately leads to the formation of shrinkage cavities.

4. With increasing top size or decreasing bottom size of the ingot (i.e., increasing mold
taper), the volume of the shrinkage cavities decreases and the ingot utilization rate
increases, both significantly. For instance, the shrinkage cavity volume of the ingot
decreases from 0.162 cm3 to 0.016 cm3, and the utilization rate increases from 80.9%
to 89.5% when the mold taper is increased from 4.2◦ to 9.9◦. Analysis reveals that
increasing the top size is equivalent to increasing the volume of the pool of high-
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temperature molten metal, and decreasing the bottom size has the effect of increasing
the solidification rate, both of which play an important role in promoting effective
feeding and suppressing the formation of shrinkage cavities.
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Abstract: Austenitic stainless steel is useful for storing and transporting liquefied natural gas (LNG)
at temperatures below−163 ◦C due to its superior low-temperature applications. This study develops
a computational method for the failure prediction of 304L stainless steel sheet to utilize its usability as
a design code for industrial purposes. To consider material degradation in a phenomenological way
during the numerical calculation, the combined Swift–Voce equation was adopted to describe the
nonlinear constitutive behavior beyond ultimate tensile strength. Due to the stress state-dependent
fracture characteristics of ductile metal, a modified Mohr–Coulomb fracture criterion was adopted
using stress triaxiality and Lode angle parameter. The numerical formulation of the elastoplastic-
damage coupled constitutive model with fracture locus was implemented in the ABAQUS user-
defined subroutine UMAT. To identify the material and damage parameters of constitutive models,
a series of material tests were conducted considering various stress states. It has been verified that the
numerical simulation results obtained by the proposed failure prediction methodology show good
agreement with the experimental results for plastic behavior and fractured configuration.

Keywords: ductile fracture; elastoplastic constitutive model; modified Mohr–Coulomb model;
numerical implementation; austenitic stainless steel

1. Introduction

Austenitic stainless steel is recognized as a functional material in various industries
due to its excellent strength, toughness, and superior corrosion resistance even in low-
temperature environments [1–3]. In particular, 304L austenitic stainless steel, which is
generally known as 18/8 steel, is useful for storing and transporting liquefied natural
gas (LNG) at temperatures below −163 ◦C due to its superior low-temperature applica-
tions. Zheng et al. (2018) reported that the mechanical strength of low-temperature treated
304 stainless steel was increased up to 2.7 times compared to conventional as-received
samples [4]. Mallick et al. (2017) reported that 10–20% low-temperature (−196 ◦C) de-
formation leads to a higher level of strength (1306–1589 MPa) owing to the formation of
a higher volume fraction of strain-induced martensite [5]. Singh et al. (2018) reported that
the low-temperature mechanical strength was increased to 1200 MPa, which is much more
than test results under ambient conditions. In addition, in low-temperature treatment, the
micro-hardness was increased from 208 VHN to 520 VHN, which is more than double
that of the as-received sample [6]. Oh et al. (2018) reported the low-temperature fatigue
strength of 304 stainless steel was significantly improved compared to the ambient fatigue
strength [7]. Thanks to these valuable studies, it has been established that 304(L) austenitic
stainless steel is the optimal material in low-temperature applications because an enhanced
mechanical performance was observed in terms such as strength, hardness, and fatigue
strength at low temperatures.
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Due to its superior low-temperature mechanical performance, 304L stainless steel is
adopted as the main material for LNG carrier cargo holds. The primary barrier is corrugated
because it undergoes repeated thermal shrinkage and contraction during operation in the
LNG loading and unloading processes [8–11]. Therefore, some researchers have focused on
the deformation and pressure resistance of 304L stainless steel-made corrugated membranes
in experimental approaches. Kim et al. (2011) reported the pressure levels that induced
the collapse of the corrugated walls via plastic buckling were six and twelve bar for the
large and small corrugated containers, respectively [12]. Lee et al. (2015) reported the
pressure-resisting capability of 304L-made stainless steel plate. The maximum deformation
of the weakest corrugation was measured with respect to an applied exterior pressure
and the pressure at the start of buckling failure was chosen as the pressure-resisting
capability of the corrugations [13]. Jeong et al. (2021) reported the pressure-resisting
capabilities of a 304L stainless steel corrugated membrane under hydrodynamic load [14].
Those research outcomes have helped improve the shape of the corrugated membrane.
However, most evaluations of the pressure resistance performance and the deformation
of the primary barrier of the LNG CCS were all conducted at room temperature. This
is because it is very difficult to build a pressure test environment for large structures in
low-temperature environments. Even so, it is important to evaluate the primary barrier in
low-temperature environments, which is the main operating condition of 304L stainless
steel primary barriers.

If difficulties are encountered in the experimental evaluation of low-temperature
performance, failure evaluation techniques based on computational methods can be an
excellent alternative. Evaluating the failure of ductile materials requires predicting the
elastoplastic behavior and occurrence of failure. Among failure prediction approaches, the
phenomenological failure model is defined as failure occurrence when the stress or strain
of an element reaches a specific value. The strain-based failure model is more suitable
than the stress-based failure model for dealing with structures undergoing severe plastic
deformation and has proven quite useful in collision and failure problems [15–22].

Early studies to predict ductile failure explained the relationship between stress tri-
axiality and equivalent plastic strain [23–26]. In addition, it was found that the Lode
angle, defined as the third invariant of the deviation stress tensor, also affects ductile
failure [27–30]. The Mohr–Coulomb criterion is based on the maximum shear stress and is
mainly used to determine the failure of rock, soil, and concrete. To eliminate the shortcom-
ing of the absence of pressure dependency, Bai and Wierzbicki (2010) developed a modified
Mohr–Coulomb criterion that is transformed from a local representation in terms of shear
stress and normal stress to a mixed strain–stress representation of stress triaxiality, Lode
angle parameter, and equivalent plastic strain for monotonic loading conditions [28]. The
MMC criterion can predict the crack initiation point and the direction of crack propagation
and its usefulness has already been verified in many previous studies [31–37].

Several studies have been conducted to predict the ductile fracturing of 304L stainless
steel. Othmen et al. (2020) carried the prediction of the onset of rupture of austenitic
stainless steel during its forming process [38]. Various fracture criteria, implemented in the
finite element code Abaqus/Implicit via a user subroutine USDFLD, have been investigated.
Pham and Iwamoto (2018) proposed the numerical fracture prediction of 304 stainless
steel with the modified Johnson–Cook damage model [39]. Kim et al. (2013) proposed
a viscoplastic model for 304L stainless steel considering the pre-strain and temperature
effects [40]. These studies accurately predicted the occurrence of fractures and crack
propagation but provided limited failure predictions due to their lack of consideration for
various ranges of stress states.

Thus, the present study proposes the failure prediction methodology of 1.2 t 304L
stainless steel sheet. An elastoplastic-damage coupled constitutive equation was developed
to establish the failure criterion for the primary barrier and to propose a failure analysis
technique. To establish the phenomenological ductile failure criterion for 304L stainless steel
sheet, a series of material tests were performed considering various stress states. A modified
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Mohr–Coulomb model was adopted to formulate ductile fracture criteria in accordance
with the stress triaxiality and Lode angle of ductile materials. Numerical analysis with the
completed ductile fracture criterion shows good agreement with experimental results.

2. Phenomenological Ductile Fracture Criteria
2.1. Characterization of Stress State

For a certain stress state {σ1, σ2, σ3} of an isotropic material, the stress tensor can be
expressed as hydrostatic and deviatoric parts. The three main invariants of the stress tensor
can be expressed as follow.

σ = s + pI (1)

I1 = tr[σ] (2)

J2 =

(
1
2

s : s
)

(3)

J3 = det[s] (4)

where s, p is the deviatoric stress tensor and hydrostatic stress, respectively. I is the second-
order identity tensor. From principal stress space, von-Mises yield surface circumscribes
three-dimensional cylinder orthogonal to deviatoric plane (π-plane). To indicate a certain
stress state on the deviatoric plane, a cylindrical coordinate system can be used to define
the Lode angle from the hydrostatic stress and principal stress directions. The Lode angle
can be defined as the angle of the principal stress axis on the deviatoric plane. The Lode
angle is related to the normalized third invariant as follows [28].

ξ = cos(3θ) =

(
r
q

)3

(0 ≤ θ ≤ π/3) (5)

r =
[

27
2
(σ1 − p)(σ2 − p)(σ3 − p)

]1/3
=

[
27
2

det[s]
]1/3

=

[
27
2

J3

]1/3
(6)

θ =
1
3

arccos

(
27
2

J3

[3J2]
3/2

)
(7)

where ξ, r is the normalized third invariant and the third invariant, respectively. θ is the
Lode angle expressed as stress invariants. Stress triaxiality is expressed as the ratio of
hydrostatic stress (OO′) and equivalent stress (O′P) as follows.

η =
p
q
=

√
2

3
cot

(
arctan

O′P
OO′

)
(8)

where q is the equivalent stress. From a viewpoint of principal stress coordinates, stress
triaxiality represents the dominance of the hydrostatic stress in a certain stress state. The nor-
malized Lode angle can be expressed as follows through the modified Haigh–Westergaard
coordinate system [41].

θ = 1− 6θ

π

(
−1 ≤ θ ≤ 1

)
(9)

In the planar stress condition, it is possible to convert a three-dimensional stress space
into two dimensions.

2.2. Modified Mohr–Coulomb Model

Bai and Wierzbicki (2010) modified and extended Mohr–Coulomb (MC) fracture
criterion to describe ductile fracture of isotropic crack-free solids in terms of equivalent
plastic strain [28]. The Mohr–Coulomb fracture criterion has been widely used in rock and
soil mechanics [42,43]. This criterion states that fracture occurs at a certain plane when
the linear combination of shear and normal stress reaches a critical value [44]. Bai and
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Wierzbicki (2010) assumed that the behavior of ductile materials can be described by the
von-Mises yield condition and hardening power law [28]. The modified Mohr–Coulomb
(MMC) fracture model can be expressed as follows in terms of the stress triaxialiy and the
normalized Lode angle.

ε
p
i
(
η, θ

)
=





A
c2

[
c3 +

√
3

2−
√

3
(1− c3)

(
sec

(
θπ

6

)
− 1

)]
×


√

1 + c2
1

3
cos

(
θπ

6

)
+ c1

(
η +

1
3

sin

(
θπ

6

))





− 1
n

. (10)

where A, n are material parameters of swift equation, and ci(i = 1, 2, 3) is fracture pa-
rameters. Three fracture parameters need to be calibrated from experimental results. In
this study, with the following condition satisfied, the damage accumulation of the element
is initiated. ∫ ε

p
i

0

dεp

ε
p
i
(
η, θ

) = 1 (11)

where ε
p
i is equivalent plastic strain at damage initiation, and εp is equivalent plastic strain.

3. Elastoplastic-Damage Coupled Constitutive Model
3.1. Hardening Function

In this study, the Swift-Voce equation was adopted as a hardening function that
expresses the isotropic hardening behavior according to the equivalent plastic strain for
general ductile metal materials [41,45,46]. Swift-Voce equation can be described as follow.

σy(ε
p) = αks + (1− α)kvk (12)

ks = A(ε0 + εp)n (13)

kv = σy0 + Q(1− exp(−βεp)) (14)

where ks, kv, and α is Swift equation, Voce equation, and weight parameter, respectively. A,
ε0, n, σy0, Q, β is material parameters for Swift-Voce equation. Some ductile materials show
yield plateau after yielding. Considering yield plateau strain (εplat), Swift-Voce equation
can be described as follow.

ks =

{
A(ε0)

n

A
(

ε0 + εp − εplat

)n
εp ≤ εplat
εp > εplat

(15)

kv =

{
σy0

Q
{

1− exp
[
−β
(

εp − εplat

)]} εp ≤ εplat
εp > εplat

(16)

3.2. Damage Evolution Rules

In the present study, ductile materials undergo damage after damage initiation. For
the isotropic hardening ductile material, damage manifests itself in two forms; softening
of yield stress and degradation of elastic modulus as shown in Figure 1. Lemaitre (1985)
explained that damage to the material affects the cross-sectional area due to the growth
of pores and micro-cracks inside the material, leading to a decrease in the modulus of
elasticity [47]. In this study, in order to define the phenomenological fracture, the damage
variable is simply expressed in terms of the equivalent plastic strain rate as follows.

D =





0 (εp < ε
p
i )

Ds ×
.
ε

p
(ε

p
i ≤ εp < ε

p
f )

Dc

(
ε

p
f ≤ εp

) (17)
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where Ds, Dc is damage accumulation control parameter and critical damage, respectively.
Damage accumulation control parameter adjusts the degree of damage accumulation.
Critical damage defines the thresholds for damage. ε

p
i and ε

p
f represents equivalent plastic

strain at damage initiation and fracture, respectively.
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3.3. Constitutive Model

In this study, an elastoplastic-damage coupled constitutive model is proposed to
predict the damage of ductile material. The total strain tensor and strain rate tensor can be
decomposed into elastic part and plastic part as follows.

ε = εe + εp (18)

.
ε =

.
ε

e
+

.
ε

p (19)

Using the concept of effective area and stress of damaged material proposed by
Lemaitre (1985) [47], the general Hooke’s law can be expressed as follows.

σ = (1−D)D : εe (20)

where σ, D represents the stress tensor and the stiffness tensor for isotropic materials,
respectively. D is damage variable. Deviatoric stress and hydrostatic stress are as fol-
lows, respectively.

s = (1−D)2Gεe
d (21)

p = (1−D)Kεe
v (22)

where εe
d, εe

v is deviatoric strain tensor and volumetric strain, respectively. G and K represent
shear modulus and volume modulus, respectively. Under the constant loading direction,
the effect of kinematic hardening can be ignored. The yield function according to the
von-Mises yield criterion is as follows.

Φ = q− (1−D)σy(ε
p) (23)

q =
√

3J2 =

√
3
2

s : s =

√
3
2
‖s‖ (24)
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where q is the von-Mises equivalent stress expressed as the deviatoric stress, and σy(ε
p)

represents the isotropic hardening function expressing according to the equivalent plastic
strain. According to the Prandtl-Reuss plastic law, flow rule is defined as follows [48].

.
ε

p
=

.
γ

∂Φ
∂σ

=
.
γ

√
3
2

s
‖s‖ (25)

where
.
ε

p,
.
γ is the plastic strain rate and the plastic multiplier, respectively. Plastic strain

rate is expressed as Prandtl-Reuss flow vector and plastic multiplier. Equivalent plastic
strain rate is defined as follows.

.
ε

p
=

√
2
3

.
ε

p :
.
ε

p
=

√
2
3
‖ .

ε
p‖ = .

γ (26)

According to Equation (25), the equivalent plastic strain rate is the same as the plastic
multiplier. The loading/unloading conditions of the constitutive model is as follows.

Φ ≤ 0,
.
γ ≥ 0,

.
γΦ = 0 (27)

3.4. Numerical Implementation Algorithm

In order to formulate the proposed elastoplastic-damage coupled constitutive model
with fracture locus, ABAQUS/STANDARD, a commercial finite element analysis software,
was adopted. ABAQUS with subroutine UMAT (user subroutine to define a material’s
mechanical behavior) provides the user to define material properties and provides values
calculated at the integration point of each element.

In this study, the elastoplastic-damage coupled constitutive model was formulated
with a fully implicit backward Euler integration scheme. A return mapping scheme with
elasticity prediction and plastic correction was adopted. When the total strain increment
(∆ε) according to the time interval [tn, tn+1] is determined at each integration point, the
subroutine UMAT calculates unknown variables σn+1, ε

p
n+1, Dn+1, tn+1 using the known

variables σn, ε
p
n, Dn, tn [48,49]. When the total strain increment is determined, the trial

stress and strain components can be expressed as follows.

εe trial
n+1 = εe

n + ∆ε (28)

ε
p trial
n+1 = ε

p
n (29)

Dtrial
n+1 = Dn (30)

strial
n+1 = (1−Dn)2Gεe trial

v n+1 (31)

ptrial
n+1 = (1−Dn)Kεe trial

v n+1 (32)

The corresponding trial yield function and trial equivalent stress are as follows.

Φtrial = qtrial
n+1 − (1−Dn)σy

(
ε

p
n

)
(33)

qtrial
n+1 =

√
3J2
(
strial

n+1
)
=

√
3
2

strial
n+1 : strial

n+1 =

√
3
2
‖strial

n+1‖ (34)

When the trial yield function is Φtrial ≤ 0, the trial stress exists within the yield
function, so it is regarded as an elastic region in which plastic increment does not occur.
The state variables are updated as Equations (28)–(32) and the stress is updated as follows.

σn+1 = strial
n+1 + ptrial

n+1 I (35)
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If the trial yield function is resulted in Φtrial > 0, plastic correction is required accord-
ing to the incremental calculation of the equivalent plastic strain. First, strain and damage
parameters can be defined by the Backward Euler method as follows.

εe
n+1 = εe trial

n+1 − ε
p
n+1 = εe trial

n+1 − ∆γ

√
3
2

sn+1

‖sn+1‖
(36)

ε
p
n+1 = ε

p
n + ∆γ (37)

Dn+1 = Dn + Ds∆γ (38)

εe
d n+1 = εe trial

d n+1 − ∆γ

√
3
2

sn+1

‖sn+1‖
(39)

εe
v n+1 = εe trial

v n+1 (40)

According to the definition of the strain tensor in the next step shown in Equation (36),
deviatoric strain tensor and the volumetric strain of the next step are defined in Equations (39)–(40).
The deviatoric stress and the hydrostatic stress are defined as follows.

sn+1 = (1−Dn+1)2Gεe trial
d n+1 − (1−Dn+1)2G∆γ

√
3
2

sn+1

‖sn+1‖
(41)

pn+1 = (1−Dn+1)Kεe
v n+1 (42)

In order to represent the plastically corrected yield function at tn+1, the deviatoric
stress of the next step shown in Equation (43) must be calculated. This can be expressed
as Equation (43) using the trial deviatoric stress shown in Equation (33), and because
the trial deviation stress is proportional to the deviatoric stress of the next step, it can be
summarized as Equation (44).

sn+1 =
1−Dn+1

1−Dn
strial

n+1 − (1−Dn+1)2G∆γ

√
3
2

sn+1

‖sn+1‖
(43)

sn+1 = (1−Dn+1)

(
1

1−Dn
− 3G∆γ

qtrial
n+1

)
strial

n+1 (44)

The yield function in the next step is defined as follows because it must satisfy the
consistency condition.

Φn+1 = qn+1 − (1−Dn+1)σy

(
ε

p
n + ∆γ

)
(45)

qn+1 = (1−Dn+1)

(
1

1−Dn
qtrial

n+1 − 3G∆γ

)
(46)

The yield function can be expressed as a function of the plastic multiplier and the
damage of the next step, and the return mapping method must be performed to calculate
the plastic multiplier and the damage of the next step.

With Equation (38), Equation (45) can be simplified as Equation (47). The plastic mul-
tiplier is calculated through the Newton-Raphson method. The simplified yield function
does not require the process of estimating the initial value of the plastic multiplier [48] in
calculating the damage energy release rate like Lemaitre’s damage composition equation.

Φn+1 =
1

1−Dn
qtrial

n+1 − 3G∆γ− σy

(
ε

p
n + ∆γ

)
(47)

σn+1 = sn+1 + pn+1I (48)
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When all stress and state variables are updated, the yield function of the next step
reaches an elastic region as a value close to zero. In finite element analysis, in order to
calculate the tangent stiffness matrix of each element, a consistent tangent modulus of the
material reaching the last updated plastic region is required. Through the relationship
between stress and strain tensor, the consistent tangent modulus (Dep) of the elastoplastic
region is defined as follows [48].

Dep ≡ ∂σn+1

∂εe trial
n+1

(49)

σn+1 =

[
De − ∆γ6G2

qtrial
n+1

Id

]
: εe trial

n+1 (50)

De = 2GId +

(
K− 2

3
G
)

I⊗ I (51)

Id = Is −
1
3

I⊗ I (52)

Is = Iijkl =
1
2

(
δikδjl + δilδjk

)
(53)

where Is and Id represent the fourth symmetric identity tensor and the deviatoric projection
tensor, respectively, and δij is Krönecker delta. De is the consistent tangent modulus derived
through Hooke’s law in the elastic region where plastic correction was not performed. Dep

can be expressed as follows by partial unification of Equation (50).

Dep = De − ∆γ6G2

qtrial
n+1

Id −
6G2

qtrial
n+1

εe trial
d n+1 ⊗

∂∆γ

∂εe trial
n+1

+
∆γ6G2

(
qtrial

n+1
)2 εe trial

d n+1 ⊗
∂qtrial

n+1

∂εe trial
n+1

. (54)

Dep = De − ∆γ6G2

qtrial
n+1

Id + 6G2


 ∆γ

qtrial
n+1
− 1

3G +
dσy
dεp

∣∣∣
ε

p
n+∆γ




strial
n+1

‖strial
n+1‖

⊗ strial
n+1

‖strial
n+1‖

. (55)

Dep = 2G

(
1− ∆γ6G2

qtrial
n+1

)
Id + 6G2


 ∆γ

qtrial
n+1
− 1

3G +
dσy
dεp

∣∣∣
ε

p
n+∆γ




strial
n+1

‖strial
n+1‖

⊗ strial
n+1

‖strial
n+1‖

+ KI⊗ I. (56)

4. Comparison with Experimental Results
4.1. Specimen

In order to perform the failure analysis of the primary barrier of Mark-III type LNG
CCS, a series of material tests were performed on the same material applied to the primary
barrier. 304L stainless steel was collected from 3500 mm × 1271 mm × 1.2 t of STS304L,
and the chemical composition is presented in Table 1. As shown in Figure 2, five types
of tensile specimen were prepared. The DB specimen, which means dogbone type tensile
specimen, was fabricated to obtain the flow stress of 304L stainless steel. The width is 6 mm
and the length of the reduced area is 30 mm. For NT05, NT10, and NT15 specimens, the
radius of curvature of the notch in the middle was 5 mm, 10 mm, and 15 mm to obtain
high-stress triaxiality. The minimum width at the center of the NT specimen is 6 mm. The
CH03 specimen has a radius of curvature of 3 mm in the center hole. The central width of
the NT and CH specimens is equal to 16 mm. The total length of all specimens is 110 mm,
and the length and rolling direction of the specimens are the same.

Table 1. Chemical composition of 304L stainless steel.

C Si Mn P S Cr Ni

0.0152 0.379 1.130 0.0227 0.0017 18.653 10.178
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Figure 2. Material test specimens of 304L stainless steel sheet. DB specimen is used to acquire flow
stress of 304L stainless steel, which has 6 mm width and 30 mm the length of reduced area. Other
specimens are to identify the fracture strain. NT specimens have the radius of curvature of the notch
to obtain high-stress triaxiality. The CH specimen has a radius of curvature of 3 mm in the center hole.

4.2. Experimental Set-Up

In this study, a universal testing machine was adopted to perform material testing.
The maximum load capacity of UTM is 50 kN, and the speed of the crosshead can be
controlled from 0.001 to 400.0 mm/min. In this study, the speed of the crosshead was
controlled at 1.5 mm/min so that the initial strain rate for the DB specimen was 0.001/s.
The displacement of all specimens was measured using an extensometer, and the gauge
length was set to 25 mm. All material tests were performed at room temperature (13 ◦C).
To verify repeatability, all tests were repeated three times and the results were shown as an
average value.

4.3. Experimental Results

Figure 3a shows the results of the tensile test of the DB specimen at room temperature
in terms of engineering stress and strain relationship. The elongation of the DB specimen
was 0.7464, the 0.2% offset yield strength was 282 MPa, and the tensile strength was 679 MPa.
The experimental result of the DB specimen was adopted only as a flow stress calculation.
Figure 3b shows the force–displacement relationships of all specimens performed at room
temperature. The smaller notch radius of the NT specimen increased the stress triaxiality
and resulted in rapid failure. The CH03 specimen had a higher load because of the larger
cross-sectional area at the center of the specimen.
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Figure 3. (a) Engineering stress–strain relationship at room temperature for DB specimen and
(b) force–displacement relation. Given that the DB and NT specimens have the same minimum width,
the maximum strength is almost the same. The smaller notch radius of the NT specimen caused
increased stress triaxiality and rapid failure.
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In order to observe the failure pattern of each specimen, the picture just before failure
in the material test is shown in Figure 4. In the NT specimen, localized necking was
observed in the center of the specimen, after which fracture progression was observed in
the outer direction of the specimen. The CH03 specimen also begins to crack on both sides
of the center hole and propagates outward. The fracture angle of all STS304L specimens
was observed irregularly and it was judged that there was no tendency. As the purpose of
the material test is to establish the ductile fracture criteria, no examination of the fracture
surface of the specimen was conducted, nor was the effect of the notch radius on the
material behavior analyzed through experimental results.

Metals 2022, 12, x FOR PEER REVIEW 10 of 21 
 

 

  
(a) (b) 

Figure 3. (a) Engineering stress–strain relationship at room temperature for DB specimen and (b) 
force–displacement relation. Given that the DB and NT specimens have the same minimum width, 
the maximum strength is almost the same. The smaller notch radius of the NT specimen caused 
increased stress triaxiality and rapid failure. 

In order to observe the failure pattern of each specimen, the picture just before failure 
in the material test is shown in Figure 4. In the NT specimen, localized necking was ob-
served in the center of the specimen, after which fracture progression was observed in the 
outer direction of the specimen. The CH03 specimen also begins to crack on both sides of 
the center hole and propagates outward. The fracture angle of all STS304L specimens was 
observed irregularly and it was judged that there was no tendency. As the purpose of the 
material test is to establish the ductile fracture criteria, no examination of the fracture sur-
face of the specimen was conducted, nor was the effect of the notch radius on the material 
behavior analyzed through experimental results. 

 
(a) 

 
(b) 

Metals 2022, 12, x FOR PEER REVIEW 11 of 21 
 

 

 
(c) 

 
(d) 

Figure 4. Ductile fracture configuration of 304L stainless steel: (a) NT05 specimen, (b) NT10 speci-
men, (c) NT15 specimen, and (d) CH03 specimen. Localized necking was clearly observed. The CH 
specimen showed a localized neck followed by crack propagation. 

5. Calibration of Ductile Fracture Model 
5.1. FE Model 

In order to establish a ductile fracture model, the equivalent plastic strain at the frac-
ture location is required during material testing. Bao-Wierzbicki (2004) proposed the pro-
cedure of comparing experimental results with detailed numerical simulations because it 
is difficult to obtain experimentally [50]. This procedure is very useful and easy to predict 
in evaluating the failure of a structure through a commercial finite element analysis pro-
gram. With recent technological advances, many researchers are adopting a method of 
obtaining the strain contour of a material using a digital image correction technique with-
out comparing numerical simulation and experimental results [31,51,52]. In this study, in 
order to evaluate the effectiveness of the proposed elastoplastic-damage coupled consti-
tutive model, the DIC method is not adopted, and the equivalent plastic strain is obtained 
by comparing the experimental results and the numerical analysis results, and the ductile 
fracture model is formulated. 

Parallel numerical simulations of all material tests were carried out using commercial 
finite element code ABAQUS/Standard. Material specimen modeling was performed as 
shown in Figure 5. Although all specimens had symmetry conditions in the thickness di-
rection, width direction, and length direction, no symmetric model (1:1 modeling) was 
considered for the failure prediction. The modeling range was to be included from the 
center point of the specimen to 25 mm. Since the length of the reduced section of the DB 
specimen exceeded 25 mm, the entire specimen was modeled only for the DB specimen. 
Displacement control was performed by applying coupling constraints as reference points 
to the upper and lower surfaces of the finite element analysis model. 
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(c) NT15 specimen, and (d) CH03 specimen. Localized necking was clearly observed. The CH
specimen showed a localized neck followed by crack propagation.
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5. Calibration of Ductile Fracture Model
5.1. FE Model

In order to establish a ductile fracture model, the equivalent plastic strain at the
fracture location is required during material testing. Bao-Wierzbicki (2004) proposed the
procedure of comparing experimental results with detailed numerical simulations because
it is difficult to obtain experimentally [50]. This procedure is very useful and easy to
predict in evaluating the failure of a structure through a commercial finite element analysis
program. With recent technological advances, many researchers are adopting a method of
obtaining the strain contour of a material using a digital image correction technique without
comparing numerical simulation and experimental results [31,51,52]. In this study, in order
to evaluate the effectiveness of the proposed elastoplastic-damage coupled constitutive
model, the DIC method is not adopted, and the equivalent plastic strain is obtained by
comparing the experimental results and the numerical analysis results, and the ductile
fracture model is formulated.

Parallel numerical simulations of all material tests were carried out using commercial
finite element code ABAQUS/Standard. Material specimen modeling was performed as
shown in Figure 5. Although all specimens had symmetry conditions in the thickness
direction, width direction, and length direction, no symmetric model (1:1 modeling) was
considered for the failure prediction. The modeling range was to be included from the
center point of the specimen to 25 mm. Since the length of the reduced section of the DB
specimen exceeded 25 mm, the entire specimen was modeled only for the DB specimen.
Displacement control was performed by applying coupling constraints as reference points
to the upper and lower surfaces of the finite element analysis model.
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Figure 5. Finite element model for material test of 304L stainless steel. In order to accurately predict
the ductile fracture at the failure location of all specimens, the element size was differentiated. In
the region of interest, the element size was selected as 200 µm, and the number of elements in the
thickness direction of the specimen was 6. To reduce computational cost, a coarse mesh was made
outside the region of interest.

Eight-node brick element with reduced integration (C3D8R) was adopted for the finite
element analysis model. When the ductile material undergoes plastic deformation and
enters the necking range, the cross-sectional area decreases and the stress in the thickness
direction cannot be ignored. Therefore, for precise prediction, the FE model was established
using solid elements, not shell elements. The element size of the region of interest of each
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element was selected as 200 µm, and the number of elements in the thickness direction of
the specimen was 6. To simulate the specimen’s fracture pattern, it is necessary to select
a smaller element size [53–55]. However, this requires considerable computation cost, and it
was difficult to observe a regular fracture pattern in the material test of 304L stainless steel.

5.2. Calculation of Flow Stress

Flow stress is calculated through the experimental results of 304L stainless steel. The
engineering stress-strain relation obtained through the tensile test was converted into
a true stress-strain relation, which was expressed by the Swift-Voce equation, a hardening
function of the constitutive model proposed in this study. The experimental results and
hardening equation fitting results are shown in Figure 6. Material parameters of 304L
stainless steel are listed in Table 2.
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Figure 6. Flow stress of 304L stainless steel. Experimental results with engineering stress-strain
relation are valid until the onset of the diffuse neck. In the domain of diffuse neck, the true stress is
estimated through Swift equation and Voce equation.

Table 2. Material parameters of 304L stainless steel. In this study, 304L stainless steel did not show
a yield plateau, so the yield plateau was set to zero.

Swift equation
part

A ε0 n εplat

1610.0 0.0496 0.6 0.0

Voce equation
part

α σy0 Q β

1.0 282.0 1300.0 1.95

The Swift equation and Voce equation just estimate the post-necking behavior. The
necessity of stress correction was reviewed by comparing the experimental results and the
finite element analysis results applying flow stress. Figure 7 shows the comparison between
the analysis result and the experimental result applying hardening equations. Through the
flow stress calculated by the Swift equation, it was shown that the mechanical behavior
of all specimens was well simulated. No yield plateau was observed in the tensile test at
room temperature for 304L stainless steel, and failure occurred immediately after reaching
the tensile strength.
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Figure 7. Comparison between experimental and simulation results of 304L stainless steel: (a) NT05
specimen, (b) NT10 specimen, (c) NT15 specimen, and (d) CH03 specimen. The flow stress using
the Voce equation showed a strength drop before reaching the maximum strength. The flow stress
calculation using the Swift equation is most appropriate.

5.3. Loading Path to Failure

To calibrate the ductile fracture model, the loading history at the predicted point of
failure was investigated. In this study, when damage was initiated in the material test,
the position of the largest equivalent plastic strain of the FE model was regarded as the
predicted point of failure. The position of the highest equivalent plastic strain for the FE
model is shown in Figure 8. This phenomenon can be observed at the same location in the
experimental results shown in Figure 4.

As the equivalent plastic strain increases, the stress state is shown in Figure 9. If the
growth of the equivalent plastic strain grows with a uniform stress triaxiality and Lode
angle parameter, the fracture model can be easily calibrated. However, the stress triaxiality
and Lode angle parameter of most ductile materials constantly fluctuate. Therefore, to
consider the history of stress triaxiality and Lode angle parameter that appears as the
specimen is deformed, and to reduce the sensitivity to fluctuations, the average value was
introduced as follows.

ηav =
1
ε

p
i

∫ ε
p
i

0
η(εp)dεp (57)

θav =
1
ε

p
i

∫ ε
p
i

0
θ(εp)dεp (58)
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where ηav, θav are average stress triaxiality and average normalized Lode angle, respectively.
ε

p
i is the equivalent plastic strain at damage initiation and εp is the equivalent plastic strain of

the element. The average stress triaxiality, average normalized Lode angle, and equivalent
plastic strain at damage initiation according to the specimen are listed in Table 3.
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Figure 8. Equivalent plastic strain contour at damage initiation; (a) NT05 specimen, (b) NT10 spec-
imen, (c) NT 15 specimen, and (d) CH03 specimen. In the NT specimen, when the stiffness drop 
occurred rapidly, the maximum equivalent plastic strain appeared at the center of the specimen. In 
the CH specimen, the maximum equivalent plastic strain was observed in the direction of the hole 
diameter due to symmetric structure of specimen. A decrease in thickness was observed in the nu-
merical analysis model of all specimens. 
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Figure 9. Equivalent plastic strain in accordance with (a) stress triaxiality and (b) Lode angle pa-
rameter. Black line white dot indicates equivalent plastic strain at damage initiation. As plastic strain 
accumulates, the stress triaxiality and Lode angle parameters were continuously changed. 

  

Figure 8. Equivalent plastic strain contour at damage initiation; (a) NT05 specimen, (b) NT10
specimen, (c) NT 15 specimen, and (d) CH03 specimen. In the NT specimen, when the stiffness drop
occurred rapidly, the maximum equivalent plastic strain appeared at the center of the specimen.
In the CH specimen, the maximum equivalent plastic strain was observed in the direction of the
hole diameter due to symmetric structure of specimen. A decrease in thickness was observed in the
numerical analysis model of all specimens.
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Table 3. Average stress triaxiality, average normalized Lode angle, and equivalent plastic strain
at damage initiation of 304L stainless steel. The average values were derived considering the
loading history.

Specimen Average Stress
Triaxiality, ηav

Average Normalized

Lode Angle,
¯
θav

Equivalent Plastic Strain at

Damage Initiation,
¯
ε

p

i

NT05 0.442 0.665 0.987

NT10 0.399 0.799 0.900

NT15 0.395 0.817 1.053

CH03 0.343 0.936 1.262

5.4. Determination of Fracture Parameters

The fracture parameters of the modified Mohr–Coulomb fracture model were deter-
mined using the average stress triaxiality, average normalized Lode angle, and equivalent
plastic strain at damage initiation for each specimen shown in Table 3. Fracture parameters
were selected as the value with the least error from experimental data among fracture loci.
The finally determined fracture parameters are summarized in Table 4. Figure 10 shows the
3D modified Mohr–Coulomb fracture locus of 304L stainless steel projected on the η − εp

plane and θ − εp plane.

Table 4. Fracture parameters of the modified Mohr–Coulomb fracture model for 304L stainless
steel sheet.

Fracture
parameter

c1 c2 c3

0.016 961 1.05
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Figure 10. Fracture loci of the modified Mohr–Coulomb fracture model in accordance with (a) stress
triaxiality and (b) Lode angle parameter of 304L stainless steel.

6. Prediction of Ductile Fracture

A ductile fracture simulation was performed to verify that the completed fracture
locus was valid. The analysis model and boundary conditions are the same as those shown
in chapter 5.1 FE model. Damage accumulation control parameter (Ds) and critical damage
(Dc), which are damage parameters related to damage evolution, were set to 2.0 and 0.9,
respectively. Figure 11a–d shows the comparison of the experimental results and analysis
results for each test piece. In the deformed configuration shown in Figure 11e–h, the
simulation results are shown after removing the element whose critical damage reached
0.9. All of the simulations show good agreement with experimental results.
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Figure 11. Comparison of force–displacement curve of (a) NT05, (b) NT10, (c) NT15, and (d) CH03 
specimens and deformed configuration of (e) NT05, (f) NT10, (g) NT15, and (h) CH03 between ex-
Figure 11. Comparison of force–displacement curve of (a) NT05, (b) NT10, (c) NT15, and (d) CH03
specimens and deformed configuration of (e) NT05, (f) NT10, (g) NT15, and (h) CH03 between exper-
imental and simulation results (SDV1: equivalent plastic strain). With the Modified Mohr–Coulomb
fracture criterion satisfied, crack propagation of the specimen occurs and complete failure follows.
The fractured configurations between the numerical analysis and experiments are almost consistent.
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7. Conclusions

In the present study, the failure prediction methodology was numerically developed
to predict the ductile fracture of 304L stainless steel sheet. First of all, an elastoplastic
constitutive model for a 304L stainless steel sheet was developed. To describe the con-
stitutive behavior after diffuse necking, the combined Swift-Voce equation was adopted
as a hardening function. The modified Mohr–Coulomb criterion based on the equivalent
plastic strain was also adopted to describe the sudden fracture of the 304L stainless steel
sheet. Numerical formulation of the elastoplastic-damage coupled constitutive model with
fracture locus was implemented into ABAQUS user-defined subroutine UMAT.

To identify elastoplastic behavior and establish ductile fracture criterion, a series of
material tests considering various stress states was performed. Five types of specimens
were processed with 1.2 t 304L stainless steel, the raw material of the primary barrier
of Mark-III type LNG CCS. Due to the ductility of 304L stainless steel, a considerable
deformation occurred, and then a fracture was reached. After localized necking, fracture
propagation was observed from the center point of the specimen. Since the modified
Mohr–Coulomb model defines ductile fracture based on equivalent plastic strain, the
equivalent plastic strain was obtained by comparing numerical analysis and experimental
results in parallel. As plastic deformation accumulates, the stress triaxiality and Lode angle
parameters fluctuate. To correct this problem, the average stress triaxiality and average
Lode angle parameters were introduced. The modified Mohr–Coulomb fracture locus of
304L stainless steel was determined based on the material test results. Numerical analysis
with ductile fracture criterion shows good agreement with experimental results.

The stainless steel exhibits outstanding mechanical performance in terms of the yield
and tensile strength under cryogenic temperatures rather than at room temperature. How-
ever, ductility at a cryogenic temperature significantly decreases compared to room temper-
ature. A fairly optimistic fracture analysis was performed based on fracture criteria based
on equivalent plastic strain to the actual conditions in a LNG cargo tank. Therefore, the
fracture criterion based on the experimental results at room temperature considered in this
study is a fairly optimistic failure assessment result. Further studies will include failure
prediction of the primary barrier of Mark-III type LNG CCS using the proposed numerical
methodology in this study.
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Abstract: Triply periodic minimal surface (TPMS) structures have a very good lightweight potential,
due to their surface-to-volume ratio, and thus are contents of various applications and research
areas, such as tissue engineering, crash structures, or heat exchangers. While TPMS structures with a
uniform porosity or a linear gradient have been considered in the literature, this paper focuses on the
investigation of the mechanical properties of gyroid structures with non-linear porosity gradients.
For the realisation of the different porosity gradients, an algorithm is introduced that allows the
porosity to be adjusted by definable functions. A parametric study is performed on the resulting
gyroid structures by performing mechanical simulations in the linear deformation regime. The
transformation into dimensionless parameters enables material-independent statements, which is
possible due to linearity. Thus, the effective elastic behaviour depends only on the structure geometry.
As a result, by introducing non-linear gradient functions and varying the density of the structure over
the entire volume, specific strengths can be generated in certain areas of interest. A computational
design of porosity enables an accelerated application-specific structure development in the field
of engineering.

Keywords: TPMS structures; sheet-based gyroid; mechanical simulation; modelling; PACE3D

1. Introduction

Triply periodic minimal surfaces (TPMS) are three-dimensional cell structures that
occur in nature in many forms: for example, in butterfly wings [1] or on the skeletal plate
of a sea urchin [2]. There are a variety of different structures: for example, gyroid, Schwarz
diamond, and Schwarz primitive structures [3], which are defined by a mathematical
periodic function and whose surfaces have a mean curvature of zero. This results in a
smoothly curved surface, while the periodic cells are divided into two disjointed continuous
channels that are intertwined. In addition to their lightweight potential, these cell structures
are characterised by unique properties and shapes that make them attractive for a wide
range of engineering applications. For example, the high surface-to-volume ratio and the
two-phase system are very preferable properties for the development of heat exchangers [4–6].
In particular, the work by Weihong Li et al. [5] has shown that a comparison between
a printed circuit heat exchanger (PCHE) and a heat exchanger with TPMS structures
(Schwarz diamond and gyroid) shows both a higher thermal performance and a higher
Nusselt number [5]. Furthermore, TPMS structures are of great interest in the field of tissue
engineering, as their topological structure is similar to that of trabecular bone [7]. The
introduction of a porosity gradient on the TPMS structures opens up new engineering
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possibilities. In Dawei Li’s research [8], for example, it was shown that sheet-based linear
graded gyroid structures have a high energy absorption potential, which is a crucial
property in applications with regard to crash safety. Moreover, the introduction of the
gradient offers a new freedom of design. As such, the work of [9] aims to use linear graded
cell gradients to replicate the natural environment of bones. Since structures with gradients
have so far mostly been investigated with linear gradients and are interesting for a variety
of applications, it is desirable to put more emphasis on non-linear porosity adjustments.
In the following, the group of double gyroid structures is considered, which is exemplified
in Figure 1, with the characteristic two-tunnel system. For example, in [8,10], this structure
is referred to as ’sheet-based gyroid’ (in the remainder of this article, it will only be referred
to as ’gyroid’).

Figure 1. (a) Sheet-based gyroid structure; (b) gyroid structure with labelled two-tunnel system.

The following equation is used to approximate the surface of the gyroid structure by
trigonometrical functions [4].

0 =
[

sin
2πx
Lx

· cos
2πy
Ly

+ sin
2πy
Ly

· cos
2πz
Lz

+ sin
2πz
Lz

· cos
2πx
Lx

]2
− t2 (1)

The number of cell repetitions in the x-, y-, and z-directions and the absolute sizes
of the unit cells Lx, Ly, and Lz define the cell space [11]. The thickness of the cell wall
is controlled by the variable t. Thus, t has an effect on the volume fraction (v∗) of the
lattice structure [12]. According to [13,14], the volume fraction (v∗) and the closely related
parameter porosity Φ are defined as follows:

Φ = (1 − v∗) · 100[%] (2)

with
v∗ =

v
vs

, (3)

where v and vs denote the volume of the pore structure and the volume of the solid struc-
ture, respectively [13,14]. In the literature, v∗ is also referred to as ’relative density’ [14,15].
As can be seen from equation (2), the higher the porosity, the thinner the cell walls. Accord-
ing to Gibson and Ashby [16], the mechanical properties of porous structures of the same
topology are directly influenced by their porosity. They propose a correlation between the
effective Young modulus and the relative density, which is known as Gibson–Ashby corre-
lation. In addition to the porosity, the mechanical properties are also strongly influenced
by the topology of the structure [11,17]. With respect to gyroid structures with imposed
porosity gradients, the question therefore arises as to how different geometries with non-
linear porosity gradients influence the resulting effective behaviour of the structures. Since
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the complex manufacture of gyroid structures is cost and time intensive, it is desirable to
answer these questions through digital modelling and simulations.

In this work, an algorithm for generating gyroid structures with imposed porosity gra-
dients is introduced, and the resulting mechanical properties of the gyroids are investigated
by performing a simulation study. For the structure generation, a constant porosity and
two different functions are considered: a linear and a quadratic function. The numerical
simulations are performed in the linear elastic regime, which is a common approach in the
field of open cell foams. Kaoua et al. [18] use finite element (FE) simulations on Kelvin
unit cells to investigate different ligament cross section geometries. In the work by Gan
et al. [19] and Zhu et al. [17], elastic FE simulations are also applied to Voronoi-based foams,
whereby in the latter work, the influence of geometry irregularities is investigated. The
aim of the work is to enable the digital design of gyroid structures with tailored porosity
gradients for specific applications.

2. Computational Design

Before mechanical simulations of the structures can be performed, the digital structures
are created on the basis of a spatial algorithm. For the structure creation, a MatLab [20]
source was programmed, which enables the creation of TPMS structures with and without
gradients. The aim of the MatLab program is to create gyroid structures with adjustable
porosities and definable porosity gradients, using mathematical functions. The TPMS
structures are stored in vtk files, while the further preprocessing of the structures as well as
the simulations are realised with the simulation framework PACE3D [21]. The simulation
software “Parallel Algorithms for Crystal Evolution in 3D” (PACE3D) is a massive parallel
in-house software package [21] which is developed at the Institute for Digital Materials
Science (IDM) of the Karlsruhe University of Applied Sciences, Germany. The objective
of PACE3D is to provide a package for large-scale multiphysics simulations, so as to solve
coupled problems such as solidification, grain growth, mass and heat transport, fluid flow
and mechanical forces (elasticity, plasticity), etc. The use of dimensionless quantities enables
a scale-independent representation of the results, so that the simulations are performed
with a non-dimensionalisation. With the help of a conversion table, physical quantities
can be obtained from the results. The corresponding flowchart from the creation of the
structures in the MatLab program to the mechanical simulation is summarised in Figure 2.
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Figure 2. Schematic representation of the computational design of the structures. Generation of the
gyroid structures in the MatLab program (left) and the workflow for the mechanical simulations with
PACE3D (right).
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2.1. Structure Generation
2.1.1. Input Parameters

The MatLab program offers the possibility of creating structures with constant and
graded porosity. Table 1 lists and briefly describes the required input parameters for the
the structure generation, while the individual parameters and their influence are discussed
more specifically in the following.

Table 1. Input parameters of the MatLab program and their function for the creation of a gyroid
structure.

Input Parameter Function

numx
numy Number of unit cells to be repeated in the x-, y-, and z-direction
numz

unitCellSize Size of the unit cells (in mm)
nsteps Resolution of the unit cell
Φmax Maximum and minimum porosity of the cellΦmin
f unc Gradient function
grad With/without gradient function (1, 0)
delta Tolerance range

The input parameters numx, numy, and numz specify the number of unit cells to
be repeated in the corresponding direction, while the parameter unitCellSize defines the
physical dimension of the created gyroid unit cell. By multiplying unitCellSize with the
input parameters numx, numy, and numz, the quantities Lx, Ly, and Lz of Equation (1) are
obtained, which also represent the total domain size of the resulting structure in physical
dimensions. The parameter nsteps defines the number of voxels that are used to discretise
the gyroid in all directions of one spatial unit cell.

With Φmin and Φmax, the range of the minimum and maximum porosity is defined. In
the MatLab program, the porosity is specified in the range between [0; 1], which represents
the more commonly used expression of 0% and 100% for the porosity. When creating a
gyroid structure with a constant overall porosity, the value from Φmax is used. The porosity
function is defined with the parameter f unc. The polynomial degree of the gradient
function can be selected between 0 and 2, corresponding to a constant (0), a linear (1), and
a quadratic (2) representation. The input parameter grad determines whether the gyroid
structure is generated with or without gradient by the integer values 1 and 0, respectively.
Per default, the gradient occurs in the z-direction.

The parameter delta is mainly responsible for the iterative adjustment of the actual
porosity to the target porosity. A tolerance range is defined that describes the maximum
permissible deviation between the actual porosity of the current layer and the target porosity.
For instance, if the parameter is set to a value of 0.02, this corresponds to a deviation of
the actual data of 2%, compared to the target porosity function. The smaller the number
of this parameter, the more accurate and longer the program takes to calculate. The target
porosity per cell layer is calculated by the gradient function.

Figure 3 shows four different gyroid unit cell structures with a cell size of 2.5 mm,
which is generated with 200 steps and a delta parameter of 0.02. Figure 3a,d illustrate
a gyroid unit cell with a constant porosity of 0.8 (a) and 0.4 (d). By looking at the two
structures, the influence of the porosity on the cell thickness becomes evident. The higher
the porosity, the thinner the wall thickness. The structures Figure 3b,c refer to different
gradient functions: linear (b) and quadratic (c) functions. The structures are in a porosity
interval between 0.4 and 0.8.
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Figure 3. Unit cell of the gyroid structure; gradient with (a) constant function, with a porosity of 0.8;
(b) linear function, with a porosity from 0.4 to 0.8; (c) quadratic function, with a porosity from 0.4 to
0.8; (d) constant function, with a porosity of 0.4.

2.1.2. Algorithm

In the algorithm, the porosity is adjusted step by step. First, the total volume of
an initially generated cell structure is calculated as a starting point, while the discrete
voxel values in the domain vary between −1 and 1, according to Equation (1). Once the
gradient function is selected, the superimposition begins in an iterative process. Three
encapsulated for-loops are used to iterate over the spatial domain and a while-loop is
responsible for adjusting the porosity to the target porosity. The adjustment is made
by applying a threshold with values between −1 and 1, which divides the domain into
structure space and tunnels. The specified tolerance limits are used as the termination
criterion of the while loop. In this way, the target porosity for each 2D layer of the 3D
structure can be adjusted according to the gradient function. If no gradient is selected,
the porosity adjustment is not applied per layer but to the entire cell structure. For the
definition of the gradient function (Φtarget), a choice between the following three functions
is possible so far.

Constant function:
Φtarget = Φmax (4)

Linear function:
Φtarget = −Φmax − Φmin

nstepsz

· q + Φmax (5)

Quadratic function:

Φtarget = −Φmax − Φmin

(nstepsz − 3)2 · (q − 2)2 + Φmax (6)

The constant function calculates a structure with a constant porosity along each spatial
direction. For the linear cell gradient, a linear function with the usual linear structure
y = a ∗ x + b is used. The first part of the equation calculates the stepwise increase in the
cell volume in each cell level (or the decrease in the porosity). Here, the calculation depends
on the number of discrete points (nsteps) in whose direction the gradient is imposed. In
this case, the gradient extends into the z-direction. The second part of the formula is used
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to determine the initial porosity Φmax. In the first layer, the structure has the porosity of
Φmax, which is gradually decreased until the final porosity Φmin is reached. q is the index
parameter for the outermost for-loop and at the same time the spatial position of the current
2D layer.

For the quadratic cell gradient, a quadratic function of the structure y = a ∗ x2 + b ∗
x + c is used with (b = 0). As with the linear function, a stepwise decrease in the porosity
(increase in the cell volume) is determined at each cell level, except that the decrease should
be quadratic. Since the quadratic gradient is defined as an inverted parabola with an offset
on the y-axis, at the level of maximum porosity, the gyroid structure with a quadratic
gradient is thickened more slowly than those with a thickening linear structure, as can be
seen in Figure 4.

Figure 4. Porosity function of the constant, linear, and quadratic function.

In Figure 4, the three different gradients (constant, linear, and quadratic) are compared
with their target and actual values of a single-cell gyroid structure. In each case, 50 actual
and 50 target values per porosity function (input parameter: nsteps = 50) are mapped over
’Cell size’ [5 mm], in the z-direction [x-axis], and ’Porosity’ [y-axis]. The maximum porosity
is 0.6, and the minimum porosity is 0.4. The actual values are an approximation of the
target values. As already mentioned, the fit of the objective function mainly depends on
the delta parameter.

2.2. Model and Setup for Mechanical Simulations

For the mechanical simulations, the static momentum balance in the small deformation
regime is solved with a finite element discretisation. This is done using the PACE3D frame-
work, which employs a phase-field method for the geometry parametrization. Therefore,
the structures generated in the MatLab program (see Section 2.1) are discretised on a Carte-
sian grid, and a diffuse interface is employed between the metal and the surrounding air.

From the micromechanics-microstrcture simulations, the stress tensor σ and the strain
tensor ε are obtained as full field information. This gives rise to the normalised von Mises
stresses σVM, whose maximum value determines the start of local plastification if it reaches
the yield strength of the materials. Through homogenisation, an effective Young modulus
can additionally be obtained from the stress and strain field [22]. This is done using the
volume-averaged stress and strain over the whole computational domain and relating them
via the effective Young modulus.

Simulations of compression tests are performed with the specified stress σBC, which
is applied in the z-direction, as the boundary condition on both sides of the simulation
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domain. All other boundaries are set to be stress-free. The domain is discretised using
a Cartesian grid with 200 × 200 × 200 elements. The air phase between the structure is
modelled with a stiffness of zero, while the solid phase is considered to exhibit an isotropic
elastic material behaviour.

3. Results and Discussion
3.1. Structure Consideration

Table 2 lists all 13 gyroid unit cells created for the subsequent investigation by mechan-
ical simulations. Overall, the structures differ only in their porosity and gradient function.
As can be seen from Table 2, the structures range in porosity from 0.4 to 0.8. For the struc-
tures with graded porosity (linear and quadratic), the thickening of the structures always
ends at a porosity of 0.4. It should be mentioned that when the volume decreases, the
influence on the mechanical stability should be considered, so as to optimise the lightweight
potential. Since the porosity has a significant influence on the surface-to-volume ratio, and
thus on the mechanical stability, it is also taken into account. The other input parameters
that do not change are listed in Table 3. Assuming that the gyroid structures are charac-
terised by the periodicity of their unit cell in all directions, it should be possible to apply
the results of the mechanical simulation to multicell structures. In all three directions (x,
y, z), the size of the analysed cell is set to 2.5 mm. A unit cell is divided into 200 voxels
per spatial direction (nsteps = 200). The possible deviation from the target function is 2%
(delta = 0.02).

Table 2. Created gyroid structures: constant gradient, linear gradient, quadratic gradient.

Constant Gradient Linear Gradient Quadratic Gradient

0.4 - -
0.5 0.4 to 0.5 0.4 to 0.5
0.6 0.4 to 0.6 0.4 to 0.6
0.7 0.4 to 0.7 0.4 to 0.7
0.8 0.4 to 0.8 0.4 to 0.8

Table 3. Non-varying input parameters across all structures.

Input Parameter Value

numx 1
numy 1
numz 1

unitCellSize [mm] 2.5
nsteps 200
delta 0.02

3.2. Surface Area-to-Volume Ratio

The surface area-to-volume (SA/V) ratio is an important technical aspect. A high
SA/V ratio, for example, favours more efficient heat exchange [23] but usually has negative
effects on the mechanical properties, which is why the SA/V ratio of the gyroid cells is
investigated. To calculate the surface area-to-volume ratio, the stl files created in the MatLab
program were imported into the Ansys workbench [24], where the volume and surface
area of each structure were output.

The bar chart Figure 5 lists the SA/V ratio from the gyroid structures in ascending
order, with and without gradients. There, it can be seen that a high porosity favours the
ratio. For this reason, the gyroid cell with a constant porosity of 0.8 has the highest SA/V
ratio of all structures. In contrast, the gyroid with a porosity of 0.4 has the lowest ratio.
The structures with a quadratic gradient have a higher SA/V ratio than those with a linear
gradient. This is due to the fact that the structure with a quadratic gradient thickens more
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slowly, as can be seen in Figure 4. Between the gyroid structures with a constant porosity of
0.5 and 0.6, there are four structures with gradients. In the course of this work, a possible
correlation between the SA/V ratio and the mechanical properties will be considered.

5 6 7 8 9 10 11 12 13 14

Constant: 0.8

Quadratic: 0.4 to 0.8

Constant: 0.7

Quadratic 0.4 to 0.7

Linear: 0.4 to 0.8

Constant: 0.6

Linear: 0.4 to 0.7

Quadratic: 0.4 to 0.6

Linear: 0.4 to 0.6

Quadratic: 0.4 to 0.5

Constant: 0.5

Linear: 0.4 to 0.5

Constant: 0.4

Figure 5. Surface [mm2]/volume [mm3] of gyroid structures in ascending order.

3.3. Mechanical Simulation

Material-independent and relative statements depending on the porosity type can
be made about the structures with the same load scenario. For this reason, scaled data
are used. For the analysis of the structures, a steady-state case with an applied load of
σBC = 400 MPa is considered. Since the simulations are performed within the linear-elastic
regime, the results are independent of the structure material and the characteristic length,
due to the linear scalability. The effective Young modulo as well as the maximum and mean
values of the von Mises stress are evaluated. The latter values correspond respectively to
the volume average σ̄VM of the von Mises equivalent stress field and its maximum value
σVM,max within the domain. Note that both quantities are given normalised with the load
σBC and can thus be interpreted as mean and maximum values of a stress amplification
factor. Dividing the yield strength of the material under consideration (e.g., AlMg7Si0.6) by
this amplification factor gives the actual limit for local plastification and thus an effective
yield strength. The effective Young modulus is given normalised with the one of the
structure materials. In order to obtain physical quantities, a multiplication can be carried
out with the material value under consideration. For example, ĒAlMg7Si0.6 = EAlMg7Si0.6Ē,
with EAlMg7Si0.6 = 59 GPa, if the structure is made of the alloy AlMg7Si0.6. The use of these
normalised quantities allows a comparison between the structures without specifying the
material or length scale.

Tables 4–6 represent the material-independent and scaled values of the respective
structures. For better clarity and comprehensibility of the results, they are also shown in
the bar charts Figures 6–8. The structures in the charts are all labelled according to the
following pattern: ’Type of gradient function: Porosity interval’. ’Quadratic: 0.4 to 0.8’, for
example, means that a gyroid structure with a quadratic gradient function and a porosity
interval between 0.4 and 0.8 is considered.
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Table 4. Scaled results of the gyroid structure with a constant gradient [dimensionless] of the
normalised effective Young modules Ē, a mean von Mises stress σ̄VM, and a maximum von Mises
stress σVM,max, which is given for different porosities.

Porosity Ē σ̄VM σVM,max

0.4 0.10 0.88 10.40
0.5 0.05 0.99 14.92
0.6 0.03 1.09 19.50
0.7 0.02 1.18 23.94
0.8 0.01 1.24 28.74

Table 5. Scaled results of the gyroid structure with a linear gradient [dimensionless] of the normalised
effective Young modules Ē, a mean von Mises stress σ̄VM, and a maximum von Mises stress σVM,max,
which is given for different porosities.

Porosity Ē σ̄VM σVM,max

from 0.4
to
0.5 0.06 0.97 14.99
0.6 0.04 1.02 18.94
0.7 0.03 1.07 22.82
0.8 0.02 1.11 28.01

Table 6. Scaled results of the gyroid structure with a quadratic gradient [dimensionless] of the
normalised effective Young modules Ē, a mean von Mises stress σ̄VM, and a maximum von Mises
stress σVM,max, which is given for different porosities.

Porosity Ē σ̄VM σVM,max

from 0.4
to
0.5 0.06 0.99 15.07
0.6 0.04 1.05 18.75
0.7 0.02 1.11 23.86
0.8 0.02 1.16 29.64

0 5 10 15 20 25 30 35

Quadratic: 0.4 to 0.8

Constant 0.8

Linear: 0.4 to 0.8

Constant: 0.7

Quadratic 0.4 to 0.7

Linear: 0.4 to 0.7

Constant: 0.6

Linear: 0.4 to 0.6

Quadratic: 0.4 to 0.6

Quadratic: 0.4 to 0.5

Linear: 0.4 to 0.5

Constant: 0.5

Constant: 0.4
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18.94

18.75

15.07

14.99

14.92

10.40

Surface area[mm2]/Volume [mm3] Maximum normalised stress [scaled]

Figure 6. Dimensionless, scaled maximum normalised stress σVM,max [scaled] of gyroid structures in
ascending order, in comparison to the SA/V ratio of the same structure.
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Quadratic: 0.4 to 0.8

Quadratic 0.4 to 0.7

Linear: 0.4 to 0.8

Constant: 0.6

Linear: 0.4 to 0.7
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Linear: 0.4 to 0.5

Constant: 0.4

Figure 7. Dimensionless, scaled mean normalised stress σ̄VM of gyroid structures in ascending order.
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Constant: 0.8

Quadratic: 0.4 to 0.8

Constant: 0.7

Linear: 0.4 to 0.8

Quadratic 0.4 to 0.7

Constant: 0.6

Linear: 0.4 to 0.7

Quadratic: 0.4 to 0.6

Linear: 0.4 to 0.6

Constant: 0.5

Quadratic: 0.4 to 0.5

Linear: 0.4 to 0.5

Constant: 0.4

Figure 8. Dimensionless, scaled effective Young modules Ē of gyroid structures in decreasing order.

In Figure 6, the black bars represent the maximum normalised stresses (σVM,max) of
the gyroid structures, sorted in ascending order. In addition, the corresponding SA/V ratio
is shown in striped bars.

The gyroid structures with a quadratic porosity have the highest (quadratic: 0.4 to 0.8)
and the gyroid structure with constant porosity has the lowest (constant: 0.4) maximum
stresses, respectively. In addition, the bar graph illustrates that the linear gradient structures
have lower scaled normalized maximum stresses than the quadratic gradient structures,
but higher than the constant gradient structures. A structure with a linear porosity of 0.4 to
0.6 corresponds to an average of a constant porosity of 0.5. Here, it becomes clear that by
adjusting the gradient, a higher SA/V ratio is achieved, but also higher maximum stresses.
This observation also applies to the structure with a linear porosity from 0.4 to 0.8, which
corresponds to an average porosity of 0.6.

As in Figure 6, the dimensionless, scaled, and normalised stresses [σ̄VM] of the struc-
tures are also sorted in ascending order in Figure 7. This allows for a faster comparison
of the diagrams. The structural arrangements of the two diagrams are not in the same
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order, since there is a deviation between the highest and the lowest values of the maximum
normalised stress and the mean normalised stress.

Compared to the structures with quadratic or linear porosity, the structures with
constant porosity have higher normalised stresses. The higher the porosity level of the
structures, the higher the normalised stresses. This may indicate a more uniform stress
distribution in the structures with gradients or that the structure has more unstressed
regions. The gyroid structure ’quadratic: 0.4 to 0.8’, for example, has a higher SA/V ratio
than ’constant: 0.7’, but a lower mean normalised stress.

The structures with a linear gradient generally exhibit the lowest mean stresses,
compared to the other structures, which is also reflected in the scaled, dimensionless elastic
modulus (see Figure 8).

The structures with a linear gradient have a higher effective Young modulus [Ē] than
the other structures in the same porosity range. This can be partly explained by the fact
that the linear gradient structures are thickened more quickly and more evenly, which
means that the initiating force can be better distributed. The Figure 8 lists the scaled and
dimensionless effective Young modulus of the considered structures in decreasing order.
It becomes clear that the porosity has a high influence on the effective Young modulus.
Between the structures ’constant: 0.4’ and ’constant: 0.8’, for example, the effective Young
modulus is reduced by a factor of about 11. In contrast, the effective Young modulus for the
structures ’quadratic: 0.4 to 0.5’ (’linear: 0.4 to 0.5’) and ’quadratic: 0.4 to 0.8’ (’linear: 0.4 to
0.8’) decreases by a factor of 3.9 (quadratic) or 3.4 (linear). A clear relationship between the
SV/A ratio and the effective Young modulus can be seen when comparing Figures 5 and 8.
The sorted effective Young modulus is almost in the same order as the sorted SV/A ratio.

The evaluation of the von Mises stress field on the gyroid structures revealed that it is
generally located at the rounded edges of the structure. It was noticed that the stress peaks
for the gyroid structures with gradients are on the side with the highest porosity, due to the
difference in porosity, while the stress peaks for the structures with constant porosity are
on both sides, which can be seen in Figure 9. The stressed areas are marked in red and are
located at the rounded edges, as described previously. Accordingly, the loaded edges are
likely to fail first in compression tests. In addition, the one-sided loading of the structures
with gradients would explain the higher stress distributions given in Figure 6.

von Mises stress

19.3

23.2

27.0

30.9

y

x

z

a. b.

Figure 9. Maximum stresses on the surface of the gyroid structure with (a) a constant porosity of 0.8;
(b) a quadratic porosity function between 0.4 and 0.8.

The mechanical simulation has shown that the structures with gradients enable new
design and lightweight construction possibilities. The structures with gradients can be
better adapted to the required properties. Depending on the choice of the new and the
original structure, one property can be specifically improved, while another property can
be reduced. In general, it can be said that the SA/V ratio increases with increasing porosity,
while the effective Young modulus decreases. By choosing the structure ’linear: 0.4 to 0.5’,
for example, instead of ’constant: 0.5’, the effective Young modulus increases by about 22%
[quadratic gradient 16%], while the surface-to-SA/V ratio and the mean normalised stress
would decrease by about 2% [quadratic about 0%].
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If only the mechanical stability is of interest and not the lightweight potential or the
surface area-to-volume ratio, the gyroid with the lowest porosity—in our case 0.4—is still
unbeatable.

Likewise, the gyroid with a constant porosity of 0.8 would be interesting for ap-
plications where only the surface-to-volume ratio is of central importance, but not the
mechanical properties.

4. Conclusions

In this study, gyroid structures, which are associated with the TPMS family, were in-
vestigated. In addition to the used structures with constant porosity, graded structures were
produced. For the graded structures, a distinction was made between structures with linear
and quadratic gradients. For the mechanical simulation, the created structures were im-
ported into PACE3D. The results were converted into dimensionless, material-independent
indices, so that a general statement could be made. In addition to the mechanical simulation,
the SV/A ratio was also analysed.

The mechanical simulation shows that the introduction of the gradient multiplies
the range of engineering design possibilities. Depending on the desired property and
application, it is worthwhile to integrate a gradient into the structure. In general, it can be
said that the structures with gradients usually have higher stress peaks, but lower mean
normalised stresses.

For future applications, it would be interesting to create more gradient functions.
One possibility, for example, would be to create a structure with a gradient which is
thickened hourglass-like in terms of volume fraction, since the stress peaks all occur in the
outer edge region. In addition, an experimental validation of the results would also be
important, which is part of the ongoing work. The combination of experimental data and
dimensionless indices will allow a tailor-made design for individual parts in the future.
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Abstract: Aiming at the problem of the low accuracy of temperature prediction, a mathematical model
for predicting the temperature of a steel billet is developed. For the process of temperature prediction,
an improved particle-swarm-optimization algorithm (called XPSO) is developed. XPSO was designed
based on a multiple swarm scheme to improve the global search capability and robustness; thus,
it can improve the low accuracy of prediction and overcome the problem of easy entrapment into
local optima. In the XPSO, the multiple swarm scheme comprises four modified components: (1) the
strategy of improving the positional initialization; (2) the mutation strategy for particle swarms;
(3) the adjustment strategy of inertia weights; (4) the strategy of jumping out local optima. Based
on widely used unimodal, multimodal and composite benchmark functions, the effectiveness of the
XPSO algorithm was verified by comparing it with some popular variant PSO algorithms (PSO, IPSO,
IPSO2, HPSO, CPSO). Then, the XPSO was applied to predict the temperatures of steel billets based
on simulation data sets and measured data sets. Finally, the obtained results show that the XPSO is
more accurate than other PSO algorithms and other optimization approaches (WOA, IA, GWO, DE,
ABC) for temperature prediction of steel billets.

Keywords: optimization; particle swarm optimization algorithm; reheating furnace; tempera-
ture prediction

1. Introduction

In the steel industry, the reheating furnace must reheat the material (slabs) to the
desired uniformity temperature profiles at the exit. However, the slab reheating furnace’s
operation is a complex physical and chemical process [1]. To better control and optimize the
furnace’s operations, there should be a suitable temperature prediction model to predict the
accurate temperatures for the slabs inside the furnace. Given the continuous development
of artificial intelligence techniques, the demand for a suitable temperature prediction model
is increasing [2]. Therefore, a suitable mathematical model which can predict the discharge
temperatures of billets accurately and quickly should be proposed for the control and
optimization of the reheating furnaces. In general, the prediction models can be divided
into two categories [3]: the mechanism models based on first principles [4] and the empiri-
cal models based on the production data and black-box approaches [5]. The first kind of
model needs to fully understand the physical and chemical processes inside the reheating
furnace—e.g., [1,6–8]. The computational requirements of these models vary widely de-
pending on the level of complexity [3]. Finally, the heat-transfer process is often summa-
rized by partial differential equations (PDEs). Usually, mechanism models are complicated
and nonlinear (such as those in ([9–14]). Hong et al. [13] investigated the sequential func-
tion specification coupled with the Broyden combined method (BC-SFSM) to obtain the
temperature field of a steel billet based on the inverse heat-conduction problem. The results
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illustrate that the majority of relative errors during the whole reheating time are less than
5%. Chen et al. [14] presented a novel method to obtain these parameters by combining a
"black box" test with a billet heat transfer model. The surface temperature and center tem-
perature’s relative error were 2.34% and 3.51%, respectively. The numerical computation of
PDEs will require a lot of computational time, which will exceed a practical time criterion.
Therefore, this kind of model cannot satisfy the requirements for an online system.

The empirical models are often determined by identification methods involving the
genetic algorithm (GA), support vector machines (SVMs), neural networks (NNs), par-
ticle swarm optimization (PSO) and other intelligent techniques ([15–18]). For instance,
Thanawat et al. [19] investigated a prediction model using the production data from
Ratchasima Steel Products Company. The GA method was used to identify the model’s
unknown factors. Tang et al. [20] presented the SVM predictive model for the temperature
control problem. The PSO was applied to determine proper parameters for the SVM model
and finally obtained good performance. Wang et al. [21] constructed a prediction model
of slab discharging temperature by combining GA with a BP neural network. The mean-
square error of the network was 72.3477, and the error was lower than 20 °C. Yang et al. [22]
used the relevance vector machine (RVM) method to predict the slab temperature. The
maximum prediction error of slab temperature was 10.46 °C. In general, the empirical
model is often simplified to a simple formula, so the calculation time is small enough to
satisfy online production [23]. The production data and the performance of the intelligent
algorithm used will determine the advantages and disadvantages of an empirical model.
As the industrial software and database techniques continue developing, more production
data are being obtained [24]. Thus, an intelligent algorithm with excellent performance is
indispensable, and it behooves us to study the intelligent algorithms carefully.

The PSO algorithm has the characteristics of high solution accuracy and a fast approach
to the optimal solution. However, the basic PSO varies in its ability to solve problems
in different application contexts. It also easily falls into local optima. Researchers have
studied various strategies for the improvement of PSO. For instance, Alsaidy et al. [25]
proposed the longest job to fastest processor PSO (LJFP-PSO) algorithm and the minimum
completion time PSO (MCT-PSO) algorithm for the task-scheduling problem. The effective
performance of the two algorithms was proved by simulation results. Yue et al. [26]
presented a novel multi-objective PSO that has ring topology for solving multimodal multi-
objective optimization problems. The ring topology is used to form stable niches and locate
multiple optima. Peng et al. [27] proposed a symbiotic PSO (SPSO) algorithm to control
a water-bath-temperature system. A multiple swarm scheme was proposed for the SPSO
algorithm. Three major components (create initial swarms, evaluating fitness values and
updating each particle) are used to escape from a locally optimal solution.

Inspired by these algorithms, we propose an improved PSO (named XPSO) algorithm
that uses the multiple swarm scheme in this paper. The scheme comprises four modified
components: (1) improving the positional initialization of the particle swarms: one ran-
domly generated and the other uniformly generated; (2) adding the mutation strategy for
the particle swarm to increase its population diversity; (3) adjusting the inertia weight
through a "stepped" adaptive model; (4) adding the strategy of escaping from the local
minimized point.

This paper is presented as follows: the prediction model of the slab temperature is
established in Section 2; the detailed strategies for improvement of XPSO are described
in Section 3; the simulation and discussion are given in Section 4; Section 5 summarizes
the conclusions.

2. The Prediction Model of the Slab Temperature
2.1. The Structure of a Reheating Furnace

The heat transfer processes in the furnace mainly consist of radiation heat transfer
and convection heat exchange. The main function of reheating furnaces is to help the slabs
reach the desired discharging temperatures for the next rolling process. The slab passes
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through the preheating zone, multistage heating zone and soaking zone from the furnace’s
inlet to the outlet, as shown in Figure 1. The multi-stage heating zone can be divided into
four subzones (upper zones 1 and 2; bottom zones 4 and 5), and the soaking zone is divided
into two subzones (upper zone 3, bottom zone 6). The key components of a subzone are a
series of regenerative burners, the corresponding furnace nozzle temperatures TNj and the
furnace zone temperature TPk. Here, TNj is easily obtained by the thermocouples nearby
the location of burner’s nozzle j and TPk =

1
n ∑n

j=1 TNj, which stands for the average value
of the nozzle temperatures TNj in zone k.

Nozzle 

Upper zone 1 Upper zone 2 Upper zone 3

Bottom zone 4 Bottom zone 5 Bottom Zone 6

Heating zone 1 Heating zone 2 Soaking zonePreheating zone

Figure 1. Schematic diagram of a heating furnace’s structure.

2.2. The Prediction Model and Optimization Problem

The most important quality criterion of reheating furnace is the average outlet temper-
ature of the steel slab. There are many factors affecting the slab’s discharging temperature.
By analyzing the field data and some related research ([22,23]), we can confirm some key
factors: the initial temperature of the billet, T0; the furnace nozzle temperature, Tj; the
mean temperature of each zone, Tp; the reheating time of the billet in the furnace, θ; the
material of the slab, α; the thickness of the slab, d. Thus, the inputs of the prediction model
are X = [X1, X2, X3]

T , which consist of the slab’s physical parameters, X1 = [α, d, θ, T0]
T ;

the vector of the furnace nozzle temperatures, X2 = [TN1, TN2, · · · , TNm]T ; and the vector
of furnace zone temperatures, X3 = [TP1, TP2, · · · , TP6]

T . Notice, m is the total number
of burners in the reheating furnace. The outputs are the predicted temperature Y = TE,
which is the vector of the predicted temperatures of the slabs when discharged out from
the furnace. Finally, the formula of predicting model is constructed as:

Y = f (X, W) = w0d + w1α + w2T1
0 + w3T2

0 +
m

∑
i=1

TNiw(i+3)TNi +
6

∑
j=1

w(j+m+3)cos
(
TPjθ

)
+

6

∑
j=1

w(j+m+9)sin
(
TPjθ

)
(1)

where W = [w0, w1, · · · , wm+15] represents the vector of unknown weight parameters,
which will be determined by the proposed XPSO algorithm. The formula f is composed of
a polynomial and a Fourier function, which was designed by the author based on experi-
ence. To make the analytical response Y equal to the measured value Y∗, an optimization
problem should be established with the objective of minimizing the error between the
theoretically calculated values and the measured data. To alleviate overfitting and improve
generalization performance, the strategy of regularization is employed for the optimization
problem. Finally, the formula of the optimization problem is shown as follows.

Minimize J = ‖Y−Y∗‖2 + λ1‖W‖+ λ2‖W‖2

st. Y = f (X, W)
(2)

where Y∗ represents the measured temperature of the slab, and λ1, λ2 are the
regularization parameters.
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3. Improved Particle-Swarm-Optimization Algorithm
3.1. The Basic PSO Algorithm

The PSO algorithm originates from a researcher observing the social behavior of a flock
of birds or fish [28]. Each particle in the population is a potential solution to the objective
function. The particle has two attributes: velocity Vi =

[
vi1, vi2, · · · , vij, · · · , vND

]
and

position Xi = [xi1, xi2, · · · , xij, · · · , xND], where i = 1, 2, · · · , N—N is the size of particle
swarm; and j = 1, 2, · · · , D—D is the dimension of the solution space.

In each iteration, the information of individual particle is filtered to find the informa-
tion about the historically optimal position p of the individual and the historically optimal
position g of the population. The known information is brought into the velocity updating
equation, Equation (3), and the position updating equation, Equation (4), to adjust the
search direction of the population, so that the particle swarm approaches the global optimal
solution, which is the optimal position of the population.

vij(k + 1) = wvij(k) + r1c1
(

pi − xij(k)
)
+ r2c2

(
g− xij(k)

)
(3)

xij(k + 1) = xij(k) + vij(k + 1) (4)

where w represents the inertia weight; r1, r2 ∈ [0, 1] are two uniformly distributed random
values; c1, c2 are the acceleration parameters, which are non-negative constants; k represents
the current iteration; and k = 1, 2, 3, ..., G, where G is the maximum number of iterations.
The velocity updating of the particle is influenced by three factors: the current moment
particle velocity Vij(k), the particle’s self-experience ∆VP and the experience of particle
swarm ∆Vg. ∆VP is the part of the particle that learns from its historical information, and
∆Vg represents the part of the particle that learns from the historical information of other
particles within the population.

3.2. Improvement Strategies of the XPSO Algorithm

The basic PSO algorithm is a non-globally-convergent optimization algorithm [29]. To
reduce the premature probability of falling into a local optimal solution and improve the
convergence speed of the basic PSO, an improved PSO (named XPSO) algorithm is proposed
based on the multi-strategy co-evolutionary approach. Four specific improvements are
described as follows.

1. Improving the positional initialization of the particle swarm: one randomly generated
and the other uniformly generated.
In a basic PSO algorithm, all of the particles are randomly initialized. The expression
is given as follows:

XND =




lx11 x12 · · · x1D
x21 x22 · · · x2D

...
...

. . .
...

xN1 xN2 · · · xND


 (5)

An increase in the positional diversity of particle swarms can facilitate the exploration
of global range. However, increasing the diversity of particle swarms also makes it
difficult to converge to the global optimum every time. Hence, an improved approach,
based on the “double-edged sword” nature of particle swarm’s diversity, is proposed
to improve the algorithm’s stability. During the initialization of the particle swarm, a
dimension called X-Dim in the position matrix is randomly selected. The positional
information of the particle in X-Dim is generated according to a uniform distribution,
as shown in Equation (6).

xij =
Omax −Omin

N
∗ i (6)

where j is the randomly selected dimension; and Omax and Omin are the upper and lower
limits of the value range of independent variables in different dimensions, respectively.
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2. The mutation strategy is introduced into the position updating of particle swarm
to compensate for the decline in the overall diversity of particle swarm after im-
proved initialization.
Unlike some other meta-heuristic algorithms, standard PSO has no evolution opera-
tors such as crossover or mutation. The mutation strategy will be implemented by
screening the particles in each iteration. If the corresponding fitness function value
of someone particle is lower than the average fitness function value, the mutation
strategy is performed in the current iteration. The formula of positional mutation is:

x∗ij(k) = xij(k)− wvij(k)− w(g− pi) (7)

where x∗ denotes the position of the particle after mutation.
3. The adjustment of inertia weight is given to improve the flexibility of particle flight

speed change, and the idea of “stepped” adaptive change is injected into the updating
of inertia weight.
Inertia weight w is directly related to the convergence speed. Most researches use the
subtraction function as its updating formula for inertia weight [30]. Some others use
the “stepped” improvement method to update the inertia weight [31]. In our method,
the inertia weight is adjusted by combining the strategy of decreasing function and
the “stepped” improvement. The specific change is given as follows:

• A “three-step” strategy is proposed to switch the range [ws, we] of inertia weight
by determining the fitness function value of the best position so far. The switching
formula is given as follows:

[ws, we] =





[ws1, we1] f (g)� Fitness1
[ws2, we2] Fitness2 < f (g) < Fitness1
[ws3, we3] f (g)� Fitness2

(8)

where [ws, we] is the range of inertia weight; f (g) is the fitness function value
corresponding to the global optimal solution; Fitness1 and Fitness2 are the au-
tonomous set values. The values of ([ws1, we2], [ws2, we2] and [ws3, we3]) need
to be adjusted according to the conditions of the objective function in different
application contexts.

• After the ranges of the inertia weight [ws, we] have been determined, a decreasing
function is introduced to adjust the w. The switching condition is related to the
fitness function value of the best position so far. The update formula is given
as follows:

w =





r sin(wsπ)
4 , f (g)� Fitness3

ws − (ws − we)
√

K
G , f (g) < Fitness3

(9)

where r ∈ [0, 4) is a uniformly distributed random number; and ws and we are
the initial and final values of the range [ws, we] of the inertia weight, respectively.
Fitness3 is the autonomous set value, k is the current iteration and G is the
maximum iterations.

4. The strategy of jumping out local optimum is proposed.
A slope parameter tr is given to judge whether the particle swarm has fallen in the
local optimum. Here, tr is the count of the condition when Slope is less than the value
ε in five iterations. The slope is calculated as follows:

Slope =

(
fk(g)− f(k−5)(g)

)

5
(10)

If the value of tr equals the value of s, which is an autonomous set value, the particle
swarm is trapped in a local optimum. Then, the particle swarm will perform a
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“jumping out local optimum” operation, which is done to change its position. The
specific formula of a particle jumping out of a local optimum is given as follows:

xij(k) = xij(k)− r1c1
(

g− xij(k)
)
+ r2c2

(
bad− xij(k)

)
(11)

where bad represents the information of the global worst position. The core of this
strategy is that the particle swarm should be nearest to the global worst position while
staying away from the local optimum.

Finally, the pseudo-code of the XPSO algorithm is demonstrated in Algorithm 1.

Algorithm 1: The pseudo-code of the XPSO algorithm
1: Initialize the parameters: (N, G, D, Omax,Omin, Vmax, Vmin, t, s, ε)
2: Combine uniform and random distribution to initialize position matrix XN×D
3: Generate the initial velocity Vi of each particle randomly
4: Evaluate the fitness value of each particle
5: Set pi with a copy of Xi
6: Initialize g and bad with the best and worst fitness value among population
7: While k < G
8: If k ≥ 6
9: Update the slope of the fitness function curve
10: Slope = ( f (g)k − f (g)k−5)/5
11: If Slope ≤ ε
12: t = t + 1
13: End If
14: End If
15: Update inertia weight ω by Equations (8) and (9)
16: For i = 1 : N
17: Update the velocity Vi
18: vij(k + 1) = wvij(k) + r1c1

(
pi − xij(k)

)
+ r2c2

(
g− xij(k)

)

19: Update the velocity Xi
20: If t = s
21: For m = 1 : 50
22: xij(k) = xij(k)− r1c1

(
g− xij(k)

)
+ r2c2

(
bad− xij(k)

)

23: End For
24: Else
25: xij(k + 1) = xij(k) + vij(k + 1)
26: End If
27: Calculate the fitness values of the new particle Xi
28: Execute position mutation
29: x∗ij(k) = xij(k)− wvij(k)− w(g− pi)

30: Calculate the fitness values of the new particle X∗

31: If Xi or X∗ is better than pi
32: Update pi
33: End If
34: If Xi or X∗ is better than g
35: Update g
36: End If
37: If Xi or X∗ is worse than bad
38: Update bad
39: End If
40: End For
41: k = k + 1
42: End While
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4. Simulations and Discussion

To verify the performance of the XPSO algorithm, some simulations are designed to
involve both the performance and application of the algorithm. To obtain an unbiased CPU
time comparison, all simulations were programmed by MATLAB R2017b and implemented
on a computer with an Intel i5-11400F GPU, 2.60 GHz, 16 GB RAM.

4.1. Validation of XPSO by Benchmark Test Functions

The XPSO algorithm is compared with some popular variant PSO algorithms (PSO [32],
IPSO [33], IPSO2 [30], HPSO [34], CPSO [35]) on a series of widely used optimization
benchmark functions. A set of benchmark functions were selected from papers ([36,37]).

The benchmark set consisted of three main groups of benchmark functions: 4 unimodal
(UM) functions, 2 multimodal (MM) functions and 3 composition (CM) functions. The
UM functions (f1–f4) with a unique global best can expose the intensification capacities of
different algorithms. The MM functions (f5–f6) can expose the diversification of algorithms.
The CM functions (f7–f9) were selected from the IEEE CEC 2005 competition [37], which
are also utilized in many papers to test the performances (balancing the exploration and
exploitation inclinations and escaping from local optima) of algorithms.

The mathematical formulation and characteristics of UM and MM functions are shown
in Table 1. Details of the CM functions are shown in Table 2. The parameters of both the
PSO algorithms and the optimization problem (2) were as follows. The specific parameter
combinations for the inertia weight were [ws1, we1] = [0.9, 0.4], [ws2, we2] = [0.65, 0] and
[ws3, we3] = [0.55, 0.05]. The maximum and minimum velocities of the particle were
Vmax = 0.1 and Vmin = −0.1, respectively. In addition, the acceleration coefficients c1 and
c2 were selected to be 2.5 and 1.5, respectively. The inertia weight of the HPSO varied
randomly in the range (0, 1). The parameters related to jumping out of local optimal were
s = 270 and ε = 0.001. The values of the regularization parameters in the optimization
problem were λ1 = 1.2, λ2 = 1.0.

Table 1. Descriptions of unimodal and multimodal benchmark functions.

Function Name Function’s Expressions Search Range Global opt. 1

f1 Sphere f1 = ∑n
i=1 x2

i [−100, 100]n 0
f2 Schwefel’s 1.2 f2 = ∑n

i=1 ∑i
j=1 x2

j [−100, 100]n 0
f3 Schwefel’s 2.21 f3 = max{|xi|, 1 ≤ i ≤ n} [−100, 100]n 0
f4 Quartic Noise f4 = ∑n

i=1 ix4
i + random[0.1) [−1.28, 1.28]n 0

f5 Generalized
Rastrigin f5 = ∑n

i=1
[
x2

i − 10 cos(2πxi) + 10
]

[−5.12, 5.12]n 0

f6
Generalized

Penalized
Function 2

f6 = 0.1 sin2(3πx1) + 0.1 ∑n
i=1 (xi − 1)2[1 + sin2(3πxi + 1)

]

+0.1(xn − 1)2[1 + sin2(2πxn)
]
+ ∑n

i=1 u(xi, 5, 100, 4)
[−50, 50]n 0

1 Global opt.: global optimal solution.

The maximum number of iterations for all benchmark functions (f1–f9) was selected
as 8000. The dimensions of these benchmark functions (f1–f9) were selected as 10, 30 and
50. Thus, the performances of the six variant PSO algorithms can be compared in different
dimensions.

Each algorithm was run individually 10 times, and the average statistical error was
calculated. The mean of objective values (Mean) and standard deviation of its solving error
(S.D.) were chosen as the performance measures for each algorithm. The simulation results
are shown in Table 3 and Figures 2–10. Table 3 shows best values in bold.
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Table 2. Details of hybrid composition functions.

Function
(CEC2005-ID) Description Properties Range Global opt.

f7(C16) Rotated Hybrid Composition Function MM 1, R 2, NS 3, S 4 [−5, 5]n 120
f8(C18) Rotated Hybrid Composition Function MM, R, NS, S [−5, 5]n 10
f9(C21) Rotated Hybrid Composition Function MM, R, NS, S [−5, 5]n 360

1 MM: Multi-modal, 2 R: Rotated, 3 NS: Non-Separable, 4 S: Scalable.

Table 3. Results of benchmark functions (Dim = 10, 30, 50).

F 1 D 2 XPSO CPSO IPSO IPSO2 PSO HPSO
Mean 3 S.D. 4 Mean S.D. Mean S.D. Mean S.D. Mean S.D. Mean S.D.

f1
10 1.29 × 10−102 2.89 × 10−102 3.42 × 102 2.07 × 102 5.81 × 10−8 2.39 × 10−8 1.07 × 10−3 2.38 × 10−4 7.95 × 10−9 1.63 × 10−8 2.33 × 10−8 6.15 × 10−8

30 6.41 × 10−57 1.92 × 10−56 4.40 × 102 2.25 × 102 4.15 × 10−6 1.22 × 10−6 0.31 0.41 7.51 × 10−6 4.04 × 10−6 4.22 × 10−7 2.57 × 10−7

50 1.59 × 10−8 3.89 × 10−8 4.57 × 102 2.80 × 102 1.93 × 10−5 5.87 × 10−6 6.73 13.42 2.00 × 10−5 1.30 × 10−5 1.02 × 10−6 3.08 × 10−7

f2
10 1.06 × 10−77 1.50 × 10−77 1.06 × 103 8.87 × 102 5.93 × 10−7 3.33 × 10−7 2.95 × 102 3.70 × 102 4.08 × 10−7 4.74 × 10−7 1.35 × 10−8 1.71 × 10−8

30 8.67 × 10−12 1.23 × 10−11 4.36 × 103 1.95 × 103 1.44 × 10−3 4.36 × 10−4 9.07 × 102 8.11 × 102 5.74 × 10−3 2.33 × 10−3 3.11 × 10−5 1.98 × 10−5

50 1.36 × 10−5 1.35 × 10−2 7.74 × 103 6.45 × 103 1.88 × 10−2 3.33 × 10−3 1.25 × 103 2.74 × 103 2.49 × 10−2 9.20 × 10−3 1.91 × 10−4 8.34 × 10−5

f3
10 1.11 × 10−21 1.91 × 10−21 4.59 1.13 2.70 × 10−4 1.47 × 10−4 6.41 × 10−2 7.51 × 10−2 4.45 × 10−4 2.61 × 10−4 8.41 × 10−4 7.47 × 10−4

30 1.03 × 10−19 1.79 × 10−19 6.15 1.65 9.01 × 10−3 2.77 × 10−3 0.71 0.16 3.03 × 10−2 1.62 × 10−2 1.96 × 10−2 1.99 × 10−2

50 6.84 × 10−5 1.37 × 10−4 4.87 0.65 0.23 0.22 5.76 0.41 0.36 0.33 0.13 0.11

f4
10 0.24 0.16 0.43 0.26 0.44 0.26 0.46 0.32 0.61 0.24 0.5 0.29
30 0.27 0.2 0.58 0.28 0.53 0.32 0.35 0.3 0.64 0.31 0.52 0.18
50 0.35 0.24 0.65 0.3 0.54 0.31 0.38 0.23 0.53 0.23 0.58 0.3

f5
10 12.93 3.98 12.08 4.46 10.45 4.43 9.3 3.4 10.94 4.09 9.83 4.16
30 18.05 4.16 48.43 17.81 26.96 6.91 24.81 6.5 27.16 9.67 28.56 6.13
50 20.9 2.54 67.23 18.56 38.51 11.94 34.18 4.93 39.99 14.36 33.73 10.42

f6
10 1.45 0.94 9.41 4.09 2.13 1.37 2.62 2.47 2.81 3.26 1.48 1.46
30 5.08 3.56 25.39 5.56 14.51 8.42 22.09 5.69 9.49 5.42 6.59 6.24
50 9.83 6.98 37.21 7.54 24.36 9.83 31.42 8.14 14.71 8.78 9.29 8.89

f7
10 196.35 26.50 502.96 179.38 381.96 94.03 731.48 80.86 362.11 36.18 428.34 59.63
30 542.93 46.56 867.86 204.51 584.27 122.68 1223.15 110.51 505.28 80.91 623.86 90.26
50 563.92 97.82 937.18 241.44 593.34 132.26 1378.35 129.68 599.16 106.17 651.98 126.37

f8
10 1090.72 41.53 1364.68 23.43 1135.18 22.51 1492.86 39.30 1136.88 65.80 1098.15 59.30
30 1147.03 123.61 1408.69 50.61 1182.64 70.86 1561.77 56.23 1194.76 120.68 1287.80 84.09
50 1167.73 134.83 1486.24 56.47 1202.59 132.75 1620.53 70.99 1249.79 131.05 1464.34 151.77

f9
10 1066.48 28.84 1387.39 19.11 1120.63 38.33 1538.21 9.21 1286.09 23.52 1287.69 39.38
30 1291.78 38.31 1440.31 31.75 1319.86 43.93 1604.27 41.32 1303.97 30.27 1309.14 52.25
50 1316.15 54.37 1485.75 41.98 1338.22 68.71 1633.61 82.42 1326.48 43.43 1524.77 68.02

1 F: Function, 2 D: dimensional, 3 Mean: mean of objective values, 4 S.D.: standard deviation.

According to Table 3, the XPSO algorithm is superior to other PSO algorithms in terms
of solution accuracy. Considering the UM benchmark functions, the results of (f1–f3) solved
by XPSO are better than those of the other algorithms. For f4, the best value of Mean was
obtained by the XPSO algorithm for the (10, 30, 50)-dimensional cases. The best values
of S.D for the (10, 30, 50)-dimensional cases were obtained by XPSO, HPSO and IPSO2.
Except f5 in the 10-dimensional case and f6 in the 50-dimensional case, the results for the
MM benchmark functions by XPSO are superior to those of the other algorithms. Based on
values of the Mean of hybrid CM functions (f7–f9) in Table 3, high-quality solutions can be
obtained by the XPSO algorithm.

The convergence curves of the mean of best function were plotted in Figures 2–10 to
enable clearer visualization of each algorithm’s performance. In Figures 2–10, the XPSO
algorithm does not show outstanding performance in the early stage of the solution, but its
search capability is better in the late stage of the solution, and it can significantly improve
the convergence speed in the late evolution. The reason is that the updating strategy of
inertia weight includes the formula based on chaotic mapping; consequently, the global
search has a high convergence speed for particles. In addition, the updating formula for
inertia weight switched in local search, which resulted a slow flying speed of particles but
improved the accuracy of the solution. Finally, it can be concluded that the XPSO algorithm
has excellent performance in numerical optimization problems and can be used to solve
problems in various application contexts.

291



Appl. Sci. 2022, 12, 11550

Comparison of performances for function f1 by XPSO and other PSO algorithms
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Figure 2. Comparison of performances on f1 by XPSO and other PSO algorithms.

Comparison of performances for function f2 by XPSO and other PSO algorithms
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Figure 3. Comparison of performances on f2 by XPSO and other PSO algorithms.

Comparison of performances for function f3 by XPSO and other PSO algorithms
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Figure 4. Comparison of performances on f3 by XPSO and other PSO algorithms.
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Comparison of performances for function f4 by XPSO and other PSO algorithms

0 2000 4000 6000 8000
10

-5

10
-4

10
-3

10
-2

10
-1

10
0

10
1

F
it

n
e

s
s

 

(a) Dim =10 

0 2000 4000 6000 8000

Iteration 

10
-4

10
-2

10
0

10
2

(b) Dim =30 

0 2000 4000 6000 8000
10

-4

10
-2

10
0

10
2

(c) Dim =50 

XPSO CPSO IPSO IPSO2 PSO HPSO

Figure 5. Comparison of performances on f4 by XPSO and other PSO algorithms.

Comparison of performances for function f5 by XPSO and other PSO algorithms

0 2000 4000 6000 8000
10

0

10
1

10
2

F
it

n
e

s
s

 

(a) Dim =10 

0 2000 4000 6000 8000

Iteration 

10
1

10
2

10
3

(b) Dim =30 

0 2000 4000 6000 8000

10
2

10
3

(c) Dim =50 

XPSO CPSO IPSO IPSO2 PSO HPSO

Figure 6. Comparison of performances on f5 by XPSO and other PSO algorithms.

Comparison of performances for function f6 by XPSO and other PSO algorithms
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Figure 7. Comparison of performances on f6 by XPSO and other PSO algorithms.
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Comparison of performances for function f7 by XPSO and other PSO algorithms
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Figure 8. Comparison of performances on f7 by XPSO and other PSO algorithms.

Comparison of performances for function f8 by XPSO and other PSO algorithms
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Figure 9. Comparison of performances on f8 by XPSO and other PSO algorithms.

Comparison of performances for function f9 by XPSO and other PSO algorithms
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Figure 10. Comparison of performances on f9 by XPSO and other PSO algorithms.

4.2. Validation Of XPSO by Benchmark Test Functions

Firstly, 1280 simulation data sets were generated based on the existing mechanism model
to verify the validity of the XPSO algorithm. In total, 1200 data sets were randomly selected
as training sets and the remaining 80 as test sets. Here, the XPSO algorithm is compared with
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not only other PSO algorithms (PSO [32], IPSO [33], IPSO2 [30], HPSO [34], CPSO [35]), but
also the other optimization algorithms (WOA [38], IA [39], GWO [40], DE [41], ABC [42]).
Secondly, the actual data sets were collected from a reheating furnace in Angang’s building.
Fourty-three sets were randomly selected as the training sets. The remaining 10 sets were
used as the test sets.

4.2.1. Comparison of XPSO and Other PSO Algorithms

Due to the random initialization of the PSO algorithms, each PSO algorithm independently
ran 10 times. The relevant parameters for the PSO algorithms are shown in Table 4. Each
algorithm was evaluated by the mean, maximum, median, variance and standard deviation of
the errors. The simulation results are shown in Table 5 and Figures 11 and 12.

Table 4. Classical benchmark functions.

Symbol Name Size

N Particle swarm size 125
D Particle Swarm Dimension 35
G Maximum number of iterations 8000
ws Initial value of inertia weights 0.8
we Final value of inertia weights 0.05
c1 Acceleration coefficient 1 2.5
c2 Acceleration coefficient 2 1.5

Vmax Value of maximum particle’s velocity 0.1
Vmin Value of minimum particle’s velocity −0.1

Table 5. Classical benchmark functions.

Algorithm Mean Maximum Median Variance S.D.

XPSO 0.55 2.29 0.46 0.216 0.465
CPSO 3.9 13.99 3.41 8.098 2.846
IPSO 7 23.75 5.85 26.582 5.156

IPSO2 3.76 13.58 3 8.388 2.896
PSO 3.58 11.65 2.77 6.818 2.611

HPSO 0.78 2.94 0.61 0.446 0.668
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Figure 11. Comparison of fitness for XPSO and other PSO algorithms.
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Figure 12. Prediction error of XPSO and other PSO algorithms.

In Figure 11, the XPSO algorithm clearly has a faster search speed than other algorithms
in the early iterations and can quickly move to convergence. Table 5 shows that XPSO is
also more accurate in terms of computational accuracy at the later stages of the iterations.
Figure 12 ensures the accuracy of the proposed XPSO method for temperature prediction.
The IPSO algorithm gave the worst results, for which the maximum error value was almost
24 °C. The mean and median prediction errors by the XPSO algorithm were 0.55 and 0.46 °C,
and 99% of the prediction errors by the XPSO algorithm were within 2 °C.

4.2.2. Comparison of XPSO and Other Optimization Algorithms

In this section, the XPSO algorithm is compared with the other optimization algorithms
(WOA [38], IA [39], GWO [40], DE [41], ABC [42]) that have been proposed in recent years.
The parameters of these algorithms are listed in Table 6. Each algorithm was tested 10 times
independently to reduce statistical errors. The mean, maximum, median, variance and
standard difference of simulation results were recorded and are shown in Table 7. The
best results are shown in bold type. The convergence graph of each algorithm is shown
in Figure 13. The slab temperature prediction errors of the XPSO algorithm and other
optimization algorithms are shown in Figure 14.

Table 6. Parameters of other optimization algorithms.

Algorithms Population Maximum Iteration Dim Other

WOA 125 8000 35 r1, r2 ∈ [0, 1] are random numbers
IA 125 8000 35 pm = 0.7, α = β = 1, δ = 0.2, ncl = 10

GWO 125 8000 35 r1, r2 ∈ [0, 1]are random numbers
DE 125 8000 35 F0 = 0.4, CR = 0.1

ABC 125 8000 35 α = 1

Table 7. Results of XPSO and other optimization algorithms.

Algorithm Mean Maximum Median Variance S.D.

XPSO 0.55 2.29 0.46 0.216 0.465
WOA 4.53 28.27 3.45 18.94 4.3519

IA 6.92 27.52 6.43 28.0032 5.2918
GWO 2.28 13.39 1.2 6.6249 2.5739

DE 2.3 10.53 2.1 2.8971 1.7021
ABC 6.59 27.23 9.79 24.2055 4.9199
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Figure 13. Comparison of XPSO with other optimization algorithms.
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Figure 14. Prediction error of XPSO and other optimization algorithms.

Table 7 proves that the solution of the XPSO algorithm gives the best value. In
Figure 13, the XPSO algorithm is more successful than all of the other optimization ap-
proaches, and the algorithm determined the global optimal solution after approximately
500 generations. As shown in Figure 14, the temperature prediction errors by the XPSO
algorithm were much lower than the errors by the other optimization algorithms. The
WOA algorithm gave the worst results; its maximum error value was almost 29 °C. In
summary, the proposed XPSO algorithm exhibited fast search performance and accuracy
when predicting the billet temperature based on simulation data sets. The results and
figures show that this prediction model of billet temperature is credible and reliable. Its
accurate prediction is expected to satisfy the future control needs of industrial reheating fur-
nace systems, which will let operators adjust production plans in time to ensure efficiency
and reliability.

4.2.3. Validation of the Temperature Prediction Model With Measured Data

The proposed XPSO algorithm was applied to predict slabs’ discharging temperatures
based on actual data sets from Angang (company). The algorithm was independently run
20 times, and then the average prediction error was calculated. The predicted temperatures
are compared with the actual temperatures in Figure 15. The errors between prediction
results and measured data |Y−Y∗| are shown in Table 8.
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Table 8. Prediction errors between calculation results and measured data.

Points 1 (°C) 2 (°C) 3 (°C) 4 (°C) 5 (°C) 6 (°C) 7 (°C) 8 (°C) 9 (°C) 10 (°C) Mean (°C)

XPSO 5.43 2.91 8.93 7.32 3.47 5.17 1.17 5.09 4.09 6.43 4.99
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Figure 15. The slab temperature prediction by the XPSO algorithm.

From Figure 15 and Table 8, the minimum error of the XPSO algorithm can be seen to
be 1.17 °C, and the average error was 4.99 °C. For this actual reheating furnace company,
the error between the calculation results and measured data should be lower than 10 °C.
Thus, the accuracy of the proposed method is high enough. As the actual discharging
temperature was between 1150–1250 °C, the relative error was only 0.4%. Finally, the slab
temperature prediction by the XPSO algorithm has achieved the desired effect.

5. Conclusions

In this paper, the XPSO algorithm was proposed to establish a prediction model of
slab temperature in a reheating furnace. A novel weight-updating strategy that combines
a decreasing function and the adaptive "stepped" strategy was introduced into the XPSO
algorithm, so it can greatly improve the search capabilities at a later stage. The validity
and feasibility of the XPSO were verified by nine classical benchmark functions, simulation
data sets generated by the existing mechanism model and actual data sets from Angang.
The following conclusions are given.

1. The benchmark results indicate that the XPSO algorithm has a superior performance
to other PSO algorithms (PSO, IPSO, IPSO2, HPSO, CPSO).

2. The XPSO algorithm, which can accurately predict the billet temperature (99% of the
prediction errors were less than 2 °C) while ensuring faster convergence, was more
successful than all of the other optimization approaches (WOA, IA, GWO, DE, ABC).

3. The prediction model based on the XPSO algorithm can predict more accurate dis-
charging temperatures for the operators. Consequently, the paper verifies the feasi-
bility of the XPSO algorithm and the success of the establishment of the prediction
model of slab temperature, and provides a theoretical basis for subsequent research.
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Abstract: Nanoparticle aggregate structures allow for efficient photon capture, and thus exhibit
excellent optical absorption properties. In this study, a model of randomly distributed nanochain
aggregates on silicon substrates is developed and analyzed. The Gaussian, uniform, and Cauchy
spatial distribution functions are used to characterize the aggregate forms of the nanochains and their
morphologies are realistically reconstructed. The relationships between the structural parameters
(thickness and filling factor), equivalent physical parameters (density, heat capacity, and thermal
conductivity), and visible absorptivity of the structures are established and analyzed. All the above-
mentioned parameters exhibit extreme values, which maximize the visible-range absorption; these
values are determined by the material properties and nanochain aggregate structure. Finally, Al
nanochain aggregate samples are fabricated on Si substrates by reducing the kinetic energy of the
metal vapor during deposition. The spectral reflection characteristics of the samples are studied
experimentally. The Spearman correlation coefficients for the calculated spectral absorption curves
and those measured experimentally are higher than 0.82, thus confirming that the model is accurate.
The relative errors between the calculated visible-range absorptivities and the measured data are less
than 0.3%, further confirming the accuracy of the model.

Keywords: optical absorber; nanoparticle clusters; morphological reconstruction; equivalent physical
characteristics; visible-range absorption

1. Introduction

Nanostructures consisting of metal nanoparticle clusters can be described as aggre-
gates of nanocells. These sparse and porous nanostructures can efficiently capture photons,
and thus exhibit excellent optical properties [1–3]. Hence, optical absorbers based on
nanoaggregate structures are widely used in microbolometers [4], photothermal convert-
ers [5,6], solar cells [7,8], and photocatalysis [9]. In addition, nanoaggregate structures
show several desirable physical properties, such as low heat capacity, high specific surface
area, and low density. As a result, these structures have shown significant potential in the
fields of tunable excitation radiation and photothermoacoustics [10].

Several quasianalytical models have been developed for characterizing the nanoag-
gregate structures, including the effective medium model [11], cluster-cluster aggregation
(CCA) model [12], and fractal lossy antennas (FLA) model [13]. The effective medium
model simplifies complex nanoclusters into hypothetical ellipsoids. However, the permit-
tivity elucidated by the effective medium model is based on statistical parameters, and the
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model lacks a description of the nanostructures. The CCA model represents the aggregate
morphology of spherical units and the growth process of clusters based on the theory
of diffusion-limited aggregation [14–16]. The FLA model describes the nanoaggregate
structure as a forest-like structure composed of chains. The length of the chains in the FLA
model is the order of microns.

In this paper, a new model of randomly distributed nanochain aggregate structures
is proposed to describe their micromorphology. The relationships between the structural
parameters (thickness and filling factor), equivalent physical parameters (density, heat
capacity, and thermal conductivity), and visible-range absorptivity of the model were es-
tablished and analyzed. These relationships can serve as a theoretical reference for further
research on areas such as the study of the photothermoacoustic effect of nanoaggregate
structures. To evaluate the model, Al nanochain aggregate structures were fabricated
on Si substrates, and the spectral reflection characteristics of the samples were deter-
mined experimentally. The experimental results showed that the model can realistically
reconstruct the morphology of the structures and allows for accurate calculations of their
spectral absorptivity.

2. Materials and Methods
2.1. Fabrication of Nanoaggregate Structures

To fabricate nanoaggregate samples, we chose two types of substrates, Si wafers and
polyimide (PI) films. The Si wafers were cleaned using an oxygen plasma. The PI films
were fabricated on Si wafers by spin coating. A 6 mL polyamic acid (PAA) solution was
spin-coated on the Si wafers at a low speed (800 r min−1) for 1 min and then at a high speed
(7000 r min−1) for 3 min. The PAA coating was then air-dried at 25 ◦C for 1 h and cured
in an oven filled with N2 gas for 3 h at 300 ◦C to chemically transform PAA into PI. The
process for fabricating a layer of the nanoaggregate structure is shown in Figure 1. Metal
Al was evaporated in a He atmosphere at a pressure of 980 Pa, and the Al metal vapor
was made to pass through the He atmosphere to reduce its kinetic energy before it was
deposited on the substrate.

1 
 

 
Figure 1. Process for fabricating layer of nanoaggregate structure.

2.2. Model of Nanochain Aggregates
2.2.1. Basic Structural Unit of Model

We obtained scanning electron microscopy (SEM, Supra55, Zeiss, Oberkochen, Germany)
images of the fluffy, “smoke-like” metal deposition structure, as shown in Figure 2. The
fluffy structure is porous, micron sized, and composed of a large number of clusters, which,
in turn, consist of randomly distributed nanochains. These nanochains are composed of
metal nanoparticles, which can be considered as nanospheres.
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Figure 2. SEM images of nanoaggregate structure.

2.2.2. Spatial Distribution of Nanochains

A large number of nanochains were generated in a three-dimensional space to form
clusters. The distribution of nanochains is disordered, but this disordered distribution
shows statistical regularity. Therefore, we try to use classical probability distribution
functions, Gaussian, uniform and Cauchy distributions, to characterize such statistical
regularity. The spatial distribution function represents the aggregate form of the nanochains
and reflects the probability density distribution of the nanochains in the clusters, as shown
in Figure 3. In the spatial coordinate system with the cluster centroid as the origin, the
probability density functions corresponding to the three spatial distributions are as follows:

G(r) =
1√

2π σ
exp(− r2

2σ2 ), (1)

U(r) =
1

2σ
√

3
, (2)

C(r) =
1
π
(

σ

r2 + σ2 ), (3)

where G(r), U(r), and C(r) represent the probability density functions of the Gaussian,
uniform, and Cauchy distributions, respectively; r represents the distance between the
nanochain and the cluster centroid; σ is the size parameter of the spatial distribution, which
determines the radius of the cluster.
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As a structural parameter, the distribution function used affects the propagation path
of photons within the structure. Thus, the selection of the appropriate distribution function
is essential for accurately calculating the optical absorption. Given that the actual spatial
distribution of nanochains is highly random, we add a weight to each distribution function
to improve the accuracy of the model, demonstrated by the following equation:

WG + WU + WC = 1, (4)

where WG is the weight of the nanochain clusters based on the Gaussian distribution
function; WU is the weight of the nanochain clusters based on the uniform distribution
function, and WC is the weight of the nanochain clusters based on the Cauchy distribution
function. The weight of the distribution function reflects the number (percentage) of clusters
aggregated by a specific distribution function to all clusters in the model.

2.2.3. Aggregation Model of Clusters

In addition to the spatial distribution of nanochains in a cluster, we use the uniform
distribution function to describe the spatial distribution of the clusters in the aggregation
model as well. Similar to the spatial distribution of nanochains, the spatial distribution of
the clusters in the aggregation model can be described as U(x, y, z) = 1

2σ
√

3
. This completes

the physical modeling of the nanochain aggregate structure, as shown in Figure 4.
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of time domain iterations; ∆t is the time step; σ is the conductivity; and ε is the dielectric 
constant. The dielectric constant and conductivity were wavelength-dependent 
parameters taken from the literature [21]. The reflectivity and transmittivity of the model 
were calculated using frequency domain power monitors with the following formula: 

Figure 4. Modeling of nanochain aggregate structure. (a) Basic nanochain structure. (b) Nanochains
with random three-dimensional orientations. (c) Cluster based on Gaussian distribution. (d) Cluster
based on uniform distribution. (e) Cluster based on Cauchy distribution. (f) Top view of physical
model. (g) Sectional view of physical model.

We define the dimension of the model in the direction perpendicular to the substrate
as the model thickness, d. In addition to the thickness, we define a structural parameter,
namely, the filling factor (γ), to describe the relative density of the nanochain aggregate
structure. The filling factor was calculated as the ratio of the structural density to the
material density. It also reflects the porosity of the nanochain aggregate structure. In the
proposed model, the filling factor was varied by changing the number of nanospheres
contained in each cluster.
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2.2.4. Finite-Difference Time-Domain (FDTD) Method

The FDTD method was used to calculate the spectral absorptivity of the model [17–20].
The FDTD method discretized the time-domain Maxwell’s equations by central differ-
ence approximation of the spatial and temporal partial derivatives. The finite difference
equations with the following form were obtained:

En+1
x (i + 1, j, k) =

1− σ(i+1/2,j,k)∆t
2ε(i+1/2,j,k)

1+ σ(i+1/2,j,k)∆t
2ε(i+1/2,j,k)

· En
x (i + 1/2, j, k) + ∆t

ε(i+1/2,j,k) ·

1
1+ σ(i+1/2,j,k)∆t

2ε(i+1/2,j,k)

· [Hn+1/2
z (i+1/2,j,k)−Hn+1/2

z (i+1/2,j−1/2,k)
∆y +

Hn+1/2
y (i+1/2,j,k−1/2)−Hn+1/2

y (i+1/2,j,k+1/2)
∆z ]

(5)

where i, j, and k are the grid numbers in x, y, and z directions, respectively; n is the
number of time domain iterations; ∆t is the time step; σ is the conductivity; and ε is the
dielectric constant. The dielectric constant and conductivity were wavelength-dependent
parameters taken from the literature [21]. The reflectivity and transmittivity of the model
were calculated using frequency domain power monitors with the following formula:

T( f ) =
Re(P( f )) · d

→
S

Re(Psource( f )) · d
→
S

(6)

where T( f ) is the normalized transmittivity of the monitor; P( f ) and Psource( f ) are the

Poynting vectors on the surfaces of the monitor and light source, respectively; and d
→
S is the

differential element of normal direction. The incident light source was set as a plane wave
with a wavelength step of 2 nm. To simplify the model and allow for faster computations,
the periodic boundary condition was used for the FDTD calculations. The spectral reflec-
tivity (Rλ) and transmittance (Tλ) of the model were obtained using power monitors. The
spectral absorptivity (Aλ) of the model was calculated using Equation (7), and the visible
absorptivity (A) of the model was calculated by integrating the spectral absorptivity.

Aλ = 1− Rλ − Tλ, (7)

We designed the Gaussian, uniform, and Cauchy models based on the spatial distribu-
tion of the nanochains. The spatial distribution of the clusters within the computational
region was uniform for all three models, as described in the previous subsection.

3. Results and Discussion
3.1. Optical Absorption Properties of Model
3.1.1. Relationship between Filling Factor and Optical Absorption

We first analyzed the relationship between the filling factor and optical absorption. We
set the nanochain materials as Al, Au, and Cr and used a model thickness of 1 µm and filling
factor of 0.5–8%. The spectral absorption curves in the wavelength range of 400–800 nm, as
well as the visible-range absorptivity of the model for different filling factors, are shown in
Figure 4. The filling factor affects the motion path of the incident photons, and thus the
efficiency of the model in capturing photons. An extremely sparse or dense distribution of
nanochains leads to a reduction in the model absorptivity. For all three models, the filling
factor and visible-range absorptivity exhibited a quadratic relationship. The extreme values
of the filling factor, which enhanced the visible-range absorption, are listed in Table 1. We
propose the following equation to describe the relationship between the filling factor and
visible-range absorptivity:

A = c + c1 · γ + c2 · γ2, (8)
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where c1, c2, and c are constant coefficients, whose values are determined from the FDTD
results. The aggregate form of the nanochains has a significant effect on the visible-range
absorptivity, as shown in Figure 5. The Gaussian model possesses the highest visible-range
absorptivity, indicating that the nanostructure corresponding to this model is more efficient
at capturing photons.

Table 1. Relationships between model parameters and visible-range absorptivity.

Parameter Type of Relationship
Curve

Material of the
Models

Extreme Values for Gaussian,
Uniform and Cauchy Models

Filling factor (%) Quadratic

Al γG = 5.4, γU = 4.4, γC = 4.6

Au γG = 7.4, γU = 5.0, γC = 5.6

Cr γG = 6.0, γU = 4.4, γC = 5.2

Thickness (µm) Exponential
Al dG = 21, dU = 29, dC = 36

Au dG = 47, dU = 49, dC = 59

Cr dG = 37, dU = 42, dC = 43

Density (×103 kg m−3) Quadratic

Al ρG = 0.146, ρU = 0.113, ρC = 0.124

Au ρG = 1.430, ρU = 0.996, ρC = 1.121

Cr ρG = 0.431, ρU = 0.316, ρC = 0.374

Thermal conductivity (W m−1 K−1)) Cubic

Al kG = 33.86, kU = 28.64, kC = 30.43

Au kG = 55.87, kU = 43.02, kC = 47.50

Cr kG = 14.36, kU = 11.68, kC = 13.05

Volumetric heat capacity (×103 J m−3 K−1) Quadratic

Al sG = 128.3, sU = 99.79, sC = 109.3

Au sG = 183.15, sU = 123.75, sC = 143.55

Cr sG = 194.13, sU = 123.75, sC = 143.55
Materials 2022, 15, x FOR PEER REVIEW 7 of 17 
 

 

(a) (b)

(c)

Gaussian model Uniform model

Cauchy model

2 4 6 8
0.0

0.2

0.4

0.6

0.8

1.0

γAu=7.4

γCr=6.0γAl=5.4

V
is

ib
le

-r
an

g
e 

ab
so

rp
ti

v
it

y

γ (%)

 Al
 Au
 Cr

2 4 6
0.0

0.2

0.4

0.6

0.8

1.0

V
is

ib
le

-r
an

g
e 

ab
so

rp
ti

vi
ty

γ (%)

 Al
 Au
 Cr

γAl=4.4

γCr=4.4

γAu=5.0

2 4 6
0.0

0.2

0.4

0.6

0.8

1.0

V
is

ib
le

-r
an

g
e 

ab
so

rp
ti

v
it

y

γ (%)

 Al
 Au
 Cr

γAu=5.6

γCr=5.2γAl=4.6

 

Figure 5. Relationship between optical absorption and filling factor for (a) Gaussian, (b) uniform, 

and (c) Cauchy models. Filling factor of each model and maximum absorptivity are shown in the 

figures. 

Table 1. Relationships between model parameters and visible-range absorptivity. 

Parameter 
Type of 

Relationship Curve 
Material of the Models 

Extreme Values for Gaussian, 

Uniform and Cauchy Models 

Filling factor (%) Quadratic 

Al γG = 5.4, γU = 4.4, γC = 4.6 

Au γG = 7.4, γU = 5.0, γC = 5.6 

Cr γG = 6.0, γU = 4.4, γC = 5.2 

Thickness (μm) Exponential 

Al dG = 21, dU = 29, dC = 36 

Au dG = 47, dU = 49, dC = 59 

Cr dG = 37, dU = 42, dC = 43 

Density (×103 kg m−3) Quadratic 

Al ρG = 0.146, ρU = 0.113, ρC = 0.124 

Au ρG = 1.430, ρU = 0.996, ρC = 1.121 

Cr ρG = 0.431, ρU = 0.316, ρC = 0.374 

Thermal conductivity (W m−1 K−1)) Cubic 

Al kG = 33.86, kU = 28.64, kC = 30.43 

Au kG = 55.87, kU = 43.02, kC = 47.50 

Cr kG = 14.36, kU = 11.68, kC = 13.05 

Volumetric heat capacity (×103 J m−3 K−1) Quadratic 

Al sG = 128.3, sU = 99.79, sC = 109.3 

Au sG = 183.15, sU = 123.75, sC = 143.55 

Cr sG = 194.13, sU = 123.75, sC = 143.55 

3.1.2. Relationship between Thickness and Optical Absorption 

The nanoaggregate structure demonstrates ultralow surface reflection in the visible 

band [1–3]. For nanochain aggregate structures with the same filling factor, a higher value 

of thickness would mean that the expected motion path of the incident photons would be 

Figure 5. Relationship between optical absorption and filling factor for (a) Gaussian, (b) uniform, and
(c) Cauchy models. Filling factor of each model and maximum absorptivity are shown in the figures.

306



Materials 2022, 15, 4778

3.1.2. Relationship between Thickness and Optical Absorption

The nanoaggregate structure demonstrates ultralow surface reflection in the visible
band [1–3]. For nanochain aggregate structures with the same filling factor, a higher value
of thickness would mean that the expected motion path of the incident photons would
be longer. Once the thickness of the model exceeds a threshold value, the visible-range
transmittance of the model decreases to zero. When the model thickness is more than this
threshold value, it no longer affects the visible-range absorptivity of the model. Therefore,
the relationship between the thickness and absorptivity takes the form of an exponential
function, as shown in Figure 6. We set the nanochain material as Al, Au, and Cr and
used the model filling factor of 0.6% and thickness of 1–60 µm. The extreme values of the
thickness, which enhanced the visible-range absorption, are listed in Table 1. The critical
thickness for the Gaussian model is much smaller than those for the uniform and Cauchy
models because of the higher photon-capturing efficiency of the former. The maximum
visible-range absorptivities of the three models are similar, indicating that the aggregate
form of the nanochains has a negligible effect on the surface reflection of the model. Based
on Equation (6), we obtained the following fitting equation:

A = c + C1 · (γ + C2 · γ2) · e−d / C3 , (9)

where C1, C2, and C3 are constant coefficients, whose values can be obtained from the
FDTD results. Equation (7) represents the relationship between the visible-range absorp-
tivity, filling factor, and model thickness. It can be observed that c1 = C1 · e−d / C3 and
c2 = C1 · C2 · e−d / C3 .
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3.1.3. Relationship between Equivalent Density and Optical Absorption

High optical absorption can be achieved by fabricating nanochain aggregate structures
from various materials. Specific application scenarios would result in limitations in terms
of the density of the optical absorber. Therefore, it is essential to study the relationship
between the equivalent density and optical absorption of nanochain aggregate structures.
Based on the above-stated definition of the filling factor, the relationship between the filling
factor and equivalent density of the structure can be described as follows:

ρe f f = ρ0 · γ + ρm · (1− γ), (10)

where ρeff is the equivalent density of the structure; ρ0 is the density of the material used,
and ρm is the density of the medium. The structural equivalent densities are affected by the
filling factor and material density, as shown in Figure 6a. For vacuum, ρm = 0. Therefore,
the relationship between ρeff and A is as follows:

A = c + C1 · [
ρe f f

ρ0
+ C2 · (

ρe f f

ρ0
)

2
] · e−d / C3 , (11)

We set the model thickness as 1 µm and the filling factor as 0.6–8%. The nanochain
materials included Al, Au, and Cr. The relationship between the equivalent density and
visible-range absorptivity of the nanochain aggregate models is shown in Figure 7. The
models use the same structural parameters. Thus, the material density of the model has a
distinct effect on its equivalent density. The extreme values of the equivalent density, which
enhanced the visible-range absorption, are listed in Table 1.
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3.1.4. Relationship between Equivalent Thermal Conductivity and Optical Absorption

Thermal conductivity is an important physical parameter for optical absorbers, with
respect to infrared scene generation and photoacoustic effects. Optical absorbers with
high thermal conductivities exhibit fast heat dissipation and high-sensitivity time-domain
temperature responses. Optical absorbers with low thermal conductivities can generate
high-temperature radiation signals at relatively low incident laser powers. The relationship
between the equivalent thermal conductivity of the model and its filling factor can be
estimated from the classical cheese model [22], which is as follows:

ke f f = k0 · ε + km · (1− ε), (12)

where keff is the equivalent thermal conductivity of the model; k0 is the thermal conductivity
of the material used; km is the thermal conductivity of the medium, and ε = γ2/3 represents
the two-dimensional (2D) porosity in the direction of heat conduction. After combining
Equations (7) and (10), we obtain the following equation:

A = c + C1 · [(
ke f f

k0
)

3
2

+ C2 · (
ke f f

k0
)

3

] · e−d / C3 , (13)

Figure 8 shows the relationship between the filling factor, equivalent thermal conduc-
tivity, and visible-range absorptivity for the Gaussian, uniform, and Cauchy models. The
extreme values of the equivalent thermal conductivity, which enhanced the visible-range
absorption, are listed in Table 1. Thus, Au nanoaggregate structures are more suitable as
optical absorbers that must exhibit efficient absorption and fast heat dissipation. However,
Cr nanoaggregate structures allow for efficient energy capture and accumulation.
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3.1.5. Relationship between Equivalent Volumetric Heat Capacity and Optical Absorption

The specific heat capacity affects the time-domain temperature response rate of optical
absorbers. High optical absorption and low specific heat capacity are essential material
properties for ensuring a strong photoacoustic effect [10,23]. Similar to the case for the
equivalent density, the relationship between the filling factor and equivalent volume heat
capacity of the model can be described as follows:

se f f = s0 · γ + sm · (1− γ), (14)

A = c + C1 · [
se f f

s0
+ C2 · (

se f f

s0
)

2
] · e−d / C3 , (15)

where seff is the equivalent volumetric heat capacity of the model; s0 is the volumetric
heat capacity of the material used, and sm is the volumetric heat capacity of the medium.
The equivalent volumetric heat capacities of the Al and Au models were almost equal,
while that of the Cr model was slightly higher, as shown in Figure 9. The extreme values
of the equivalent volumetric heat capacity, which enhanced the visible-range absorption,
are listed in Table 1. Because its absorptivity is higher, the Al nanoaggregate structure
is more suitable as an optical absorber that shows a low volumetric heat capacity and
high-sensitivity time-domain temperature response.
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Figure 9. (a) Relationship between filling factor and equivalent volumetric heat capacity of model.
(b–d) Relationship between equivalent volumetric heat capacity and visible-range absorptivity of
Gaussian, uniform, and Cauchy models. Equivalent volumetric heat capacity of model with maximum
absorptivity is marked in the figures.

3.2. Model Validation
3.2.1. Sample Characterization

We fabricated six different samples with nanoaggregate-structured layers. Pho-
tographs and SEM images of the samples are shown in Figure 10. The thickness and
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2D porosity of the layers of the nanochain aggregates were measured. The filling factor of
the samples was calculated using the expression ε = γ2 / 3. The structural parameters of
the samples are listed in Table 2.
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Figure 10. Photographs and SEM images of nanoaggregate samples. Samples #1–3 were formed
on 500 µm Si substrates. Samples #4–6 were formed on 300 nm PI layer; PI layer was fabricated
by spin-coating.

Table 2. Structural parameters of nanoaggregate samples.

Number 1# 2# 3# 4# 5# 6#

Thickness of the absorbed layer (µm) 4.78 7.34 8.37 4.83 5.07 5.56
Filling factor (%) 6.1 5.1 4.1 5.9 6.3 6.8

Substrate thickness and material 500 µm Si 300 nm PI + 500 µm Si

Energy dispersive spectroscopy (EDS, Ultim Extreme, Oxford, UK) detection is per-
formed on the sample and Si substrate to quantitatively analyze the oxide content in Al
nano aggregates. Figure 11a shows the types (O, Al and Si) and the relative weight ratio
(0.175:1:0.416) of the elements contained in the sample. According to the relative atomic
mass of each element, the atomic ratio of O, Al and Si is calculated as 0.0109:0.037:0.0149.
Since EDS detection is carried out in vacuum, the O element is derived from aluminum
oxide and silicon oxide. The Al element is derived from aluminum and oxide in the nano
aggregates, and the Si element is derived from silicon and oxide in the substrate. Figure 11b
shows the types (O and Si) and the relative weight ratio (0.011:0.416) of the elements con-
tained in the substrate. Results of the substrate are normalized based on the Si weight ratio
in the sample (0.416). The atomic ratio of O and Si is calculated as 0.0007:0.0149. The O
element in the substrate is derived only from silicon oxide. Therefore, it can be calculated
that 93.6% of the O element in the sample is derived from aluminum oxide and 6.4% from
silicon oxide. In addition, 81.5% of the Al element is derived from aluminum; 18.5% from
aluminum oxide. The molecular ratio of aluminum to its oxide is calculated as 8.81:1.
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Figure 12. Measured spectral absorption curves of various substrates and nanoaggregate samples. 
(a) Measured spectral absorption curves of Si and PI substrates. (b) Measured spectral absorption 
curves of samples #1–3. (c) Measured spectral absorption curves of samples #4–6. 

Table 3. Statistics of measured error. 
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3# 0.0007 
PI 0.0071 
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Figure 11. EDS results of the sample and Si substrate. (a) Results of the sample are normalized based
on Al peak intensity, and the relative weight ratio of O, Al and Si is 0.175:1:0.416. (b) Results of Si
substrate are normalized based on the Si weight ratio in the sample (0.416), and the relative weight
ratio of O and Si is 0.011:0.416.

The spectral absorption curves of the samples in the 400–800 nm band were measured
using a dual optical path ultraviolet–visible (UV–vis) spectrophotometer (TU-1901, Persee,
Beijing, China). Two standard reflectance plates were used for correction. All the samples
were supported by a 500 µm Si wafer, which was completely opaque in the visible range.
The spectral absorptivities of the samples were calculated using Equation (7). The spectral
absorption curves of the Si substrates, PI substrates, and samples are shown in Figure 12.
The root mean square error (RMSE) between the measured and fitted curves was less than
0.7%, as shown in Table 3. The absorptivities of the samples were higher than 0.97 in the
400–800 nm band.
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Figure 12. Measured spectral absorption curves of various substrates and nanoaggregate samples.
(a) Measured spectral absorption curves of Si and PI substrates. (b) Measured spectral absorption
curves of samples #1–3. (c) Measured spectral absorption curves of samples #4–6.

Table 3. Statistics of measured error.

Object RMSE between Measured and Fitted Curves

Si 0.0044

1# 0.0008

2# 0.0001

3# 0.0007

PI 0.0071

4# 0.0002

5# 0.0007

6# 0.0001
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3.2.2. Analysis of Calculation and Experimental Results

We constructed a physical model of the nanoaggregate samples based on the structural
parameters listed in Table 2. The spectral reflectivity and absorptivity of the substrate
used were included in the model as the boundary conditions. The weights of the three
distribution functions in the aggregation model were adjusted to optimize the calculation
results. The values of WG, WU, and WC were set at 0.6, 0.2, and 0.2, respectively. A
comparison of the calculation and experimental results is shown in Figure 13. The Spearman
correlation coefficient was used to evaluate the correlation between the calculation and
measurement curves; the values obtained are listed in Table 4.

1 
 

 
Figure 13. Spectral absorption curves determined based on weighted Gaussian, uniform, and Cauchy
distribution models and those obtained experimentally.

Table 4. Comparison of calculation and measurement results.

Object Spearman Correlation Coefficient of
Spectral Absorption Curves

Relative Error of Visible
Absorptivity

1# 0.976 0.0018

2# 0.954 0.0031

3# 0.962 0.0017

4# 0.846 0.0028

5# 0.822 0.0013

6# 0.996 0.0029
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To evaluate the accuracy of the model described by Equation (9), we compared the
calculated values of the visible-range absorptivity with the measured ones, as shown in
Figure 14. The relative errors are presented in Table 4.

1 
 

 
Figure 14. Calculated and measured values of visible-range absorptivity of various samples.

The calculated spectral absorption curves of the samples are in good agreement with
the experimental curves, with the Spearman correlation coefficients being higher than
0.82. Within the range of values used for the structural parameters of the samples, the
relative errors between the calculated visible-range absorptivities and those determined
experimentally were less than 0.3%. This confirmed that the model was accurate.

3.3. Discussion

The model of nanoaggregate structure presented here is only a preliminary model,
which is mainly established and verified for Al. Due to the limitation of the experimental
conditions, the samples have a relatively small range of fill factor and thickness compared
to the range of the presented model predictions. Therefore, the accuracy of the model
is only verified in a relatively small range. We will study and improve the fabrication
method to expand the range of sample thickness and filling factor in subsequent research.
In addition, the model should be further improved to make it universal. The general
form of nanoaggregate structure can be applied to metal absorbers obtained by various
processes. This model is suitable for the study of surface absorption of various optical
sensors, photothermal effect and photovoltaic, as well as terahertz generation and detection.

4. Conclusions

In this study, the structures of randomly distributed nanochain aggregates on silicon
substrates were modeled, and the model was evaluated. The relationship between the
structural parameters (thickness and filling factor), equivalent physical parameters (density,
heat capacity, and thermal conductivity), and visible-range absorptivity of the model were
established and analyzed. All the above-mentioned parameters exhibited extreme values,
which enhanced the visible-range absorptivity. The accuracy of the model was verified
experimentally. The following conclusions were drawn based on the results obtained.

(1) The visible-range absorptivity of the structure was quadratically related to the filling
factor. The filling factor affects the motion path of incident photons and, thus, the effi-
ciency of capturing photons. An extremely sparse or dense distribution of nanochains
leads to a reduction in the model absorptivity.

(2) The visible-range absorptivity of the modeled structure is exponentially related to its
thickness. The critical thickness of the Gaussian model is much smaller than those of
the uniform and Cauchy models because of the higher photon-capturing efficiency of
the former. The maximum visible-range absorptivities of the three models are similar,
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indicating that the aggregate form of the nanochains has a negligible effect on the
surface reflection of the model.

(3) The visible-range absorptivity of the modeled structure is quadratically related to
its equivalent density. The Al nanochain aggregate structure is more suitable as an
optical absorber that exhibits a low density and high visible-range absorption.

(4) The visible-range absorptivity of the modeled structure is also related to its equivalent
thermal conductivity. The Au nanochain aggregate structure allows for efficient optical
absorption and fast heat dissipation. Meanwhile, the Cr nanoaggregate structure
allows for efficient energy capture and accumulation.

(5) Finally, the visible-range absorptivity of the modeled structure is quadratically related
to its equivalent volumetric heat capacity. The Al nanoaggregate structure is more
suitable as an optical absorber with a low volumetric heat capacity and high-sensitivity
time-domain temperature response.

Actual nanochain aggregate samples were fabricated by reducing the kinetic energy of
the deposited Al nanoparticle clusters. The visible-range spectral absorption curves of the
fabricated samples were measured using a Fourier spectrometer. The Spearman correlation
coefficients for the calculated spectral absorption curves and those measured experimentally
were higher than 0.82; this confirmed the accuracy of the model. In addition, the relative
errors between the calculated visible-range absorptivities and the measured values were
less than 0.3%; this confirmed that the model is suitable for calculating the absorptivity.
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Abstract: First of all, the explosion-welding method was adopted to prepare steel fiber-reinforced
steel-aluminum composite plates. Secondly, the smooth particle hydrodynamic (SPH) method was
used to investigate the effect of introducing steel fibers to a vortex region created at the bonding
interface of the steel-aluminum composite plate. Thirdly, the following conclusions were drawn
through an analysis of the vortex region with the assistance of scanning electron microscopy and
energy-dispersive X-ray spectroscopy. A brittle intermetallic compound FeAl was produced in the
vortex region in an environment characterized by high temperature, high pressure, and high strain
rate, resulting in cracks, holes and pores. In addition, the hardness of the vortex area was less than the
estimated value, which is mainly because the main element in the vortex area was 2A12 aluminum
with low hardness, and there were cracks, holes, pores and other defects that caused hardness
reduction. Although the addition of steel fibers caused defects at the bond interface, the addition of
steel fibers was effective in improving the tensile resistance performance of steel-aluminum composite
panels to a certain extent. In addition, the larger the fiber diameter, the more significant the increase
in tensile resistance.

Keywords: steel fiber; explosive welding; numerical simulation; bonding interface

1. Introduction

With the rapid development of industry, more and more regions need to produce spe-
cial equipment by machining high-quality metals into sheets with excellent anticorrosion,
antioxidation, and mechanical properties. If all these devices are made of high-quality met-
als, their costs will be inevitably high, resulting in unnecessary waste. Therefore, replacing
high-quality metals with bimetallic materials is the most ideal solution. SS-304 stainless steel
is characterized by high strength, impact resistance, reliable performance, and good weld-
ing and riveting performance, but it has a lot of shortcomings, such as high maintenance
cost, heaviness, and large production energy consumption. However, 2A12 aluminum
material has a lot of advantages, including lightness, good electrical conductivity, ease of
extension, corrosion resistance, and few toxic and side effects. Bimetallic materials have
the advantages of two metal components, so the application of steel-aluminum composite
plates can reduce the mass of SS-304 stainless steel and improve its corrosion resistance.
Explosive welding is a solid-phase welding method, which can be used for the weld-
ing of double-layer or multilayer composite plates of the same or different metals [1–6].
Compared with traditional diffusion welding [7,8], light welding [9,10], magnetic pulse
welding [11,12], and hot rolling welding [13,14], the explosive welding method still has
very good welding quality in the case of large differences in the points or mechanical
properties of the welded metal, so it is extensively used in metal welding. Because of its
high tensile strength, low price, and outstanding corrosion resistance, steel fiber is widely
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used to reinforce concrete and improve its protective performance. In this paper, explosive
welding was used to produce a new fiber-reinforced steel aluminum composite plate by
combining the advantages of SS-304 stainless steel, 2A12 aluminum, and steel fiber.

Extensive studies have been conducted on steel-aluminum composite plates, with
outstanding achievements. In 1983, Kotov V A studied [15] unidirectional fiber-reinforced
composites composed of steel wires based on Amr6 aluminum alloy, and the results re-
vealed that under uniaxial or biaxial loads, the strength of the fiber-reinforced composites
was mostly dependent on the bonding strength of the wire and the base plate, as well as
the internal geometric installation, and when the load was along the wire, the effect was
relatively obvious. Therefore, fiber-reinforced composites and tubular products prepared
by explosive welding have sufficient strength under various loads. Zhou et al. [16] suc-
cessfully prepared steel fiber-reinforced composite plates and used numerical simulation
and experimental methods to study the impact of the addition of steel fiber on the antipen-
etration performance of the composite plate. It was concluded that the addition of the
fiber-reinforced phase was improved the antipenetration performance of the composite
target plate, and the reduced fiber distribution spacing and orthogonal arrangement dis-
tribution were helpful in improving the antipenetration performance of the target plate.
Wang et al. [17] applied numerical simulation and experimental methods to study the
impact of carbon fiber-reinforced polymer laminates under high-speed impact. The results
showed that within a certain impact velocity range, carbon fiber composite laminates had
the advantage of replacing metal plates to resist high-speed impact. Mahfuz et al. [18]
comprehensively studied the antipenetration performance of multilayer ceramic–rubber–
glass fiber composite target plates against high-velocity projectiles by numerical simulation
and hydrogen gun experiments, and discussed the failure mode of the target plate at
ballistic limit velocity. The addition of fiber can significantly increase the difficulty of explo-
sive welding, so the experiment needed to calculate the dynamic parameters of explosive
welding in advance to guarantee the rationality of the parameters.

The effects of steel fiber with different diameters on the interface and mechanical
properties of steel-aluminum composite sheets were studied. In the early stage, the SPH
method in Autodyn software was used to study the influence of high-temperature and
high-pressure environments on steel fiber and composite interface to simulate the explosive
welding experiment. Later, scanning electron microscopy and energy-dispersive spec-
troscopy were adopted to systematically study the changes in the bonding interface and the
formation of intermetallic compounds after adding steel fibers. The effect of the addition
of steel fiber on the hardness of the base plate was further studied by microhardness tests.
Finally, a universal testing machine was used to verify the impact of the addition of steel
fibers on the tensile properties of steel-aluminum composite plates.

2. Materials and Methods

Ansys/Autodyn software was used to carry out simulation experiments on SS-304
and 2A12 aluminum composite plates prepared by explosive welding. The SPH method
can extensively simulate large deformation problems such as disintegration, fragmentation,
solid spalling, and brittle fracture of continuum structures and avoid algorithm coupling,
so it is very suitable for numerical simulation of explosive welding of multilayer metal
plates [19,20]. Therefore, the SPH method can simulate the interaction of jet particles in the
preparation of steel fiber-reinforced steel-aluminum composite plates by explosive welding
and provide reasonable and effective experimental parameters for the following explosive
welding experiment. As the contrast between the plate thickness and length width was large,
a two-dimensional plane model was constructed. To save the calculation time of the model,
the length of the base plate, aluminum composite plate, and explosive was all set to 40 mm.
The particle size was set to 10 µm, and a total of 1.1815 million particles were generated to
obtain accurate numerical results. The specific model is shown in Figure 1, where the density
of the ANFO explosive is 0.6821 g/cm3, the explosive height is 20 mm, and the detonation
velocity is 2430 m/s. The specific parameters of ANFO are shown in Table 1.
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Table 1. Performance parameters of ANFO.

Material Density
ρ/(g cm−3)

Detonation
Velocity

D/(m s−1)

Specific Internal Energy
E0/(kg cm−3)

Detonation Pressure
/MPa Heat Capacity Ratio

ANFO 0.681 2430 2.484 1160 2.5

Experimental Procedure

Explosive welding mainly includes: directly in the atmosphere, in water, and in
rough vacuum. Compared with explosive welding experiments in low vacuum and water,
explosive welding experiments in the air have a simpler assembly process, use lower
detonation velocity of explosives, and are safer and more efficient. Therefore, in this paper,
explosive welding experiments in the air [21–23] were selected. As shown in Figure 2,
taking the SS-304 stainless steel with a size of 200 mm × 300 mm × 1 mm as the base plate,
and the 2A12 aluminum plate with a size of 200 mm × 300 mm × 1 mm as the flyer plate,
a steel fiber was evenly wound on the base plate every 5 mm to ensure that the length of
the steel fiber was the same as that of the base plate, and the standoff distance between
the base plate and cladding plate was 4 mm. Then, the base plate, flyer plate, and steel
fiber were welded together by explosive welding. The performance parameters of steel
and aluminum are shown in Table 2. S20910 is the material parameter of steel fiber and
SS 304 is the material parameter of the base plate. In this experiment, the diameter of
the steel fibers needs to be strictly controlled and the fibers are exposed to extrusion and
extreme thermomechanical conditions in the welding process. The mechanical properties
of the fibers therefore need to be good and the hot drawing process produces steel fibers
of a more uniform size and high precision. Because the working temperature is above the
recrystallization temperature, the resulting process hardening phenomenon is eliminated
by recrystallization, the internal stress of the steel fibers is also eliminated, the toughness
and plasticity will be better, so that the welded composite plate can better reflect the impact
of the fibers on the composite plate. While cold rolled out of the steel plate as the base plate
of the explosion welding, it ensures the strength and hardness of the base plate, in line with
the experimental design. SS 304 steel as the base plate ensures the strength and hardness of
the base plate, in line with the experimental design. The abovementioned metal materials
were purchased by the teachers of the research group in Shenzhen Hongwang Mold Co.,
Ltd., Guangzhou, China.
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Table 2. Performance parameters of metal materials [24,25].

Material Density
ρ/(g·cm−3)

Yield
Strength
σb/MPa

Vickers
Hardness

/Hv

Wave
Velocity

C0/(m·s−1)

Melting
Point T/K

Specific Heat Cp
/(J·kg−1·K−1)

Thermal
Conductivity

K/(W·m−1·K−1)

2A12
aluminum 2.79 354 110 5328 933 940 237

S20910 steel 7.88 380 201 4569 1450 476 14
SS-304 steel 7.93 515 200 5790 1400 500 21.5

Explosive welding aims to connect weldments by using the impact force generated
by the explosion to cause the rapid collision of the weldments. The three most critical
parameters are the impact velocity of the composite plate vp, the collision angle β, and the
moving speed of the collision point vc. The moving speed of the collision point is equal to
the detonation velocity of the explosive. Using 2# rock ammonium nitrate explosive, the
parallel explosive welding experiment was used, satisfying the following relationship [26]:

R =
ρehe

ρfhf
(1)

R =
C
m

(2)

M = C · Se (3)

vp =
√

2E

[
(1 + 2/R)3 + 1

6(1 + 1/R)
+

1
R

]− 1
2

(4)

√
2E =

vd
3.08

(5)

vp = 2vd sin
β

2
(6)

where vp is the impact velocity; 2E is the Gurney energy; m is the mass of the flyer plate;
R is the explosion ratio; ρe is the density of the explosive; ρf is the density of the flyer plate;
he is the height of the explosive; hf is the thickness of the flyer plate; C is the explosive mass
per unit area; Se is the explosive area, which is the same as the surface area of the flyer
plate; M is the explosive payload; vd = vc equals the detonation velocity of the explosive.
Therefore, the detonation velocity is 2400 m/s [27]. vp = 668 m/s, β = 17.5◦.

3. Results and Discussion
3.1. Interface Evolution Mechanism

The bonding of explosive welding is divided into three categories: (1) direct bonding
of metals; (2) forming a uniform and continuous melting layer; and (3) undulate bonding,
which is the most common form. In undulate bonding, because the molten material at
the bonding interface is retained in the vortex and is periodically and discontinuously
separated, when there is an external load, the microcrack source generated by the interface
defects in the melting tank is not easily propagated. Therefore, the most ideal method is
tiny undulate bonding. Many experiments and studies have shown that to realize high-
quality explosive welding, the following three requirements should be met: (1) undulate
bonding can be obtained under certain collision conditions, that is, the impact velocity vp
and the impact angle β meet the explosive welding window; (2) there must be jet formation
when welding, so that the interface can be self-cleaning, exposing the fresh surface; and
(3) a fine and uniform corrugated interface or a flat interface with sufficient strength is
formed. Finally, to better understand this problem, SPH simulation was introduced to
study the detailed evolution process of the steel-aluminum interface.
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Figure 3a–c shows the evolution mechanism of the influence of steel fibers on jet
particles. As shown in Figure 3a, during the welding process, the incident jet consisted
of two layers on the surface. These particles ejected from the flyer plate moved obliquely
downwards and acted on the base plate surface, thereby compressing the base plate,
causing it to form a depression, forming a corresponding bulge on the base plate surface,
and generating a forward jet. The incident jet could also remove oxides and other impurities
on the surface, and help to establish ideal welding conditions under the circumstance of
original clean contact [28]. However, after the detonation of the explosive, the explosive
product formed a high-voltage pulse load, which directly acted on the flyer plate. Then,
the flyer plate accelerated and reached a speed of several hundred meters/second in a
few microseconds, starting from the starting end, collided with the base plate in turn, and
formed a certain angle. At this time, the fixed included angle formed between the flyer
plate, the steel fiber, and the base plate prevented the jet from continuing to act on the
surface of the base plate, so that a large number of particles converged on the side of the
steel fiber, as shown in Figure 3b. As the steel fiber spacing was 5 mm, when the jet was
blocked, the new jet continued to generate. According to Figure 3c, the process of the jet
from being blocked to being regenerated was repeated. Figure 3d is a schematic diagram
for simulating jet particles without steel fibers. By comparing with Figure 3a,c, both the
number of jet particles and the distance of propagation in Figure 3d were much larger than
those in Figure 3a,c. It should be emphasized that Yang et al. [29] studied the evolution
mechanism of the Ag–Fe welding interface by SPH simulation. The results showed that
the movement direction of these jet particles was the main reason for the formation of the
undulating interface, which explained why the undulating structure formed at the interface
of the steel-aluminum composite plate with a steel fiber diameter of 0.5 mm in Figure 4a
was more uniform than that without steel fibers in Figure 4b, and the wavelength and wave
height in Figure 4b were greater than those in Figure 4a.
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Figure 4. SEM images of explosion welded interfaces: (a) for steel fiber diameter 0.5 mm; (b) without
steel fiber.

The thermodynamic state of the explosive welding process was simulated by the SPH
method to better understand the interface evolution. Figure 5 shows the cross-sections of
steel fibers with diameters of 0.5 mm, 0.35 mm, and 0.25 mm under an optical microscope.
In the figure, three groups of steel fibers all showed a deformation to varying degrees, but
all maintained a complete fiber structure. Among them, the addition of steel fibers with a
diameter of 0.5 mm produced the most obvious vortex area and cracks, so it was taken as an
example to analyze the impact of the addition of steel fibers on the bonding interface of the
composite plate by combining with numerical simulation. Figure 6 is a schematic diagram
of the thermodynamic state during the explosive welding process. As shown in Figure 6a,
when the jet particles filled the unilateral side of the steel fiber, a high-temperature and
high-pressure environment was formed, with a pressure of up to 10 GPa. For the three
materials, the pressure was much greater than the yield strength of 235 MPa, so the steel
fiber directly contacting the jet particles would behave as a fluid and undergo a strong
plastic deformation. Figure 6b shows the temperature field. A high-temperature region was
constituted by the molten jet particles on the steel fiber side, and combined with the uneven
thin melt formed by the molten jet particles at the interface, a lot of heat accumulated in
these two areas because time was not enough to spread heat. Figure 6c shows the maximum
plastic deformation on one side of the steel fiber, where the maximum deformation occurred
on the steel fiber side blocking the jet advance, with a maximum strain rate of 5. Figure 6d
shows that the ultrahigh strain rate occurred at the steel fiber surface and the welding
interface was up to 900/s. To sum up, the explosive welding process occurred in an extreme
environment with high temperature, high pressure, large strain, and superhigh strain rate,
and this extreme thermodynamic state was closely related to the bonding interface. These
high-temperature molten particles driven by the kinetic energy of the composite plate were
correlated with the combined effects of the two materials, including plastic deformation,
friction, shear, and stirring [30,31]. Since the time was not enough to reduce the large-scale
heat, these molten particles could not be rapidly solidified. Then, the residual velocity
forced the molten particles on one side of the steel fiber to stir and mix strongly, and finally
a vortex region with cracks was formed, as shown in the yellow region in Figure 7b. Yang,
Zhang, Bazarnik et al. [32–34] proved that the formation of the vortex structure might be
due to the good ductility and high density of steel. Figure 7a shows the cross-section of
the steel fiber-reinforced steel-aluminum composite plate with a steel fiber diameter of
0.5 mm. For the shape and cracks in the vortex region in the figure, by comparing it to
Figure 7b, it was found that the numerical simulation results were in good agreement with
the experimental observations.
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3.2. Energy Spectrum Analysis

To further analyze the distribution of elements in the unilateral vortex area of steel
fiber, 8 points were selected for EDS point scanning in this area, as shown in Figure 8. The
percentage of iron and aluminum is shown in Table 3. The first point and the second points
were in the iron base plate, and the main components were 66.2% iron and 64.8% iron. The
seventh and eighth points were in the aluminum base plate, and the main components
were 88.6% aluminum, 1.3% iron, 86.9% aluminum, and 0.9% iron, respectively. There was
element diffusion of the iron element in the aluminum base plate, but the diffusion of the
aluminum element in the iron base plate near the interface was not obvious. The elements
measured near the iron base plate were 55% aluminum, 14.4% iron, 32.3% aluminum,
and 10% iron, while the elements near points 5 and 6 were 71.8% aluminum, 9.7% iron,
73.9% aluminum, and 9.3% iron. The results revealed that the elements in the vortex region
were mainly aluminum and iron, and the closer to the middle region of the vortex, the
higher the iron content. The main reason is that under the circumstance of high temperature
and high pressure, the molten iron and molten aluminum would occur in a mutual melting
phenomenon to form an iron aluminum alloy, and with the gradual decrease in temperature
and pressure, the proportion of iron and aluminum in the alloy gradually changed until
the aluminum and iron separated. However, because the cooling rate was too fast, the iron
element in the middle of the molten region had been solidified before it was separated, so
the content of iron element near the bonding interface was less than that in the middle of
the vortex, which also indirectly confirmed the research results obtained by Zeng [35] and
Zhang et al. [36]: intermetallic compounds were mainly formed in the vortex region on
the base plate side and rarely formed on other sides of the interface. Wu Tong et al. [37,38]
found that a large number of brittle intermetallic compounds produced during explosive
welding were the main causes of cracking at the bonding interface. These intermetallic
compounds formed cracks, pores, and voids in the vortex region, resulting in a decrease
in the mechanical properties of metal composites [39–41]. To explore the types of metal
compounds in the vortex region, EDS scanning was performed on cracks, holes, and air
pores in the vortex region, and the results are shown in Figure 9. The four groups of dotted
lines in Figure 9 are the line scanning results corresponding to the SEM images of pores and
air holes in the vortex region. By comparing the SEM and EDS results in the figure, it was
found that the content of iron and aluminum in the EDS scanning results corresponding
to cracks, holes, and air pores decreased at the same time, while other elements increased.
Therefore, the metal compound formed in the vortex region might be FeAl.

To further explore the impact of the addition of steel fibers on the interface of the
steel-aluminum composite plate prepared by explosive welding, EDS scanning was carried
out on the interface of the steel-aluminum composite plate without steel fibers and the steel-
aluminum composite plate with a steel fiber diameter of 0.5 mm, and the results are shown
in Figure 10a,d, respectively, forming an obvious contrast. There was a gradual element
change in Figure 10a, transiting from iron element to aluminum element. The mixing
amount of elements in the transition zone reached about 500, and the content of aluminum
and iron elements was 41.6% and 34.3%, respectively, as shown in Figure 10c. In Figure 10d,
the transition from iron to aluminum was very fast. The mixing amount of elements in
the transition zone was about 300, and the aluminum and iron contents were 64.2% and
17.5%, respectively, as shown in Figure 10f. The element transition in the group without
steel fibers was more obvious and the mixing amount of the two elements in the transition
zone was larger than in the steel fiber group. Studies have shown that the formation of the
transition zone of chemical elements was caused by the strong stirring of jet particles, and
the diffusion rate increased significantly with the increase in the defect density caused by
plastic deformation [42–44]. Therefore, the simulation results and experimental results also
simultaneously verified that the addition of steel fiber blocked the continuous action of
jet particles on the base plate surface and affected the element transition at the bonding
interface of the composite plate.
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Figure 8. Position points and numerical results of welding interface analyzed by EDS in SEM image:
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Table 3. Iron and aluminum contents at 8 EDS points.

Element 1 2 3 4 5 6 7 8

iron 66.2% 64.8% 14.4% 10% 9.7% 9.3% 1.3% 0.9%
aluminum 0 0 55% 32.2% 71.8% 73.9% 88.6% 86.9%
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Figure 10. SEM and EDS results of the bonding interface of steel-aluminum composite plate:
(a) no bonding interface of steel fiber; (b) figure a line scan results; (c) figure a point scan results;
(d) bonding interface with steel fiber diameter of 0.5 mm; (e) figure d line scan results; (f) figure d
point scan results.

3.3. Microhardness Analysis

To explore the micromechanical properties of the steel fiber-reinforced steel-aluminum
composite plate, a microhardness test of the cross-section of the steel-aluminum composite
plate with a steel fiber diameter of 0.5 mm was carried out. The corresponding test area was
divided into five parts, as shown in Figure 11a. Among them, Zone 1 is the microhardness
test area of the cross-section of the 2A12 aluminum, Zone 2 is the microhardness test area of
the interface between the vortex region and 2A12 aluminum, Zone 3 is the microhardness
test area of the vortex region, Zone 4 is the microhardness test area of the interface between
vortex region and SS-304 stainless steel, and Zone 5 is the microhardness test area of SS-304
stainless steel. Figure 11b shows the numerical results of the microhardness values of the
five zones in Figure 11a. The highest hardness was 419 Hv for the SS-304 stainless steel
base plate, the lowest hardness was 126 Hv for 2A12 aluminum, the interface between the
vortex region and 2A12 aluminum was 190 Hv, the interface between the vortex region and
SS-304 stainless steel was 381 Hv, and the vortex region was 276 Hv. According to previous
studies, the highest hardness of the composite plate prepared by explosive welding should
be in the intermetallic compound layer [45,46], that is, the vortex region. However, the
experimental data obtained in this paper deviated from the previous conclusions, and there
might be two reasons for the decrease in the hardness in the vortex region. First of all,
during the experimental process of explosive welding, a large number of high-temperature
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molten jet particles were strongly stirred and mixed on one side of the steel fiber to form the
intermetallic compound FeAl. As the time was not enough to reduce the large-scale heat,
these molten particles could not rapidly solidify, and the continuous stirring and mixing led
to a large number of cracks, holes, and air pores in the vortex region, as shown in Figure 8,
so the hardness of the vortex region decreased. Secondly, it can be seen from the EDS point
scanning results of points 3 and 7 in Figure 8 that the interface between the vortex zone and
the SS-304 stainless steel was composed of 14.4% SS-304 stainless steel and 55% aluminum,
and the interface between the vortex zone and the 2A12 aluminum was composed of 1.3%
SS-304 stainless steel and 88.6% 2A12 aluminum. According to the point scanning results
of points 5 and 6, it can be seen that the vortex region was mainly composed of about
32% 2A12 aluminum and about 10% SS-304 stainless steel, while the microhardness of
2A12 aluminum was 126 Hv, so the microhardness of the vortex region decreased. The
microhardness of SS-304 stainless steel in this test reached 419 Hv. The main reason for the
significant increase in the microhardness of SS-304 stainless steel was that austenitic steel is
one of the most obvious metal materials subjected to explosive strengthening. Therefore,
explosive strengthening was more widely used in the strengthening process of austenitic
steel than mechanical forging.
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Figure 11. Microhardness at the interface of steel fiber-reinforced steel-aluminum composite plate:
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3.4. Mechanical Property Testing

A 0.5 mm notch was opened on one side of the sample to measure the tensile strength
of the sample, then the impact of the addition of steel fibers on the tensile properties
of steel-aluminum composite plates prepared by explosive welding was explored. Three
specimens were taken in the steel fiber parallel to the tensile load direction and the steel fiber
perpendicular to the tensile load direction. The specific location and size parameters of the
sample are shown in Figure 12. Then, the tensile test of the specimen was performed at room
temperature by the UTM5000 series microcomputer-controlled electronic multipurpose
testing machine at a loading rate of 2 mm/min. The accuracy of this series of equipment
is class 0.5, and the error of test force indication of load parameters is within ±0.5% of
the indicated value. Finally, the tensile strength of the specimen was calculated by the
following formula [47].

σ =
F
S

(7)

where σ is the tensile strength, F is the loading load, and S is the stressed area of the sample.
The samples in each group were from the same position in the center of four steel-

aluminum composite plates prepared by explosive welding, aiming to avoid the influence
of boundary effect on tensile samples. In Figure 13 there were no steel fibers in 1− and 5+
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samples, and the fiber diameters in 2− and 6+, 3− and 7+, 4− and 8+ samples were 0.25 mm,
0.35 mm, and 0.5 mm, respectively. To ensure the accuracy of the experimental data, each
sample of the steel fiber parallel to the tensile load direction contained four steel fibers.
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Table 4 shows the specific parameters of the tensile resistance of the steel fiber-
reinforced steel-aluminum composite plate. “−” and “+” indicate that the steel fiber
is parallel and perpendicular to the tensile load direction, respectively. In the direction of
the steel fiber parallel to the tensile load, the average tensile strength of sample 1− was
420.53 MPa. The average tensile strength of sample 2− increased by 8.5% compared with
sample 1−, with the highest increase of 9.8% and the lowest increase of 7.0%; the average
tensile strength of sample 3− increased by 15.4% compared with sample 1−, with the
highest increase of 18.3% and the lowest increase of 13.8%. The average tensile strength of
sample 4− increased by 33.7% compared with sample 1−, with the highest increase of 38.6%
and the lowest increase of 29.9%. In the direction of the steel fiber perpendicular to the
tensile load, the average tensile resistance of sample 5+ was 435.48 MPa, and the average
tensile resistance strength of sample 6+ was 2.9% higher than that of sample 5+, with the
highest increase of 3.5% and the lowest increase of 2.2%. Compared with sample 5+, the
average tensile resistance strength of sample 7+ increased by 6.5%, with the highest increase
of 8.9% and the lowest increase of 2.2%. Compared with sample 5+, the average tensile
resistance strength of sample 8+ increased by 11.2%, with the highest increase of 14.8%
and the lowest increase of 8.4%. The main difference between samples 1−, 2−, 3−, 4−

and samples 5+, 6+, 7+, 8+ was that the first four groups of samples were parallel to the
direction of the tensile load and along the direction of the detonation wave propagation,
while the last four groups were perpendicular to the direction of the tensile load and the
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detonation wave propagation. Among them, the sample groups 1− and 5+ were from the
steel-aluminum composite plates without steel fibers. When the highest and lowest tensile
resistance properties were removed from the two groups of data, they were 435.35 MPa
and 438.93 MPa, respectively. The difference in the tensile resistance between the two
groups could be neglected, so the influence of the propagation direction of the detonation
wave on the tensile resistance was excluded. In summary, the addition of steel fibers could
improve the tensile resistance of steel-aluminum composite plates prepared by explosive
welding. With the increase in steel fiber diameter, the tensile resistance strength increased
gradually. Agraw Ryuichi [15] used explosive welding to produce a fiber composite con-
sisting of a high-strength plastic steel wire and a pure aluminum or titanium matrix, and
then verified the strength of the composite by tensile tests. The results revealed that the
optimum tensile resistance load was determined by the volume of the fiber part, that is,
the larger the volume of fibers added, the stronger the tensile resistance. Taking AMr6
aluminum alloy as the base plate and unidirectional fiber composited by steel wire as the
reinforced composite material, Kotov V A [15] pointed out that the strength of this material
depended on the internal geometric installation under uniaxial and biaxial loads in many
cases. When the load was parallel to the fiber, the fiber had a particularly large effect on the
composite. The results revealed that the fiber-reinforced composites and tubular products
prepared by explosive welding had high enough strength under various loads. Explosion
strengthening is using the force generated by explosives to replace mechanical forging so
that the strength of steel is improved to a certain extent, and the effect of austenitic steel is
more obvious when subjected to explosion strengthening process. Therefore, steel fiber was
selected as the steel fiber-reinforced phase. The strengthening of metal composite materials
prepared by explosive welding mainly includes two aspects: (1) after explosive welding,
the base plate, composite plate, and steel fiber were all subjected to explosion strengthening,
so their tensile strength was improved; (2) the overall tensile resistance strength of the
composite material after explosive welding was better than that of the base plate metal [48].
With the addition of steel fibers, the tensile resistance of steel-aluminum composite plates
was greatly increased. The tensile resistance of the steel fiber parallel to the tensile load
direction was much larger than that perpendicular to the tensile load direction. Therefore,
the tensile resistance of steel fiber-reinforced steel-aluminum composite plates was greatly
improved. The main reasons are as follows. (1) During the explosive welding process,
the tensile resistance of the steel fiber was improved due to the explosion strengthening.
(2) The addition of steel fiber improved the overall tensile resistance of steel fiber-reinforced
steel-aluminum composite plates.

Table 4. Tensile performance parameters of steel-aluminum composite plates.

Serial No. First Group of
Data/MPa

Second Group
of Data/MPa

Third Group of
Data/MPa

Mean
Value/MPa

1− 449.53 435.35 406.72 420.53
2− 462.11 456.41 450.11 456.21
3− 497.36 479.85 478.65 485.29
4− 582.79 557.06 546.59 562.15
5+ 442.36 438.93 425.15 435.48
6+ 450.77 448.27 444.95 447.99
7+ 474.48 468.88 448.09 463.80
8+ 500.05 480.38 472.14 484.19
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Figure 13. Tensile test and results: (a) the first group of tensile test samples and tensile data parallel
to the fiber direction; (b) the first group of tensile test samples and tensile data orthogonal to the fiber
direction; (c) the second group of tensile test samples and tensile data parallel to the fiber direction;
(d) the second group of tensile test samples and tensile data orthogonal to the fiber direction; (e) the
third group of tensile test samples and tensile data parallel to the fiber direction; (f) the third group
of tensile test samples and tensile data orthogonal to the fiber direction.

3.5. Fracture Appearance Analysis

SEM was used to analyze the fracture of the tensile specimen and study the failure
mechanism of steel fiber-reinforced steel-aluminum composite plates. Figure 14a shows
the overall morphology of the fracture of the tensile specimen. From top to bottom, the
layers are 2A12 aluminum, S20910 steel fibers and SS 304 stainless steel. The overall
fracture morphology is relatively flat, but small tough nests and quasi-dissociative fracture
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openings can still be observed, which proves that different fractures have occurred in the
different materials. Meanwhile, it can be observed that the steel fibers have separated from
the aluminum layer and remain bonded to the steel layer. Figure 14b shows the fracture
morphology of the 2A12 aluminum layer, from which it can be observed that the fracture
surface is hole-like, the hole is shallow and the edge of the hole is parabolic, showing an
obvious dimple shape. Therefore, the fracture of the 2A12 aluminum layer is a ductile
fracture, so it is worth noting that near the edge of the welding line, the dimple morphology
of the 2A12 aluminum layer gradually changed, and the depth of the hole gradually
became shallow. The main reason is that the composite plate was subjected to explosion
strengthening during the explosive welding process, and as the deformation increased, the
strength of the explosive strengthening also gradually increased, which also verified that
the maximum deformation in the numerical simulation results occurred at the bonding
interface, as shown in Figure 6c. The microhardness at the bonding interface between the
2A12 aluminum and steel fiber was also greater than that of the 2A12 aluminum, which
further confirmed that the bonding interface was subjected to explosion strengthening, as
shown in Figure 11. Figure 14c shows the fracture morphology of the steel layer under high
multiples. Obvious tearing edges and holes can be observed, and there is no flat cleavage
section, so the steel layer has a quasi-cleavage fracture. The fracture morphology of the
steel fiber is shown in Figure 14d, from which it can be seen that the fracture of steel fiber is
relatively flat, and there are small dimples and obvious tearing edges on the surface, so the
steel fiber also has a quasi-cleavage fracture. Meanwhile, it can also be observed that not all
the steel fiber is extracted, and the local section is reduced while maintaining the connection
with the base plate and the composite plate, and it was judged that the steel fiber had a
necking phenomenon. This is because the steel fiber has not completely broken after the
fracture behavior of the plate during the stretching process, and the necking phenomenon
was finally broken by stretching.
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4. Conclusions

The steel fiber-reinforced steel-aluminum composite plate was successfully prepared
by explosive welding, and the interface evolution mechanism of the steel-aluminum com-
posite interface after adding steel fiber was simulated by the SPH method. Then, steel
fiber-reinforced steel-aluminum composite plates were further studied using SEM, EDS,
and tensile tests, and the following conclusions were drawn.

(1) The SPH simulation method proved that there was a certain angle formed by the steel
fiber, the base plate, and the composite plate, which blocked the direction of the jet so
that the jet accumulated on one side of the steel fiber to form an environment with
high temperature, high pressure, and high strain rate, thereby forming a vortex area.
The residual stress of the jet particles in the vortex region forced them to undergo
strong stirring, producing cracks, holes, and air pores in the vortex region.

(2) SEM and EDS analysis proved the following two points. 1. The main reason for cracks,
holes, and air pores in the vortex area was the formation of a large number of brittle
intermetallic compounds, and the brittle intermetallic compound was mainly FeAl.
2. due to the blocking effect of steel fiber on the jet, the transition of elements at the
interface of the composite plate with steel fiber was relatively fast.

(3) Microhardness test results revealed that the cracks, holes, and air pores in the vortex
region influenced the microhardness of the bonding interface to a certain extent.
As the microhardness of 2A12 aluminum was relatively small, the microhardness
increased with the decrease in 2A12 aluminum content in the vortex region.

(4) The tensile test on the universal specimen machine proved that adding steel fibers
could improve the antitensile properties of the steel-aluminum composite plates. The
larger the diameter of steel fiber, the more obvious the tensile properties are. The main
reason is that the steel fiber material is S20910 stainless steel, which was significantly
strengthened during the explosion process.

(5) Fracture morphology analysis indicated that 2A12 aluminum had a typical ductile
fracture. The ductile fracture far from the bonding interface was more obvious
because of explosion strengthening. The SS-304 stainless steel layer and steel fiber
were quasi-cleavage fractures, and the steel fibers showed a necking phenomenon
during fracture.
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