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1. Introduction

River engineering is one of the most important subjects of hydraulic engineering. The
main scientific fields necessary for understanding the basic principles of river engineering,
include hydrology, hydraulics, and geomorphology.

Using hydrologic rainfall-runoff models, the river inflows originating from rainfall-
induced overland flow can be calculated. River floods have to be routed during intense
storms. Flood routing can be calculated using hydrologic or hydraulic models. Hy-
draulic models are based on water mass and momentum conservation equations, which
are hyperbolic-type partial differential equations solved using numeric methods, e.g., finite
difference schemes.

Soil erosion products, due to rainfall on the surrounding basins, are transported by
the overland flow into the rivers and constitute the so-called wash load. The river bed can
be eroded by the river flow, or suspended sediment can be deposited onto the river bed.
Numerous computational models for the bed load and the total load have been developed
in the past. To take into account sediment transport in rivers, the sediment continuity
equation should be added to the water mass and momentum conservation equations.
Sediment transport is mainly influenced by unsteady turbulent flows, which are normal
physical condition in rivers. The vegetation on river banks also influences river flow and
sediment transport.

The hydrologic and geomorphologic conditions in reservoirs and lakes are different
from those in rivers. Generally, hydraulic structures, e.g., dams, modify the hydraulic and
geomorphologic conditions in rivers.

2. Overview of the Topic “Research on River Engineering”

The above topic includes thirteen articles submitted to Water and one article submitted
to Hydrology. The article authors are active at universities, research institutes, and water
management authorities from eleven different countries: Bangladesh, Canada, China,
Egypt, France, Iran, Italy, Japan, Mexico, Peru, and the USA. One article resulted from the
cooperation of three universities in Iran, Italy, and the USA, respectively, while another
article resulted from the cooperation of a university and a technical bureau in the USA and
a research institute and a water management authority in Bangladesh. Generally, most
authors are active at universities.

The fourteen articles can be divided into three categories: Category A: “Hydraulic
geometry, bed roughness and sediment particle size of rivers”; Category B: “Hydraulic
structures”; Category C: “Water quality recovery”. Articles [1-6] belong to Category A,
articles [7-12] belong to Category B, and articles [13,14] belong to Category C.

Water 2025, 17, 1605 1 https://doi.org/10.3390/w17111605
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The contents of the articles of Category A are summarized below:

In the article by Qin et al. [2], the well-known empirical relationships of regime theory,
in the form of a power law in alluvial channels, that express river width, average flow
depth and flow velocity as functions of discharge, were determined for six major exorheic
rivers located in the Qinghai-Tibet Plateau (China). The included equations were also
modified so that the discharge frequency was incorporated into these relationships.

The study by Takata et al. [5] attempted to back-calculate Manning’s roughness coeffi-
cients by repeating a two-dimensional flow simulation to fit the spatially and temporally
dense river water level data observed in Japan’s Yamatsuki River, a typical mountainous
river with an average riverbed gradient of 1/50 and an average river width of 17.9 m.
The software Nays2DH was used for the river flow calculations. The flow field calcu-
lation model used a general curvilinear coordinate system, which allowed for complex
boundaries and riverbed topography to be directly considered. The roughness coefficient
during flooding was found to be correlated with the channel slope and step height (H)-step
length (L)—channel slope (S) ratios (H/L/S), and a corresponding regression equation
was proposed.

The study by Gabr et al. [3] assessed the maintenance condition of the main surface
drains (Baloza and Elfarama) located in the Tina Plain (50,000 acres) and a portion of the
Southeast Elkantara region (25,000 acres) in North Sinai, Egypt, based on the values of the
Discharge Capacity Ratio (DCR) and Manning’s roughness. DCR is defined as the ratio of
actual discharge to the projected or design discharge.

The study by Dehkordi et al. [6] developed an empirical relation capable of estimating
the median sediment particle size in gravel river bends. Field data were collected from
different cross-sections placed at the bend apex and crossovers in various rivers (Iran). The
Buckingham 7t-theorem was applied to identify the effective dimensionless numbers, such
as the Shields number, Reynolds particle number, Froude number, submerged specific grav-
ity of sediment, and aspect and curvature ratios. Three regression techniques, containing
the power function approach, the general additive model (GAM), and the multivariate
adaptive regression spline (MARS), were chosen to achieve the best relation between the
above-given dimensionless variables. It was found that two parameters, the curvature
ratio and the Shields number, were the most important in affecting the median size of bed
sediment at the bends of meandering rivers.

The study by Sarker et al. [1] provided detailed and quantitative insights into the
properties of planform complexity and dynamics of channel patterns. This was achieved by
investigating the applicability of anastomosing classification on the Brahmaputra River’s
planform (Bangladesh) and computing the disorder/unpredictability and complexity of
fluctuations using the notion of entropy and uniformity of energy conversion rate by the
channels using a power spectral density approach.

In the article by Yi et al. [4], the effects of flooding characteristics, namely flooding
depth and flooding duration, on riparian plants were studied in the case of Three Gorges
Reservoir (China). The results of this study show that the riparian plant diversity and
functional diversity varied by season. A significant negative relationship between plant di-
versity and flooding depth was observed, while the flooding duration was not a significant
predictor in different seasons.

The contents of the Category B articles are reported in the following paragraphs:

According to the article by Cabarello et al. [7], the maximum scour that occurred at the
Carrizal River hydraulic control structure (Tabasco, Mexico) was assessed experimentally
and numerically. The physical model was built at a scale of 1:60 (without distortion) at the
Engineering Institute of the National Autonomous University of Mexico. The maximum
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experimental scour was compared to the results of a 2D free surface numerical model and to
the estimations of four empirical equations: Breusers, Farhoudi and Smith, Negm, and Dietz.
The numerical model consisted of a mass conservation equation for water, Saint-Venant
equations, a mass conservation equation for sediment (Exner equation) regarding bed load
transport, and an advection-diffusion equation regarding suspended load transport. Only
the Breusers method provided values close to the measured values.

In the study by Zhang et al. [8], a quasi-stump group structure was proposed and
placed upstream of the bridge piers to mitigate the scour of water flow on the riverbed.
Both experimental and numerical simulations using FLOW-3D were employed to study
the protective effect of this structure. The experiments were carried out in the hydraulic
laboratory at Zhengzhou University’s School of Water Conservancy and Civil Engineering
(China). The numerical model consists of the continuity equation for turbulent flow and the
Reynolds-averaged Navier-Stokes equations. FLOW-3D uses the RNG (Renormalization
Group) k-¢ turbulence model to solve the latter equations. A separate equation, including
the critical shear stress, was employed to calculate the volumetric bed load transport rate.
The numerical results were in good agreement with the experimental findings. It was
found that the quasi-stumps group could effectively reduce the flow velocities around the
bridge piers, thereby promoting the deposition of suspended sediment.

The study by Tu et al. [10] adopted a flume model experiment to investigate the
scouring and deposition around geotube groins and mixed clay—geotube groins. The
motivation of the study was the fact that during the cofferdam construction of the toe
reinforcement project at the Qiantang River estuary (China), the scouring of the riverbed
at the groin head often led to the collapse of geotube groins due to strong tidal currents.
Results indicated that the influence of tidal surges on geomorphic changes surrounding
the groins was more pronounced during spring tides than neap tides. Under the same
flow conditions, the scour depth at the head of the geotube groin was notably deeper than
that of the mixed clay-geotube groin. Additionally, sediment silting behind the mixed
clay-geotube groin was significantly greater than that behind the geotube groin.

The study by Girolami et al. [9] focused on the mechanisms that trigger erosion of
the pervious foundation of flood protection dikes. The origin of these permeable areas
is generally attributed to the presence of a paleo-valley and paleo-channels filled with
gravelly sandy sediments beneath the riverbed and dikes. These layers may extend into
the protected area. The possibility of internal erosion must also be considered as the cause
of leaks, sand boils, and sinkholes. Two classical geophysical methods (Electromagnetic
Induction and Electric Tomography) were applied to Agly dikes (France) for the geological
observation of the foundation soils. A three-dimensional finite element numerical model
for internal flows was used for quantifying the soil permeability.

The study of Chenari et al. [11] investigated the problem of low efficiency and lack
of water supply at the Hemmat Water Intake, Iran, where severe sediment accumulation
was observed at the intake mouth. The FLOW-3D software was used to simulate the flow
patterns under various scenarios of hydraulic regimentation works. The numerical model
uses the Volume-of-Fluid (VOF) method on a gridded domain to solve the Navier-Stokes—
Reynolds equations for three-dimensional analysis of incompressible flows. The considered
parameters include the following: (i) three alternative locations of the spur dike; (ii) four
spur dike lengths; and (iii) five spur dike deviation angles. Overall, the main flow of the
river with the highest velocity and depth and best directed towards the water intake occurs
for the placement of the longest spur dike in front of the inlet and for a spur dike deviation
angle of 135 degrees.
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In the study by Zhang et al. [12], flume experiments were conducted to study the
upstream water level rise of submerged rock weirs. The flume was installed in the Key Lab-
oratory of Hydraulic and Waterway Engineering of the Ministry of Education at Chongging
Jiaotong University (China). The main findings were as follows: The recorded water level
along the flume showed that for submerged conditions, the rock weirs primarily rose the
upstream water level while exerting minimal influence on the changing tail-water level.
For a given tail-water depth and void ratio of rock weirs, the upstream water level rise in-
creased with increased discharge. However, this response became insignificant as tail-water
depth increased. Furthermore, as weir void ratio increased, the water level rise upstream
of the weir was expected to decrease for a given discharge and tail-water depth. Based
on the experimental data and observations, a predictor including the effects of Froude
number before building the weir, weir submergence, and weir void ratio was proposed for
estimating the water level rise upstream of I-shaped rock weirs for submerged conditions.

The contents of the Category C articles are described below:

In the article by Mori-Sanchez et al. [13], a two-dimensional numerical model (Iber
model) was applied to the Lurin River to improve the water quality. Lurin is one of the
main sources of water for the city of Lima (Peru). The main water quality parameters were
Dissolved Oxygen (DO), Biochemical Oxygen Demand at 5 days (BODs), and Escherichia
Coli (E. Coli). The Iber model consisted of two submodels: a hydrodynamic submodel
(Saint-Venant equations) and a convection—diffusion submodel for each polluting substance.
Using this model, the authors found where the greatest contamination occurred. It was pro-
posed to improve the river by optimizing the San Bartolo WWTP (Waste Water Treatment
Plant) and building a new WWTP in Pachacdmac to avoid diffuse contamination.

The study by MacKenzie et al. [14] presented a novel methodology to evaluate the
relative contributions of the stream corridor and upland watershed contributions to total
sediment and phosphorus loads in receiving watercourses. The new method could be used
to develop a cost-optimized mitigation plan for the impacted watersheds, including the
implementation of Low-Impact Development (LID) for urban areas and Best Management
Practices (BMPs) for rural areas of the watershed, as well as stream restoration projects for
degraded stream sections. The estimation of stream banks and bed erosion was based on
the concept of stream power. The new method was applied to the Tannery Creek watershed
(Canada), which has experienced significant urbanization in recent decades.

Acknowledgments: We acknowledge the contributions of all authors of the 14 papers in this Topic.

Conflicts of Interest: The authors declare no conflicts of interest.
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Abstract: This study investigates the problem of low efficiency and the lack of a water supply at
the Hemmat Water Intake, in Iran, where severe sediment accumulation was observed at the intake
mouth. The Flow-3D software was used to simulate the flow patterns under various scenarios of
hydraulic regimentation works. The considered parameters include: (i) three alternative locations of
the spur dike (i.e., a spur dike placed on the opposite side of the intake inlet and aligned with the
upstream edge of the intake, to be regarded as a witness spur dike; a spur dike at a distance Dg of
7 m downstream of the witness spur dike, which implies a dimensionless distance Dg/b;; of 1/3,
with b;; being the intake opening width; and a spur dike at a distance of 7 m upstream of the witness
spur dike with a dimensionless distance, still, of 1/3); (ii) four spur dike lengths, Ls/B,, with Lg
being the effective spur dike length and B, the approach river width; and (iii) five spur dike deviation
angles of 75, 90, 105, 120, and 135 degrees (the deviation angle is the angle between the spur dike
axis and the original river-bank line from which the spur dike extends). The results showed that,
with the increase in the relative spur dike length (Ls/By), the velocity of the flow entering the water
intake increases by 11%. A spur deviation angle of 135 degrees increases the flow depth at the intake
inlet by 9% compared to a smaller deviation angle of 75 degrees. In addition, the spur dike increases
the flow shear stresses at the intake inlet by up to 50%. Overall, the main flow of the river with the
highest velocity and depth, and best directed towards the water intake, occurs for the placement of
the longest spur dike (i.e., Lg/B; = 0.46) in front of the inlet (i.e., witness spur dike) and for a spur
dike deviation angle of 135 degrees. The spur dike increases the shear stress at the intake entrance by
more than five times with respect to the case of its absence. In general, the presence of a spur dike on
the opposite bank and with a deviation angle in the direction of the intake inlet well directs the main
flow towards the canal intake. Moreover, it reduces the possibility of sedimentation in the canal inlet
by increasing the flow velocity. Therefore, the results of this study could also be useful in increasing
the hydraulic efficiency of lateral intakes by reducing the sedimentation phenomena.

Keywords: diversion channels; Flow-3D software; hydraulic efficiency; side intakes; spur dike

1. Introduction

Lateral intakes are hydraulic structures that divert water from rivers for domestic,
agricultural, and industrial purposes [1]. The structure and performance of the water
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intake structures lead, in their vicinity, to the deviation of the streamlines near them, which,
together with the flow-pressure gradient and centrifugal forces, leads to the formation of
some vortices at the structure entrance, creating complex three-dimensional flow patterns
at lateral intakes [2]. At any time, the condition of a water supply with a maximum
(diverted) discharge and minimal settling should be considered as the optimal operating
condition for an intake structure [3,4]. Determining the intake flow depth is one of the
most important issues in lateral intake design, and affects the diversion flow ratio [5].
However, artificial structures such as spur dikes can increase the water intake efficiency
and reduce sedimentation loads [6,7]. Intake structures also have some disadvantages,
such as flow separation in the upstream wall of the intake channel, the generation of
secondary currents and eddies that prevent the flow from entering the intake channel, and
the formation of a stagnant flow area prone to the settling of sediments near the outer wall,
causing a reduction in the width of the passing flow and the efficiency of the intake [8-10].
Moreover, the flow diverted toward the intake leads to changes in the hydraulic conditions
and distribution of the flow velocity in the river and at the intake inlet [6,7]. Therefore,
a complete understanding of the processes that occur after intake construction can help
to optimize the water diversion mechanism and improve the performance of the intake
structures. Below, a short review on various research studies focused on increasing the
hydraulic efficiency of lateral intakes is presented.

Some researchers have suggested some key points to increase the efficiency of lateral
intakes. As examples: the use of a 90-degree water intake, the application of intakes with
different angles, and placing the intake location on the outer bend of the river. However,
many of these configurations need to be analyzed especially with numerical models.
Abolghasemi et al. [11] evaluated water intakes with 90- and 52-degree angles. They
reported that water intakes with a 52-degree deviation angle exhibit better efficiency with
regard to the transfer of sediment and return flows at the water intakes. Kashyap et al. [12]
showed the entrainment sediment capacity of the flow depending on the positions and sizes
of regions of high bed shear stress. Azimi et al. [13] discovered that a secondary circulation
cell develops downstream of the intake channel based on the simulation results for lateral
intakes with a vertical diversion. Montaseri et al. [2] investigated a 90-degree-angle water
intake in a 180-degree river bend. They concluded that sedimentation would occur along
the inner bound curve if they installed the intake structure in the second half of the bend.
On the other hand, if the intake were placed in the first half of the bend, sediments would
accumulate along both the inner and outer bounders of the bend, and more sediments
would enter the intake.

Based on a laboratory study on lateral intakes in a 180-degree bend, Masjedi and
Foroushani [5] showed that the intake discharge ratio is directly related to the increase
in flow depth. In branching channel flow, the discharge ratio is the ratio between the
branch channel discharge and the main channel upstream discharge. Jalili et al. [9], us-
ing a laboratory study and the Sediment Simulation in Intakes with Multiblock option
(SSIIM) model, showed that the amount of sediments entering an intake increases with
an increase in the intake—discharge ratio. Babagoli Sefidkoohi et al. [14] concluded that
the Re-Normalisation Group (RNG) turbulence model in Flow-3D leads to results with a
minimal error in flow simulations in a river with lateral intakes. Safarzadeh and Khaia-
trostami [15] concluded that, along the diversion channel, the presence of highly turbulent
dividing surfaces induces an instability of shear layers matched by strong instantaneous
vertical motions and, consequently, bed shear stresses. Tavakoli et al. [16] considered
laboratory and numerical models of lateral intakes in 180-degree bends. They showed that
the minimum sediment load entering the intake occurs for an intake deviation angle of
50 degrees, and the best location of the intake in the bend is at an angle of 120 degrees for
all discharge ratios. In addition, Sayed [17] showed, in his experimental work, that the
largest discharge ratio occurs at the branching angle of 45 degrees, while the smallest at
the branching angle of 90 degrees. Moreover, the laboratory results by Alomari et al. [4]
showed that reducing the intake diversion angle would lead to a reduction in sediment
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transport in the diversion channel; a 30-degree diversion angle can reduce the sediment
transport by up to 64%. Heidari Rad et al. [18] concluded that, when diverging the flume
to sizes of 0.75 and 0.50, the diversion sediment to the intake decreased by 35.4 and 49.9%,
respectively. They also compared the experimental results to those from CCHE2D (i.e., an
integrated software package developed at the National Center for Computational Hydro-
science and Engineering, the University of Mississippi) and Flow-3D numerical models,
noting good accuracy. The models founds that the diversion flow decreases by 21.9 and
31.8%, respectively. Furthermore, Montaseri et al. [2], using the Ansys Fluent (version 6.2)
software, showed that sedimentation occurs along the inner bank of a bend and enters the
intake, from the downstream edge, in the case of intakes in the second half of the bend.
Still considering research based on three-dimensional flow simulations, Meshkati and
Salehi [19] found that the modelling errors in the main channel and intake were about 7.3%
and 19.7%, respectively, when considering lateral intakes in a 180-degree bend. Niknezhad
et al. [20] concluded that the RNG turbulence model is more accurate than the standard k-¢
turbulence model.

Various structures, including submerged plates and vanes, are used to increase the
efficiency of lateral intakes. With regard to previous laboratory studies, it was shown
that submerged plates could change the flow patterns in front of an intake so that the
incoming sediments could be reduced by 31% [21]. By applying Flow-3D (version 10.1),
Sarhadi and Jabbari [22] confirmed that the parallel arrangement of plates with an angle
of 60 degrees does not provide suitable conditions for increasing the relative flow rates in
the lateral channel; whereas the plaid and linear arrangement offers the best conditions for
transferring the flow to the intake channel. The Flow-3D numerical model simulations by
Firozjaei et al. [23] revealed that the circulation area between the submerged plates and the
lateral walls of the main channel increases the intake efficiency and reduces the amount of
sediments entering the lateral intake. Baltazar et al. [24] found that, in comparison to the
case without elements, the plates changed their near-velocity field by creating vortices and
increasing the dimensions of the separation zone inside the intake channel. Al-Zubaidy
and Ismaeil [10] found that secondary eddies resulting from submerged plates depend on
the arrangement of the latter, which causes a change in the velocity distribution patterns
and, as a result, reduces sedimentation and sediment entry into the intake channel. Further,
the physical modelling of Moghadam et al. [25] revealed that using parallel and staggered
submerged vanes at 10- and 30-degree angles would reduce shear stresses at the intake in
comparison to the case without vanes.

With regard to the use of spur dikes in order to increase the hydraulic efficiency of
lateral intakes, the numerical results of Shamloo et al. [26] showed that the performance of
the vanes may be increased using a proper spur dike, thus mitigating the bed-load sediment
rate into the intake channel. Analyzing the flow velocity and scour around a T-shaped spur
dike in a 90-degree bend, Daneshfaraz et al. [27] noticed that, in the bend without a spur
dike, the scour rate was five times higher than in the case with a spur dike. Based on 3D
numerical models and laboratory experiments, Karami et al. [28] found that shear stresses
increase in the main channel toward the entrance of the diversion channel. Their research
considered the presence of spur dikes and vanes. They also found that sedimentation
occurs in the vortex areas within the diversion channel and behind the dike in the main
channel. The placement of a spur dike perpendicular to the approach flow, upstream of
the intake inlet and on the opposite bank with Lg/W, = 0.2 (where Lg is the spur dike
length and W, is the main channel width), not only reduced the sediment load to the intake
channel but also doubled the diverted discharge. Moreover, shear stresses decreased in the
main channel due to moving away from the entrance of the diversion channel as a result of
the gradual weakening of secondary flows and the reduction in discharge and velocity in
the main channel. Geravandi et al. [29] investigated the placement of L-shaped spur dikes
upstream and downstream of lateral intakes in an internal river bend. They concluded that
the flow velocity at the intake inlet increased. Hence, the best spur dike deflection angle,
among the angles of 30, 45, 60, and 90 degrees, was investigated, looking at the maximum
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inlet flow rate. The best angle was found to be equal to 60 degrees. Zamani et al. [30]
experimentally investigated the effect of a spur dike in increasing the intake discharge and
minimizing the turbulence, erosion, and sedimentation. Their results showed that the spur
dikes in front of the intake inlet and just downstream of it involved the highest discharge
ratio. However, the smallest rate of erosion and sedimentation was achieved when the spur
dike was located upstream of the intake channel. Finally, Moradinejad et al. [31] performed
an experimental study on the flow patterns and sedimentation at intake structures using
spur dikes and skimming walls. They showed that a trench is created towards the intake
structure when using a skimming wall, which in turn increases the intake efficiency up to
66% in the case of a skimming wall only and up to 81% when also a spur dike is also placed.

However, the effects of spur dikes on the hydraulic efficiency of side intakes are not
clear. This study aims to contribute to this field. The location, effective length, and deviation
angle of a spur dike are considered to investigate the hydraulic efficiency of side intakes in
terms of water depths, flow velocities, shear stresses, and sedimentation. This is carried out
with contextualization to the real case of the Hemmat Water Intake, in Iran. Several numeri-
cal simulations were performed by using the Flow-3D (version 11.0.4) Computational Fluid
Dynamics (CFD) software in this regard. All the scenarios and simulations were based on
the lowest flow rate of 12 m3/s to focus on simple (but substantially ordinary) conditions.

2. Materials and Methods
2.1. Survey of the Area under Study

The lateral intake of the Shahid Hemmat Dam is located on the Jarahi River in Khuzes-
tan province, upstream of Shadegan City in Iran (Figure 1). This small dam is intended
to raise the water level and provide the necessary water depth for the suction pond of
the pumping station, which is 28.8 m long on the river. An intake facility with a capacity
of 10 m3/s was built on the right bank of the river to supply the required water to the
pumping station. The inlet angle of the intake is 60 degrees with the central axis of the
river. During periods of water scarcity (i.e., dry season)—and therefore of low flows of
the Jarahi River—the inlet flow depths at the lateral intake are quite low and the water
heads at the pumping station are not enough. Moreover, the approaching flow velocities
are very low, leading to sedimentation at the entrance and inside the lateral intake. These
are the main factors causing low efficiency and sediment accumulation at the Hemmat
Water Intake. Hence, finding a solution to these issues and increasing the intake hydraulic
efficiency performing numerical simulations of different scenarios is the main aim of this
research. The Flow-3D model was employed for these purposes.

The area under study was carefully surveyed. The river characteristics were gathered
from 160 m upstream of the dam to 25 m downstream of the dam. Topographical surveys to
get all the physical features of the structures were also carried out. The topography map of
the station and its upstream and downstream river bed, with a scale of 1:500, was prepared
using the direct ground method (Ahadiyan et al. [32]). The studied area was mapped,
and a number of points were obtained. Then, the basic information of bed elevation
measurements according to the original scale was entered into AutoCAD software, the
3D shape was output, and the same file was defined for Flow-3D. The effective width of
the river was B, = 30 m and the width of the intake inlet was b;; = 21 m. Based on the
information from the hydrometric station, the flow depths of 1.35, 2.20, 2.80, 3.70, and
4.38 m were identified for the flow rates of 12, 32, 62, 100, and 143 m3/s, respectively
(Ahadiyan et al. [32]). Topographic and bathymetric data can be made available upon
direct request to the authors of the present paper. Table 1 provides some key physical
features as well as some target parameters, such as the spur dike length and position.
As previously reported, the parameters which have been considered include: (i) three
alternative locations of the spur dike (i.e., a spur dike placed on the opposite side of the
intake inlet and aligned with the upstream edge of the intake inlet, to be regarded as a
witness spur dike; a spur dike placed at a distance Dg of 7 m downstream of the witness
spur dike placement, which implies a dimensionless distance Dg/b;; of 1/3, with b;; being
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the intake opening width; and a spur dike at a distance of 7 m upstream of the witness
spur dike placement with a dimensionless distance, still, of 1/3); (ii) four relative spur dike
lengths, Ls/B;, of 0.24, 0.32, 0.40, and 0.46, with Lg being the effective spur dike length
and B, the approaching river width; and (iii) five spur dike deviation angles of 75, 90,
105, 120, and 135 degrees. All these configurations, almost equally spaced between them,
would cover all possible arrangements of a spur dike at the Hemmat Water Intake. Further
configurations outside the ranges here considered would be ineffective or impracticable.
Figure 2 shows a 3D view of the area under study as introduced in the Flow-3D model.

(c)

Figure 1. Photographs of the lateral intake structure of the Shahid Hemmat Dam. (a) Aerial view of
the Hemmat Dam, lateral intake, and pumping station; (b) intake inlet from the top of the pumping
station; (c) sedimentation at the intake inlet; (d) pumping station.

Table 1. Some physical features of the area under study and target parameters for spur dikes.

Distance of the Spur Dike Base Effective Spur Intake Effective River
from the Witness Spur Dike Dike Length Inlet Width Width
Dg [m] Lg [m] bi1 [m] By [m]
7 7.2,9.6,12,14 21 30

10
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Figure 2. 3D view of the monitored area (and structures) and target parameters used in simulations.
B;: main river width; b;1: intake inlet width; b;2: intake channel width; Lg: spur dike length, Dg:
distance of the spur dike base from the witness spur dike; G1, G2, and G3: dam gates.

2.2. Numerical Simulations
2.2.1. Notes on Flow-3D Model and Its Implementation

Flow-3D is a well-known and established computational fluid dynamics program. The
model uses the volume of fluid (VOF) method on a gridded domain to solve the Navier—
Stokes—Reynolds equations for three-dimensional analysis of incompressible flows. Flow-
3D uses an advanced free surface flow tracking algorithm (TruVOF) developed by Hirt and
Nichols [33], in which fluid configurations are defined in terms of a VOF function F(x,y,z,t).
Cells are represented by a cell-fill variable (i.e., fraction function) value representing the
ratio of the fluid volume to the cell volume; the empty cells have a value of zero, whole
cells a value of one, and cells that contain the free surface a value in the range 0-1. The
water surface is then tracked in space and time as a first-order approximation according
to the fluid-to-cell volume ratio and the location of the fluid in the surrounding cells. The
TruVOF method considers only the fluid’s value, not the air’s; gas cells are considered
empty. Previous studies used this method to reduce the time cost and graphically describe
the free surface shape [34-36]. Considering that the main concern of this research is to
increase the water diversion efficiency of the Hemmat Water Intake when the river has the
lowest inflow, an initial flow of 12 m3/s was considered in all the implementations and
simulations, according to the actual conditions. The spur dike was alternatively located in
three different places along the bank, in front of the intake inlet with a distance Ds of 7 m
in comparison with the witness spur dike. This implies a relative distance Ds/b;; equal to
1/3. The reason for choosing this distance is that placing a spur dike at a relative distance
greater than 1/3 would either not conveniently address the flow towards the intake inlet or
require a spur dike too close to the dam. As mentioned above, four spur dike lengths Lg
were selected for this study, with values of the ratio Lg/B,, respectively, equal to 24%, 32%,
40%, and 46%. Moreover, the following spur dike deviation angles were investigated: 75,
90, 105, 120, and 135 degrees. As mentioned earlier, the deviation angle is defined as the
angle between the spur dike axis and the original river-bank line from which the spur dike
extends. A spur dike pointing downstream has a deviation angle greater than 90 degrees.

11
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2.2.2. Meshing and Boundary Conditions

The simulations were performed for different scenarios (Table 2) to investigate the
effect of the spur dike location, length, and angle on the hydraulic efficiency of the
lateral intake.

Table 2. Geometric conditions for the scenarios investigated in this study. Ds/b;; is the ratio of the
distance Dg between the base of the spur dike and the witness spur dike (i.e., S main) to the intake
inlet width b;1; Lg/ By is the ratio of the spur dike effective length Lg to the river width B,; and 0 is the
spur dike deflection angle.

Scenario Dg/bjy Lg/B, 0 (Degrees)
1 S main 0.24 90
2 S main 0.32 90
3 S main 0.40 90
4 S main 0.46 90
5 -1/3 0.32 90
6 +1/3 0.32 90
7 S main 0.32 75
8 S main 0.32 105
9 S main 0.32 120
10 S main 0.32 135
11 S main (all gates open) 0.32 90
12 No spur dike (all gates open) - -
13 No spur dike (3rd gate open) - -

The time duration for each run was considered to be 120 s after a trial-and-error
analysis. Meshing around the spur dike and the intake structure included two parts: a first
part from upstream of the spur dike to the outlet border (Mesh block 1) with smaller mesh
elements including 2,804,660 cells; a second part from (nearly) the upstream face of the
spur dike to the river approach section (Mesh block 2) with larger mesh elements including
1,000,000 cells. As the flow entered the next mesh block without changing, the boundary
conditions between these two parts of the mesh cube were considered symmetric. Figure 3
shows two views of the meshing blocks.

(a) (b)

Figure 3. Meshing around the intake structure and spur dike. (a) General view of the two mesh
blocks; (b) magnification of the two mesh blocks around the intake inlet and the spur dike.

In each test, the number of mesh cells was determined and executed after investigating
different meshes to find the optimal mesh.

The more mesh cells there were, the smaller their size as well as the more complete
and the more accurate were the details, such as those for the spur dike and the entrance
edge of the intake structure introduced to the software. Where the size of mesh cells was
larger, or their amount was smaller, the edge of the spur dike was not well-introduced to
the software. Table 3 presents some tests performed until the optimal mesh was found.

12
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Table 3. Details of some tests to find the optimal mesh. The aspect ratio is the ratio of a cell’s longest
length to the shortest length. The ideal aspect ratio would be 1. X, Y, and Z directions are defined

in Figure 2.
Mesh 1 2 3 4
Total number of real cells 1,348,763 3,445,038 1,975,560 2,804,660
Number of real cells (X direction) 289 393 326 365
Number of real cells (Y direction) 359 487 404 452
Number of real cells (Z direction) 13 18 15 17
Maximum aspect ratios (X-Y direction) 1.001 1.000 1.000 1.001
Maximum aspect ratios (Y-Z direction) 1.036 1.015 1.010 1.002
Maximum aspect ratios (Z-X direction) 1.034 1.016 1.011 1.000

The number of mesh cells was determined separately in each X, Y, and Z direction.
According to Table 3, the maximum aspect ratio values were slightly higher than 1, which
is a perfect value without errors. Finally, the optimal number of mesh cells (Mesh No. 4)
without errors with a good finish of all parts of the structures was achieved. The optimal
mesh had a maximum aspect ratio of around 1 for 2,804,660 mesh cells in all three directions.
Then, the RNG turbulence model was applied, as recommended by Karami et al. [28]
and Babagoli Sefidkoohi et al. [14]. The boundary conditions were an inflow discharge
of 12 m3/s for the river, two outflows including the lateral intake and the river reach
downstream of the intake structure, and fixed riverbanks. Then, the border on both
sides and the bottom of the river were considered as a wall (impermeable contours).
The downstream boundary condition of the river was defined as outflow. Numerical
simulations were carried out under clear-water conditions by considering the equivalent
roughness of bed sediments. The bed roughness was calculated based on the particle
size to apply the effect of the river bed on the flow velocity. Figure 4 and Table 4 provide
some information on the numerical boundary conditions. Calibration was also done by
comparing flow velocity and depth outputs to the measured data.

.[Illu-v
L1101

A

Figure 4. Overview on the upstream (Q), downstream (O), and lateral (W) boundary conditions.

Table 4. Details on the upstream, downstream, and lateral boundary conditions considered in

this study.
Boundaries Boundary Conditions

X Min VER (Volume Flow Rate)
X Max O (Outflow)

Y Min W (Wall)

Y Max W (Wall)

Z Min W (Wall)

Z Max S (Symmetry)
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Finally, in regard to the shear stresses distribution on the river bed, the following
equations have been considered, according to Knight et al. [37]:

Ty = i—fﬁ\/ﬁerﬁz
Ty = %5\/ﬁ2+52 1)
7 = /(T —|—szy)

where Ty, Tp,, and 7, are the bed shear stresses in the longitudinal and transverse directions
and the total shear stress, respectively. Also, # and 7 are the average velocities in the
longitudinal and transverse directions at each section. Moreover, g, p, and c are the
acceleration of gravity, the fluid density, and the Chézy coefficient, respectively.

2.2.3. Calibration of Flow-3D Model

The calibration of the Flow-3D model was done for the real flow of 12 m3/s according
to the velocity data at three points with distances of 100, 85, and 70 m upstream of the dam
and in the central line of the river (Ahadiyan et al. [32]). The field data were compared
with the numerical results for four distinct opening configurations of the gates. Namely,
configuration#1 in which only gate No. 1 was open, configuration#2 in which only gate
No. 2 was open, configuration#3 in which only gate No. 3 was open, and configuration#4
in which all gates were open. Ahadiyan et al. [32] showed a suitable agreement between
the real and numerical data, with errors between 3.3% and 8.6%.

3. Results and Discussion

Several scenarios were investigated, including those aimed at increasing the efficiency
of the Hemmat Water Intake and reducing the sediment deposition in conditions of water
scarcity during dry seasons. Therefore, several simulations have been performed to detect
the optimal configurations in terms of the best allocation, length, and deviation angle for
a spur dike along the front of the intake inlet. Hence, different scenarios were analyzed
through field investigation and numerical modelling.

In general, some considerations might be anticipated: (i) A spur dike causes a contrac-
tion of the flow path and, as a result, an increase in the flow velocity in the surroundings of
its end and an increase in the average velocity in the contracted section. For a given river
width and approaching flow discharge, these flow velocity amplifications become larger
by increasing amounts as the spur dike length increases. Therefore, it is expected that the
placement of a spur dike on the opposite side of a lateral intake would increase the flow
velocities at the intake inlet as well as the shear stresses, thus reducing the sedimentation
phenomena. The placement of the spur dike in comparison to the intake inlet would
impact the position of the contracted flow region. It is understandable that, when the
spur dike is aligned with the upstream edge of the intake inlet, the contracted flow region
will most likely tend to extend along the entire intake inlet. Conversely, the placement
of the spur dike upstream or downstream of the upstream edge of the intake inlet would
only lead to partial overlapping between the contracted flow region and the intake inlet
area. (ii) At a given river width and approaching discharge, the deviation angle for spur
dikes pointing downstream would reduce the contracted flow region as the deviation angle
increases. However, for deviation angles greater than 90 degrees (i.e., attracting spur dike),
the scouring phenomena are less intense in comparison to a spur dike with a deviation
angle of 90 degrees (i.e., deflecting spur dike) or deviation angle less than 90 degrees (i.e.,
repelling spur dike). Therefore, although an attracting spur dike would (slightly) reduce
flow depths and flow velocities, scouring phenomena are alleviated and the spur dike
stability is better preserved.

More specifically, in this study, when the effect of the gates is considered, the condition
of only gate No. 3 being open is focused on. Indeed, gate No. 3 would determine the
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most critical state in terms of the minimum diverted discharge through the intake inlet
due to its distance from the pumping station (greater than that of the other two gates).
Moreover, in the case that the gates are open, the effect and efficiency of the spur dike
become more meaningful and clearer when only gate No. 3 is open. Opening the other
two gates would make the effect of the spur dike less discernible. The results focusing on
different arrangements of open and closed gates, with the spur dike or not, can be found
in Ahadiyan et al. [32]. Moreover, it may be important to highlight that, in the following
analyses, the sedimentation processes are only presumed to be closely connected with the
kinematic fields and /or shear stresses.

3.1. Changes in Flow Patterns at the Intake Inlet as the Position of the Spur Dike Changes

Figure 5 shows the flow pattern variations at the intake inlet affected by the spur
dike position for steady flow and in the case of gate No. 3 being open. The spur dike
is perpendicular to the approach flow and its alternative placements are: in front of the
upstream edge of the intake structure with the base in the opposite bank (witness spur dike,
Figure 5a, scenario 2), —7 m upstream of the position of the witness spur dike (Figure 5b,
scenario 5), and +7 m downstream of the position of the witness spur dike (Figure 5c,
scenario 6). The models were run with the river base discharge during a water shortage
scenario and considering the three locations for the spur dike. However, the results on the
kinematic fields were similar. Hence, the flow velocities around the intake structure and
the spur dike did not change much in these three positions.
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Figure 5. Flow velocity distribution around the dam, intake structure, and spur dike for the following
positions of the latter: (a) in front of the upstream edge of the intake structure (witness spur dike);
(b) 7 m upstream of the position of the witness spur dike; (c) 7 m downstream of the position of the
witness spur dike. In the legend, flow velocities are in m/s and range from 0.0 to 4.0 m/s with steps
of 0.667 m/s.

For example, the average flow velocity in the river (100 m upstream of the dam at the
river centerline) was 1.5 m/s (V/Vax = 0.94, with Vnax = maximum flow velocity in all
runs) at the intake inlet (point 2 in Figure 6) for the witness spur dike. Meanwhile, in the
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case of the other positions of the spur dike on the upstream and downstream regions, this
value reached 1.47 and 1.48 m/s (V/Vax = 0.93), respectively. In all three displacement
modes, and especially in the case of the witness spur dike (Figure 5a), a large part of the
main flow was directed toward the intake inlet due to the presence of the spur dike and its
influential role in directing the flow.

Figure 6. Position of the five control points for local velocity comparisons.

Figure 6 shows the position of the five control points for comparison of the local
velocities for the different scenarios.

Figure 7 shows the average flow velocities from the centerline of the intake channel to
the opposite riverbank (point 5), with an initial flow rate of 12 m3/s, gate No. 3 being open,
and three different positions of the spur dike. The results show that the flow velocities
were very close at points 1, 2, and 3 for all three spur dike locations. On the other hand, a
flow velocity gradient occurs at points 1 and 2, in comparison to the other points, due to
the more significant impact of the spur dike on this area and their close proximity to the
intake inlet. However, the local velocities at points 4 and 5 for Dg/b;; = —1/3 are 0.55 m/s
(V/Vmax = 0.34) and 0.47 m/s (V/Vmax = 0.29), respectively. Meanwhile, in the case of
Ds/bjy = +1/3, they were 0.29 m/s (V/Vmax = 0.18) and 0.10 m/s (V/Vmax = 0.06). The
reasons for these discrepancies are the changes in the velocity gradient due to the spur
dike base being oriented into the river flow, which causes the development of low-velocity
areas and eddies. These low-velocity areas were also transferred (as shown in Figure 5) by
changing the location of the spur dike, but they did not affect the average flow velocities
entering the intake channel (i.e., points 1 and 2).
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Figure 7. Flow velocities along the transect shown in Figure 6 for different positions of the spur dike.
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According to Figures 8-10, four main vortices are formed by comparing the streamlines
in the three positions of the spur dikes. They include: the small eddy upstream of the spur
dike (Vortex 1) that is formed under the riverside shelter near the structure and is known
as the primary eddy or horseshoe vortex; the larger eddy downstream of the spur dike
(Vortex 2) that is known as the updraft eddy [38—40]; and two eddies in the intake basin
(Vortex 3 and Vortex 4). The power of these eddies decreases or increases when changing
the spur dike position. Vortex 1 becomes more powerful when the spur dike positions are
downstream or upstream of the main spur dike (Figures 8-10). Meanwhile, this vortex
becomes weaker in the case of the witness spur dike being located in front of the upstream
edge of the intake inlet (Figure 9). Vortex 2 has an opposite behaviour. This vortex becomes
smaller and weaker when moving the spur dike downstream or upstream with respect to
the position of the witness spur dike (Figures 8 and 10 under scenarios 5 and 6, respectively,
compared to Figure 9 with scenario 2). Moreover, Vortex 2 has larger dimensions and is
more power compared to the other vortices, especially when the spur dike is positioned
downstream of the main spur dike (Figure 8 with scenario 5). Interestingly, this result is
consistent with those obtained by Koken and Constantinescu [41].

Figure 8. Simulation of the vortices at and around the intake structure in the case of a spur dike
placed downstream of the witness spur dike. In the legend, flow velocities are in m/s and range from
0.0 to 4.0 m/s with steps of 1.0 m/s.

Figure 9. Simulation of the vortices at and around the intake structure in the case of the witness spur
dike. In the legend, flow velocities are in m/s and range from 0.0 to 4.0 m/s with steps of 1.0 m/s.
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Figure 10. Simulation of the vortices at and around the intake structure in the case of a spur dike
placed upstream of the witness spur dike. In the legend, flow velocities are in m/s and range from
0.0 to 4.0 m/s with steps of 1.0 m/s.

3.2. Changes in Flow Patterns at the Intake Inlet as the Length of the Spur Dike Changes

Figure 11a—d shows the effects of the spur dike length on the characteristics of the
flow around the intake inlet (scenarios 1-4). The length of the spur dike was either 7.2, 9.6,
12, or 14 m. The spur dike was on the opposite side of the intake inlet, aligned with the
upstream edge of the intake inlet (i.e., witness spur dike) and perpendicular to the original
riverbank (90 degrees). Only gate No. 3 was open. It was found that the flow velocity at
the intake inlet was directly related to the spur dike length. As the length of the spur dike
increased, the river flow was better directed towards the intake structure, with an increase
in discharge and flow velocity. The results in terms of flow velocity in Figure 12 show that
the maximum spur dike length (Ls/B; = 0.46, scenario 4) compared to the minimum spur
dike length (Ls/B; = 0.24, scenario 1) caused an increase of 11% for the inflow velocity at
the intake inlet. As mentioned above, Lg is the spur dike length and B, is the river width.
Specifically, for an Lg equal to 14 m, the velocity was 1.58 m/s (V/Vmax = 1.00) while, for
an Lg equal to 7.2 m, the velocity was 1.42 m/s (V/Vmax = 0.89). The effect of the spur dike
length on the generation of eddies is stronger the longer the spur dike length is. There is no
formation of vortices for the shorter spur dike with Lg/B, = 0.24. In this case, the flow is
uniformly directed toward gate No. 3.

Figure 12 compares the effects of the spur dike length on the flow velocities at the five
points previously considered in Figure 6. The results show that the highest flow velocities
in all cases are found at points 1 and 2, near the entrance of the intake channel. The
highest flow velocities are found for the spur dike with an Lg/B, = 0.46 (scenario 4) and the
maximum value is found at point 2. At this point, the velocity is 1.58 m/s (V/Vmax = 1.00)
while, for Lg/B; = 0.24 (scenario 1), the velocity is equal to 1.42 m/s (V/V max = 0.89), which
shows an increase of 11% when passing from the shortest spur dike to the longest one. The
greatest change in flow velocities occurs at point 3, with a drastic decrease when moving
from the longer to the shorter spur dike. Specifically, the average velocity at point 3 for
the spur dike with an Ls/B; = 0.24 is 0.52 m/s (V/Vmax = 0.33), while at the same point
the velocity is 1.55 m/s (V/Vmax = 0.98) with an increase of 198% when the Ls/B, = 0.46.
This is due to the fact that point 3 is placed in a high-velocity area around the nose of the
longest spur dike.
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Figure 11. Simulation of the kinematic field around the intake inlet in the case of a spur dike with:
(a) Ls/By =0.24; (b) Ls /B, = 0.32; (¢) Ls /B, = 0.40; and (d) Ls /B, = 0.46. The approach discharge Q is
equal to 12 m?/s and velocities are given in m/s. In the legend, flow velocities are in m/s and range
from 0.0 to 4.0 m/s with steps of 0.667 m/s.

4« Ls=72m,Ls/Br=0.24
1.1 #* Ls=9.6m, Ls/Br=0.32
- Ls=12m, Ls/Br=0.40
> Ls=14m, Ls/Br=0.46

0.4

0.3

0.2

0.1

Point
Figure 12. Flow velocities along the transect shown in Figure 6 for different lengths of the spur dike.

3.3. Changes in Flow Patterns at the Intake Inlet as the Deflection Angle of the Spur Dike Changes

Figure 13a—e shows the effects of the spur dike deflection angle on the flow patterns
and characteristics around the intake inlet. Five deflection angles were considered, namely
75,90, 105, 120, and 135 degrees, to which corresponded the scenarios 7, 2, 8, 9, and 10,
respectively. As previously said, in this study, the deviation angle is defined as the angle
between the spur dike axis and the original riverbank line from which the spur dike extends.
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A spur dike pointing downstream has a deviation angle greater than 90 degrees, by way of
example. The spur dike length was kept constant such that the Ls/B, = 0.32. The numerical
simulations revealed that no appreciable differences were noted in the kinematic field as
the deflection angle varied.

(d)

(e)

Figure 13. Simulation of the kinematic field around the intake inlet in the case of a spur dike with
deflection angle of: (a) 75; (b) 90; (c) 105; (d) 120; and (e) 135 degrees. The approach discharge Q is
equal to 12 m3/s. In the legend, flow velocities are in m/s and range from 0.0 to 4.0 m/s with steps
of 0.667 m/s.

Figure 14 compares the effects of the spur dike deflection angle on the flow velocities
at the five points previously considered in Figure 6. It was found that no significant
differences in the velocities occurred, especially at points 1 and 2 where the differences
were less than 2%. This would imply that the flow velocities at the intake inlet are not
much influenced by variations in the deflection angle between 75 and 135 degrees.
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Figure 14. Flow velocities along the transect shown in Figure 6 for different deflection angles of the
spur dike.

It should be noted that the deflection angle did not even affect the flow depths. The
effects of changes in the spur dike deflection angle on the flow depth, with reference to
12 points along the transect (Figure 15), are shown in Figure 16. The results show that, for a
spur dike deviation angle of 135 degrees, the flow depths at the intake inlet are the highest
in comparison to the other configurations with different deviation angles. Specifically, the
flow depth at the intake inlet increases by about 9% for the spur dike with a deflection
angle of 135 degrees in comparison to the one with an angle of 75 degrees. In summary, the
results showed that the flow depths increased, albeit in a limited way, with the spur dike
deviation angle (from 75 to 135 degrees). Moreover, for all the deviation angles, the highest
flow depths occurred at points 5, 6, 7, and 8 with a maximum value of the ratio Z/Zmax of
about 0.35. Here, Z is the flow depth value and Zmax is the maximum flow depth value.

80.6%

RERRETTY N 126653 135670 198487 153,304

Figure 15. Position of the 12 control points for local flow depth comparisons.
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Figure 16. Flow depths Z along the transect shown in Figure 15 for different deflection angles of the
spur dike. Only gate No. 3 is open and the witness spur dike is placed.

3.4. Bed Shear Stresses Comparison for Different Scenarios
Figure 17 shows three transects with control points for the comparison of shear stresses.

76.3265

67.3112

58.2959
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11338 12092 12846 136,00 14354 151.08
X

Figure 17. Indication of the three transects with the related control point positions for the comparison
of shear stresses for different scenarios.

In Figures 18-20, the bed shear stresses along three transects, including the transect
along the intake channel centerline including the points from C1 to C9, the transect up-
stream of the central one including the points from U1 to U6, and the transect downstream
of the central one including the points from D1 to D6, are shown. The central transect with
point C extends from the intake channel (along the channel centerline) until nearly the
spur dike sidewall. Due to the steepness of the river sidewall and the entrance ramp of the
intake channel, some points are located in the solid part of the structure (i.e., points C1, C7,
C8, and (C9), and thus have no value.

According to Figure 18, the results show that the highest values of the shear stresses,
with significant differences from the other cases, occur when the spur dike is used and
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when all gates or gate No. 3 only are open. Moreover, the highest values of the shear
ted to the points C5, C4, and C3 regardless of the scenario because these
points are located in the main river flow. For example, in the case of point C5 without a
spur dike and when all gates are open, the shear stress 7}, is equal to 2.28 kPa. Similarly, 7,
is equal to 3.01 kPa when gate No. 3 only is open. Hence, the single opening of gate No. 3
increases the shear stress at point C5 (close to the intake inlet) by 32% in comparison to
the configuration in which all gates are open. In this way, the main flow is more strongly
diverted towards the intake channel. Therefore, opening gate No. 3 would reduce the
possibility of sedimentation in comparison to the opening of all the gates.
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Figure 18. Shear stresses 7, along the central transect shown in Figure 17. The values are in kPa.
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Figure 19. Shear stresses along the transect downstream of the central one shown in Figure 17. The

values are in kPa.

23



Water 2024, 16, 2254

15 - +/
14 4
13
-a- Gates = All open
12 - - Gates = Only gate No. 3 open
+ Gates = All open + witness spur dike
11 4 + % Gates = Only gate No. 3 open + witness spur dike
% Gates = Only gate No. 3 open + spur dike 7 m downstream
10 4 -@- Gates = Only gate No. 3 open + spur dike 7 m upstream
9 L
_® /\
8 PY x ®
2 /
S /
- - ‘
6 - + / *x
/ 4 >
| ® x _ r—
5 h »‘,
4 - ’ A
r A A T A
»,
3 - /%
3
2 —
1 —
0 *
- 1 T T T T T T T T T

Point

Figure 20. Shear stresses along the transect upstream of the central one shown in Figure 17. The
values are in kPa.

On the other hand, the shear stress at point C5 increases up to 12.63 kPa when a spur
dike is placed. Then, the shear stress increases more than five times in comparison to the
case of the absence of a spur dike when the shear stress is equal to 2.28 kPa. Moreover,
looking at point C6 (even closer to the intake inlet) in the case of the presence of a spur
dike, the shear stress is equal to 1.31 kPa with an increase of 50% in comparison to the case
without a spur dike, in which the shear stress value drops to 0.87 kPa. Hence, the spur dike
would increase the flow strength at the intake inlet. Likewise, the shear stress decreased at
point C2 (because the spur dike armors this point) from 1.47 to 0.51 kPa (Figure 18), with
a reduction by a factor of three. However, the possibility of sedimentation increases in
this area due to the lower shear stresses. This process causes the gradual modification of
the riverbank on the left. In addition, the shear stresses are 9.11 and 12.27 kPa at points
C3 and C4, respectively, when the spur dike is placed. This shows increases of 270% and
386% in comparison to the condition without the spur dike. Such a situation occurs due to
the presence of an area with maximum velocities near the nose of the spur dike and the
flow separation from the structure. In these conditions, scouring occurs around the nose of
the spur dike and the eroded area would develop downstream of the structure, which is a
result also obtained by Jafari and Sui [42].

At the downstream points, and in particular at points D5 and D6 (Figure 19), the shear
stresses are, in presence of a spur dike, 6.34 and 4.66 kPa, respectively. In the case of the
absence of the spur dike, the shear stresses at the above points decrease by 161% and 86%.
Indeed, when a spur dike is placed, a more significant part of the main flow is directed to
the intake, which faces the high-velocity flow in the river. Points D5 and D6 are located
along the downstream wall of the intake. This area is characterized by lower shear stresses
in comparison to the central and upstream transects due to the direction of the flow toward
the intake channel. However, the shear stress at point D3 is almost equal in both cases with
and without a spur dike, being about 2 kPa (Figure 19). Meanwhile, this point is located
in the river center and downstream of the intake inlet. In other words, the surrounding
area is not much affected by the spur dike and the lateral intake, which would explain the
almost equal values of the shear stress in both cases.

At the upstream points, in particular points U6 and U5, the values of the shear stress,
in the case of the presence of the spur dike, are 15.39 and 14.70 kPa, respectively (Figure 20),
whereas, in the case of the absence of the spur dike, both values are about 3.5 kPa, which
would show a notable decrease. However, these results are in contrast with those for points
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Ul and U2, where the shear stresses in the presence of a spur dike are even smaller than
those found in the case without a spur dike. Actually, the presence of the spur dike would
cause the surrounding area of points Ul and U2 to be included in the region where the
main flow impacts the spur dike, with a significant reduction in the flow velocities and
shear stresses.

3.5. Comparison of Results with Previous Similar Literature Studies

Patel et al. [43] found, experimentally, that the maximum local scour occurs at the
leading edge of the spur dike; the present research also achieved the same results, though
in terms of shear stresses. Karami et al. [28] showed, through a 3D Computational Fluid
Dynamic (CFD) code, that placing the spur dike and submerged vanes in the main channel
and in front of the intake inlet would increase shear stresses near the base of the vanes
and spur dikes themselves. This outcome also complies with the results of the present
study. In addition, by comparing the effects of changing the relative spur dike length (i.e.,
Ls/W, =0.20, 0.25, and 0.30, with Lg being spur dike length and W, the channel width)
on the intake efficiency, Karami et al. [28] found that the spur dike with an Lg/W, = 0.20
allowed a diversion ratio from the initial value of 11% (without dikes and vanes) to 22.2%,
with a simultaneous reduction in sedimentation. Igbal and Tanaka’s [40] experimental
findings revealed that elongating the spur dike wing length reciprocally affected the
depth-averaged velocity (at the spur dike head and near the adjacent spur dike bank),
concurrently impacting the flow deflection and backwater rising. Therefore, the general
results of these studies are similar, and the presence of a spur dike on the bank opposite the
intake inlet would increase the efficiency of the intake structures. They further highlighted
that increasing the spur dike length would cause a decrease in the diverted discharge.
Conversely, the results of the present study showed that, when placing the longest spur
dike, the inflow velocity at the intake inlet increases by 11% in comparison to the shortest
spur dike. Actually, Karami et al. [28] considered a spur dike just upstream of the intake
inlet and placed perpendicular to the flow. In such a condition, increasing the spur dike
length would direct the main flow towards the upstream intake wall, so less flow enters the
intake structure. Further, the results of this research showed that the breakwater induced
by the spur dike increases the shear stresses for the flow entering the intake structure.
However, these findings are in contrast with those obtained by Karami et al. [28], who
used parallel and zig-zag submerged vanes at angles of 10 and 30 degrees. Submerged
vanes reduce the incoming shear stresses because these plates are placed before the water
intake opening. In the present research, the spur dike can divert the main flow and the
high-speed areas towards the intake structure. Regarding the development of vortices and
their positioning, as well as the generation of low- and high-velocity regions, the results of
this study were consistent with the results of earlier research such as that by Tripathi and
Pandey [39] (experimental and numerical study), Abbasi et al. [38] (numerical study), and
Koken and Constantinescu [41] (experimental and numerical study).

Interestingly, the streamlines around the spur dikes in Flow-3D numerical modelling
appear to be in harmony with the experimental evidence reported in some experimental
studies on local scour at spur dikes (e.g., Pandey et al. [44] and Aung et al. [45]). As
mentioned earlier, in this study, the erosion and sedimentation processes are only presumed
to be closely connected with the kinematic fields and/or shear stresses. However, in-
depth analysis and comparison between the numerical results of this research and the
experimental outcomes regarding the bed morphological changes around spur dikes could
lead to further validations.

4. Conclusions

This study was aimed to increase the efficiency and inflow at the lateral intake as well
as to reduce the sedimentation area at the intake inlet. To this purpose, the effect on the flow
patterns of a spur dike is verified by performing numerical simulations. Three spur dike
locations, four spur dike lengths, and five spur dike deflection angles were investigated.
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The results generally showed that there are no noticeable changes in the kinematic field
of the flow entering the intake when changing the spur dike position. According to the
findings, the flow velocities at the intake inlet are directly related to the spur dike length.
In particular, the inlet flow velocity increases with an increase in the Lg/B,, where Lg is the
effective spur dike length and B, is the river width. The longest spur dike, in comparison
to the shortest one, would increase the flow velocity at the intake inlet by 11%. In the
comparison of four different lengths, the highest inlet velocities were found for the values
of Lg/B; equal to 0.40 and 0.46 (scenarios 3 and 4), with values of 1.55 m/s (V/V ux = 0.98)
and 1.58 m/s (V/Vyux = 1.00). The average velocity at point 3 and for the case with
Lg/B; =0.24 was found to be equal to 0.52 m/s (V/V 5 = 0.33). In the case of a longer spur
dike with Lg/B, = 0.46, the velocity at the same point was found to be equal to 1.55 m/s
(V/Viax = 0.98), with an increase of 198%. On the other hand, the results showed that
the inlet flow velocity did not change much with the changing of the spur dike deflection
angle between 75 and 135 degrees. However, the flow depth at the intake inlet increased by
9% when the spur dike was placed with a deflection angle of 135 degrees in comparison
to 75 degrees. Based on the shear stress results, it was found that, in all scenarios, the
highest shear stresses were related to the centerline of the river. Also, the shear stress in
front of the intake inlet (point C5), in the case of the presence of a spur dike, was found
to be equal to 12.63 kPa and, in comparison to the case without a spur dike, increased by
454%. Similarly, at the intake inlet (point C6), the shear stress increased by 50% in the case
of the presence of a spur dike. Conversely, in the case of point C2, the spur dike reduced
the shear stress from 1.47 to 0.51, with a decrease of 188%. Finally, for the longest spur
dike (Ls/B; = 0.46) and for the deflection angle of 135 degrees, the main flow of the river
is directed towards the intake structure with the highest velocity and depth and in the
best way. Also, the risk of sediment settling is reduced due to the increased flow velocity
towards the intake structure. Hence, the flow intensity in the intake channel increases, and
the required flow at the pumping station is supplied. However, the latter configuration
could not be the optimal one among all the possible combinations (not all examined in this
study) for the placement, length, and deviation angle of the spur dike. Moreover, there are
further design configurations (for instance: spur dike of different shape, permeable spur
dike, submerged spur dikes or vanes, spur dikes in cascade) which can be considered to
further narrow down the search for optimal spur dike design. On the other hand, in the case
of the placement of the main spur dike, the shear stress at the intake inlet would increase
by 50% in comparison to the case without a spur dike, and this indicates the effect of the
spur dike in increasing the flow entering the intake inlet. All the results showed that the
placement of a simple spur dike in front of the intake opening would increase the velocities
and shear stresses of the flow entering the lateral intake. This is very practical in increasing
the water diversion ratio and reducing the possibility of sedimentation at the intake inlet
and inside the intake channel. All of these results are possible through the use of hydraulic
works of moderate size and cost (in this specific case the use of spur dikes) to enhance the
hydraulic efficiency of lateral intakes without (or with little) maintenance over time. An
accurate numerical simulation could reveal attractive details for a good functionality even
in periods of water scarcity. However, only low ordinary flow conditions were considered
here. Future in-depth analyses could consider the impact of the spur dike on the bed
morphological changes (e.g., scouring phenomena and aggradation patterns) when floods
occur. The design proposals resulting from this study will see their realization in the near
future. Therefore, a comparison between numerical results and empirical evidence can only
be discussed in a subsequent paper. In this study, only a qualitative and partial comparison
with the literature was made possible. On the other hand, the results here presented appear
to have the potential of possible extension to other real-word river engineering projects.
They are mainly based on numerical simulations which can be applied in similar contexts,
but, in any case, would require selected field data for calibration and validation. When 3D
processes show potential to become significant, experiments on physical models could be
of important help.
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Abstract: Rock weirs, typically created by the placement of loose rocks, are eco-friendly hydraulic
structures used for raising the upstream water level, which has benefits for irrigation, shipping,
and grade control. Although rock weirs are frequently submerged in rivers, few studies have
systematically investigated their impacts on the upstream water level under submerged conditions. A
series of flume experiments regarding this topic were conducted. Different flow discharges, tail-water
depths, and void ratios were adopted in the experiments. The results show that (1) the submerged
rock weirs primarily function to raise the upstream water level, while having a limited impact on the
tail-water level; (2) for a given tail-water depth and void ratio, the upstream water level rise increases
with increased discharge, although this response becomes insignificant as tail-water depth increases;
(3) as void ratio increases, the upstream water level rise is expected to decrease for a given tail-water
depth and discharge; and (4) based on the data and observations, a predictor including the effects of
Froude number, submergence, and void ratio is proposed for estimating the upstream water level rise
of submerged rock weirs. These results contribute to further understanding the hydraulic properties
of rock weirs and are important for river training practices using rock weirs.

Keywords: rock weir; upstream water level; flume experiment; submergence; void ratio

1. Introduction

Rock weirs are eco-friendly hydraulic structures typically created by the placement
of loose rocks [1]. They usually span the full width of the channel to increase local flow
resistance, thereby increasing the upstream water level, which is beneficial for irrigation,
shipping, and grade control [2,3]. Also, rock weirs are more eco-friendly than solid weirs
as they can improve river longitudinal connectivity [4], mimic heterogeneous habitats to
support aquatic life [5], and promote hyporheic exchange to enhance water quality [6].
Consequently, rock weirs are widely used for training or restoring small- and medium-
sized rivers [7]. Despite their popularity, the impact of rock weirs on the upstream water
level is not yet well understood due to the complexity of structures formed by rocks (e.g.,
structural permeability [8,9]), limiting their application in river engineering.

In recent decades, many studies have been conducted to study the response of the
upstream water level to the presence of rock weirs. In earlier works, many studies often
simplified rock weirs as broad-crested weirs, using modified head—discharge relationships
(e.g., modifying the discharge coefficient [10-15]) to estimate the upstream water level.
Over the past decade, many studies specific to rock weirs were conducted. Holmquist-
Johnson [16] experimentally studied the responses of water depth upstream of U-shaped
rock weirs (in plan), proposing an empirical equation including the effects of weir geometry
and normal water depth for predicting the upstream water depth. Thornton [17] investi-
gated the impacts of W-, U-, and A-shaped rock weirs on the river water level using the
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experimental data from Meneghetti [18]; subsequently, an equation calculating the water
level upstream for each type of rock weirs was proposed. Baki [19] numerically studied the
flow regimes and hydraulics of I- and V-shaped rock weirs; subsequently, they proposed an
empirical equation to predict the weir flow depth including the effects of submergence, weir
geometry, and bed slope. Kupferschmidt and Zhu [20] experimentally studied the impacts
of weir geometry, discharge, and bed slope on the water level along a flume with I- or
V-shaped rock weirs; subsequently, they proposed a predictor for the water level along the
flume center line. Zeng [21] numerically studied the flow behavior around I-shaped rock
weirs and proposed a head—discharge relationship including the effect of weir permeability.
Although existing studies provide significant knowledge regarding the impact of rock
weirs on the upstream water level, these studies are usually based on non-submerged or
partially submerged conditions. In practice, rock weirs are frequently submerged in rivers
as they are low-head hydraulic structures [1]. Given that the behavior of flow over rock
weirs can be affected by the tail-water [22,23] and the weir permeability [24,25] under fully
submerged conditions, investigations on the impact of rock weirs on the upstream water
level are far from complete.

The reported study conducted a series of flume experiments (using a straight flume
with a fixed bed) to investigate the upstream water level rise of submerged rock weirs.
Section 2 presents the details of the experimental setup. Section 3 addresses and discusses
the impacts of the Froude number, weir submergence, and weir void ratio on the upstream
water level rise of submerged rock weirs, proposing an equation for predicting the upstream
water level rise. These results present new insights in hydraulic characteristics of rock
weirs, which is important for weir design and river engineering.

2. Methods
2.1. Experimental Setup

All tests were conducted in a glass-walled straight flume measuring 20 m (length) x 0.8 m
(depth) x 0.5 m (width) in the Key Laboratory of Hydraulic and Waterway Engineering
of the Ministry of Education at Chongqing Jiaotong University, China (Figure 1). This
flume was equipped by a water pump that could circulate the water in it. The flume
discharge was varied with the speed of the water pump, which could be adjusted by a
variable electronic speed control unit (the maximum discharge was about 60 L/s). A flow
straightener was set at the flume inlet to ensure unidirectional flows, and a tail-water gate
was used at the downstream end of the flume to adjust the tail-water depth. The flume
bed was flat. The water level along the flume could be measured using cameras focused
through transparent-grid sheets attached to both sides of the flume (the grid scale was
1cm x 1 cm, and the accuracy of the measurement method was £2 mm). No sediment
was used in this study, indicating that all tests were conducted on fixed bed conditions.

) . Tail-water gate™]
Flow straightener Measurement grids Rock weir |

/ Flow direction

" RN /
Web camera
Fixed flat bed

Figure 1. Illustration of experimental flume and measurement devices.

\

The rock weir used in this study was composed of natural loose rocks. It was placed
10 m downstream of the flume inlet with a 50 mm protrusion (i.e., weir height z) above the
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flume bed and spanned the full width of the flume. The rock weir was I-shaped in plan and
had a triangular cross-section. The upstream and downstream weir slope were equal to the
submerged angle of repose of rocks (about 40°). Three types of rocks were used to place the
weir (i.e.,, D = 12 mm, 24 mm and 33 mm). Each type of rock was approximately uniform in
size with a coefficient of uniformity (CU = D¢y /D19, where Dgg and Dy are the diameters
for which 60% and 10% of rocks are finer, respectively) less than two (Bell [26]). By using
these three types of rocks, three weir void ratios (i.e., e = 0.13, 0.21, and 0.35, indicating
the ratio of the weir voids volume to all the solids volume) were obtained. The volume
of voids was determined by subtracting the volume of solids from the total volume of the
weir, and the volume of solids was obtained after measuring the total rock weight and
dividing it by the rock density (2650 kg/m? [27]).

Table 1 summarized the experimental conditions of this study. Figure 2 plots the main
nomenclatures used in this study and their meanings are as follows: h; = tail-water depth;
hy = approach flow depth; H; = water level difference across the weir (i.e., Hy = hy — hy);
Uy = approach flow velocity; and ¢ = weir slope. Figure 2 also plots the coordinate system
(x-O-y) for measurement in this study. The coordinate origin (O) was at the center of the
weir bottom in the cross-section view. Three tail-water depths (i.e., i = 100 mm, 120 mm,
and 150 mm) were designed to form different weir submergence (;/z). For each h;/z,
a range of discharge (Q) was designed. The minimum discharge corresponds to a small
variation of the upstream water level, and the maximum one should be below the rock
weir failure threshold specified by Zhang [23]. In total, 36 test trials were conducted in
this study.

Table 1. Summary of the experimental conditions.

Q (L/s) z (mm) D (mm) e hi (mm) H; (mm) hy (mm) Fu
9~18 50 12 0.13 100 5~15 105~115 0.17~0.29
11~21 50 12 0.13 120 4~11 124~131 0.16~0.29
18~26 50 12 0.13 150 2~6 152~156 0.19~0.27
5~23 50 24 0.21 100 1~26 101~126 0.11~0.33
11~30 50 24 0.21 120 3~18 123~138 0.17~0.37
16~39 50 24 0.21 150 1~14 151~164 0.19~0.40
9~23 50 33 0.35 100 3~27 103~127 0.17~0.33
14~29 50 33 0.35 120 3~21 123~141 0.20~0.35
24~39 50 33 0.35 150 4~15 154~165 0.25~0.37

Notes: Fu is the Froude number of the approach flow, Fu = Up /(gho)*®.

Flow

=
I

il il \

Rock weir

Flume bottom

Figure 2. Definition of main test nomenclatures and the coordinate system (x-O-y) for measurement.

Prior to each test trial, water was added slowly into the flume to the designed #;
(i.e., the initial water depth in the flume). Subsequently, the discharge in the flume was
increased to the designed value, with h; fixed through adjusting the tail-water gate. After
the flow in the flume became stable, the water level along the flume was recorded by the
camera. The water surface profile in the flume was expected to be quasi-two-dimensional
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along the longitudinal direction due to the aspect ratio of the flow = 3.3~5.0 (i.e., the ratio
of flow width to flow depth in the cross-section of the flume [28]). The longitudinal range
for water level records was x = —1.5 m~1.5 m. A similar approach was applied to the
subsequent next trial until all test trials were performed.

2.2. Framework of Analysis

Under submerged conditions, the water level rise upstream of a rock weir is approx-
imately equal to the water level difference across the weir (i.e., H; depicted in Figure 2),
which can be determined by the following parameters:

Hd =f(Z/ D/ b/ ©/ ul h/ Vrg/ B/ 6) (1)

where b = weir width; g = acceleration of gravity; U = flow velocity in flume without weir;
h = flow depth in flume without weir; B = flume width; v = fluid kinematic viscosity; and
® = rock shape factor. Equation (1) can be expressed non-dimensionally with ¢ and D
chosen as the repeating variables:

Hy/z = f(D/z, b/z, ®, U/g"°h%>, h/z, Uh/v, B/z, e) 2)

In this study, the rock materials are uniform in shape (the effect of @ is negligible);
the values for b/z and B/z are constant; the D/z parameter is related to e for a given flume
scale [29]; Uh/v can be neglected for a fully turbulent flow, as envisaged; and for a given Q,
U and / can be approximated as the flow velocity (U;) and water depth (/) in the tail-water
region of a submerged weir, respectively [3]. Hence, Equation (2) can be simplified as:

Hy/z = f(Ui/g"h%5, hu/z, €) 3)

where U; can be calculated as Q/(B-h;). Equation (3) assumes that the water level rise
upstream of submerged rock weirs is driven by submergence #;/z, the void ratio e, and the
Froude number before building the weir U; /g"h;%.

3. Results and Discussion
3.1. Effect of Tail-Water Depth on Upstream Water Level Rise

Figure 3 plots the water level rise occurring upstream and downstream of the rock
weir (e = 0.21) for different Q and h; values. Ah denotes the differences between the actual
and the initial water depth (i.e., /1) along the weir for each test trial. Figure 3 shows that an
obvious Ah occurs upstream of the weir (x < 6 cm). Near the weir crest (—6 cm < x < 6 cm),
the increased flow velocity decreases the flow potential energy. Subsequently, the water
level begins to decrease to connect with the tail-water level (x > 6 cm). Figure 3 summarizes
three characteristics for Al along the submerged weir. (1) The tail-water level is nearly
unchanged in this study, indicating that the submerged rock weirs mainly affect the water
level upstream of the weir (see each subplot in Figure 3a). (2) With increasing Q, a larger
Ah upstream of the weir is expected for each /; (see each subplot in Figure 3a). As the flow
inertia is positively related to the flow intensity [3], the increased discharge enhances the
weir obstruction on the approaching flow; according to Bernoulli’s continuity equation [30],
the velocity of approaching flow reduces greatly, resulting in a significant increase in
Ah. (3) The larger the i, the smaller the Ah upstream of the weir. This phenomenon
is found by comparing the maximum Ah value for different ;; values in Figure 3. For
example, the maximum Al value in Figure 3c is smaller than that in Figure 3a, although
the corresponding discharge is larger in Figure 3c, which suggests that the effect of rock
weirs on raising the upstream water level decreases with increasing ;.
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Figure 3. Water level rise along the submerged rock weirs for various /; values at e =
0.21: (a) h = 100 mm; (b) i = 120 mm; and (c) 7 = 150 mm.

3.2. Effect of Weir Void Ratio on Upstream Water Level Rise

Figure 4 shows the water level rise occurring upstream and downstream of the rock
weir for different e and h; values. In each subplot, the discharge Q is fixed. Figure 4 shows
that the submerged rock weirs with different e remain only affecting the upstream water
level. Namely, the tail-water level is insensitive to the change in e. Furthermore, for the
same Q, with larger ¢, a smaller upstream Ah is expected. This phenomenon is related to the
characteristics of the flow passing the weir. Compared with a solid weir, the flow passing a
rock weir consists of two components, namely, the flow over the weir (weir overflow) and
the flow through the weir (interstitial flow) [21]. Since the increase in e can lead to more
flow through the weir, the weir overflow and the corresponding upstream Ah are reduced.
This finding agrees well with that in Mohamed [25] based on gabion weirs.

60 : : : .
——Q0=13L/s,e=0.13
40 + —— Q=13L/s,e=035 :
g 2l ]
£ 20
<
20t ]
ol @ , , , ) h,=100 mm
-150 -100 -50 0 50 100 150
60 ; : : :
—— Q0=25L/s5,e=0.21
40 - —— 0=25L/s,e=0.35 :
g 2} ]
£ 20
< Of W
<
_20_ .
o ® , , , , h, =120 mm
-150 -100 -50 0 50 100 150
60 ; : : :
—— 0=241L/s,e=0.21
40 —— 0=24L/s,e=035| A
g 2l ]
H 20
< OF
<
20} ]
0 () , , , , h,=150 mm
-150 -100 -50 0 50 100 150

x (cm)

Figure 4. Water level rise along the submerged rock weirs for various e values: (a) #; = 100 mm;
(b) hy = 120 mm; and (c) iy = 150 mm.
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3.3. Estimation of Upstream Water Level Rise

Based on Equation (3), Figure 5 shows the sensitivity of the dimensionless upstream
water level rise (i.e., H;/z) to U/ g0'5ht0'5, ht/z, and e. Figure 5a—c indicate that for a given
e and h;/z, Hy/z increases with increasing U,/ g0'5ht0'5. The increased Froude number
raises the kinetic energy of the flowing water, resulting in a more pronounced conversion
of kinetic energy to potential energy as the water approaches the weir, thereby raising
the water level. Figure 5d—f suggest that for a given e and U;/g"h,%%, H;/z decreases
with increasing /;/z. This is because with increasing submergence, a decrease in weir
obstruction on the approaching flow is expected, allowing the flows to pass the weir more
easily and reducing upstream water level rise accordingly. Figure 5g—i indicate that for a
given hy/z and U/ gO‘Sht0'5, H;/z decreases with increasing e. As mentioned in Section 3.2,
an increase in e leads to more flow passing through the weir, reducing the weir obstruction
on the approaching flow to decrease the upstream water level rise.
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Figure 5. Sensitivity of Hy/z to U; /g"1%® (a—c), hy/z (d—f), and e (g-i).

Based on the above analysis and Equation (3), Equation (4) is proposed for predicting
the water level rise upstream of I-shaped submerged rock weirs using all data in this study
(in each test trial, the /iy value used for calculating H; is the mean value of /i) measured
from —1.5m <x < —0.5m):

Hd/Z — 2.992'(Ut/g0'5]’lt0'5)1'915'(6)_0'229'(ht/2)_0'939
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Equation (4) has a multiple correlation R? = 0.97. Figure 6 compares the normalized
upstream water level rise H;/z predicted using Equation (4) with the measured values, and
shows good agreement with a Mean Relative Deviation (MRD [31] = 0.12). In this study,
the MRD is calculated as: ;

1
MRD = —
ok

Xi —Yi
Yi
where n = the number of data points; x; = the predicted value of the i-th data point; and

y; = the measured value of the i-th data point.
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Figure 6. Comparison of measured and calculated H;/z.

The estimated water level rise using Equation (4) may also be used for determining
the head—discharge relationship of I-shaped rock weirs under submerged conditions. In
previous studies, the Poleni formula (Equation (6)) was widely used for calculating the
head-discharge relationship of rock weirs after the discharge coefficient is determined [21]:

Q = 3CaBy/2gH ©

where C; = the dimensionless discharge coefficient, and H = the head of water above the
weir crest. Since the term H relates to the water level rise upstream of submerged weirs
(i.e., H=Hy + hy — z), Equation (4) may be used for calibrating the discharge coefficient Cy
in Equation (5) when the terms Q and B are known. Then, the head-discharge relationship
of I-shaped rock weirs under submerged conditions can be determined, which facilitates
the design of river training practices.

It should be noted that, as this study is based on flume experiments and can be
inevitably affected by scale effects, and Equation (4) is valid for 2 < 11;/z < 3, 0.13 < e < 0.35,
and 0.10 < U;/g%°1%% < 0.47, more field measurements or experimental data using flumes
at different scales are required to examine the reliability and practicability of the findings
and predictors of this study.

4. Conclusions

Flume experiments were conducted to study the upstream water level rise of sub-
merged rock weirs. The main findings are as follows.

The recorded water level along the flume showed that under submerged conditions,
the rock weirs primarily raise the upstream water level, while exerting minimal influence
on changing the tail-water level. For a given tail-water depth and void ratio of rock weirs,
the upstream water level rise increases with increasing discharge. However, this response
becomes insignificant as tail-water depth increases. Furthermore, as the weir void ratio
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increases, the water level rise upstream of the weir is expected to decrease for a given
discharge and tail-water depth.

Based on the experimental data and observations, a predictor including the effects of
the Froude number before building the weir, weir submergence, and the weir void ratio
was proposed for estimating the water level rise upstream of I-shaped rock weirs under
submerged conductions. The computed water level rise agreed well with the measured
data. The estimated upstream water level rise may also be useful for determining the
head-discharge relationships of submerged rock weirs, which can assist in the design of
rock weirs for river engineering.
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Abstract: This paper aims to obtain a relation for estimating the median size of bed sediment, dsg, at
the bends of meandering rivers based on real data. To achieve such a purpose, field data, including
topographic, sediment sampling, and flow measurements, were collected from various rivers in Iran
at different times of the year. Then, the Buckingham Il-theorem was applied to identify the effective
dimensionless numbers such as the Shields function, Reynolds particle number, Froude number,
submerged specific gravity of sediment, and aspect and curvature ratios. A correlation analysis was
conducted between such factors to eliminate those dependent on others. In the following, three
regression techniques, containing the power function approach, the General Additive Model (GAM),
and the Multivariate Adaptive Regression Spline (MARS), were chosen to achieve the best relation.
The obtained results indicated that the developed MARS model produced a better result than the
others and was much more satisfactory, with a coefficient of determination (R?) of 0.96 and 0.95 and
Root-Mean-Square Error (RMSE) of 140.64 and 140.47 for the training and testing phases, respectively.
Furthermore, the MARS outputs were validated with an analytical method, which showed that
MARS fitted with the field data much better. Consequently, the distinguished merit of this study
is the development of a relation for determining dsg that shows which geometric and hydraulic
parameters have the most effect on sediment size in the river bend.

Keywords: sediment particle size; river bend; field data; dimensional analysis; regression models

1. Introduction

Determining the sediment particle size in alluvial rivers is essential for many purposes,
such as sediment transport mechanisms [1], prediction of river morphodynamics [2],
estimation of bed roughness [3], and maintenance of ecological conditions [4]. One of
the few studies conducted is related to Bridge’s work in 1977, which established the
median grain size of bed sediments in bends using the balance between the forces acting
on grains. Although analytical relations are presented for both circular and non-circular
bends separately in this study, the geometric characteristics of the bends are not directly
presented in the relations [5]. In another study by Odgard in 1984, the grain size was
studied in the bed’s armor layer, which ended in an analytical method with a relation.
Such a study was compared with the data collected by other scientists [6,7]. However, the
main focus of the current research has been on the size distribution of sediment particles in
the armor layer in non-meandering beds. Julien and Anthony used a three-dimensional
approach to determine the direction of particles in motion with different sizes in natural
meander bends [8]. Also, the work of Wright and Parker using the numerical finite
difference method with field data established a one-dimensional mathematical formulation
for downstream fining in sand-bed rivers [9]. Jang et al. studied the effects of lifting force on
bed sediment size using a numerical model in another investigation. The outcome showed
that the consequences of the mentioned force were significant [10]. Kuhnle et al. surveyed
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the impact of bed shear stress on the bed grain size distribution with a poorly sorted
combination of sand and gravel. They proved the increasing of the bed median sediment
size with bed shear stress [11]. In a series of experiments by McKie et al., the various
distance effects of stabilized large sediment particles on the bed and transported sediment
sizes in gravel-bed rivers were investigated. The results reflected that reducing the spaces
between the particles made the transported and bed sediment sizes coarser [12]. White
and Nelson used a sinusoidal flume with constant flow rates to study the mechanisms
influencing sediment sorting patterns in a channel bed. They reported that interactions
between channel shape, bed topography, and secondary currents led to fine and coarse
sediment deposition on bars and pools, respectively [13].

Additionally, some research has used traditional regression approaches to predict the
relation between the distribution of sediment particles and other hydraulic variables. Yen
and Lee formulated transverse sediment sorting in a laboratory channel bend under un-
steady flow conditions and determined a regression equation for the variation of sediment
size [14]. Pitlick et al. expressed a regression relation for grain size in bed surface and
substrate layers with flow properties in gravel-bed rivers [15]. Also, using the least squares
linear regression method, Naito et al. set out a study about a total bed material relation for
a fine sediment mixture to treat grain sorting in sand-silt bed rivers [16]. However, these
techniques may need to be more efficient to fully explain the effect of channel geometry
variables and flow parameters in an alluvial channel [17].

On the other hand, various advanced models like Generalized Additive Model (GAM),
Multivariate Adaptive regression Spline (MARS), Support Vector Machine (SVM), and such
have been used for different hydraulically and hydrologically matters [18-22]. Among
these, GAM and MARS sound fairly comprehensive to expand a set of formulas for
estimating the particle sediment size in bends. Recently, these techniques have been
successfully used to present a variety of subjects related to flow and sediment dynamics [23,
24]. Each regression model has its own strengths and weaknesses; for example, although
the power model errors may increase with multi-collinearity between the parameters,
it is one of the best among the other traditional ones to predict the behavior of natural
phenomena. Also, the GAM interpretation results may be challenging due to the complexity
of their functions. However, it applies smooth functions to the predictor variables instead
of describing a quantity as a linear or polynomial function [25]. Regarding MARS, it is a
flexible method with optimal accuracy compared to the other techniques to clarify outputs
using linear and nonlinear relations [26]. Not only does MARS create nonparametric
modeling without using functional equations between inputs and outputs to recognize the
effect of relevant parameters, but it also selects essential variables automatically to predict
the results with a high analytical speed in comparison with the other techniques [27]. The
superiority of the MARS model is that its structure is additive and interactive, creating
fewer variable interactions and fewer deviations [28].

Despite conducting numerous studies on the sediment dynamics in natural meander-
ing bends, it is impossible to predict with certainty what parameters of the bend and which
elements of flow characteristics can affect the size of the bed sediment particles. Also, there
are some questions, such as whether there is a relation between the size of the bed sediment
particles as well as the large-scale components of the bend and flow characteristics, or
whether it is possible to estimate the size of these particles under the influence of bend phys-
ical specifications. So, calculating sediment particle sizes, especially in meandering rivers,
requires more attention and is a fundamental goal of sediment studies. For this reason, this
study focused on estimating the median particle size of sediments in alluvial gravel beds,
and attempts were made to find a reliable relation between the channel bend geometry
and the flow characteristics. To achieve this aim, field measurements were made to collect
data in the natural meandering rivers. In addition, dimensional analysis was applied to
diminish the number of variables involved and to introduce a nondimensional framework
based on the physical insight of the problem and the results of other previously conducted
research. Then, three regression forms—the power model as a classical one, GAM, and
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MARS as advanced techniques—were adopted to develop a mathematical relation between
parameters obtained from the dimensional analysis to choose the best-fitted model using
the R programming package v.4.3.2 [29]. Furthermore, the outputs were compared, and
the results of the superior model were evaluated with Bridge’s analytical relation. Finally,
parameter sensitivity and uncertainty analysis were employed to understand the trend of
the superior model estimations and ensure the robustness of this one.

Collecting the field data and identifying the effective parameters can strengthen
this study and provide a reliable understanding of this issue. Additionally, developing an
empirical relation to determining the median size of sediment particles using three different
regression models and presenting the best model can help fill such a gap. Validation of
outputs with the analytical model can establish acceptable trust in the model and its results.

2. Materials and Methods
2.1. Field Measurements

A number of 187 sediment samples were collected from different reaches of four
meandering rivers named the Niakan, Zayandehrood, Karun, and Khersan in Chaharmahal
Va Bakhtiari and Koohkelooyeh Va BoyerAhmad, the provinces of Iran. The sampling sites
were selected based on availability, and the bed materials ranged from different gravel
sizes. Moreover, no regulatory structures or human activities were accessible up to 10 times
the bankfull width from upstream and downstream reaches. Accordingly, nine free bends
with different curvature radii were considered, four of which were located in the Niakan
River in Niakan valley (50°09'06” E, 32°31'52" N & 50°09'11" E, 32°31’33" N, two in the
Zayandehrood in the vicinity of Owregan village (50°25'33" E, 32°36'18" N), two in the
Karun near DoPolan region (50°35'50" E, 31°54/31” N & 50°37'21" E, 31°52'31” N), and
one in the Khersan downstream of Kata village (51°15’30” E, 31°11'05” N). Figure 1 shows
the locations of the study areas.

'A. ‘\‘ S
— "‘xt'g_i' o

e 2
¢ I = wr
.

T,

i &

‘§ngah" e &'ﬁ
53°00"E ’\—Q}k‘; ‘®
o

Legend
55 Boundary @ Village
<& River —=> Flow Direction

Figure 1. The location of the study areas in Zayandehrood, Karun, Khersan, and Niakan Rivers, Iran.

To gather bed-surface sediments and flow data, a minimum of three and a maximum
of five cross-sections for each river were chosen based on the dimensions of the bends.
However, one or two extra cross-sections were considered for accuracy in large bends.
Cross-sections were surveyed by dividing them into several subsections, each ranging from
0.5 to 6 m. Following that, from the beginning to the end of each interval, bed samples
were gathered into 200 pebbles lying to a depth of up to 1.97 m. Simultaneously, water
depth and flow velocity (streamwise component) were recorded at each sampling point
along the cross-sections. A current meter (Ab Andishan Zayandehrood, Isfahan, Iran) with
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the capability of flow velocity measurement in the 0.05 to 5 m/s range with an accuracy of
£0.1% to £5% was used to gain the water velocity.

Also, surveying was undertaken using multi-frequency G.P.S. and total station instru-
ments (Ruide Surveying Instrument Co. Ltd., Guangzhou, China) to obtain the topographic
data of the river bends by two sets of measurements along the water surface and floodplain.
The distance between the surrounding points was determined to be between 0.5 and 1 m to
accurately record the geometry of the bends (about 2000 points for each bend on average).
Field collection of data and sampling were conducted in the rivers in October, November
2019, and May 2020.

In the next step, after drying, all the sediment samples were sieved and weighed based
on laboratory methods, using mechanical sieving, submerged, and direct shear tests to
characterize median grain sizes (ds), Specific Gravity (SG), and internal friction angle ().
The point sample weights ranged from approximately 120 to 800 g, and all the samples
were gravelly sediments based on Unified Soil Classification System (U.S.C.S.) [30].

Calculated flow parameters, including the average flow velocity and the bed shear
stress, were determined regarding the mid-section method and consideration of the formula
Ty = pwgRyS, respectively, where p,, shows the water density, g stands for the acceleration
of gravity, R;, signifies the hydraulic radius, and S is the energy slope. In addition, after
processing geometric field data, the radius curvatures of the bends, R., were obtained
by adjusting a circle on the center line of the bend. Similarly, the observed data via
fundamental relations distinguished other flow-relevant and channel geometry variables.
Table 1 summarizes the range of both the observed and calculated data.

Table 1. Range of the observed data and calculated parameters.

Variables Units Minimum Maximum

Flow depth, h m 0.15 1.97

Channel top width, T m 3.60 58.5

Flow velocity, u m/s 0.10 1.44
Mean sediment size, dsg mm 15 53

Specific Gravity, SG - 2.66 2.74
Angle of integral friction, ¢ © 24 32
Curvature radius, R, m 50 287

Longitudinal slope, ¥ - 0.005 0.01

Transverse slope, & - 0.0015 0.0075

Since the purpose is to calculate dsy along the bend, the sediment characteristics in
each cross-section, identical to the values of the flow parameters, were averaged and used
in the dimensional analysis.

2.2. Dimensional Analysis

The bed sediment particle size in a river bend with a radius curvature of R, the
cross-sectional mean flow velocity of u, and the shear stress of 7, were expressed by the
following functional form:

f(T/ RC/ Dh/ dSO/ﬁI Tb/g/ ,U/Pwrps _Pw) = 0/ (1)

where T stands for channel top width, D;, signifies hydraulic depth defined via dividing
the flow area by channel top width (Dj, = %). dsp symbolizes median sediment grain size,
0s mirrors sediment density,  shows water dynamic viscosity, and g and py, are the same
parameters previously described.

The functional relation was obtained using the Buckingham I1-theorem [31] with the
number of variables and the base quantities (i.e., length, time, and mass). The number of
seven I1; obtained was generated by choosing oy, T, and d5( as repeated variables. The
first dimensionless parameter (I1;) was developed via dividing T by dso (I1; = d—go). This
parameter introduces the median sediment particle size in a given section of the bend
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with a width of T. Changes in sediment size in river bends depend on cross-circulation
motion related to the curvature ratio [32], so % was selected as the second-dimensional

group (I, = [%B), which can be changed to the curvature ratio via the combination with
ITy; 115 = I x I} = % It is also reported that the aspect ratio and submerged specific
gravity can affect the sediment particle size [33]; thus, 113 = % that can be changed to

I = I x Iy = - and [Ty = 27% = G — 1.
T

Another effective parameter produced by shear stress, 15 = , can be converted

pwgdso
to a new dimensionless group by division of Il5 and Iy (IT5 = pg(séib—l)dso) to obtain a
known parameter presented as the Shields number, 6;.4s. The following dimensionless

dso\/uTy L . .
WTM, considering T, = ppu? and ® = p/py, in which

developed parameter was Iy =
us is the shear velocity and ¢ is the water kinematic viscosity that equals 107% m?/s,
simplified as I1f, = ”*T%O named particle Reynolds number, R,..

The role of natural flow regimes introduced by another nondimensional group devel-

oped via Iy = ﬁ\‘/rfbj This parameter, rewritten to another combined dimensionless group,
a2 7
I, = in 5 , led to the Froude number, F, = \/ﬁ.

By considering the mentioned dimensionless groups, the following functional relation
can be expressed between the sediment particle size and the variables:

d7]510 = f/ (I;C/ Dlh’ 5G — 1, 0gpje145, Rex, FT) (2)
where the values R./T, T/Dy,, SG — 1, 0ypie145, Rex, and Fr are taken as input variables to
determine T /ds.

Since some parameters may depend on others, it is essential to figure out and omit
them to ensure all the input variables are independent. So, the correlation analysis method
was used to evaluate the data dependency.

2.3. Correlation Analysis between Variables

Multicollinearity is a statistical event where independent variables in a regression
model are highly correlated and cause an unrealistic model to be developed with incorrect
results. The Bartlett sphericity test [34] was applied to survey the correlation between the
parameters and eliminate highly correlated variables. In the first step, the p-value resulting
from the test statistic was much less than the significant level («), equal to a value of 0.05,
which indicated a dependency on the data. By using the correlation matrix, it was found
that the maximum correlation factor was between Res and 6,145, with an r value of 79%.
Therefore, Re+ was removed from the predictor variables.

Later, by reusing the test for the remaining variables, the p-value came to be 0.0003,
which was also less than a. In the correlation matrix, it was determined that the parameters
T/Dy, and 8014 had the highest correlation coefficient (r = 41%). Consequently, the
variable T/Dj, was eliminated from the other parameters. By readjusting the test, the
p-value was equal to 0.1256, more than «. Thus, the assumption of data independence was
established, and the final correlation coefficients between the variables were low enough,
as shown in Table 2.

Table 2. Final correlation coefficients between the independent variables (%).

Variables SG—-1 Oshiclds R.IT Fr
S5G—-1 100 26 -30 —18
gshields 26 100 —-23 _22
Re/T -30 —23 100 29

Fr —18 —22 29 100
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Accordingly, among the dimensionless groups, SG — 1, Ospje14s, Re/ T, and Fr were
considered independent variables to develop the sediment particle size relation. Before
using the regression models, the data were split into training and testing sets. There is no
particular criterion for splitting, and researchers have used various segmentations between
the data [35]. This study used a repeated random sub-sampling technique based on the
splitting data with 50 iterations. The data are split into 75% for training and 25% for testing.

3. Results
3.1. Power Regression Model

Multivariate power regression is one of the most common methods applied in dimen-
sional analysis [36]. It is expressed as:

y=c % 3)

where y is a dependent output variable (%), cp displays a constant term, x; presents
independent input variables (Table 2), k; clarifies the power of the ith term, and N reflects a
number of variables.

Fifteen combinations of the independent variables were considered using the power
regression method, and they were evaluated by the Root-Mean-Square Error (RMSE) and
the Mean Absolute Error (MAE) indices using the following expressions [37].

(0 — P:)?
RMSE = % “4)
" 10 — P
MAE = % ©)

in which O; is the real value for ith observation, P; is the predicted value for ith observation,
and 7 is the number of observations.

The best combination, based on testing data, was related to SG — 1, Ogp;e145, F7, and
R/ T (Table 3).

Table 3. The values of RMSE and MAE indices for different combinations of independent variables.

RMSE MAE
Combination of Independent Variables — : — :
Training Testing Training Testing
SG-1 525.97 608.34 419.99 379.70
Oshields 416.95 632.43 270.43 473.38
Fr 551.72 689.03 389.27 523.99
R/T 462.39 512.70 300.02 315.26
SG — 1, Ospierds 582.82 407.16 252.70 441.27
SG—1,Fr 600.90 529.84 379.52 416.06
SG—-1,R;/T 436.20 556.10 284.49 364.76
Osnields, FT 409.28 580.50 262.30 398.90
Osnierdss Re/T 325.61 440.31 224.85 329.45
Fr,R./T 456.88 515.11 291.77 310.20
SG —1, Ospjergs » Fr 369.94 541.79 254.82 392.73
SG — 1, Ospjeras, Re/ T 311.40 365.47 214.74 281.36
Osnieras) Fr.Rc/ T 301.26 386.83 200.28 271.23
SG—1,Fr,R;/T 437.61 549.43 282.11 367.02
SG — 1, 6gpjergs, Fr, Re/T 287.65 320.99 197.53 247.61

For the prominent combination, the RMSE and MAE values of the training data were
287.65 and 197.53, respectively, and the values for the testing data in rank were 320.99
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and 247.61. The model showed sufficient accuracy in its predictions and can be described
as follows: 09
e = 096(5G — 1) Byaq) ¥ (Fr) 0 (1) ©
50
In addition, sensitivity analysis was performed for the input variables using an analy-
sis of variance (ANOVA) test to discover the significance of each parameter in the model [38].
As shown in Table 4, based on the p-value, it can be concluded that the (SG — 1) variable
had no significant level. Therefore, it produced a minimum effect on Equation (6), so it
could be ignored. The remaining variables R./T and 6g;.;4s had high and F, medium
significant levels.

Table 4. p-values based on ANOVA test for each variable in power regression.

Variables p-value Result
SG—-1 0.31230 > 0.05 No significant level
Fr 0.05 < 0.05448 < 0.1 Medium significant level
Oshields 0.00021 < 0.001 High significant level
R./T 0.00002 < 0.001 High significant level

Accordingly, an optimum power relation for predicting sediment particle size could
be re-expressed without the (SG — 1) variable with a coefficient of determination (R?) of
0.81 (Equation (7)).

T 053,051 ( Re\ M
—— = 3141 (Ospieras)  (Fr) - @)
5 T

3.2. GAM Model

The Generalized Additive Model (GAM) is an algorithm based on generalizing a linear
model with a series of predictors containing common features for each auxiliary variable,
first introduced by Hastie and Tibshirani in 1990 [39]. This model has neither the complexity
of advanced models nor the incompatibility of classical ones. Proper configuration of
different functions in GAM may produce an accurate model more consistent with the data
than the linear model [40]. Using nonparametric smoothing functions makes it possible to
describe complex environmental phenomena adequately [23]. The basic form of the GAM
model is represented by:

N
y:CO+ZSi (xi) (8)
i=1
where ¢ reflects a constant term, S; (x;) is different from the smooth functions, and N
displays a number of variables.

Generally, the GAM optimum model has been developed by selecting the best normal
function for each auxiliary variable versus the objective variable separately and adding
them together [41]. Here, we used four primary function forms, namely polynomial, power,
exponential, and logarithmic, to obtain the most appropriate model for each auxiliary variable.
Then, the best-fitted function form was selected based on the R? value (Figures 2 and 3).
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Figure 2. Primary function forms to obtain the most appropriate model for each auxiliary variable in
the GAM model: (a) T/dsg versus SG — 1; (b) T/dsy versus Fr.
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Figure 3. Primary function forms to obtain the most appropriate model for each auxiliary variable in

the GAM model: (a) T/dsg versus Ogpp14s; (b) T/dsg versus R./T.

Among the fitted functions, the polynomial form with degrees 2 and 3 seemed the
best for T/ds versus SG — 1. The value of R? for them was the same and almost equal to
0.34. Hence, the low-order polynomial function with degree 2 was picked as the best form.

A polynomial function with order 3 created the best match of T /dsg versus 0g;e14s and
F, with R? values of 0.87 and 0.16, respectively. Also, the best-fitted function for T /ds
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versus R/ T appeared to be the logarithmic form with the highest R? equal to 0.77. Table 5
shows the best-matched functions with the corresponding R? for each auxiliary variable.

Table 5. Best-matched functions for auxiliary variables in GAM regression model.

Variables SG—-1 Fr Oshields R.IT
Best form Polynomial Polynomial Polynomial Logarithmic
Order 2 3 3 -
R? 0.34 0.16 0.87 0.77

Using the GAM model, the selected forms for each auxiliary variable were combined
as an additive equation to create a single equation and predict the T/ds with (Equation (9)).
The RMSE and MAE equal 390.79 and 375.32, respectively, for the test data set.

R
L~ 979.763 — 220,184 x log(TC) + F(E) + §(Ospieras) + k(SG — 1)

F(F) = F x (—351.188 4 70.58 x F, + 411418 x F?) o
9
g(es;”‘elds) = 95hiflds X (7771595 + 827.056 x BShields —305.378 x Gghields)

k(SG—1) = (SG —1) x (672.23 4 534.36 x (SG — 1))

In order to find the optimal combination of the variables (Equation (9)), the recursive
elimination algorithm [42] was used to select the most effective variables so that T /ds
could be predicted. This algorithm applied a backward selection process and removed
the variable(s) of minor importance based on the model evaluation metric. Here, the
ANOVA test was applied, and the SG — 1 with a p-value equal to 0.52 (more than 0.05) was
omitted. After removing this parameter and re-examining the test, the p-value was less
than 0.05 for other variables. Thus, the final model extracted for T /d5y was determined
considering the functions 6g;0145, Fr, and R,/ T, with RMSE and MAE equal to 382.49 and
367.57, respectively. This relation, with R? equal to 0.72, is expressed as follows:

£ =1108.80 - 278.18 x log (56 ) + F(E.) + g(6sptas)

dso
f(E) = F x (~341.91 ~ 18.89 x F, + 434.69 x F,?) (10)
g(GShields) = HShields X (—81736 + 1004.84 x GShields —465.78 x Géhields)

3.3. MARS Model

The multivariate adaptive regression spline (MARS) method is a nonparametric regres-
sion initially introduced by Friedman in 1991 and applied by various researchers [43]. It
separates the data into several intervals and fits a spline to an interval. Each spline divides
the predictors into subgroups for linear relations, automatically combining the relations
between parameters to predict outputs [44]. The MARS general formula will be:

y=rco+ Zil ¢iSi(x) (11)

In which vy, ¢y, and x were described earlier, c; means constant, S; implies basis
functions that may be one of the three forms: constant, hinge functions, and products of
two or more hinge functions, while N indicates the number of basis functions of the model.
Basis functions can have two different subcategories, one max(0, x — constant) and the
other max(0, constant — x).

MARS uses two stages, the forward and backward processes, to get the optimum
model. In the forward stage, the model is built by generating the basis functions based on
Equation (9). Then, backward elimination is employed to simplify the model by removing
the least effective basis function terms according to performance-evaluating indices (where
RMSE, R?, and MAE were used). Then, backward elimination is employed to simplify
the model by removing the least effective basis function terms according to performance-
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evaluating indices (here, RMSE, R2, and MAE were used). Two tunning parameters
are associated with the MARS to avoid overfitting in the model: the maximum degree
of interaction and the nprune, which shows the maximum number of expressions after
removing some predictors [45]. The degree value can be considered one, two, and more,
and the nprune is calculated using 2 < nprune < [min(200, max((20,2ny)) + 1], where ny
presents the number of predictor variables.

Since increasing the degree can lead to error enhancement and instability in the
model predictions, we experienced 1 and 2 degree values for the existing model. Also,
four predictors, SG — 1, g5, Re/ T, and Fr, existed to form the model (ny = 4). So,
19 possible values for nprune (nprune = 2, 3, ... 20) were taken into account. The MARS
model was initially created based on four basis functions with defined degree and nprune
values, whereas all the developed models were evaluated considering the RMSE and MAE
performance indicators. The results showed an optimum model achieved with a degree
value of 1 and a nprune value of 3, with the lowest RMSE and MAE values equal to 140.47
and 84.80 based on the testing data set, respectively. This model had a high value of R?
equal to 0.95, and T /dsy was predicted as follows:

2 = 107.86 + 39457 31 h(Oupieas) +40.71 h (%)

ds0

h<95hields) = max(or 0.0291183 — Gshields> (12)
h(%) = max(0, 13.4466 — %)

4. Discussion
4.1. Comparison of the Models

Power, GAM, and MARS models were used to develop the relation for predicting %
versus the effective variables. To determine which model has the maximum adaptation
with the observed data, the scatter graph was plotted for the training and testing data
separately (Figure 4). Consequently, the MARS method matched the observed data better
than the others, with the highest correlation coefficient of R? equal to 0.95 compared to
power (0.81) and GAM (0.72). Also, the performance of the three developed models based
on RMSE and MAE was calculated for both the training and testing data sets. In addition,
the Mean Absolute Percentage Error, MAPE, was used from the following expression [46],
to ensure that more accurate results were gained (Table 6),

1 n

Oi - Pi
MAPE = -} .,

O;

x 100 (13)

where O; and P; is related to both the real and predicted values for ith observation, respec-
tively, and 7 is the number of observations.

Table 6. Error analysis of predicted % by power model against GAM and MARS.

Training Testing
Index MARS Power GAM MARS Power GAM
R? 0.96 0.85 0.74 0.95 0.81 0.72
RMSE 140.64 287.65 523.06 140.47 320.99 382.49
MAE 79.12 197.53 472.59 84.80 247.61 367.57
MAPE (%) 14.39 31.13 188.93 13.75 44.10 143.79

According to Table 6, all the error indicator values for MARS are less than the power
and GAM models in both data sets. The value of RMSE was equal to 140.47 for MARS
versus 320.99 and 382.49 for the two others in the testing data. In addition, the MAPE value
of 13.75% was gained for the MARS in the testing situation. So, this model can present
an adequate relation for predicting sediment particle size in the river bends with better
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results than the others. After the MARS, the power model gives proper outputs, indicating
the ability of this traditional method to develop an empirical relation for sediment grain

size determination.

Also, the performance of the three developed models based on RMSE and MAE was
calculated for both the training and testing data sets. In addition, the mean absolute
percentage error, MAPE, ref. [46], was applied to ensure that more accurate results were

gained (Table 6).
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Figure 4. Predicted T/dsq versus observed with R? for training and testing data: (a) Training data,
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4.2. Comparison of MARS with Analytical Method

To validate the superior model (MARS) with an analytical approach, Bridge's relation [5]
was used. This relation calculates the median size of bed sediments in river bends for steady
nonuniform flow and noncircular (sine-generated) bend conditions (Equation (14)).

D— 3Tb
~ 2(ps — pw)g(cosatan pcos y — sin-y)

(14)

where D is the median size of bed sediments, x and < are the bed transverse and longitudi-
nal slopes, ¢ shows the angle of internal friction, and other parameters have already been
introduced.

The values of d5q calculated by Bridges’ relation utilizing the field data were used to
obtain T'/d5g in the bends. Then, both analytical and MARS models’ results were compared
with the observed data, as shown in Figure 5. The MARS results presented a better fit than
the analytical method with a higher R?, which equals 0.96 against 0.89.

2500
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X Bridge 1977
s x
— ] me
R 1500 A A
e
2
R~
3
.U
3
L 1000
500
0
0 500 1000 1500 2000 2500

Observed T/ds,

Figure 5. MARS and Bridge results against observed values of T/d5q for all the data, n = 35.

Furthermore, the outputs of the RMSE, MAE, and MAPE indices showed that the
MARS performed better than the Bridge’s relation (Table 7).

Table 7. Error analysis of predicted % by MARS against the analytical model.

Index MARS Analytical Model
R? 0.96 0.89
RMSE 140.04 200.21
MAE 78.78 116.44
MAPE (%) 14.22 23.46

The error percentage (MAPE) of the MARS model (14.22%) is about 9 percent less than
the value of the analytical model (23.46%).
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4.3. Sensitivity and Uncertainty Analysis for MARS Model

The sensitivity analysis for input parameters in the proposed MARS model was
performed. Two parameters, 050145 and %, affected the model’s output. Figure 6 shows

. T . . ,
the changes in the percentage of ;- against the variable’s change percentage.
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Figure 6. Changes percentages of T/d5y against 8,145 and R./ T change percentage.

The figure shows that with a change of 5% to 30% of the values of 6;,15s and R,/ T,
T/dsy will change about 3.5% to 18% and 2% to 13%, respectively. This represents the
sensitivity of the MARS model results to the input variables within the uncertainty in the
model. Also, analysis of the uncertainty of the MARS along with the power, GAM, and
analytical method for prediction of the bend of gravel-bed rivers is demonstrated in Table 8.
This table reflects the mean prediction errors, the width of the confidence band, and the
95% confidence interval of the mean prediction errors. The mean prediction error was
calculated based on the average error for each data set; the width of the confidence band
was determined via the error and Standard Deviation (SD) according to the Wilson score
method; and the 95% confidence interval of the mean prediction errors can be specified as
+1.96SD [28,47].

Table 8. Uncertainty analysis for the prediction of % by MARS and other approaches.

95% Confidence

Model .M.e an V.Vldth of Interval of Mean
Prediction Error Confidence Band . .
Prediction Error
MARS —63.27 +42.22 —105.49-21.05
Analytical model —90.09 +62.43 —152.52-27.66
Power 91.71 +108.00 —16.29-199.71
GAM 145.76 +159.75 —13.99-305.51

The values of the mean prediction error and the minimum confidence band width
for MARS are —63.27 and £42.22, respectively. These demonstrate that the MARS is more
suitable for the prediction of T/dsy than the other methods.
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5. Conclusions

This study has developed an empirical relation capable of estimating the median
sediment particle size (dsp) in gravel river bends. Field data were collected from different
cross-sections placed at bend apex and crossovers in various rivers. By using these data and
dimensional analysis procedures, % was calculated at the bends’ cross-sections. Applying
correlation analysis between variables showed that the cross-sectional mean flow velocity,
11, bed shear stress, 13, radius curvature, R, as well as sediment density, ps, were essen-
tial parameters to generate the nondimensional variables containing Froude number, Fr,
Shields parameter, 6y;.145, the curvature ratio, %, and the submerged weight of sediment,
(SG — 1), respectively. These parameters based on the collected field data were restricted to
Fr<1,0.01 < Ospjerqs < 0.11,2.62 < % <19.18, and 1.65 < SG — 1 < 1.74. In the following,
we applied three regression models (power, GAM, and MARS) to develop an appropriate
relation between the geometric, hydraulic, and sedimentary parameters. Then, statistical
metrics were employed to compare and choose the best-fitted model. Finally, MARS, as
the preferred one, was validated with the analytical model, and sensitivity and uncertainty
analyses were performed for it. It seems that the relation developed here has enough
robustness to predict the bed sediment size in river bends. Other conclusions have been
established from this research, as considered below:

1. It was found that two parameters, R./T and 60ge14s, are the most important in af-
fecting dsp. This means that 7, and R, from the flow hydraulic and channel geom-
etry characteristics are the significant parameters to determine dsy in meandering
river bends.

2. The MARS formula showed that it was a better match with the observed data than
power and GAM and had less error compared with the analytical model of Bridge.
Although this needs to be assessed in more rivers, it can be an appropriate rela-
tion to calculate dsp in gravel channel bends in engineering applications within
parameter ranges.

3. There have been rare studies to determine the sediment particle sizes in river bends,
and the existing relations, such as Bridge’s model, do not provide physical insight
on how bend parameters affect sediment size. The proposed relation in this current
article provides a reliable evaluation of sediment sizes based on bend characteristics.

4. After MARS, the power model created better outputs. Even if this is a traditional
approach, it presents a simpler relation with fairly good results for determining the
size of sediment particles in bends.
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Abstract: Stream corridor erosion can majorly contribute to the overall sediment and phosphorus
load in urbanizing watersheds. However, the relative contribution of stream bed and bank erosion,
compared with upland watershed sources and the potential for stream restoration to mitigate total
contaminant loads, is poorly understood. In this study, a new method was developed, using the
percent impervious cover (PIC) indicator of urbanization to evaluate the relative contribution of the
stream corridor versus upland watershed contributions to observed total sediment and phosphorus
loads in the receiving watercourse. This method was used to develop a cost-optimized mitigation
plan, including implementing low-impact development (LID) stormwater infrastructure for urban
areas and agricultural best management practices (BMPs) for rural areas in the watershed and stream
restoration for the degraded stream reaches. A new cost-benefit analysis methodology is developed
and used to assess the relative benefits of the mitigation measures for the case study of the Tannery
Creek sub-watershed of the East Holland River in Ontario, Canada. The novel contributions of this
study include the development of three relationships to estimate sediment and associated phosphorus
loading based on contributing catchment area and land use, as well as a method to optimize the
costs and benefits of planned mitigation measures. The results support stream restoration as an
essential and cost-effective part of a comprehensive water quality watershed management plan to
help maintain healthy streams in urbanized watersheds.

Keywords: stream restoration; regime channel; suspended sediment; phosphorous load; percent
impervious cover; cost-benefit analysis

1. Introduction

Altered hydrological flows from urbanizing watersheds can cause a range of harmful
effects on aquatic life, which may manifest into what is commonly referred to as the urban
stream syndrome [1-3]. Urban stream syndrome describes the effects of significant and
unmitigated urbanization on stream systems [3]. The common symptoms include change
in flow regime, erosion and sedimentation, and associated impacts on pollutant loading
and habitat health [4,5]. In particular, bank erosion may contribute a significant fraction of
total phosphorous (P) loads [6,7].

Regime conditions refer to a state of dynamic stability where energy expenditure by
flowing water is at a minimum, erosive forces of the flowing water are in balance with
substrate resistance to erosion, and the net transport of sediment into and out of the reach
approaches zero [8]. In watercourses impacted by urban development, the distribution
of flow increases and may cause the erosive forces of the flowing water to become out of
balance with the channel geometry and substrate resistance to erosion. In a previous study,
we assembled a database of channel geometry and sediment size for in-regime rivers and
used machine learning to develop a model of regime conditions based on stream power [8].
The specific stream power (stream power per unit channel width) model was found to
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be a reliable indicator of stream reaches both in and out-of-regime conditions [8]. In a
subsequent study, flow distribution and contaminant loading in the Southern Ontario,
Canada, study area were investigated and found to be well correlated with the level of
urbanization in the contributing watershed [9].

Urban stormwater management systems can partially mitigate the adverse effects of
urbanization on streamflow and sediment regimes [3]. Systems prioritizing storage, infiltra-
tion, and evapotranspiration should be included to mitigate the effects of urbanization on
the water budget and form determining peak flows. Efforts to reduce the component of the
annual sediment load mobilized by larger flood flows, streambed and bank stabilization,
and stormwater management systems that significantly control peak flows during large
storm events will be most beneficial.

Low-impact development (LID) green infrastructure is increasingly utilized in urban
stormwater management and has proven effective in both water quality and peak flow
control [10-16]. LIDs are designed to mimic natural hydrologic processes and address
hydrologic symptoms of the urban stream syndrome [17]. In rural areas in watersheds
such as agricultural farmlands, several studies report the effectiveness of agricultural best
management practices (BMPs) such as no-tillage, buffer strips, and cover crops in stream
water quality improvements [18-22].

In recent stormwater management systems, LID and green infrastructure practices are
often combined with agricultural BMPs and stream restoration projects [23-25]. However,
in highly degraded streams, bank stabilization has the largest potentially beneficial effect
in improving stream water quality [26]. Customized solutions show better results when
selecting an approach for urban stream management [27]. Further research is required to
identify cost-effective BMPs to restore the ecosystem’s health in urbanizing streams.

Aquafor Beech Ltd. [28] completed a review of published total phosphorus (TP) con-
centrations in streambank materials. After screening data and limiting it to North American
studies, they found that “the arithmetic average of total phosphorus concentration was
approximately 400 mg of Total Phosphorus (TP) per kg of sediment [26]”. This value can be
used as a representative estimate of TP content in bank materials to estimate potential TP
load that may be prevented with stream restoration work. However, if a stream restoration
project is deemed worthy of phosphorus (P) offset credits, site-specific sampling of bank
materials should be completed to improve the estimate of TP content before finalizing the
dollar amount of credit to be awarded.

Recent studies have emphasized combining interrelated river functions when cal-
culating stream restoration credits [29,30]. The Chesapeake Bay Stormwater Network
recently reviewed and provided consensus recommendations for assigning stream restora-
tion credits through an existing Prevented Sediment Protocol [31]. Credits given under
the Prevented Sediment Protocol recognize that stream restoration can secure sediment
and phosphorus at the source and prevent it from contributing to phosphorus loading
downstream. Recent studies [29-34] have recommended that restoration credits seek a bal-
ance between sediment entrance and exit by acknowledging the combination of hydrologic
contribution and bed and bank erosion to nutrient load. Conversely, stream restoration
projects only built for infrastructure protection should not be eligible [33]. In addition, past
research indicates that stream restoration projects are more effective at the watershed scale
rather than the reach scale [35,36].

Several studies have identified stream corridor erosion as a significant source of
sediment and P loads; however, a method to assess the magnitude of P loads using readily
available data remains a knowledge gap [29-36]. Identifying a general relationship between
stream channel stability or regime conditions and sediment and phosphorous load, based
on readily available data, represents an additional knowledge gap. A readily applicable
method to assess the relative role of stream corridor sources of sediment and P loads,
compared with upland sources, including wash-off from impervious urban areas and
sediment delivery from agricultural land, also represents a knowledge gap. In addition, a
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method to assess the relative benefits of common mitigation measures, including stream
restoration, LID, and BMPs, on reducing total P’ load represents a knowledge gap.

Therefore, the main goal of this study is to develop a more accurate methodology
to quantify the relative contribution of stream bed and bank erosion compared with the
upland watershed sources of sediments and phosphorous loads. The sediment and phos-
phorous loads source contribution allocation results are then used in a catchment scale
cost-benefit analysis of available mitigation measures, including BMPs for the rural areas
of the watershed, green stormwater management infrastructures (LIDs) for the urban
areas, and stream restoration projects for the degraded portions of the stream network in
urbanizing watersheds.

2. Materials and Methods

This section provides an overview of the data sources and methods used to assess
sediment and P loading, mitigation measures, including stream restoration, and a cost—
benefit analysis. The results of this analysis are discussed in Section 3.

2.1. Data Sources

Tannery Creek is a tributary of the East Holland River, which flows to Lake Simcoe
near Holland Landing, Ontario. Tannery Creek drains an approximately 40 km? watershed
in an urbanizing area with a history of agricultural land use. In this study, we optimized
mitigation alternatives to reduce sediment and phosphorous loads from Tannery Creek
and its watershed. The Tannery Creek Watershed is shown in Figure 1.
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Figure 1. Tannery Creek Watershed.

The Tannery Creek watershed has a history of agricultural land use, with significant ur-
ban development over the last few decades, particularly in Aurora. The Ontario Watershed
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Information Tool (OWIT) was used to delineate catchment areas contributing to Tannery
Creek tributaries, find incremental and total upstream catchment areas contributing to each
numbered reach, and assess the percentage of the incremental catchment area with urban
or rural land use from the Ontario Land Cover layer. The incremental catchment area is
the local area contributing to the study reach, not including areas contributing to upstream
tributaries, while the total upstream catchment area includes both the local catchment and
the catchment contributing to all upstream tributaries of the local reach. The results are
illustrated in Figure 1 and summarized in Table 1.

Percentage impervious cover (PIC) for every reach was estimated using OWIT urban
land use areas for the Tannery Creek watershed. Using PIC and the incremental catchment
area, the area of impervious cover in each incremental catchment and the total contributing
upstream catchment were calculated. Typical performance data for various common
Low-impact development (LID) features were sourced from the Sustainable Technologies
Evaluation Program (STEP) Low-Impact Development Stormwater Management Planning
and Design Guide [37]. Three common LID features were considered in this study, including
infiltration trenches, bioretention cells, and permeable pavement. Infiltration trenches are
designed to capture stormwater runoff and allow it to infiltrate into the ground over an
extended period of time [37].

Bioretention cells are vegetated stormwater storage facilities that are excavated into
the ground and filled with filter media capable of supporting vegetation [37]. Bioretention
cells may serve to detain and filter stormwater prior to discharge or retain and infiltrate
stormwater, depending on the conductivity of the surrounding soil. Permeable pavement
is porous to allow precipitation to infiltrate through the pavement and into an underlying
storage area, where it may be detained and discharged or retained and infiltrated into the
surrounding soil over an extended period of time [37]. These features are commonly used
to intercept and treat stormwater from impervious areas.

The cost of implementing LID measures varies significantly depending on the type
of LID, whether the LIDs are implemented as part of a new development or retrofit,
the planned lifetime of the LID and the development it services, the existing level of
urbanization of the development area, real estate costs, topography, surficial soils and
depth to the groundwater table. However, representative lifecycle costs for various LID
measures were required to compare the costs and benefits of common LIDs with stream
restoration costs. A range of cost data was reviewed and used to identify representative
LID life cycle unit costs, as summarized in Table 1 [38—41].

Table 1. Summary table for cost and performance of various LID features [38—41].

LID ' SWM 2 Practice Infiltration Trench Bioretention Cells Permeable Pavement

Ratio of DA 3 to Treatment Area (range) 5:1 to 20:1 5:1to 15:1 1:1

Ratio of DA 3 to Treatment Area (typical) 20:1 15:1 1:1

Underdrain Yes No No

Life Expectancy (years) 25 25 25

STEP - 5

Lifecycle Cost (Cdn $/m*) $670 $433 $201

Life Expectancy (years) 23 23 23

Chesapeake Bay Area

Life Cycle Cost (Cdn $/m?) * $529 $440 $274
Adopted Life Cycle Cost (Cdn$/ m?2) © $529 $440 $274

Notes: 1 LID—Low-Impact Development. 2 SWM—Storm Water Management. 3 DA—Drainage Area. 4 Based on
the currency exchange rate of 1.00 Canadian $ = 0.76 US $. > STEP—Sustainable Technologies Evaluation Program.
6 One Canadian $ = 0.68 European EUR (average 2019 to 2023).

Stream restoration cost may vary significantly based on several factors: the length
of the channel restored, the ease of access to the channel, the level of urban development
and encroachment on the channel, the cost of negotiating and restoring access easement,
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topography, type of native and introduced substrate materials, and the design concept
employed. For this study, representative stream restoration costs were obtained from Lake
Simcoe Region Conservation Authority (LSRCA) records of stream restoration projects in
the East Holland River watershed (Figure 2), which Tannery Creek is a part of, showing a
linear increase in project cost stream restoration length.
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Figure 2. Lake Simcoe Region Conservation Authority records of stream restoration project costs.

Figure 2 shows a linear trend between the stream restoration length and total project
cost, with an initial cost of about $32,000 (to cover the equipment, design, permitting, and
mobilization) and about $274 per meter length of the stream restoration project. Data for
Figure 2 were collected by the Lake Simcoe Region Conservation Authority (LSRCA) and
provided to the authors for use in this study. These data include records of total costs to
complete stream restoration projects in the Holland River watershed (which is within the
Lake Simcoe Region Conservation Authority Jurisdiction).

Variability in these data is attributed to a range of project-specific factors, including
ownership of the land, site access and mobilization costs, the required level of engineering
design, and whether other infrastructure was affected by the restoration works. These costs
are for past projects, and the inflation needs to be considered to estimate the cost for future
projects. However, in this study, we are interested in the relative cost of stream restoration,
compared with the cost of LIDs for the upland watershed and the cost of agricultural best
management practices (BMPs) for a given snapshot in time.

2.2. Total Sediment and Phosphorus Loads

Total load estimates were calculated using the results of our recent studies [8,9], which
were developed from fieldwork in the watershed as well as historic hydrometric data
from the Water Survey of Canada and LSRCA, and water quality data from the Ontario
Provincial Water Quality Monitoring Network. Observed total loads were found for six
monitored watersheds within the study area, including both early and later stages of
urbanization, resulting in 12 observed sets of observed loads and corresponding watershed
land use distributions [9]. Previous studies have established the correlation between
loading and contributing areas of specific land uses [42-52]. MacKenzie et al. also showed
that total phosphorous load strongly correlates with suspended sediment load in the
study area [8,9]. These observed data and established correlations with land use in the
contributing watershed were used to develop linear relationships between land use and
sediment loading at the outlet of the catchment areas included in the current study, as
discussed in Section 3.4.
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The estimated annual average P loads for Lake Simcoe is approximately 72 t/y, of
which about 41 t/y is delivered to Lake Simcoe from tributaries [8,9]. The East Holland
River drains approximately 15% of the total tributary load, indicating an average annual
sediment load of approximately 2000 t/y (or 32 kg/d/km?) and P load of approximately
4.5 t/yr (or 0.07 kg P/d/km?). Total sediment and phosphorus load estimates for Tannery
Creek tributaries were allocated based on the catchment area and PIC [8,9].

2.3. Upland Sediment Sources

Comparison between rural and urban area sediment loads reveals rural areas, with
limited over-land-flow connectivity, have lower sediment loads than developed areas with
higher levels of imperviousness. As imperviousness limits the availability of exposed soil,
sources of sediment load move from upland areas to the stream corridor, destabilizing
stream channels and causing erosion of the stream banks and bed [39,40].

2.4. Estimating Riverbank Sources

The specific stream power is the work of flowing water per unit area of the channel
per unit time and is calculated using the following equation,

w15

- )

where w (W/m?) is the specific stream power, 7 is the unit weight of water (kN/m?), S is
the slope of the channel, Q, (m3/s) is the 2-yr return period flood flow, typically consistent
with the bankfull discharge, and T (m) is the top width of the main channel. In previous
studies, we developed a model for regime conditions using specific stream power [40].
The regime-specific stream power model was developed based on a large database of
previously published regime channel geometry, flow, and substrate data using machine
learning and considered channel slope, width, depth, substrate median particle size, and
the 2-yr return period peak flow (Q;) [40]. The model was tested against a range of observed
stream reaches in the study area and found to identify reaches that were out-of-regime
reliably [40]. Thayer et al. [41] discussed the effects of setting on the relative sensitivity
of stream geometry parameters and noted that slope can only be considered a dependent
variable on a geological time scale and is often not sensitive to change in shorter time scales
typically associated with urbanization in stream power limited watercourses [41].

MacKenzie et al. [8,9] provided a discussion of the relative sensitivity of change in
the key regime channel parameters and, based on typical conditions in the study area,
identified flow as the most sensitive variable to urbanization-induced changes, followed by
width and substrate size, then depth and lastly slope. The regime-specific stream power
model provides a way to evaluate the stability of urbanizing watersheds and was used to
evaluate regime-specific stream power for the Tannery Creek watershed.

Total stream corridor sediment sources were informed by data from the International
Reference Group On Great Lakes Pollution From Land Use Activities (PLUARG) for stream
bank erosion [53]. MacKenzie et al. [8,9] demonstrated the effects of percent impervious
cover (PIC) on net sediment and phosphorous loads in urbanizing watersheds. Increasing
PIC was shown to cause increases in both the flow duration curve and sediment rating
curve, which can result in increases in sediment and phosphorous loading.

We defined regime conditions based on the ratio of the specific stream power (w)
during the Q; event to the regime-specific stream power () (Equation (2)), following the
methodology we developed in [8,9]. Channel reaches with w/w ~ 1.0 were deemed to
be within the regime, while reaches with w/w > 1.5 were out of the regime, and reaches
that were in between values with 1.0 < w/w < 1.5 were in transition. Out-of-regime
channel density (ORD) is defined as the fraction of total stream length in a catchment that
is out-of-regime as defined by Equation (2).

L > 15 )

a
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Identifying out-of-regime channel reaches using Equation (2) requires knowledge of
the existing channel geometry, slope and substrate size, as well as the 2-yr return period
flow under existing conditions and estimated pre-development and future conditions.
Hydraulic modeling was used to evaluate specific stream power under these conditions for
comparison of the regime-specific stream power for each reach.

2.5. Hydraulic Modelling

The US Army Corps of Engineers, Hydrologic Engineering Center’s River Analysis
System (HEC-RAS) model was constructed for Tannery Creek and its tributaries to simulate
streamflow and water level and validated against observed water level data. A range of
estimated 2-yr return period flows spanning historic, current, and potential future levels of
impervious cover were used to model hydraulic conditions in Tannery Creek.

Staff gauges equipped with logging water level transducers were installed at seven (7)
locations in the Tannery Creek watershed to collect water level data from 2 September to 21
November 2021. In addition, a logging barometric pressure transducer (barologger) was
installed at the same location as Staff Gauge No. 7 (SG7) to allow the collected water level
data to be corrected for atmospheric pressure variations.

During the September to November 2022 monitoring period, one significant peak
flow event on 13 October 2022 was used to validate the hydraulic model. The peak flows
observed at LSRCA Tannery Creek at St. Andrew’s College and Water Survey of Canada’s
Holland River East Branch at Holland Landing were prorated, based on drainage area,
and used to populate flow change locations in the hydraulic model to run steady state
simulations.

The modeled water level results from the steady state simulation were compared with
the observed peak water levels at the staff gauge, and Manning’s coefficients were adjusted
in the model until the modeled flow depths reasonably approximated observed peak water
levels during the 13 October 2022 event.

In addition to the model of current conditions in Tannery Creek, simulations of
historical pre-development conditions and future fully built-out conditions were also
completed. The 2-yr return period flows (Q,) for the pre-development and future conditions
scenarios were estimated using a developed relationship between Q, and PIC in the
upstream catchment.

2.6. Mitigation Measures

The mitigation measures considered for this study included LID, BMPs, and stream
restoration. LID measures considered in the study included infiltration trenches and
bioretention facilities. Other LIDs, such as green roofs and permeable pavement, were
initially considered but ultimately not included because of the relatively high cost and
small treated area, especially when considered as retrofit opportunities. These measures
should still be considered for future greenfield development, in addition to infiltration
trenches and bioretention facilities. Further discussion of potential mitigation measures in
the Tannery Creek setting is included in Sections 3.5-3.7.

2.7. Cost—Benefit Analysis

A cost-benefit analysis focused on P load reduction was completed for Tannery Creek
considering the above mitigation measures. The objective of the cost-benefit analysis
was to explore each mitigation measure’s relative costs and benefits. The watershed-scale
approach of this study will help to quantify the required funding to obtain the desired
level of P load reduction. The results are specific to Tannery Creek and typical support
funding mechanisms in place in 2023 but demonstrate a method that could be applied to
mitigation planning in other study areas. The approach to mitigation and cost optimization
is illustrated in Figure 3 and discussed further in Sections 3.4-3.8.
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Figure 3. Mitigation implementation optimization algorithm.

3. Results and Discussions

The following sections provide a discussion of the results of this study, including the
catchment characteristics, streambank erosion sources, hydraulic modeling, and sediment
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load accounting for Tannery Creek. The results of the cost-optimized plan for mitigating
sediment and phosphorous loads using low-impact development (LID), stream restoration,
and agricultural best management practices (BMPs) in the Tannery Creek watershed are
also presented.

3.1. Catchment Characteristics

Tannery Creek catchment and sub-catchment characteristics were identified using a
combination of site knowledge gained in the field, GIS analysis, Google Earth review, and
spatial data available from the Lake Simcoe Region Conservation Authority (LSRCA) spatial
data portal. Catchment areas were delineated using the Ontario Watershed Information
Tool (OWIT) and calculated from urban area land use data. Tannery Creek sub-catchments
are shown in Figure 1 and summarized in Table 2.

Table 2. Tannery Creek sub-catchment characteristics.

Incr. Area Cumulative Inc. Impervious  U/S Impervious u/s
Reach  Area (km?) (ha) U/S Area (ha)  °Urban  PIC Aref (ha) Areg (ha) PIC
TC1 3.51 351 351 75% 25% 87.7 87.7 25%
TC2 3.54 354 354 70% 23% 82.6 82.6 23%
TC3 2.11 211 211 63% 21% 444 44.4 21%
TC 4 2.11 211 422 65% 22% 45.7 90.1 21%
TC5 2.05 205 205 21% 7% 144 14.4 7%
TC6 3.19 319 524 33% 11% 35.1 494 9%
TC7 7.25 725 1249 26% 9% 62.8 112.2 9%
TC 8 2.29 229 1900 52% 17% 39.7 242.0 13%
TCO 3.09 309 2913 50% 17% 51.4 463.7 16%
TC 10 0.51 51 51 78% 26% 13.2 13.2 26%
TC 11 1.47 147 147 32% 11% 15.7 15.7 11%
TC 12 8.10 810 3921 25% 8% 67.5 560.2 14%

Notes: PIC—Percent Impervious Cover. Inc.—Incremental. U/S—Upstream.

For some variables in Table 2, both an incremental (for the sub-catchment) and total
upstream value are included as upland processes typically scale with incremental catchment
area and land use characteristics. In contrast, stream corridor processes usually scale with
the total upstream contributing area and land use characteristics.

3.2. Stream Bank Erosion Sources

Urbanization-induced changes to the hydrological flow regime include a significant
increase in peak flow and total runoff volume during storm events. When peak flows
increase, the channel typically responds by increasing erosion rates. Identifying the existing
channel geometry and the projected regime channel geometry suitable for the changed
hydrological flows allows the quantification of erodible sediment contributing to sediment
and phosphorous loading without intervention.

In regime channels, bank erosion typically represents a small fraction (less than 5%) of
the annual sediment load in undeveloped or rural/agricultural watersheds; however, the
streamflow regime is altered in urbanized watersheds, resulting in elevated stream erosive
power. For Southern Ontario streams, the International Reference Group On Great Lakes
Pollution From Land Use Activities study found that the sediment yield rate from bank
erosion sources was 5 to 223 kg-ha~Lyr~! (1.37 to 61.1 kg-km~2.d 1) [39].

In addition, the Ontario Ministry of Natural Resources (MNR, now MNRF) Technical
Guide for River and Stream Systems: Erosion Hazard Limit notes that stream bank reces-
sion rates in Ontario typically range from 1 to 11.5 m/100-years (average of 0.01 to 0.12
m/yr). Stream bank erosion contributes approximately 5% of the annual sediment load in
undisturbed watersheds and up to 30% in urbanized watersheds with significant lengths
of channel out-of-regime, candidates for stream restoration projects [8,9]. The International
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Reference Group On Great Lakes Pollution From Land Use Activities study results in
constrained total stream corridor sediment sources for stream bank erosion [39].

3.3. Hydraulic Modelling

Hydraulic modeling of the river network is needed to assess the urbanizing stream’s
stability and estimate the sediment and phosphorus loads contributed by the out-of-regime
stream reaches. For this study, a channel reach was deemed out-of-regime if the ratio of
specific stream power to regime-specific stream power was more significant than or equal
to a threshold of 1.5. Hydraulic modeling (HEC-RAS) was used to evaluate specific stream
power (during the Q> event) and regime conditions in Tannery Creek. Each tributary’s
out-of-regime channel length was totaled and compared with the percent impervious cover
(PIC) in the upstream catchment. The out-of-regime channel length, as a percentage of the
total channel length in each tributary (ORD), was found to vary approximately linearly,
with PIC for low to moderate values of PIC and, hence, was assumed to be roughly equal
to PIC to identify the potential length of channel eligible for stream restoration.

A comparison between the length of the out-of-regime channel, identified in the
current study using stream power (w/w’), and the rapid geomorphic assessment (RGA
score) study conducted by the Aquafor Beech Ltd. [32] classifications is shown in Figure 4,
that shows a good agreement between the two methods. Based on this finding, the w/w’
criteria (<1 in regime; between 1 and 1.5 in transition; and >1.5 out-of-regime) may be
used to assess regime conditions from topographic surveys and discharge records for short
reaches of stream channels.

2.00 0.60
Out of Regime
1.75 0.53
(Red Zone)
1.50 0.45
In Transition
1.25 038 &
(Yellow Zone) =)
3 ~
<= 1.00 030 9
0.75 0.23 [
0.50 In Regime —e— W/ 0.15
(Green Zone)
0.25 —&— ABL RGA Score 0.08
0.00 0.00
0% 20% 40% 60% 80% 100%

Fraction of Total Reach Length

Figure 4. Comparison of Rapid Geomorphic Assessment (RGA) score vs. w/w channel out-of-regime
channel length.

In addition to evaluating existing regime conditions, historical and future Q, estimates
may be used to assess out-of-regime channel length under pre-urbanization and future full
urban development scenarios. The ability to evaluate regime conditions under differing
hydrological flows provides a supplemental tool to RGA, which is limited to evaluating the
current state of a stream reach based on current and recent flow regimes. Figure 5 shows
a comparison of modeled out-of-regime channel lengths in the Tannery Creek catchment
approximately 20 years ago, at present conditions, and approximately 20 years in the future.
These different scenarios are based on observed rates of change in Q, and PIC between the
1990s and the present day.
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Figure 5. Tannery Creek fraction of total stream reach lengths, In Regime, In Transition, and Out-of-
regime for the past (1990s), present (2020s), and future (2050s) scenarios.
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3.4. Sediment and Phosphorus Load Accounting for Tannery Creek

The total suspended sediments (TSS) and total phosphorus (TP) loads in Tannery
Creek, the East Holland River, and a dozen other nearby watersheds, summarized in
Table 3 [8,9], were correlated with PIC and used to develop three linear equations
(Equations (3)—(5)) for the area based estimates of the sediment or phosphorus loading in
the current study. The linear relationships between sediment load and land use in the
contributing catchment area were found using the Solver function in Microsoft Excel, and

the observed TSS load data are shown in Table 3.

80%

Table 3. Contribution of pervious, impervious, and stream TSS and TP loads.

84%

88%

90%

92%

100%

DA PIC TP Load TSS Load IMP PER STR

(km?) (%)  (kgd1km2) (kgd—!km2) (%) (%) (%)

02HC010 1966-1986 51 2.0 0.027 13.2 23% 74% 3%
02HCO011 1966-1986 291 2.0 0.017 13.5 22% 73% 5%
02HCO011 1998-2018 291 2.0 0.022 13.5 22% 73% 5%
02HCO010 1998-2018 51 3.0 0.030 14.9 30% 65% 5%
02ECO18 20032019 347 3.0 0.024 152 30% 64% 7%
02HB007 2003-2019 158 4.3 0.030 17.3 37% 55% 7%
02EC009 1984-2000 176 6.0 0.047 21.6 42% 44% 15%
02HC022  1968-1988 181 9.0 0.058 26.8 50% 34% 16%
02EC009 2003-2019 176 10.0 0.070 31.9 47% 28% 25%
Tannery 2003-2019 39 11.0 0.077 35.2 47% 25% 28%
02HC013  1956-1976 89 13.0 0.065 410 48% 21% 31%
02HC005 1965-1975 88 15.0 0.154 44.6 50% 19% 30%
02HC022 1998-2018 181 31.0 0.097 84.5 55% 8% 37%
02HC030  1966-1976 205 32.0 0.095 84.4 57% 8% 35%
02HC030 2008-2018 205 36.0 0.113 105.6 51% 6% 43%
02HC005 1985-1995 88 41.0 0.112 125.9 49% 5% 46%

Notes: DA—Drainage Area. PIC—Percent Impervious Cover. TP—Total Phosphorous. TSS—Total Sus-
pended Solids. IMP—load contribution from impervious areas of the upstream catchment. PER—load con-
tribution from permeable areas of the upstream catchment. STR—load contribution from stream corridors in

upstream catchment.
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Observed TSS loads were assumed to be sourced from three component land uses in
the contributing catchment, impervious area, permeable area, and stream corridor, based
on the findings of MacKenzie et al. (2022) [9]. The component TSS load contributions
for all catchments in Table 3 were solved simultaneously by assuming the form of the
linear relationship shown in Equations (3)—(5) and solving for the empirical coefficients
that resulted in the best match between total predicted and total observed load.

To implement the solver function, the predicted component loads were summed for
each catchment area, and the square error (difference squared) between the total predicted
and observed loads was found. The coefficients in Equations (3)-(5) were changed iter-
atively until the sum of squared errors between observed and predicted total loads was
minimized. The solution for the coefficient in Equation (4) for stream corridor contribu-
tions was constrained to the range of stream bank-sourced loads discussed in MacKenzie
et al. [8,9] and the PLUARG study [9,53].

IMP (kg-d~'-km~2) = 150 x PIC (3)
STR (kg-d ~!-km~2) = 50 x PIC (4)
PER (kg-d~'-km~2) =10 x (1 — PIC) (5)

Equations (3)—(5) can be used to quantify the suspended sediment load with knowl-
edge of the contributing catchment area and land use. The contribution from permeable
sources (PER) included both urban and rural permeable areas. The resulting percentage
contributions of each of the component TSS load contributions are summarised in Table 3.

Equations (3)—(5) relate the relative contributions of sediment in Tannery Creek to the
fraction of impervious area in the sub-catchment. The method used in this study is based on
the observed sediment load in the downstream receiving watercourse (i.e., measured at the
outlet of the watershed) and estimates the net sediment and phosphorus yield considering
the well-established concept of “sediment delivery ratio.” The sediment delivery ratio is
the ratio of sediment yield at the watershed outlet to gross erosion, affected by changes
in storage in the drainage network and interception by infiltration, deposition, and plant
uptake. While the sediment delivery ratio was not independently estimated using the
current study methodology, the net effect of source load and sediment delivery ratio are
implicitly included in the component load estimates provided by Equations (3)—(5). This
approach differs from other methods that evaluate loads considering the export coefficient
at or near the source [42,45].

Table 3 shows that as urbanization advances and pervious areas are converted into
impervious areas, the TSS and TP loads per unit watershed area increase by an order of mag-
nitude. In addition, the contribution of the stream corridor increases as rapidly urbanizing
streams tend to go out-of-regime, and the bed and bank erosion loads become significant.

To estimate the sediment yield in a receiving watercourse, the loading per unit area
estimated using Equations (3)—(5) is multiplied by the whole upstream contributing area.
This approach differs from other methods that use the export coefficient, which is applied
to the specific source area of interest [42,45]. Equations (3)—(5) may be used to explore the
benefits of mitigation that adjust the effective catchment impervious cover or minimize
bank erosion by reducing stream channel susceptibly to erosion.

3.5. Mitigating Sediment Loads Using Low-Impact Development

While evaluating the role of stream corridor sources of sediment and P loading is the
focus of this study, the relative benefits of other mitigation measures, including catchment
level low-impact development (LID) implementation, were included to allow a side-by-side
comparison of costs and benefits. Typical LID features function by intercepting runoff from
the footprint area of the LID and an upgraded catchment area. Intercepted water is retained
within a typically underground storage unit and infiltrated for runoff events up to the
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design event. The typical ratio of the catchment area treated by an LID to the LID footprint
area is 20:1 and 15:1 for the infiltration trench and the bioretention cell, as presented in
Table 1. For permeable pavements, this ratio is 1:1. That is, for every m? of bioretention cell
installed, 15 m? of impervious area is treated, reducing the PIC accordingly.

Upon intercepting and infiltrating runoff, LIDs moderate peak flows in receiving
watercourses. In addition, contaminants in intercepted runoff are prevented from entering
receiving watercourses and downstream waterbodies. For this study, a simplifying assump-
tion was made that impervious areas contributing to infiltration LIDs effectively become
permeable areas. This assumption was used to modify sub-catchment PIC and quantify
QQ; in Tannery Creek sub-catchments; however, relatively limited opportunities for LID
implementation in the significantly urbanized sub-catchments limit the potential to miti-
gate Q, in those sub-catchments significantly. Similarly, contaminants in intercepted runoff
were assumed to be contained in the LID and prevented from contributing to downstream
receiving watercourses. This assumption implies that LIDs will be properly maintained to
avoid fouling and contaminant breakthroughs.

e  Available opportunities for four types of LID were identified in the Tannery Creek
watershed based on previous studies implemented by the Lake Simcoe Region Con-
servation Authority: green roof, permeable pavement, bioretention, and infiltration
trenches [42]. The costing example below disregarded the green roof and permeable
pavement developments due to the high cost-to-treatment benefit ratio and predom-
inantly private land opportunities. Google Earth Imagery was used to determine
potential LID siting for infiltration trenches & bioretention cells, as shown in Figure 1.

e Ananalysis of LID implementation and benefits on phosphorus loading is presented
in Table 4. For example, with reference to Table 4, the PIC for TC 3 before mitigation
is 21%. If drainage from 5% of the available 15 ha of the catchment were diverted to
bioretention LIDs, 5% of the 1.4 ha to infiltration trenches, and 5% of the available
1.8 ha to permeable pavement, the effective PIC after mitigation would drop to 15%,
thereby reducing the TP load to Tannery Creek from that catchment by approximately
34.5 kg/y at a life cycle cost of $3,590,000.

e Based on incentive and offset funding available in 2023, P credits of approximately
$3,080,000 would be available to fund the mitigation, resulting in a cost recovery
ratio (P credit/life cycle cost of LIDs) of 0.9, meaning the proposed LID implementa-
tion in TC 3 is one of the more affordable and beneficial options. The focus of past
stormwater management (SWM) and phosphorous load reduction has been on upland
areas with less attention paid to riparian corridors; however, changed receiving water-
course hydrology increases erosive power of the flowing water and may destabilize
regime channels and erode sediment and P from the riparian corridor as discussed in
Section 3.7.

e  Moderating (reducing) Q, by implementing LID measures in upstream catchments
can partially reduce erosive forces in stream corridors, with corresponding reductions
in sediment and P loads. For this study, the implementation of LIDs for this costing
example is 5% of the estimated total available area for LID. The total treated area was
defined as the footprint area of constructed LIDs plus the catchment area draining
to the LID. LID implementation reduces the impervious cover of the catchments. In
the costing example, the reduced PIC of the cumulative upstream catchment after the
LIDs was calculated.

3.6. Mitigating Sediment Loads Using Stream Restoration

7

Stream restoration to stabilize eroding reaches and “immobilize sediments in place”
represents an additional mitigation opportunity against sediment and phosphorous loading.
As discussed in [8,9], urbanization increases PIC, resulting in increased peak flows and, if
left unmitigated, development of the urban stream syndrome in receiving watercourses.
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As watercourses become unstable and the out-of-regime channel length increases,
sediment and associated P loading from stream corridor sources also increase. If allowed
to continue, this channel adjustment process would typically continue for decades until
the channel cross section expands sufficiently to bring the erosive forces of increased
hydrologic flows back into balance with substrate resistance to erosion. In addition to
increased erosion and contaminant loading, changes to the substrate composition, low
flow depths, and ecological function of impacted watercourses may never recover to
pre-development conditions.

Stream restoration may reduce sediment and P loading. Still, it should be viewed as a
second line of defense after catchment-level hydrological flow regime mitigation, which
moderates both upland catchment and stream corridor sources by mitigating hydrological
flows. Every stream reach that is restored would not contribute to the sediment and
phosphorus load of the watershed. An analysis of stream restoration measures and benefits
on sediment and P loading using Equations (3)—(5) is presented in Table 5.

Table 5. Summary of TSS load, TP load, and cost of stream restoration for the Tannery Creek catchment.

Inc. Bank Inc. Whole Life Inc. Bank Inc. TP Load  Phosphorus Cost
Reach U/S PIC TSS Load Stream Restoration TSS Load Reduction Credit Recovery
(kg/d) Cost ($) (kgly) (kgly) (%) Ratio
TC1 25% 421 991,000 15,400 15.4 1,380,000 1.4
TC2 23% 39.6 568,000 14,500 14.5 1,290,000 2.3
TC3 21% 21.3 372,000 7780 7.8 696,000 19
TC 4 21% 21.9 588,000 8010 8.0 716,000 1.2
TC5 7% 6.9 329,000 2520 2.5 225,000 0.7
TC6 9% 16.8 859,000 6150 6.1 550,000 0.6
TC7 9% 23.3 1,560,000 8490 8.5 760,000 0.5
TC8 13% 25.9 644,000 9480 9.5 847,000 1.3
TC9 16% 24.7 634,000 9020 9.0 807,000 13
TC10 26% 6.3 275,000 2320 2.3 207,000 0.8
TC11 11% 7.5 597,000 2750 2.7 246,000 0.4
TC 12 14% 324 914,000 11,800 11.8 1,060,000 12

Notes: Inc.—Incremental. TSS—Total Suspended Solids. TP—Total Phosphorus. U/S—upstream. PIC—Percent
Impervious Cover.

For example, with reference to Table 5, the PIC for TC 1 is 25%, which is a reasonable
proxy measure of the fraction of total channel length in the catchment that is out-of-regime.
If all of the out-of-regime channels within the TC 2 catchment were restored to match
the hydrologic flow regime, we can assume that the P load from that catchment would
approach zero during typical flow conditions. As a result, the P load from that catchment
would be reduced by 15.4 kg/y at an estimated life cycle cost of $991,000. Based on P
load reduction incentives and offset funding available in 2023, P credits of approximately
$1,380,000 would be available to fund the mitigation, resulting in a cost recovery ratio
(P credit/life cycle cost of LIDs) of 1.4, meaning the proposed LID implementation in TC 1
is a highly worthwhile investment and an effective mitigation measure.

While close-to-source mitigation measures, such as LIDs and green and blue infras-
tructure, should remain the first line of defense, stream restoration should be considered
as an additional tool to mitigate against the effects of urbanization on stream stability,
contaminant loading, and ecological function. Stream restoration can be used to stabilize
out-of-regime channel reaches by adjusting the channel cross section and profile to match
the increased urban flow regime better or by armoring bed and bank materials with less
erodible materials to resist erosion by flowing water in the creek. Where successfully
implemented, stream restoration measures may reduce stream corridor sources of sediment
and associated contaminants to a minimum, similar to regime conditions.
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3.7. Mitigating Sediment Loads Using Agricultural Best Management Practices

While evaluating the role of stream corridor sources on sediment, P loading is the fo-
cus of this study. The relative benefits of other mitigation measures, including agricultural
BMPs, were included to allow a side-by-side comparison of costs and benefits. As dis-
cussed in Section 3.4, loading from these areas decreases with urbanization as impervious
land uses gradually replace them. The relative contribution of contaminant loading from
permeable sources may become less significant with increasing urbanization; however,
disturbed permeable areas such as construction sites and active agricultural areas represent
readily attainable opportunities to mitigate sediment and P loads. This study considered
BMPs to compare sources and mitigation options to address sediment and P loading to
receiving watercourses.

Agricultural BMPs designed to address ongoing land disturbance include a range
of land use practices intended to reduce soil loss, increase agricultural productivity, and
reduce sediment yield to receiving watercourses. This study considered cover crops, vege-
tative buffer strips (VBSs), and conservation tillage practices (including no-till). VBSs are
typically planted along the downgradient edge of agricultural fields and are not disturbed
or harvested. By allowing dense ground covering vegetation to propagate in VBSs, eroded
soil in runoff is trapped, and the vegetation consumes nutrients from upgradient areas.
Typical sediment removal efficiencies for BMPs were sourced from [43], while typical
annual costs per hectare were taken from [44]. Opportunities for BMPs were identified
using OWIT and by reviewing historical Google Earth imagery.

A summary of the proposed BMPs and P removal for catchments with significant
amounts of agricultural land use, is included in Table 6. For example, with reference to
Table 6, the TSS load from TC 7 is 9.3 kg/d/km? (24,200 kg/y) before implementing BMPs.
If 60% of the available 170 ha of active agricultural land starts using cover crops, 60% of the
available 3.62 ha area for VBSs is established along the downgradient edge of fields, and 60%
of the available 73 ha is moved to conservation tillage practices, the TSS load contributed
to Tannery Creek from that catchment would drop by 12,600 kg/y with a corresponding
reduction in P load of approximately 12.8 kg/y at a life cycle cost of $1,480,000. Based
on incentives and offset funding available in 2023, P credits of approximately $1,130,000
would be available to fund the mitigation, resulting in a cost recovery ratio (P credit/life
cycle cost of LIDs) of 0.76 meaning that the proposed LID implementation in TC 7 is one of
the more affordable and beneficial options.

Table 6. Summary of TP load and cost of Agricultural Best Management Practices for Tannery Creek.

Inc. TSS Cover Vegetative No Tillage/ Inc. TSS Phosphorus Whole Life Cost

Reach Load Crops Buffer Cons. Tillage Removed Credit Cost Recovery
(kg/d/km?) (ha) (ha) (ha) (kgly) $ly) 4) Ratio
TC5 9.3 24 1.36 10 1920 172,100 294,000 0.59
TC6 8.6 58 2.11 25 4190 375,000 592,000 0.63
TC7 9.0 170 3.62 73 12,600 1,130,000 1,480,000 0.76
TC8 8.0 30 1.52 13 962 86,100 351,000 0.24
TC 12 9.0 85 1.81 36.4 6310 565,000 742,000 0.76

Notes: TP—Total Phosphorus. Inc.—Incremental. TSS—Total Suspended Solids.

3.8. Cost—Benefit Analysis

A cost-benefit analysis was completed for Tannery Creek to provide a case study
example of how P load mitigation funding may be applied to LID, Ag. BMP and stream
restoration initiatives to maximize the benefits per dollar spent. The Tannery Creek sub-
catchments were organized based on PIC and ORD (% of channel length with w/w > 1.5).
Sub-catchments with PIC > 10% and significant ORD were given priority for LID retrofit
and stream restoration opportunities, while those with low values of PIC were considered
for Ag. BMPs. Stream restoration opportunities were given priority ranking based on
potential P-load reduction and cost.
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Areas potentially available for LID retrofits were identified from existing mapping
sources as discussed in Section 3.6 and prioritized for LID implementation based on
potential P load reduction and cost. The cost of stream restoration versus LID and Ag. BMP
implementation was compared and optimized based on P load reduction per dollar spent.
Table 6 illustrates the relative costs and benefits of stream restoration, LID implementation,
and Ag. BMPs in the Tannery Creek catchment. In addition to optimizing P load reduction,
the cost recovery ratio was estimated for each of the three mitigation alternatives. Cost
recovery is the ratio of available financial incentives for mitigation projects divided by the
estimated lifetime cost of the projects.

To allow for side-by-side comparison, all mitigation measures were scaled to a twenty-
five-year lifetime. However, some are funded and implemented more frequently and have
shorter effective lifetimes (e.g., cover crops).

Table 7 shows that the urban LID retrofits have the highest potential benefit on annual
P load reduction in Tannery Creek. However, they are also the most expensive option.
Stream restoration opportunities in Tannery Creek result in the second highest potential
benefit on annual P load reduction. They would cost approximately an order of magnitude
less than LID, resulting in the highest percent reduction in annual P load and the highest
cost recovery ratio of the three mitigation options. Opportunity, based on ORD, limits
opportunities to further capitalize on the benefits of stream restoration to reduce P load in
the Tannery Creek catchment.

Table 7. Cost-Benefit Analysis for Tannery Creek.

Method Stream Restoration ~ Urban LID; Retrofits =~ Agricultural BMPs
Annual P Load Reduction (kg P/y) 76.0 304 26.5

Total Expenditure ($Cdn) $4,710,000 $31,600,000 $3,460,000
Cost Recovery Ratio 1.44 0.86 0.68

Notes: LID—Low-Impact Development. BMP—Best Management Practice.

Agricultural BMP opportunities in the Tannery Creek catchment are limited because
of the relatively low fraction of the total area in active agricultural land use; however,
the annual P load reduction from agricultural BMPs is still significant; the lifetime cost is
comparable to stream restoration, and significantly less than LID implementation. The
percent reduction in annual P load is smaller for agricultural BMPs, primarily due to ongo-
ing maintenance costs, and the cost recovery ratio is lower than the other two mitigation
options considered.

However, BMPs have other significant benefits (e.g., increased crop yield, reduced
irrigation requirements, reduced soil loss) that were not considered in this cost-benefit
analysis of P load mitigation. Stream restoration and LID retrofits also have other benefits
not considered in this cost-benefit analysis. LIDs are necessary for stormwater management
and have other water quality treatment benefits and flood mitigation functions. The
sediment and P load reduction benefits of stream restoration have been recognized in the
literature in recent years. The reasons for conducting stream restoration (e.g., ecological
function, erosion control, infrastructure protection) remain important.

Of the three groups of mitigation considered in this study, LID and stream restoration
provided the most significant opportunities to mitigate the effects of urban development
partially; however, implementation of these measures was limited by the amount of out-
of-regime stream reaches and access to suitable areas for LID implementation in already
significantly developed sub-catchments. Agricultural BMPs remain a vital part of the
overall approach to minimizing sediment and phosphorus loads but represent a small
opportunity in the Tannery Creek Catchment because of the relatively small fraction of the
catchment in active agricultural land use.

Mitigation using LIDs has two modes of effect on sediment and phosphorus loads.
First, LIDs may be used to intercept runoff from upland urban areas and retain and infiltrate
it, resulting in the removal of suspended contaminants, including phosphorus, from surface
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runoff to receiving water courses. The secondary mode of the effect of LIDs is to moderate
peak flows in the receiving watercourse by effectively causing impervious surfaces to
respond to precipitation more similar to impermeable surfaces. Modifying peak flows in
the receiving watercourse can mitigate stream corridor erosion and associated suspended
sediment and phosphorus loads.

4. Conclusions

This study presents a novel methodology to evaluate the relative contribution of the
stream corridor versus upland watershed contributions to total sediment and phosphorus
loads in receiving watercourses. The new method can be used to develop a cost-optimized
mitigation plan for the impacted watersheds, including the implementation of low-impact
development (LID) for urban areas and best management practices (BMPs) for rural areas
of the watershed as well as stream restoration projects for degraded stream reaches. We
showcased the new method for the Tannery Creek watershed, which has gone through
significant urbanization in recent decades.

The case study analysis of sediment and phosphorus loading in Tannery Creek illus-
trated the effects of urbanization and the potential benefits of three groups of mitigation
measures (LIDs, stream restoration, and BMPs). The results showed that hydromodification
caused by urbanization has resulted in increases in sediment and P loads to downstream
receivers. Sediment and associated phosphorus loading were attributed to urban wash off
from introduced impervious surfaces, stream corridor erosion resulting from increased hy-
drological flows, and some residual load from diminishing agricultural areas with frequent
disturbance. Stream corridor erosion was primarily attributed to out-of-regime stream
reaches in urbanizing sub-catchments.

The novel methodology developed in this study can assess the costs and benefits of
mitigation measures, including low-impact development (LID), stream restoration, and
agricultural best management practices (BMPs), and may be applied in other watersheds
to facilitate mitigation planning. The fraction of total channel length that is out-of-regime
(ORD) in an unmitigated urbanizing catchment is approximately equal to the percent
impervious cover (PIC) of the contributing catchment area for low to moderate levels
of PIC.

The cost-benefit analysis for the Tannery Creek Watershed showed that stream restora-
tion should be included in water quality management programs as a cost-effective miti-
gation against increased contaminant loads associated with urbanization. Implementing
various LIDs, BMPs, and stream restoration projects should be complemented with ongo-
ing water quality monitoring near the watershed outlet and a re-analysis about five years
after each significant implementation of mitigation measures to assess the water quality
improvements achieved.
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Abstract: This study attempts to back-calculate Manning’s roughness coefficients by repeating a
two-dimensional flow simulation to fit the spatially and temporally dense river water-level data
observed in Japan’s Yamatsuki River, a typical mountainous river with an average riverbed gradient
of 1/50 and an average river width of 17.9 m. Furthermore, we aim to clarify the influence of the

in-channel physical parameters on the coefficient of roughness obtained through the above method.

In the Yamatsuki River, 16 water-level gauges were installed at intervals of about 40~80 m in the
longitudinal direction in the study reach. Manning’s roughness coefficients were back-calculated by
repeating two-dimensional flow simulations to match the observed water levels of a flood in 2021 (the
estimated maximum flow rate is 11.5 m3/s). The back-calculated roughness coefficients approached a
constant value in the range of 0.05 to 0.1 s/ m!/3 as the relative water depth increased, indicating that
the roughness coefficient can be considered a constant value when performing plane two-dimensional
flow calculations for flooding. The roughness coefficient during flooding was found to be correlated
with the slope and step height (H)-step length (L)- channel slope (S) ratios (H/L/S). An equation for
predicting the roughness coefficient during flooding based on the physical parameters of the channel
is also proposed.

Keywords: mountainous river; river restoration; step pool; unsteady two-dimensional flow
calculation; Manning’s roughness coefficient; resistance characteristics

1. Introduction

Mountainous rivers are sources of flooding, sediment, and land-use disturbances [1,2]
and are essential segments providing critical aquatic habitats [3,4]. There is a need to
establish an integrated river management approach for mountainous rivers that implements
flood protection while considering water and sediment continuity, biological habitats, and
landscape. However, mountainous rivers flow quickly during floods and undergo large
bed fluctuations, making field observations difficult. Consequently, primary field data
and information on the geometry of the channel are lacking, and resistance characteristics
such as the roughness coefficients of mountain river channels, which are essential for
runoff analyses and riverbed fluctuation calculations in mountainous watersheds, are
poorly understood.

A standard method for calculating the channel resistance of mountainous rivers is
to establish several cross sections in the longitudinal direction of the river; determine
the cross-sectional average velocity, water level, and flow rate in the study section at a
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specific rainfall event timing; and back-calculate Manning’s roughness coefficient n and
Darcy-Weisbach'’s friction coefficient f [5-10]. Asano et al. [5] organized the relationship
between relative water depth and channel resistance using Manning’s roughness coefficient
based on the previous literature. They reported that channel resistance, expressed as
Manning’s roughness coefficient, converges to a constant value when the relative water
depth exceeds 1. To back-calculate channel resistance, Comiti et al. [6] measured the flow
and channel profiles in 10 reaches (slope 0.08 to 0.21 and length 16.1 to 76.4 m) of the Rio
Cordon River with a catchment area of about 5 km?. The measurement section was set for
each channel configuration to be obtained. Gabrielle et al. [7] calculated mean velocities
using tracers for a total of 15 reaches (9 in the step-pool channel, 5 in the cascade channel,
and 1 in the plane-bed channel) to determine channel resistance to outflow events from
0.28 m>/s to 0.68 m3/s. Reid et al. [8] established 13 basins in five tributaries with basin
areas ranging from 12 km? to 77 km? and calculated the friction coefficient f by observing
flow velocity and water depth during outflow events in 61 cross sections. Yochum et al. [10]
estimated Manning’s roughness coefficient 7 and Darcy—Weisbach roughness in mountain
rivers and reported that n ranged from 0.048 to 0.30 m!/3/s at high water and 0.057 to
0.96 m'/3 /s at low flow. Marcus et al. [11] conducted a field study at Ptarmigan Glacier in
the Juneau Icefield of Alaska with a mean precipitation of 2300 mm and slopes ranging
from 0.02 to 0.16. Although the transect spacing was unknown, the authors reported that
the flow rate during the observations ranged from 0.16 to 1.39 m?/s and the estimated
roughness 7 ranged from 0.064 to 0.183 m'/3/s. Previous studies have also attempted to
identify correlations between the calculated roughness or friction coefficients and hydraulic
parameters, such as channel morphology, slope, and physical parameters, such as the grain
size of the bed material and flow rate. The channel resistance of mountainous rivers under
natural conditions not only varies spatially with channel morphology and gravel size [7,12]
but also varies significantly with flow changes [5,10]. Montgomery et al. [12] showed that,
for similar gradients, step-pool channels have higher roughness coefficients than plane-bed
channels [13]. Yarahmadi et al. [14] analyzed laboratory data using soft computing models
and indicated that the most important parameters affecting n were the energy grade line,
the flow Froude number, the bed form dimensionless parameter.

As described above, field studies in various mountainous rivers have reported complex
channel resistance in response to the complexity of channel geometry and flow fluctuations.
However, the following issues remain. Since it is difficult to maintain uniform roughness
conditions and channel geometry in mountainous rivers with complex channel geome-
tries [11], to obtain a more accurate roughness coefficient, it is necessary to calculate rough-
ness coefficients using spatially and temporally dense observed water-level data. However,
observations of longitudinally dense data have rarely been conducted on mountainous
rivers. Roughness coefficients for mountain rivers have been measured from low to very
high flows, but little spatial variability has been reported. Takemura et al. [15] conducted
2D and 3D hydraulic analyses of a mountain river and reported that the possible roughness
coefficients for 2D and 3D hydraulic calculations are different. Here, the three-dimensional
calculations explicitly reflect the three-dimensional flow and non-hydrostatic distribution
around boulders; the roughness coefficients representing the hydrograph converge to a
constant value, while in the two-dimensional calculations, the roughness coefficients vary
significantly from place to place. The authors noted that planar two-dimensional calcula-
tions cannot consider the three-dimensional flow and non-hydrostatic distribution around
boulders. Additionally, the wrinkles are included in the roughness coefficients. However,
although the reproducibility of the phenomenon is an issue for the roughness coefficient in
2D calculations, there is significant social demand for the roughness coefficient in planar 2D
calculations, as models based on 2D calculations are widely used in practical applications
from the perspective of computational resources.

This study attempts to obtain a roughness coefficient that fits the spatially and tempo-
rally dense river water-level data observed in Japan’s Yamatsuki River, a typical mountain-
ous river, by repeating a two-dimensional flow simulation. Furthermore, we aim to clarify
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the influence of the physical parameters of the river channel on the coefficient of roughness
obtained via the above exploratory method.

2. Materials and Methods
2.1. Summary of Methods

In the Yamatsuki River, a typical mountainous river in Miyazaki Prefecture, Japan,
a 667 m section was established for analysis. In this section, 16 water-level gauges were
installed at intervals of about 40~80 m in the longitudinal direction. The computed section
was divided into sections, and Manning’s roughness coefficients were back-calculated by
repeating unsteady two-dimensional flow simulations to conform to the results of water-
level observations during flooding. The temporal variation of the roughness coefficient
was also examined alongside the relative water depth, which is an important parameter.
Several physical parameters of the river were extracted for the spatial variation of the
roughness coefficient, and the relationship between the roughness coefficient and each
parameter under high flow conditions was confirmed via a single correlation analysis.
Multiple regression analysis was then conducted using Manning’s roughness coefficient as
the objective variable and the physical parameters with high relationships as explanatory
variables, and a prediction equation for the roughness coefficient was proposed.

Details of the survey methodology, survey items, and analysis methods are presented
in the following subsections.

2.2. Study Field

The study site is a section of the Yamatsuki River, a tributary of the Gokase River that
flows through Miyazaki Prefecture. Figure 1 shows the location of the Yamatsuki River. The
Yamatsuki River is a typical mountainous river with a drainage area of 8.2 km?, a channel
length of 4 km, an average riverbed gradient of 1/50, and an average river width of 17.9 m
flowing through a valley. A 2.1 km span of the Yamatsuki River was damaged by Typhoon
No. 14 in 2005 (Figure 2a). This flood caused significant damage, including the collapse of
the revetment and the discharge of soil and sand from the rice paddies (Figure 2b).

Miyazaki Prefecture, s
Kyushu Island, Japan

P Y Atotori
1 _ River. |

Figure 2. The river under study: (a) the river during the flood of 2005; (b) the river after the flood of
2005; (c) the river after restoration in 2009.
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After the flood of Typhoon No.14, river restoration was undertaken for flood protec-
tion and restoration of the river environment in response to residents” opinions. At the
time, there were many unknowns regarding mountainous rivers and no clear standards.
Therefore, incorporating the opinions of river researchers, the river restoration was restored
based on several innovations in addition to river flood calculations. The primary goal of
the restoration was to restore the step-pool morphology (which is dominant in the riverbed
morphology of mountainous rivers) to its natural state. To achieve this restoration, the
river was not straightened but meandered, and the longitudinal gradient was maintained.
Where the riverbanks were destroyed and the river’s width eroded, the river was kept
widened, with the revetment using stones washed away by the flood. In addition, boulders
larger than 1 m in diameter were left on the riverbed in anticipation of the formation of
the step pool (Figure 2c). The restoration was completed in 2008. A follow-up survey
conducted three years after the restoration reported the development of the riverbed’s
topography and the recovery of plant and fish species [16].

For the study, we selected a 1190-1867 m section where the restorations were made, a
1 km section downstream of the river where the riverbed was not fixed by concrete, and a
677 m section where the influence of tributaries was minimal. In addition, the flow rate
was expected to be somewhat constant.

2.3. Field Observations

The field survey consisted of continuously observing the water level using water-level
gauges installed at 16 locations along the river in the study section and photogrammetric
surveying using a UAV (Unmanned Aerial Vehicle).

Pressure water-level gauges (HOBO U20L, Onset, USA 470 MacArthur Blvd., Bourne,
MA, USA) were installed for the water-level observations. The observation period was
from 6 August to 22 August 2021. The water-level gauges were installed by fastening the
gauges to pegs with a cable tie and driving the pegs into the roots of huge rocks and gaps
in the seawall. The water-level gauges were labeled wl01-wl116 with sequential numbers
starting with the gauges installed downstream. A pressure gauge measuring atmospheric
pressure was also installed near the river for compensation. Figure 3 shows the locations of
the pressure gauges in plane view.

Figure 3. The location of water level gauges in the river and the individual sections in which the
Manning’s roughness coefficients were estimated with 2D hydraulic analyses.
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Topographic surveying was conducted with a UAV (Phantom 4 Pro V2.0, DJI) in
April 2021 when topographic surveying was optimal because the river flow was low during
the year. Aerial photographs were taken with Ground Control Points (GCPs) covering the
entire study section. The aerial images were then used to obtain a 0.5 m resolution digital
elevation model and orthographic projection map of the river channel via structure from
motion (SfM) analysis using Metashape Professional ver. 1.7.1 (Agisoft).

2.4. Analysis Method

Many unsteady 2D flow calculations were performed while gradually changing the
Manning’s roughness coefficient (given uniformly within a computed section), and the
optimal Manning’s roughness coefficient that fit the water-level data obtained from the
field survey was back-calculated. Ten computed sections were established so that each
computed section contained three longitudinally contiguous water-level gauges, for each of
which an inverse roughness estimation was performed using 2D flow calculations. Figure 3
shows the calculation sections. Based on the preliminary analysis, the back-calculated
roughness coefficients for sections 9-11, 10-12, and 11-13 were excluded from the back-
calculation analysis because there was no water depth response to roughness changes. The
sections were located in a meandering section, so water depth was primarily determined
by the large-scale river channel morphology not affected by local riverbed roughness.

The following sections describe the data sets, computational methods, and meth-
ods used for calculating the roughness coefficients and physical parameters required for
unsteady 2D flow calculations.

2.4.1. Preparation of Data Set for Unsteady Two-Dimensional Flow Calculations

For the unsteady two-dimensional flow calculations, we used free software called iRIC
Nays 2DH [17], which can capture nonlinear, unsteady hydrodynamics and subsequent
bed and bank morphodynamics. The data required for unsteady 2D flow calculations
were the water level at the upstream and downstream ends, the flow discharge, and the
ground elevation. The pressure difference between the installed water-level gauge and a
pressure gauge measuring atmospheric pressure was determined, and the longitudinal
water depth was calculated from the pressure difference. Based on the river channel cross
section and observed water levels, the flow discharge was estimated using the trapezoidal
weir overflow Formula (1) for the cross section (at wl04 in Figure 4), where the exposed
bedrock forms a drop-off structure and the dominant cross section is assumed to exist.
The following equation was used to estimate the flow discharge based on data from
erosion control facilities provided by the Ministry of Land, Infrastructure, Transport, and
Tourism [18]:

_ 2 1 2\1,3
Q= +2Cy/23(3B' +2B%)h?, (1)

where Q is the estimated flow discharge (m3/s), C is the flow coefficient (0.6-0.66), g is
the acceleration of gravity (9.8 m/s?), B! is the width of the through-flow bottom (m), B
is the overflow surface width (m), and h is the overflow depth (m). Figure 4 shows the
estimated flow discharge. A maximum flow discharge of 11.5 m®/s was observed during
the observation period. Since the maximum flow discharge calculated by David et al. [7],
who previously analyzed relatively large rivers, was 0.68 m> /s, the roughness coefficients
used in this study were considered sufficient to represent the flood. As the ground elevation
data for the 2D flow calculations, we used a 0.5 m resolution digital elevation model
obtained through photogrammetry.
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Figure 4. Hydrograph during the observation period.

2.4.2. Two-Dimensional Flow Calculation Method
(1) Overview of the software (Nays2DH)

Nays2DH is a planar two-dimensional solver developed for river flow calculations.
The flow field calculation model uses a general curvilinear coordinate system, which allows
complex boundaries and riverbed topography to be directly considered. The friction on
the bottom is evaluated using Manning’s roughness coefficient. The basic equations in
Cartesian coordinate form (x, y) before mapping to the general curve coordinate system are
shown below. The basic equations are taken from the solver manual [17]:

dh  d(hu) , d(hv)

dt dx + dy =0 @
2
d(uh) d(hu) d(huv)  dH 1 . F
i T Tax a8 & Py ©)
d(vh)  d(huv) d(hv) ~ dH 7 y Fy
at A gy gy T, TP @)

% — Cuv/ 2 £ v2 )
% = Cpuv/u? + v2 (6)

d du d du
Dx = & <Vthdx> + (:Ty <Vthdy> (7)
d dv d dv
12( = %CDaShvu\/ u2 + v2 9)
F 1
n = ECDaShVV\/ uZ 4 v2, (10)

where h is water depth; t is time; u and v are depth-averaged velocities in the x and y
directions, respectively; g is the acceleration of gravity; H is the water level; Tx and Ty are
the riverbed shear forces in the x and y directions, respectively; p is the density of water;
D* and DY are diffusion terms in the x and y directions, respectively; Fx and Fy are the
resistance forces of the plant in the x and y directions, respectively; Cy is the riverbed shear
coefficient; v; is the eddy kinematic viscosity coefficient; Cp is the drag coefficient of the
plant, as is the intercepted area of the plant in unit volume; and hy is the smallest plant
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height and water depth. Using the above equations as a basis, the calculation mesh can be
set to any shape by converting it into general coordinates.

(2) Calculation conditions

In the present study, the resistance forces of the plant were specified as zero, which
is reflected in the roughness coefficient. “+Advanced” was selected as the solver type for
the calculation conditions. The calculation time step was determined by considering the
Courant number derived from the following equation:

At

C= VAT (11)
where C is the Courant number, v is the flow velocity, At is the computation time step,
and Al is the grid size. The Courant condition requires that the Courant number be
smaller than 1 for a stable analysis. The computation time step was set to 0.01 s to satisfy
the Courant condition. Isocurrent calculations gave the initial water surface profile, and
the number of CPUs used for parallel calculations was set to 8, with default values for
other settings.

Ten calculation sections were established with three longitudinally contiguous water-
level gauges. The water-level gauge wl07 was washed out through the flood. Therefore, the
river was divided into calculation sections at the 15 water-level gauge locations from which
the water-level data were obtained (Figure 3). The section names are given by the numbers
of the water-level gauges located at the downstream and upstream ends of the section.
For example, if wl01 is located at the downstream end and w103 at the upstream end, the
section is named section “S1-3”. The 0.5 m ground elevation obtained from the field survey
was used to create the computational grid, and the mesh size was also set to 0.5 m. The
center line of the river channel and the right and left bank lines were created according
to aerial photographs taken by the Geospatial Information Authority of Japan (GSI). The
“Generic Lattice Generation Tool” was employed as the lattice generation algorithm, which
solved the Laplace equation to generate a smooth lattice. The lattice was created so that
the lattice points would overlap with the water-level gauge locations in the middle of the
section. This arrangement allowed us to compare the observed and calculated water levels
at the water-level gauge locations.

(3) Boundary conditions

Ten time series data with varying flow levels were extracted for 2D flow calculations
and roughness estimation to obtain roughness coefficients for each runoff phase. For each
time series data, 2D indeterminate flow calculations were performed using the upstream
end discharge data and downstream end water-level data for 10 min as boundary conditions
for the time series data. To stabilize the calculations, an additional 10 min steady flow
calculation was performed at the beginning of the calculation using the initial flow and
water level values, followed by the 10-minute unsteady flow calculation. Table 1 shows the
hydraulic boundary conditions for the periods used in the calculations.

Table 1. Boundary conditions of the ten time periods.

Date and Time Estimated Discharge at w104 (m®/s)
8 August 2021 13:00 0.062
8 August 2021 15:20 0.416
8 August 2021 17:00 1.261
8 August 2021 17:20 1.876
8 August 2021 18:40 3.611
8 August 2021 19:10 5.617
8 August 2021 21:00 6.754
8 August 2021 22:20 8.056
13 August 2021 7:50 9.894
13 August 2021 8:20 11.519
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(4) Back-calculation of Manning’s roughness coefficient

In this study, Manning’s roughness coefficient was back-calculated using the local
indeterminate flow back-calculation method. In this method, the river channel is divided
into several sections, and the roughness coefficients of each section are changed by trial
and error to calculate the indeterminate flow. The Nays2DH solver in iRIC was used for the
unsteady two-dimensional flow calculations. The Manning’s roughness coefficients ranged
from 0.1 to 1 in increments of 0.1, and calculations were performed by further varying the
coefficients at intervals of 0.01 between values that were close to each other. The calculated
and observed water levels were compared; the result with the smallest difference between
the calculated and observed water levels was used as the Manning’s roughness coefficient
for that section. In this study, we calculated 10 times x 10 sections x 20 times the number of
trials = 2000 patterns. The iRIC project data were recorded in the CGNS file format, which
is used in computational fluid dynamics, making it challenging to edit the data directly.
The PyAutoGUI library in Python was used to create project files with different conditions
in RPA. The roughness coefficient for the calculation pattern with the most minor difference
between the calculated water depth obtained from the simulation in the section and the
observed water depth was determined as the back-calculated roughness coefficient.

(5) Accuracy verification

To confirm the accuracy of the unsteady two-dimensional flow calculation simulation,
a comparison was made between the water depth obtained from the flow observations and
the calculated water depth obtained from the simulation. Table 2 shows the mean squared
error between each section’s calculated and observed water levels for the back-calculated
roughness coefficient. Here, the mean squared error is small, indicating that the calculated
water level accurately reproduced the observed water level when the back-calculated
roughness coefficient was used (see also Table 2).

Table 2. The mean squared error between observed and calculated water levels in each calculation section.

Section Name Mean Squared Error
S1-3 0.00017
52-4 0.00031
S3-5 0.00003
S4-6 0.00008
55-8 0.00023
S6-9 0.00048
S8-10 0.00183

512-14 0.00012
513-15 0.00021
514-16 0.00003

2.4.3. In-Channel Physical Parameters Related to the Roughness Coefficient

Previous studies have reported that riverbed roughness varies with water depth [19].
Indeed, roughness is expected to vary with water depth, even in unsteady two-dimensional
calculations. To calculate Manning’s roughness coefficient during a flood, we compared
the roughness coefficient and relative water depth at each of the times indicated in the
boundary conditions, with reference to previous studies. The relative water depth was
calculated by dividing the water depth by Dg4, which was obtained from the grain size
accumulation curve. From among the ten values set as boundary conditions, water depth
under maximum flow was used. The Dgy grain size of the riverbed material was calculated
by creating a grain size distribution curve using the image-based line grid method.

In predicting the back-calculated roughness coefficient during flooding based on the
abovementioned physical channel parameters, the following relevant channel physical
parameters were selected: river ratio of width to depth, slope, Dg4 grain size of riverbed
materials, relative water depth, ratio of plants, ratio of habitat per section, and H/L/S (H:
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step height; L: step length; S: channel slope). H/L/S, as proposed by Abrahams et al. [20],
is widely used to test the occurrence of the maximum flow resistance condition in moun-
tainous streams. These parameters were calculated using QGIS 3.1.6 with a 0.5 m grid
DEM and ortho imagery.

The width-to-depth ratio was selected as a dimensionless value divided by the water
depth to assess the extent to which the river width, a parameter that can be controlled
during design, affects the roughness coefficient. The width—depth ratio was calculated
by dividing the river’s average width by the river’s depth. The average river width per
section was divided into five equal sections, and the average value was used as the average
river width. The water depth was selected as the water depth value when the relative
water depth reached its maximum value. Gradient and relative water depth values were
selected because they were related to the roughness coefficients of mountainous rivers in
previous studies [5]. The slope was calculated by dividing the channel length at the upper
and lower ends of each set section by the difference in elevation between the upper and
lower ends, i.e., channel length/elevation difference = slope. The relative water depth was
calculated for each of the ten time periods described above, and the value with the most
significant back-calculated roughness coefficient was selected. The Dgy grain size of the
riverbed material, ratio of habitat per section, and maximum flow resistance index H/L/S
were selected as parameters to investigate the effectiveness of the step-pool as the main
roughness factor for mountainous rivers, which was already known from existing studies.
The ratio of habitat, as an occupation of each habitat in each section, was calculated by
classifying the river channel into four habitats: step, pool, rapid, and riffle. In the field, we
classified step-pools, characteristic river bed forms in mountain river channels. During the
step-pool sequence, we classified areas with little wave action as riffle and areas with fast
flow and whitecaps as rapid. For each habitat roughly classified during the field survey,
polygons were created using ortho-images in GIS 3.2 software. The ratio of each habitat
was calculated by dividing the polygon area of each habitat by the area of each section.

H/L/S is calculated as H: step height, L: Step length from the step to the end of the
pool, and S: section longitudinal gradient. A longitudinal gradient was created from the
obtained ground elevation, and the average value of H/L/S was calculated for each set
section. The ratio of plants, as an area occupation of plants in each section, was selected
based on the expectation that the effect of the plant would be included in the roughness
coefficient since the plant density term was omitted in the unsteady two-dimensional flow
calculation in this study. The distribution of vegetation in the Yamatsuki River is closely
related to the development of troughs (Sato, unpublished data) and should be interpreted
as implicitly including the effects of flow inhibition by troughs. Polygons surrounding
the plant areas were created using ortho-images in GIS software. The ratio of plants was
calculated by dividing the polygon area of plants by the area of each section.

2.4.4. Regression Analysis to Examine In-Channel Physical Parameters Most Strongly
Affecting the Roughness Coefficient

A single regression analysis between the physical parameters described above and
Manning’s roughness coefficient was applied to investigate the factors influencing the
back-calculated inverse roughness coefficient. The corresponding data set is shown in
Table 3. In addition, multiple regression analysis was conducted to develop an equation
to predict Manning’s roughness coefficient in mountainous rivers, selecting the physical
parameters with significant correlation coefficients.
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Table 3. Data set used in the single and multiple regression analysis.

Cal Manning’s  Ratio of Relative  Ratio
Secti(;n Roughness  Width to Slope Dga De t}‘: of Plant Step Riffle  Rapid Pool H/L/S
Coefficient Depth (m/m) (m) p 2, 2 (%) (%) (%) (%)
Name 1/3 (m/m)  (m*/m?)
(s/m'?) (m/m)
S1-3 0.11 6.46 0.005 0.40 2.32 0.00 3.07 36.87 2.90 1.50 4.02
524 0.06 494 0.025 1.25 0.87 0.00 3.38 22.70 3.83 3.04 1.06
53-5 0.06 6.95 0.028 1.45 0.61 0.00 3.22 21.87 2.22 6.34 1.41
54-6 0.09 6.51 0.018 0.55 1.88 0.01 3.79 31.39 0.82 5.80 3.11
55-8 0.02 9.00 0.035 0.60 1.42 0.22 7.08 16.04 3.18 5.77 2.36
56-9 0.05 10.29 0.035 0.75 1.31 0.39 5.84 20.04 2.35 4.71 2.06
S8-10 0.05 18.23 0.040 0.55 1.34 0.63 4.24 24.62 2.26 2.32 1.46
S12-14 0.10 9.44 0.023 0.70 1.84 0.30 6.96 17.45 2.02 8.06 3.13
S13-15 0.07 11.47 0.042 0.90 1.08 0.20 9.02 18.32 3.18 4.65 2.13
S14-16 0.07 12.39 0.041 1.05 0.76 0.14 9.03 16.88 3.95 7.27 2.48

3. Results and Discussion
3.1. The Back-Calculated Manning’s Roughness Coefficients and Their Relationship with the
Relative Water Depth

We were able to observe spatially and temporally dense water-level data for a moun-
tainous river and back-calculated Manning’s roughness coefficients at various discharge
stages using several results from two-dimensional flow calculations. Since it is known from
previous studies that the coefficient of roughness varies with changes in flow rate, we first
estimated the final coefficient of roughness during a flood event and then assessed whether
the coefficients differed from section to section.

The relationship between the obtained back-calculated roughness coefficients and
relative water depths are shown in Figure 5. The Manning’s roughness coefficients ranged
from 0.11 to 1.28 m'/3/s in the early stages of computation in each computed section,
i.e.,, when the riverbed gravels were not submerged in the early stages of the flood. In par-
ticular, sections 2—4 and 12-14 had coefficients of roughness greater than 0.96, with values
exceeding the range of 0.057 to 0.96 m'/3 /s reported by Yochum et al. [10] for roughness
under a low flow. As the relative water depth increased, Manning’s roughness coefficients
generally reached their maximum when the relative water depth fell within the range of
0.5 to 0.1 m!/3/s. Asano et al. [5] reported a minimum roughness coefficient of 0.16 m'/3 /s
for the step pool, Montgomery et al. [12] reported a roughness coefficient of 0.1~0.2 m'/3 /s
for the step pool, and Yochum et al. [10] reported a coefficient of 0.048~0.3 m!/3 /s for high
water. Therefore, we maintain that a Manning’s roughness coefficient with a high relative
water depth is generally reasonable.

Step height significantly correlates with the D5y and Dg4 values of the constituent
gravel diameter [21]. Since the relative water depth in this study is assumed to be h/Dgy,
the step is expected to be submerged below the water surface where the relative water depth
exceeds 1 [21,22]. Asano et al. [5] reported that Manning’s roughness coefficient calculated
from steady flow calculations converges to a constant value with an increase in relative
water depth. This study calculated the roughness coefficient backward from unsteady
two-dimensional flow calculations for each section. The results confirmed that Manning’s
roughness coefficient decreases with an increase in relative water depth and converges to a
constant value. However, Manning’s roughness coefficient was found to vary from section
to section. The longitudinal distributions of the back-calculated roughness coefficient,
calculated water level, and observed water level at peak flow (i.e., when the relative
water depth is maximum) are shown in Figure 6. It is suggested that the convergence
of Manning’s roughness coefficient may change depending on the river channel’s spatial
factors and physical parameters.
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3.2. Effects of In-Channel Physical Parameters on the Roughness Coefficient

Single regression analysis was performed to clarify the relationship between the
physical parameters and roughness coefficient. In the single regression analysis, Manning’s
roughness coefficients at the maximum relative water depth were used to represent channel
resistance during the flood. The results are shown in Figure 7. Furthermore, multiple
regression analysis was performed between the parameters with the strongest correlation
and Manning’s roughness while considering multicollinearity.

The previous section confirmed that Manning’s roughness coefficient during a flood
with high water levels is spatially varied. Figure 7 shows that the slope was negatively
correlated with Manning’s roughness coefficient, and H/L/S was selected as the positively
correlated parameter. On the other hand, the ratio of width to depth, Dg4 grain size of
the streambed material, relative water depth, plant rate, and habitat ratio per section did
not correlate well. The Dg4 grain size of the riverbed material and the ratio of habitat per
section were selected to explain the effects of the step pool in dispersing the energy of the
flow, and H/L/S, which was selected for the same reason, had a high correlation. Thus,
H/L/S was selected as the number to express the step pool for the roughness coefficient.
H/L/S is likely the most appropriate number to express the step pool for the roughness
coefficient. Manning’s roughness coefficient, calculated using a planar two-dimensional
calculation, expresses the effects of friction roughness and shape roughness. The river
roughness is considered to contain the roughness caused by friction due to plants and the
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grain of the riverbed material and the roughness due to shapes such as boulders, troughs,
gradients, and H/L/S. In the sections where the gradient is low, the Dg4 grain size of the
riverbed is small, and the water depth is significant. However, the H/L/S is considered
to have increased due to the development of a step pool caused by flood flow, suggesting
that the step pool developed regardless of the Dg4 grain size and that Manning’s roughness
coefficient is increasing. This result indicates that the roughness due to the shape is larger
than the roughness due to the grain size. This result is also consistent with a previous study
that found that roughness caused by shape contribute more to flow drag than roughness
caused by friction, although such factors depend on the flow regime during flooding [6].
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Figure 7. Correlation coefficients between measured parameters (red boxes: correlation coeffi-
cients exceeding 0.6 for physical parameters that showed a strong correlation with Manning’s
roughness coefficient).

The plants in the channel of the Yamatsuki River are mainly vine reeds covering the
sandbars. Many of the crane reeds fell in the downstream direction during the field survey
after the river’s outflow. In this analysis, the simulated water depth in the section with the
plants was confirmed to be around 1 m (Figure 8). Reeds collapsed at a rate of 0.4 m/s or
greater, and the coarse roughness coefficient dropped to around 0.05 [23]. The vital force of
the water during flooding likely caused the reeds to collapse, which reduced the roughness
coefficient of the plant section and did not have a substantial effect on the Manning’s
roughness coefficient.

Because of the collinearity of the physical parameters, the selection of parameters was
narrowed down to slope and H/L/S, which have robust correlation coefficients, and a
single regression equation with the roughness coefficient was created for each parameter.
Figure 9 shows that Manning’s roughness coefficient decreased with an increase in slope,
and the trend of an increasing roughness coefficient with increasing H/L/S was very
clear. In a previous study, Spearman’s rank correlation coefficient was used to evaluate
the influence of slope, watershed area, and size of streambed material on the calculated
roughness coefficient [5]. As a result, we confirmed that the slope, bed grain size, and
coefficient of roughness were significantly correlated with the riverbed morphology found
in gentle gradients, such as plane-bed and pool-riffle gradients, while slope, catchment
area, and bed grain size had no effects on roughness in steep gradients, such as step-
pool and cascade gradients. However, this study showed that the effects of gradients on
roughness coefficients are strong even in channel sections where step pools are observed.

87



Water 2024, 16, 320

In addition, an increase in H/L/S means that the step pool is more developed, and since
the loss of flow energy increases as the step pool develops [24,25], an increase in H/L/S is
considered to have contributed to the increase in the roughness coefficient. An increase in
H/L/S also increases the coefficient of roughness.
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Figure 8. A cross section at the midpoint of wl08-w109 with the highest water level.
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Figure 9. Relationships between Manning’s roughness coefficients, slope, and H/L/S with high
correlation coefficients exceeding 0.6.

To construct an equation to predict the roughness coefficient in mountainous rivers
using physical parameters, a multiple regression analysis was conducted with Manning’s
roughness coefficient n [m!/3/s] as the objective variable and slope and H/L/S as the
explanatory variables featuring high correlation coefficients with the roughness coefficient
while taking multi-collinearity into account. As a result, the following regression equation
was derived:

n = —0.984777 x Slope + 0.012368 x H/L/S + 0.067915. (12)

The coefficient of determination was 0.60, and the adjusted coefficient of determina-
tion was 0.48. Since the coefficient of determination is smaller than 0.5, the accuracy is
considered poor. Nevertheless, we believe that these results demonstrate the possibility
to create a more accurate prediction equation by increasing the number of samples and
conducting similar analyses in the future.

4. Conclusions

This study aimed to collect the spatially and temporally dense water-level data
in a mountainous river to back-calculate Manning’s roughness coefficients via a two-
dimensional unsteady flow calculation analysis and determine how these coefficients are
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affected by in-channel physical parameters. The two-dimensional calculation of unsteady
flow based on longitudinally observed water levels showed that the roughness coefficient
was within the range of the Manning’s roughness coefficient estimated in existing studies.
The roughness coefficient calculated by the plane two-dimensional calculations of unsteady
flow approached a constant value in the range of 0.05 to 0.1 s/m!/3 as the relative water
depth increased. This result indicates that the roughness coefficient can be considered a
constant value when performing plane two-dimensional flow calculations for flooding.
The roughness coefficient during flooding was found to be correlated with the slope and
H/L/S. An equation for predicting the roughness coefficient during flooding based on the
physical parameters of the channel was also proposed.
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Abstract: During the cofferdam construction of the toe reinforcement project at the Qiantang River
Estuary, the scouring of the riverbed at the groin head often led to the collapse of geotube groins due
to strong tidal currents. Based on field experience, employing a combination of clay and geotubes
proved to be a more effective solution to this problem. This study adopted a flume model experiment
to investigate the scouring and deposition around geotube groins and mixed clay-geotube groins. The
results indicated that the influence of tidal surges on geomorphic changes surrounding the groins was
more pronounced during spring tides than during neap tides. Under the same flow conditions, the
scour depth at the head of the geotube groin was notably deeper than that of the mixed clay-geotube
groin. Additionally, sediment silting behind the mixed clay—geotube groin was significantly greater
than that behind the geotube groin. The clay component of the mixed clay—geotube groin served to
mitigate the head scour, enhancing the overall structural stability to a certain extent. The geotube
groin, with its surrounding scour pits expanding over time, experienced increasing tensile strain.
This resulted in the rupture of the geotextile material, the loss of internal sand and, ultimately, groin
collapse. It was found that mixed clay—geotube groins were better suited for cofferdam construction
in strong tidal estuaries compared to geotube groin alternatives.

Keywords: geotube groin; flume model experiment; Qiantang River Estuary; scour pits; sedimentation

1. Introduction

The Qiantang River Estuary, spanning from the Fuchun River Power Station in Tonglu
to the line connecting Luchao Port in Shanghai with Zhenhai in Ningbo, is a globally
renowned strong tidal estuary, stretching approximately 290 km [1]. The north embankment
of the Qiantang River is an essential barrier safeguarding the Hangjiahu Plain and the
southern edges of Suzhou and Songjiang in Shanghai against typhoon storm surges. The
Haining section of the Qiantang River’s northern embankment, measuring about 55.7 km,
is composed of segments like the Yancang Embankment, the historical Qing Dynasty
Embankment, and the Jianshan Embankment. Recent monitoring has revealed that parts of
the sea embankment between Yangtian Temple and Tashan do not meet the original design
standards for overall stability and scour protection. Under a 300-year event standard,
16.475 km of the embankment toe fails to meet the specified requirements [2]. To ensure
flood and tide defense, there is an urgent need for a provisional cofferdam, facilitating
reinforcement work for the embankment toe between Yangtian Temple and Tashan.

Given the intense tidal surges of this section of the Qiantang River, coupled with
rapid flow velocities and significant river bed changes, constructing a cofferdam here
is exceptionally challenging. Ensuring the temporary cofferdam’s stability during the
3—-4-month construction period is paramount. Drawing from construction experience, the
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groins, on the one hand, act as flow deflectors, reducing the water current’s impact on
the main cofferdam body and ensuring safety. On the other hand, they promote sediment
deposition behind the groins, raising the riverbed to save construction costs, and can
function as transverse cofferdams, enhancing construction efficiency. Thus, this project
adopted a strategy of building vertical groins along the embankment, followed by the
construction of the longitudinal cofferdam (as shown in Figure 1). Initially, geotube groins
were used as transverse cofferdams. However, approximately 50-60 m offshore, significant
scouring of the riverbed sand at the groin’s toe was observed. Progressive undercutting
led to eccentric loading on the groin, causing local tensile deformation in the geotubes.
When localized tensile forces surpassed the geotube’s tensile strength, it would be pulled to
failure, resulting in a loss of fill material and the eventual collapse (as depicted in Figure 2),
which incurred significant losses. Subsequently, an approach to integrating clay with
geotube groins (referred to as mixed clay—-geotube groins) was employed. The region
near the embankment (within 50 m offshore) used geotube groins, while areas with faster
water currents on the river side employed natural clay (as illustrated in Figure 3). The
mixed clay—geotube groins were able to maintain their overall structural integrity without
significant deformation during strong tidal surge periods, ensuring the smooth running of
the project. Moreover, the sediment deposition efficiency behind the mixed clay—geotube
groins was notably higher than that behind the geotube groins, offering convenience for
subsequent longitudinal cofferdam construction.

Figure 1. Transverse cofferdam and longitudinal cofferdam.

Figure 2. Geotube groin collapse.
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Figure 3. Mixed clay—-geotube groin.

The groin is one kind of spur dike that is often used in temporary water-related
projects. Comprehensive studies on scouring and protection around groins are vital in
actual engineering scenarios [3]. Considerable progress has been made in understanding
the scouring and deposition around groins [4-10]. However, the fluid dynamics around
these structures becomes intricate in estuaries with strong tidal actions, and studies in this
area remain insufficient. In the context of field measurements, Zhao et al. [11-13] carried
out observations and comparative analyses of pile-supported groins intended for dike
protection. Field measurements of scour holes around the groins and observations of their
influence on the elevation and tidal bores of nearby tidal flats revealed that, compared
to traditional rock-filled groins, pile-supported groins demonstrated less local scouring
around the structure, better stability, and notable effectiveness in moderating tidal bore
velocities. Experimentally, Qian et al. [14] combined holistic physical modeling to simulate
the behavior of groins in bends and flume modeling to study groins in straight sections,
investigating differences in localized scouring under strong tidal action. Their results
indicated that groins located on bends experienced deeper local scour holes than those
on straight sections when subjected to strong tidal action. Zhang et al. [15] took the spur
dike in the Qiantang River Estuary’s Jianshan section as a prototype and conducted flume
experiments on submerged groin scouring induced by tidal bores. The results showed that
the scour depth was directly proportional to the relative current intensity and the dike
height, but inversely proportional to the water depth before the bore. Pan and Li [16] used
flume models to investigate the hydraulic structures, scour hole morphology, and depth
around the widely used sheet-pile groins in the Qiantang River Estuary. They obtained the
fitted maximum scour depth calculation formulae at the groin head and the upstream side
of a groin using the least squares method. Numerically, conventional models struggled
to accurately simulate the water process under the influence of tidal bores, due to the
discontinuity of physical quantities before and after the tidal bores. Initial efforts focused
on exploring tidal bores” propagation [17-20], followed by studies on sediment transport
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under the influence of groins [21-26]. However, most of these studies centered around
permanent groins (e.g., rock-filled dikes, sheet-pile groins), with limited investigations of
the often-used geotube groins in temporary water-related projects, and those available
predominantly discussed their stability [27,28]. Research on scour and deposition around
geotube groins, especially under tidal environments, is notably lacking. Additionally,
studies on the innovative mixed clay—geotube groins, deduced from the latest engineering
experiences, are virtually nonexistent.

Based on the embankment engineering project on the north bank of the Qiantang River,
from Yangtian Temple to Tashan (specifically focusing on the toe of the dike), this study
addresses the different performances of geotube groins and mixed clay—-geotube groins
(i.e., the instability and potential collapse of geotube groins and the relatively stable mixed
clay—geotube groins under intense water flow). The remainder of this paper is structured
as follows: Section 2 articulates the materials and methods adopted in this study, including
the experimental setup and measurement equipment, the determination of the scale ratio,
the selection of the model sediment, and the experimental design. Section 3 provides a
detailed analysis of the experimental results. Section 4 discusses the potential reasons for
the experimental results. Finally, conclusions and prospects for future works are presented
in Section 5.

2. Materials and Methods
2.1. Experimental Setup and Measurement Equipment

The physical model experimentation was conducted in a multifunctional experimental
flume with dimensions of 30 m in length, 10 m in width, and 1 m in height (as depicted
in Figure 4). The flume featured a flat, ungraded bottom surface along its entire length.
The experimental water supply was facilitated through a closed-loop water supply system,
with a maximum flow rate of 400 L/s achievable through precision control by an intelligent
flow control system. In the outflow section of the flume, adjustable sluice gates and baffles
were installed to regulate both the outflow rate and the water depth. The primary flume
was characterized by its flat-bottomed profile, rendering it unsuitable for dynamic bed
experiments. To overcome this limitation, a custom-built, portable sediment flume was
constructed within the experimental flume. This sediment flume measured 4 m in length,
3 m in width, and 0.2 m in depth. Transition sections measuring 4.8 m and 3.6 m in length,
respectively, were positioned at the inlet and outlet ends of the sediment flume to ensure a
relatively stable flow profile as the water entered the dynamic bed testing segment.

Figure 4. Experimental flume and sediment flume.

Utilizing our independently developed high-precision automated topographic instru-
ment for sediment—water physical experiments (as depicted in Figure 5), we monitored
changes in the terrain. This instrument is capable of stable operation, facilitating measure-
ments of the experimental terrain in varying sediment-water environments. It is equipped
with a high-precision probe that records the descent height as soon as the probe makes
contact with the riverbed after being lowered from its initial height. For a given point, the
difference between the descent heights recorded by the topographic instrument in its initial
and final terrain states represents the terrain change at that point.
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Figure 5. High-precision topographic instrument.

2.2. Similarity Conditions and Scale Ratio

The physical experiment primarily focused on the local scour and sedimentation varia-
tions around the groins, characterized by significant three-dimensionality. As the variations
in scour and sedimentation at the Qiantang River Estuary are predominantly influenced
by the suspended sediment transport dynamics [29,30], the experimental design adhered
to the principles of the normal sediment transport bed model. Complying with the speci-
fications outlined in hydraulic model testing standards [31], it needed to simultaneously
satisfy conditions of hydraulic similarity and sediment transport similarity. Additionally, to
ensure minimal perturbation of the flow patterns around the model groin by the opposite
flume sidewall, the length of the model groin should not exceed approximately one-third
of the flume’s width according to numerical simulations. The selected experimental scale
ratios are presented in Table 1.

Table 1. Scale ratio determination.

Nomenclature of Scale Ratios Symbols Number
Planar scale ratio N 80
Vertical scale ratio Ah 80
Velocity scale ratio Av 8.94
Time scale ratio At 8.94
Incipient velocity scale ratio Ave 8.94
Settling velocity scale ratio Aw 8.94

2.3. Selection of Model Sediment

This model adhered to the principles of a normal sediment transport bed model for
suspended sediment, with the selection of the model sediments primarily governed by
considerations of sediment transport similarity and incipient motion similarity. In the
construction zone of the groin, the average water depth typically fell within the range of 2
to 5 m, and the median particle size dsg of the riverbed sediment was within the range of
0.03 mm to 0.06 mm. Within this specified range of water depth and median particle size,
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the selection of the model sediments aligned with Zhang Ruijin’s formulae for incipient
flow velocity (Equation (1)) and settling velocity (Equation (2)).

B 014 05— p 104 1\ 12
u, = (d> {17.6 Sp d+o.000000605(m)] 1)

where U, refers to the initiation velocity of the sediment,  refers to the depth of the water
in the construction area, d refers to the median particle size of the sediment, and p; and p
refer to the density of the sediment and water, respectively.

_ v\2 Ps—p . v
w—\/ (13.955) #1098 Lt —13.95 2)

where w refers to the settling velocity of the sediment, v refers to the flow velocity of the
water, and g stands for the gravitational acceleration.

It could be determined that the average incipient flow velocity for sediment transport
in this region fell within the range of 0.47 m/s to 0.71 m/s, while the settling velocity ranged
from 0.06 cm/s to 0.18 cm/s. Based on the calculations of prototype sediment settling,
incipient flow velocity, and scale analysis, the model sediment should exhibit incipient flow
velocities ranging from 5.2 cm/s to 8.3 cm/s and settling velocities between 0.008 cm/s
and 0.03 cm/s. Following the comparative analysis of various model sediments’ incipient
flow velocities by experimentation, a model sediment consisting of wood powder (Ziyang
Wood Powder Factory, Ziyang, Shandong, China) with a density of 1.2 t/m? and a median
particle size of 0.1 mm was selected for the dynamic bed experiments. The model sediment
exhibited an incipient flow velocity of 6.5 cm/s and a settling velocity of 0.028 cm/s.

2.4. Experimental Design
2.4.1. Groin Models

To investigate and compare the bed changes in the surrounding topography induced
by both geotube groins and mixed clay—geotube groins under varying flow conditions, it
was necessary to make the groin models prior to the flume experiments. These models were
designed based on the dimensions of the field prototype groins (with a length of 48 m, a
base width of 36 m, a top width of 12 m, and a height of 12 m) and the prescribed geometric
scaling ratios. This ensured that the constructed groin models maintained the same overall
dimensions, with respective lengths, widths, and heights of 60 cm, 45 cm, and 15 cm.
For the model of the geotube groin, a prototype geotextile material from the construction
site was used for stitching. The geotubes were internally filled with riverbed sediment.
The construction comprised three segments with dimensions of 60 cm x 45 cm X 5 cm,
60 cm x 30 cm x 5 cm, and 60 cm x 15 cm X 5 cm, respectively. These were stacked in
descending order by size from bottom to top, as illustrated in Figure 6. In the case of the
mixed clay—geotube groin model, it included both a section with geotubes and a section
with clay material. The three geotube models had dimensions of 47 cm in length, 45 cm in
width, and 5 cm in height; 47 cm in length, 30 cm in width, and 5 cm in height; and 47 cm
in length, 15 cm in width, and 5 cm in height, respectively. The stacking configuration
of these models was consistent with that of the geotube groin. Additionally, a layer of
clay was applied at the head of the geotube models, closely adhering to the groin head.
This clay layer had a height of 15 cm and extended outward by 13 cm, as depicted in
Figure 7. Subsequently, the fabricated models were individually placed in flumes filled
with saturated model sediment for experimental testing.

2.4.2. Measurement Point Configuration

Topographical measurements were systematically arranged across 37 longitudinal
monitoring sections oriented perpendicular to the direction of the water flow. These sec-
tions were designated as sections 1-1 to 37-37, as illustrated in Figure 8. Upstream of the
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model groin, 10 longitudinal sections (Sections 1 to 10) were established, with intersectional
spacings of 15, 10, 5, 5,5, 5,5, 2, 2, and 2 cm, respectively. Each of these longitudinal sections
consisted of 15 points spaced 10 cm apart. At the groin head, 10 additional longitudinal
sections (Sections 11 to 20) were set up, with 5 cm of spacing between adjacent sections, and
each section contained 18 points with 5 cm intervals between points. Downstream of the
model groin, there were 17 longitudinal sections (Sections 21 to 37), with respective inter-
sectional spacings of 2, 2,2,5,5, 5, 5,5, 5, 10, 10, 10, 10, 10, 15, 15, and 20 cm. Each of these
sections incorporated 15 points, with a spacing of 10 cm between the individual points.

Figure 7. Mixed clay—geotube groin model (model dimensions: length 60 cm, width 45 cm, height
15 cm; the geotube part: 47 cm long, 45 cm wide, and 15 cm high; the clay part: 13 cm long, 45 cm
wide, and 15 cm high).
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Water flow direction

l
37

Figure 8. Measurement point distribution map (overall dimensions of the groin model shown as the

black box: length 60 cm, width 45 cm, height 15 cm).

2.4.3. Experimental Conditions

The primary construction phase of the on-site engineering project spanned from
October to May of the following year. This study focuses on the month of April as a
representative case, examining the morphological changes due to sediment deposition
and erosion around two types of groins under both spring and neap tidal flow conditions.

A summary of the experimental conditions is presented in Table 2.

Table 2. Summary table of experimental conditions.

Experiment Experimental Flow Representative Tidal Tiered Tidal Measurement Variables Measurement
Conditions Conditions Elevation Process Elevation Process Methodology
One Neap tide inflow Flood tide on 7 April Figure 9 Scouring at the head of the High-precision
N — N - N groin and sediment deposition topographic instrument;
Two Spring tide inflow Flood tide on 1 April Figure 10 downstream of the groin high-definition photography
4.5 1
4l 4.17
4
3.53
35 A
~ 3 1
=) 2.5
325 1 7.4
>
=
PEER Rapid high Slack water
5 . :
= . tide period 1
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Figure 9. Elevation gradation during the neap tide inflow period.
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Figure 10. Elevation gradation during the spring tide inflow period.

Based on tidal data obtained from the Yanguan tide gauge station, representative
hydrodynamic conditions were selected from two distinct days in April: one with the
maximum tidal range (1 April, representing spring tide), and the other with the minimum
tidal range (7 April, representing neap tide). Due to the inherently unsteady nature of the
tidal cycle, the experimental approach utilized the concept of ‘quasi-steady flows’. In this
method, a complete unsteady inflow and sediment transport process was approximated by
several stepped steady processes. Consequently, for a complete tidal cycle, three periods
were identified, and the flow conditions were graded based on the extent of the variations
in water level and flow velocity in each period. These periods were the pre-flood period
(where water levels rose gradually, divided into one grade), the rapid high-tide period
(featuring significant changes in water level and flow velocity, divided into two grades),
and the slack-water period (with minimal changes in water level, divided into one grade).

According to the data for water level and flow velocity provided by the Yanguan tide
gauge station, the averaged water level divisions for neap and spring tides are illustrated
in Figures 9 and 10, respectively. Using the scale relationships established in Table 1,
the variables are listed in Tables 3 and 4, where V is the averaged flow velocity, H is the
averaged water level, and variables of the prototype and the model are denoted by the
subscripts p and m, respectively. Q is the pump discharge, and T is the scaled time for each
period in the flume.

Table 3. Parameters for each classification in the neap tide experiment.

Phase Time Interval Vy (m/s) Hp (m) Vm (cm/s) Hy, (cm) T (min) Q (L/s)
Pre-flood period 15:00-15:51 1.2 3.5 13.4 44 6 18
s . . 15:51-16:32 2.5 4.53 28 5.7 6 48
Rapid high-tide period = ;"o 17,36 2 5.11 2.4 6.4 7 43
Slack-water 17:36-18:27 05 5.17 56 6.5 7 11
period
Table 4. Parameters for each classification in the spring tide experiment.
Phase Time Interval Vy (m/s) Hp (m) Vm (cm/s) H,, (cm) T (min) Q (L/s)
Pre-flood period 12:00-12:30 1.5 4.76 16.8 5.9 4 30
s . . 12:30-13:00 4 6.66 45 8.4 4 1134
Rapid high-tide period ;55 13,56 3 7.53 335 9.4 7 95
Slack-water 13:58-15:00 058 7.9 8.9 10 7 26.7

period
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3. Results
3.1. Experimental Condition 1: Neap Tide Inflow

Under the inflow conditions of the neap tide, the initial and final topographies of both
types of groins can be seen in Figure 11, where GG signifies the geotube groin, while MGG
denotes the mixed clay-geotube groin.

(a) Initial terrain of GG

(c) Initial terrain of MGG (d) Final terrain of MGG

Figure 11. Topographical changes around both types of groins under neap tide inflow conditions.

According to the topographic variations measured by the topographic instrument, the
final contour lines of sedimentation and erosion for both types of groins were as illustrated
in Figure 12, with both the horizontal and vertical axes scaled in mm. The model groins
were positioned within the flume at coordinates ranging from 560 mm to 1010 mm on the x-
axis and from 0 mm to 600 mm on the y-axis. The x-axis represents the longitudinal direction
along the flume, while the y-axis represents the direction perpendicular to the flume.

By synthesizing the overall topographic contour maps with high-resolution experi-
mental images, it was evident that under conditions of neap tide inflow, the downstream
terrain of both types of groins exhibited an increase in elevation. This observation cor-
roborated that both groins were effective in promoting sedimentation in their respective
downstream zones.

To offer a more detailed assessment of the extent of sediment accumulation behind the
groins, elevational profiles from three selected downstream longitudinal section measure-
ment points were analyzed, revealing the longitudinal variations, as shown in Figure 13.
The distances from CS 22, CS 28, and CS 34 to the backwater side of the groin (CS 20) were
4 cm, 31 cm, and 86 cm, respectively. An elevation of 0 refers to the relative initial topogra-
phy. An elevation greater than 0 indicates sedimentation, while elevation below 0 means
bed erosion. In the downstream zone of the model groins located within approximately
600 mm from the shore, the elevation increase in the topography was more pronounced for
the three longitudinal sections downstream of the mixed clay—-geotube groin as compared
to their counterparts downstream of the geotube groin. The relative sediment accretion
exceeded 10 mm for the mixed clay-geotube groin, while it remained below 5 mm for the
geotube groin. It was noted that areas in closer proximity to the mixed clay—geotube groin
exhibited a higher degree of sedimentation. This was attributed to the partial dispersal of
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clay from the head of the mixed clay—-geotube groin during erosive processes, which was
then transported downstream and accumulated.
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Figure 12. Contour maps of sedimentation and erosion for two different groin materials during the
neap tide inflow.

In regions situated at a distance greater than 600 mm from the shore, the riverbeds
surrounding both types of groins generally exhibited erosive tendencies, with the extent of
erosion intensifying as the proximity to the groins increased. For any given longitudinal
section, the erosion depth adjacent to the geotube groin was notably greater than that near
the mixed clay—geotube groin. For instance, at section CS 22, the maximum erosion depths
for both groins were located approximately 700 mm from the flume’s sidewall. The geotube
groin exhibited an erosion depth of 40 mm, whereas the mixed clay—geotube groin showed
a comparatively shallower depth of 20 mm. When comparing the topographic contour
maps (as shown in Figure 12), the scour holes around the geotube groin were, on the whole,
deeper than those around the mixed clay—-geotube groin. The deepest erosion near the head
of the geotube groin reached up to 60 mm, while that for the mixed clay-geotube groin was
limited to 25 mm.
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Figure 13. Elevation change profile of the longitudinal section behind the groins.

To further explore the erosional patterns at the heads of the two different groins,
cross-sectional variations at distances of 5 cm (Y = 650 mm), 15 cm (Y = 750 mm), and 25 cm
(Y = 850 mm) from the groin head were plotted. It can be seen in Figure 14 that the scour
depth at the head of the geotube groin exceeded that of the mixed clay—geotube groin at the
same cross-section. Specifically, the maximum scour depth observed for the geotube groin
reached up to 60 mm, whereas it was limited to 20 mm for the mixed clay—geotube groin.
However, the spatial extent of the scour pit associated with the mixed clay-geotube groin
was broader than that associated with the geotube groin. The scour dimensions for the
geotube groin spanned a range of 400 mm to 1200 mm, compared to 300 mm to 1400 mm
for the mixed clay—geotube groin. In summary, during the period of neap tide inflow,
the geotube groin exhibited greater scour depths, but within a narrower range, whereas
the mixed clay-geotube groin manifested lower scour depths, but over a more expansive
spatial domain.
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Figure 14. Topographic elevation variation diagrams of cross-sections at various distances from the groin.
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3.2. Experimental Condition 2: Spring Tide Inflow

Under the inflow conditions of the spring tide, the initial and final topographies of
both types of groins can be seen in Figure 15.

- , .
(b) Final terrain of GG

S s s

(c) Initial terrain of MGG (d) Final terrain of MGG

Figure 15. Topographical changes around both types of groins under spring tide inflow conditions.

According to the topographic variations measured by the topographic instrument, the
final contour lines of sedimentation and erosion for both types of groin were as illustrated
in Figure 16. Both the x- and y-axes are represented in mm, and the location of the model
groins in the flume correspond to conditions during the neap tide phase.

By comparing the overall contour lines of both groins, it can be observed that after
the passage of the spring tide inflow, the post-groin topography of the geotube groin
showed relative sedimentation between 5 mm and 10 mm (as shown in Figure 16a), while
the sedimentation behind the mixed clay—geotube groin was between 20 mm and 30 mm
(Figure 16b). This indicates that both types of groins enhanced sediment deposition in the
downstream region, with the mixed clay—geotube groin demonstrating superior siltation
promotion compared to the geotube groin. When compared with the neap tide inflow
conditions, where the geotube groin had a relative sedimentation thickness of less than
5 mm (Figure 12a) and the mixed clay—-geotube groin was between 10 mm and 15 mm
(Figure 12b), it was evident that the spring tide inflow had a more pronounced effect on the
post-groin topographic changes than the neap tide for both groins.

To offer a more detailed assessment of the extent of sediment accumulation behind
the groins, elevational profiles from three selected downstream longitudinal section mea-
surement points were analyzed, revealing the following longitudinal variations:

From Figure 17, it was evident that during the high tide of the spring tide, within
the area behind the model groins (within 600 mm from the shoreline), the change in
elevation across the three cross-sections behind the mixed clay—geotube groin was more
pronounced compared to the corresponding positions behind the geotube groin. Relative
to the conditions during the neap tide inflow, there was greater sediment accretion behind
the mixed clay—geotube groin during the spring flood tide, with siltation approximately
20 mm thick, while the increase in sediment accretion behind the geotube groin during the
spring tide inflow was rather modest compared to the neap tide conditions.
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Figure 16. Contour maps of sedimentation and erosion for two different groin materials during the
spring tide inflow.
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Figure 17. Elevation change profile of the longitudinal section behind the groins.

Additionally, to further explore the erosional patterns at the heads of the two different
groins, cross-sectional variations at distances of 5 cm (Y = 650 mm), 15 cm (Y = 750 mm),
and 25 cm (Y = 850 mm) from the groin head were plotted, as shown in Figure 18. The
geotube groin showed a greater scour depth at the groin head than the mixed clay-geotube
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groin. The maximum scour depth for the geotube groin reached up to 100 mm, while the
mixed clay—geotube groin recorded a maximum scour depth of only 60 mm. It can be
inferred that the geotube groin was more susceptible to scouring at the head compared to
the mixed clay-geotube groin.

(a) GG CS Y = 650 mm - (b) MGG CS Y = 650 mm
—~ g
g 0- g (-beessesessuesses
£ O
g 5 -20
2 50 £
5 540
100 & -60
400 800 1200 1600 2000 0 400 800 1200 1600 2000
Distance (mm) Distance (mm)
(¢) GG CS Y =750 mm (d) MGG CS Y =750 mm
B0 B eI RIS P en
g H
£ 50 £ 0
< <
5 3
m o
100 -100
400 800 1200 1600 2000 0 400 800 1200 1600 2000
Distance (mm) Distance (mm)
0 senneee ©.GACSY.E830mm. e, 0 ereererennes (H.MGG Y = 850 mm
E T
E £ -20
£ 50 5 -40
g s
3 3 -60
= 100 * 80
0 400 800 1200 1600 2000 0 400 800 1200 1600 2000
Distance (mm) Distance (mm)

Figure 18. Topographic elevation variation diagrams of cross-sections at various distances from the groins.

During the spring tide period, the scour pit depth for the geotube groin ranged from 0
to 100 mm, as depicted in Figure 18a,c,e. Conversely, the mixed clay—geotube groin’s scour
pit depth ranged between 0 and 60 mm during the same phase, as shown in Figure 18b,d,f.
The geotube groin’s head was found to experience more severe scouring than that of the
mixed clay-geotube groin. Relative to the conditions during the neap tide, the geotube
groin exhibited scour pit depth ranges of 0-40 mm (see Figure 14a,c,e), while the mixed
clay—-geotube groin showed ranges of 0-20 mm (as shown in Figure 14b,d f). After the
spring tide phase, the scour pit depths at the heads of both groins expanded by 1-2 times
compared to those during the neap tide. This indicates that the spring tide exerted a more
significant influence on the scour pits at the groin heads than the neap tide.

4. Discussion

By comparing the topographical changes around the model groins under different
experimental conditions, it became evident that the spring tide exerted a more significant
influence on the surrounding morphology than the neap tide. This was predominantly
manifested in deeper scouring pits at the groin heads, wider affected areas, and increased
sediment deposition downstream of the groins. During the spring tide, the increased
flow velocity could mobilize more bed sediments into the flow, resulting in a higher
sediment concentration within the water column. As the sediments were transported
downstream of the groins, the flow velocity diminished, and more sediments settled,
leading to morphological sediment deposition.

By comparing the morphological changes downstream of groins made of different
materials under the same flow conditions, we found that sediment deposition was more
pronounced behind mixed clay—geotube groin. This was attributed to the faster flow
velocities during spring tide, where a portion of the clay within the mixed clay—geotube
groin’s structure was eroded and dispersed by the water flow. Subsequently, the eroded
material settled in areas with slower velocities downstream of the groin.

Figure 19 illustrates the phenomenon of head collapse in the geotube groin under the
conditions of a spring tide. The geotube groin behaved approximately as a rigid body, with
its base in direct contact with the original riverbed of sandy soil. Under prolonged, intense,
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unsteady flow, the bed sediment at the base of the geotube groin’s head was progressively
eroded, forming a scour hole. This resulted in an eccentric load on the groin, causing
localized tensile deformation of the geotextile material. In actual engineering scenarios,
when the localized tensile force exerted on the geotube exceeded its tensile strength, the
geotextile material was pulled into failure, leading to sand leakage, and the groin ultimately
collapsed, as shown in Figure 2.

Figure 19. Localized scour pit at the head of the geotube groin following the spring tide surge.

For the mixed clay—geotube groin, its head clay exhibited some erodibility. Our
experimental findings indicated that under hydrodynamic forces, a portion of the clay
from the mixed clay—geotube groin’s head was eroded and fell into the scour pit, which
filled the pit to a certain extent, as demonstrated in Figure 20a. Unlike the geotube groin,
the clay component of the mixed clay—geotube groin exhibited some flexibility. When a
scour pit formed at its head, the clay underwent deformation and fitted the edges of the pit,
preventing its extension beneath the main groin structure, as seen in Figure 20b. This could
reduce the eccentric load on the groin, enhancing its overall stability. Meanwhile, some of
the clay carried by the flow would fill the gap between the groin and the riverbed, adhering
the bottom geotube layer to the riverbed and further bolstering the groin’s stability, as
depicted in Figure 21.

Figure 20. Scour pit at the head of the mixed clay—geotube groin.
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Figure 21. Partial diagram of the contact between the geotube behind the mixed clay-geotube groin
and the riverbed.

5. Conclusions

In the cofferdam construction process for the embankment toe reinforcement project
at the Qiantang River Estuary, geotube groins often encountered problems of embankment
head erosion, leading to the tearing of the geotextile material of geotube groins, the subse-
quent loss of infilled material and, finally, collapse. This significantly hindered the progress
of the project. Drawing on engineering experience, adopting mixed clay—geotube groins
could effectively address this issue. To provide theoretical support for this construction
approach, we conducted flume model tests to study the sediment dynamics around groins
of both material types under various flow conditions. The conclusions are as follows:

(1) In comparative terms, the morphological impacts on the surrounding terrain of
the groins were more pronounced under conditions of spring tide inflow than under neap
tide inflow conditions. Furthermore, under the same flow conditions, the scour pits at
the heads of the geotube groin were conspicuously deeper than those formed around the
mixed clay—-geotube groin.

(2) From the perspective of sediment accretion effects behind the groins, both groins
exhibited the capability to promote sediment deposition. Under two different flow condi-
tions, the velocity of the water decreased in the region downstream of the groins, resulting
in the settlement of suspended sediment, and thereby elevating the downstream terrain.
It was noteworthy that during periods of spring tide, the increased flow velocity mobi-
lized a greater quantity of bed sediment into the water column. As the flow decelerated
downstream of the groins, a more substantial sediment deposition was observed. Under
the same flow conditions, the mixed clay-geotube groin demonstrated a higher propensity
for sediment accumulation in its downstream regions than the geotube groin. This was
attributed to the fact that some of the clay within the structure of the mixed clay—geotube
groin was eroded and transported downstream by the flowing water, contributing to
enhanced sedimentation rates behind the groin.

(3) From the perspective of the groin stability, clay possesses certain erosive charac-
teristics that have a unique interaction with the hydraulic environment. Under sustained
water flow, some of the clay at the head of the mixed clay-geotube groin was scoured and
displaced into existing scour pits, effectively serving a role in the infill and attenuation
of these erosive features. Additionally, due to the inherent plasticity of clay, it had the
ability to adapt its shape to conform to the contours of the scour pits, thereby bolstering the
overall stability of the groin structure to a significant extent. Conversely, the geotube groin
exhibited less favorable stability characteristics. Scour pits that formed at the groin head in-
duced eccentric loading conditions, leading to deformation of the geotextile material. Once
this deformation reached a critical threshold, the geotextile material experienced structural
failure, causing the contained sand to leak and eventually resulting in groin collapse.
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These findings highlight the benefits of mixed clay—geotube groins for their potential to
enhance structural integrity and resilience against erosive forces in cofferdam construction
at the Qiantang River Estuary, offering scientific support for the applicability of mixed
clay—geotube groins in tidal areas.

However, it should be noted that due to the limited experimental conditions and test
duration, the above conclusions were drawn under specific flow conditions, so there are
certain limitations. In the future, tests under more conditions will be needed, such as setting
various flow conditions, and adjusting the length and angle of the groins. Meanwhile,
the durability, maintenance costs, and environmental compatibility of synthetic materials
should also be investigated to protect natural water against the dispersion of artificial
materials due to failures.
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Abstract: This work focuses on the mechanisms that trigger internal erosion of the pervious foun-
dation of flood protection dikes. The origin of these permeable layers is generally attributed to the
presence of a paleo-valley and paleo-channels filled with gravelly-sandy sediments beneath the river
bed and dikes. These layers may extend into the protected area. Visual observations of leaks, sand
boils and sinkholes in the protected area testify to internal erosion processes in the underground
soil. Local geological conditions are part of the information to be sought to explain these processes:
presence of permeable soils and position of interfaces. Results obtained on Agly dikes (France), using
two classical geophysical methods (EMI and ERT), were analyzed using cored soils and showed that
it is not enough to simply conclude to the presence of backward erosion piping. The possibility of
internal erosion, such as suffusion or contact erosion, must also be considered as the cause of leaks,
sand boils and sinkholes. As the results obtained are explained by the presence of a paleo-valley
and paleo-channels beneath the river bed and dikes—commonly encountered in this context—the
methodology presented and the results obtained are likely to be relevant for many dikes.

Keywords: river dikes; levees; paleo-valley; paleo-channels; leaks; internal erosion; sand boils;
sinkholes; geophysical observations; electrical conductivity

1. Introduction

Protection dikes help keeping safe urban populations settled along rivers from risks
encountered by flooding events. Underlying soils, termed as foundation, are however prone
to internal erosion, which represents one of the main causes of breach failures [1,2]. This
process results from the transport and migration of soil particles subjected to localized flows.
Internal erosion processes include erosion along a crack or a pre-formed hole (concentrated
leak erosion), migration of the fine fraction through a coarse matrix (suffusion), erosion
along a contact between two soils (contact erosion), and erosion starting from a point of
loss of effective stress by fluidization [3] and propagating backward towards upstream
(backward erosion piping) [4-6]. Observations of surface signatures (leaks, sand boils,
sinkholes and turbidity) represent the most relevant evidences of internal erosion.

The most documented signatures, termed as sand boils, are recognized as one of
the major causes of severe damage or even failure of flood defenses worldwide [7-9].
Different mechanisms have been identified as being responsible of them [10]: detour and
reappearance of a sediment-laden subsurface flow along a pre-existing fissure; earthquake-
induced liquefaction; landslides; and subsurface flow under artesian conditions. The last
case, discussed in this study, is driven by the imbalance of hydraulic head on both sides
of the dike: the river and the protected area. As the water level rises during floods, a
significant hydrostatic imbalance is formed across the foundation, increasing the pore
pressure gradient and thus decreasing the effective stress acting on soil particles, which
promotes their erodibility through seepage flows. Above a threshold velocity, the flow
becomes strong enough to detach sand particles from the underlying soil located beneath
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the protected area and transport them across the cover layer of variable thickness. At this
point, the hydraulic gradient quickly dissipates, depositing eroded material around the
pipe head. The deposit, termed as sand boil, has a conical shape and is mostly made with
fine sand. Once triggered, erosion can gradually progress towards the riverside, creating
shallow pipes within the sand layer that can impede the dike stability.

Sand boils can also indicate local heave initiated at much lower hydraulic head than
required for pipe progression, meaning that the process may stop at a constant hydraulic
head [11]. In this case, the presence of sand boils may not lead to breach failures but can
promote a late piping initiation during future periods of equivalent water levels, assuming
that the duration of erosion processes is much longer than that of a flood and that pipes
remain intact after flooding events. The description of such processes has become the
priority of dike managers in charge of the safety of the embankment system.

Current analyses only integrate fine-scale information relating to soil and layer geom-
etry, within a simplified description [11-14]. A broad majority of studies consider that the
sand layer is horizontal within the foundation, and that such processes typically start along
natural weaknesses or holes in the ground where flows are concentrated. However, such
analyses cannot explain the position of sand boils around levee toes, or in their vicinity,
up to 1 km [15]. While such specific hydraulic phenomena are presently well understood,
the appearance of sand boils and their location relative to the dike remains difficult to
predict. Local geological conditions are rarely considered, even though they have a major
influence on sand boil distribution [16-18]. These local geological conditions may however
explain why many kilometers of levees experience similar hydraulic gradients, but different
symptoms at the surface: no signature, leaks or sand boils, and justify why few present
physical and numerical models are capable of reproducing such observations made around
protection dikes [19].

Another important erosion signature, widely observed around protection dikes, and
described in the literature is defined as sinkholes. Different types of sinkholes have been
reported, depending on the rocky, karstic, or granular nature of the environment [20]. The
appearance of sinkholes in soils is a phenomenon that most often results from the collapse
of a very low-density, mechanically unstable volume of soil. When this volume of soil is
located in depth, the entire column of soil above settles. Low local density may be the result
of internal erosion: suffusion [21,22] or contact erosion [23]. Settlement due to mechanical
instability can occur immediately during significant erosion (when the soil is saturated), or
later, when the previously eroded soil is dry and subject to saturation. Although sinkholes
are observed on dikes in a non-karstic setting [7,8,24,25], the origin of these phenomena is
still difficult to explain [26] and their modeling is complex [27]. Up to now, no studies have
been proposed to explain their formation in foundation soils of river dikes that consider
local geological conditions.

Although the observation of leaks, sand boils and sinkholes is commonly incorporated
into risk analyses through expert judgement, local geological conditions are rarely con-
sidered. This work therefore aims at proposing geological observation of the foundation
soils located beneath and around dikes locally affected by internal erosion, using both
ElectroMagnetic Induction (EMI) and Electric Tomography (ERT) methods commonly used
for river levees [28,29]. This study provides new information on the subsurface soils lo-
cated beneath dikes and protected areas (nature of soils and position of interfaces), making
it possible to formulate new hypotheses concerning the causes of leaks, sand boils and
sinkholes. The importance of knowing local geological conditions is illustrated by the
case of Agly dikes, where numerous leaks, sand boils and sinkholes have been frequently
observed after floods (Figure 1), but have not yet been described [7,8,30]. Results obtained
are explained by the presence of a paleo-valley and paleo-channels beneath the river bed
and dikes, which are commonly encountered in this context. By using the methodology
presented, the results obtained are likely to apply to numerous dikes.
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Figure 1. (a,b) Sand boils in the protected area, (c,d) Sinkholes observed around the levee toe.

2. Sand Boils and Sinkholes along the Agly Dikes

Geomorphological analyses have revealed that the Agly River is a perched river, whose
minor bed is located above the natural ground of the area protected by dikes. The studied
area is located downstream of a sharp widening of the major bed, leaving the possibility
for the river to expand [31]. The geological context is characterized by recent Quaternary
alluvial deposits of the river that may imply the probable presence of a paleo-valley and
paleo-channels in the foundation soil, with a possible complex geometry. This information
helps us to understand the presence of lenses of high-graded soil beneath the levees and
their non-regular layouts.

Between 1969 and 1974, 13 km of dikes of 2-3 m high above the floodplain with a
crest of 8 m wide, were built along the river bed of approximately 65 m wide to protect
30,000 people from risks incurred by flooding events. On the river side, the height is
assessed as around 6 m, while a berm is located at mid-height of the protected area. The
levee core consists of sandy loam to silty sand, while a 2 m deep drainage spur, topped
with riprap, was built downstream after the flooding episode of 6 March 2013.

The diking system has been exposed to 11 floods over the period 1977-2020. Floods
usually last for a few hours. The event of 1999 caused a breach on the northern bank,
resulting in 35 victims, with a peak discharge of around 2110 m3/s. Later, the 2013 flooding
event caused a breach on the southern bank, with a peak flow of around 970 m3/s. Geotech-
nical investigations highlighted the heterogeneous nature of the substratum and led to
its simplified description: a superficial sandy silts to silty sands layer of highly variable
thickness (from a few cm to 5 m), covering a roughly flat sandy layer (from fine to coarse)
of up to 10 m deep above the impermeable basement, also containing highly permeable
coarse materials (gravels, boulders, pebbles, cobbles), resulting from the river recalibration,
and described in the borehole logs carried out after the 2013 flooding event (Figure 2b).

Legend
fine sandy silts
fine silty sands
coarse silty sands
m fine sands with
lots of gravel
@ coarse silty sands
with lots of gravel
- coarse sands
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with few gravels
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@ Sinkholes
O Sediment cores

—  1250m

Figure 2. (a) Study area where both location of leaks, sand boils and sinkholes on the northern bank,
as well as transverse ERT lines, have been reported. (b) Examples of borehole logs (Cq, Cp, C3)
performed in the area of interest and located on the map, that highlight the presence of coarse-grained
soils constituting the permeable layers over a thickness of up to 5 m deep.

After each of the six floods reported from 1992 to 2014, leaks, sand boils and sinkholes
were observed around dikes (Figure 1). Sand boils formed very regular cones of up to 1 m
in diameter and were observed along two sections: a 700 m long section located down
the northern bank; and a 500 m long section located down the southern bank, at up to
around 60 m from the levee toe (Figures 1 and 2a). Additionally, sinkholes often assimilated
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to collapsed sand boils, were observed close to the levee toe, and exposed an irregular
ellipsoidal shape of around 0.5 to 3 m long with an almost flat basement (Figure 1).

A granulometric analysis of sand boils observed in 1999, 2006 and 2013 showed that
the cones were made with sandy materials, while the surrounding subsoil was composed
of very little clay (a few %), sand (from 30 to 90%), and silt (from 10 to 40%) [7,8,30]. Three
examples of borehole logs in the subsurface soil are given in Figure 2b.

To date, no satisfactory explanation exists to describe the appearance of leaks, sand
boils and sinkholes around dikes, nor any modeling is able to reproduce these observa-
tions [7,8,30].

3. Materials and Methods
3.1. Description of Geophysical Methods

The aim of these observations is to highlight the importance of geological conditions
in providing information required to explain the presence of leaks, sand boils and sinkholes.
On the site studied, such information was obtained using two classical geophysical meth-
ods [28]: Electromagnetic Induction Method (EMI) and Electric Resistivity Tomography
(ERT).

EMI is a well-established option for mapping the subsurface soil in a horizontally
continuous manner. This method is well suited to acquire measurements of apparent
electrical conductivity (in S/m; where 1 Siemens = 1 Ohm!) of the subsurface soil. The
procedure consists in using coils in which an alternating current is flowing with a known
frequency. Such measurements, performed by wearing the device and walking along
parallel lines, provides a quick and cost-effective investigation along foundation dikes.

ERT can furthermore capture vertical information by acquiring measurements of
apparent electrical resistivity ((2.m) by injecting a current of known intensity in soils
through a pair of electrodes, while measuring the potential drop which depends on the
material properties through another pair of electrodes. Apparent values can thus be
transformed into local real electrical resistivity after inversion processes that capture two-
dimensional (2D) vertical sections of soils. The depth of investigation and resolution both
depend on electrode spacing, device length, acquisition network and the investigated
natural material. Resolution decreases with increasing depth of investigation.

3.2. Testing Protocols Followed on the Field

EMI was performed with a Geonics EM31-MK2. The apparent electrical conductivity
of the soil was averaged over the first 6 m deep. Acquisition was carried out by walking at
a velocity of around 1 m/s. A GPS was coupled to measurements. The acquisition period
was taken of one second, leading to a spacing of around 1 m between each measurement.
The paths were not always straight because of the vegetation, whereas the field remained
approximately flat.

Three profiles were positioned owing to the repeated observations of leaks, sand boils
and sinkholes made after the 2013 flooding event. One transverse profile, performed at the
scale of the diked bed (L1), was made possible because of the river drought; two additional
profiles were made at the scale of the levee (L2 and L3) while two more accurate profiles
were made at the scale of the erosion symptom (leaks and sand boils L4; sinkholes L5). All
profiles, presented here, were orthogonal to the levee (Figure 2), and assumed parallel to
the underlying seepages. The characteristics of the profiles are given in Table 1. The profiles
involved 64 to 120 electrodes. The inversion of apparent resistivity data was carried out
using ResiPy [32].
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Table 1. Characteristics of the geophysical profiles.

ERT Equipment Esle(::ionde_s Arrav Tvpe Measurements Period of
Profiles P pacing yyp Nb per Profile = Measurements
Length

Wenner- .

L1 IRIS Syscal Pro 2-238 m Schlumberger 3254 Spring 2023
ABEM .

L2,L3 SAS4000 2-126 m Wenner-x 472 Spring 2023

14,15 ABEM LS 2 1-63 m Wenner-« 472 Spring 2022

4. EMI and ERT Results

To a first approximation, the lowest electrical conductivity values correspond to
permeable layers containing silts, sands and gravels, while the highest values correspond
to weakly permeable layers containing fine silty and clayey materials.

4.1. EMI Results

EMI measurements reveal two main conductivity zones (Figure 3):

- azone of values of conductivity inferior to 0.01 S/m, indicating a permeable soil layer
mostly made with coarse sands, silts and gravels (Figure 2b);

- azone of values of conductivity greater than 0.02 S/m, indicating a less-permeable
soil layer mostly made with fine silts [7,8,30].
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Figure 3. EMI results, map of soil conductivity averaged over the first 6 m deep. The scheme
highlights two main areas where erosion signatures have been observed.

4.2. ERT Results

Values scales used in Figures 4-6 are identical to those used in Figure 3, while both
conductivity and resistivity are given, so that EMI and ERT results can be compared.
Figure 4 reveals two main conductivity regions:

- anarea of conductivity measurements below 5x10~%S/m located on the minor bed
and beneath the northern and southern embankments, indicating a permeable soil
layer that corresponds to old sediments that fill a paleo-valley,
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- an area with measurements of conductivity above 7x1072 S/m located in depth,
indicating a less-permeable soil layer that corresponds to a sandy-marly substrate,
which includes the groundwater at the time of measurements.
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Figure 4. ERT profile along L1, exposing the soil conductivity and resistivity. The white dashed line
represents the position of the groundwater. The minor bed was dried up at the time of measurement.
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Figure 5. ERT profile along L2, exposing the soil conductivity and resistivity. The white dashed line
represents the position of the groundwater. The minor bed was dried up at the time of measurement.
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Figure 6. ERT profile along L3, exposing the soil conductivity and resistivity. The white dashed line
represents the position of the groundwater. The minor bed was dried up at the time of measurement.

This result shows that paleo-sediments become saturated during a flood and form
underlying seepage flows from the diked bed to the protected area. These flows travel
under the dikes and circulate into the underlying soil of the protected plain. This is
confirmed by profiles L2 (Figure 5) and L3 (Figure 6), which extend beyond around 60 m
on each side. However, the geometry of the permeable layer in the subsoil evolves from
upstream to downstream, as shown by profiles L4 and L5 (Figures 7 and 8, respectively)
that cover the 60 m long area from the dike toe to the protected plain.
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Figure 7. ERT profile along L4, exposing the soil conductivity and resistivity. The white dashed line
represents the position of the groundwater. The river was flowing in its minor bed at the time of
measurement.
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Figure 8. ERT profile along L5, exposing the soil conductivity and resistivity. The white dashed line
represents the position of the groundwater. The river was flowing in its minor bed at the time of
measurement.

On the site investigated, the followed methodology can be summarized as follows:
(i) lateral mapping of averaged soil conductivity (based on EMI) in the protected plains.
This mapping showed the presence of permeable soils and identifies vertical interfaces
between high permeability and low-permeability soils. (ii) Local cross-section mapping
(based on ERT). This mapping confirmed the presence of permeable soils and positions
of interfaces. It was carried out at different scales to confirm the results, bearing in mind
that ERT alone only provides electrical resistivity gradients, not material interfaces. The
key point here was that the relationship between electrical resistivity and permeability was
deduced from the analysis of cored soils.

5. Results Analysis
5.1. Analysis of EMI Results

The purpose of averaged conductivity measurements provided by EMI is to laterally
delimit layers of different composition, each being roughly homogeneous over the first
6 m deep, in order to have an overview of the situation. In the study area, two different
geological structures can be distinguished in the flood plain (Figure 3):

- asandy, permeable layer (paleo-sediments) that expand from the levee toe, to up to a
few tens of meters on the protected area where leaks and sand boils are observed after
each flooding event.

- asandy, permeable layer (paleo-sediments) extending from the levee toe to up to
around 20 m on the plain where leaks, sand boils and sinkholes were observed after
the 2013 flooding event.

5.2. Analysis of ERT Results on Leaks and Sand Boils Locations

The analysis of ERT measurements, shown in Figure 9a, exposes the geometry of this
sandy permeable layer, termed a paleo-valley, filled with sediments beneath the levee. This
layer is around 15-20 m thick and extends for around 60 m on both sides into the protected
plain. Beyond this limit is a less-permeable silty layer, corresponding to the upwelling of a
deeper material that reaches the surface, and which may constitute an impermeable barrier
preventing the progression of internal flows during flooding events.

Underlying seepage flows have thus two possibilities (Figure 9a): flowing laterally,
parallel to the dikes, towards the river mouth (located at around 8 km in a south-east
direction), and ascending towards the surface. In any case, the flow can no longer continue
in the direction transverse to the levee, since the interface between the permeable and
impermeable layer is approximately vertical and extends to the surface. Near the surface,
the presence of a thin layer of silty soil, less permeable, promotes the initiation of a
heterogeneous fluidization through the formation of more permeable chimneys. This
situation corresponds to the conditions of appearance of leaks and sand boils, which
can only occur within a thick permeable layer covered by a thin heterogeneous and less
permeable one, that widens towards the south-east (Figure 3b).
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Figure 9. (a) ERT results analysis (L2,L.4) highlighting the triggering mechanism and possible area
of occurrence of leaks and sand boils. (b) ERT results analysis along L3, L5 highlighting the three
triggering mechanisms and possible area of occurrence of leaks, sand boils and sinkholes above the
thinner paleo-channel.

5.3. Analysis of ERT Results on Leaks, Sand Boils and Sinkholes Locations

Interpretation of ERT measurements in Figure 9b shows the geometry of the permeable
layer beneath the levee. Its thickness decreases progressively with distance from the levee
(from around 10 m to 2 m thick), then becoming approximately constant (when forming a
paleo-channel). Beneath this permeable layer lies a less permeable substrate. This means
that the internal flow passing beneath the levee can progress into the protected area,
over 2 m deep (i.e., five times thinner) and up to 60 m long.

In this area, underlying seepage flows have three possibilities: flowing laterally,
parallel to the levee; ascending towards the surface; or progressing in the protected plain
until reaching the impermeable limit at a higher velocity due to the reduced thickness of
the permeable layer.

Note that underlying seepage flows, parallel to the embankment, may be of less
importance when the geometry of interfaces is locally assumed to be parallel to the dike.
Otherwise, ascending flows are necessary to explain the appearance of leaks and sand boils
at the surface during floods and may be promoted by the presence of an impermeable
obstacle formed by the upwelling silty substrate that stops its lateral progression. A thinner
surface soil layer, as well as a local hydraulic gradient greater than the initial one, also
represent triggering factors for leaks and sand boils formation. Lateral flows, propagating
towards the protected area and perpendicular to the levee, are likely to have high local
velocity capable of inducing two other types of erosion (Figure 9b): (i) a selective internal
erosion (suffusion) in the permeable layer that will locally increase the volume of the pore
domain and give the material a possible mechanical instability. The local decompaction of
the permeable layer may cause the collapse of its upper limit, as well as the above soil layer
and the formation of a sinkhole at the surface. (ii) Contact erosion of the less permeable
material, at the interface with the permeable material in depth. The eroded fine soil is
transported by the flow into the permeable layer, which locally induces cavities, that if
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located superficially (i.e., about 2 m deep), can promote the soil layer collapse and the
formation of sinkholes at the surface.

6. Discussion
6.1. Remarks on the Influence of Temperature and Water Content on Resistivity Variations

Although ERT and EMI measurements have been made within two different years, in-
herent time lapses were not limiting for a relative comparison of the geophysical properties
between the different techniques and profiles. As the topography of the study area remains
flat, most of the variations of the geophysical properties over time are related to seasonal
variations (i.e., temperature and water content). Moreover, to correctly interpret values of
electrical resistivity, in terms of soil types, it is important to know the factors influencing
resistivity. For a given soil, electrical resistivity decreases with temperature, water content
and density. The soils were investigated during spring, with a groundwater located from
5 to 9 m deep. Being highly permeable, the constituting material can be considered as
dry, so that variations in resistivity are not attributable to water content for depths up to
5 m. The ambient temperature during measurements ranged from 20 °C to 30 °C. The
temperature below 10 m can be estimated to be around 10 °C. The order of magnitude
of the influence of the temperature gradient in the soil is therefore 50% on variations in
resistivity measurements.

For a given soil, subjected to identical conditions of temperature and water content,
values of electrical resistivity may decrease with density. ERT measurements are not well
suited to investigate such density gradients as well as to detect the presence of voids;
this may require a combination of Ground-Penetrating Radar (GPR) and seismic methods
that will be the topic of future research. Additionally, repeating the same ERT profiles for
different hydrogeological conditions can improve the knowledge of the soil layers and the
location of groundwater bodies during floods or discharge events [33].

Under constant temperature and hydrogeological conditions, electrical resistivity
decreases with the volume percent of clays. Analyses of sediment cores and drillings, made
on the foundation soils of Agly dikes, expose a composition depleted in clays (less than
few %) [7,8,30], which justifies the use of both EMI and ERT here, along with sediment
sampling, to map the presence of paleo-valleys and paleo-channels and correlate them to
erosion symptoms observed on protected areas.

Observations of leaks, sand boils and sinkholes also involve a combination of several
physical processes in the subsurface soil, as well as a complex geometry of permeable and
less permeable soil layers. Such processes probably do not consist of only one type of
internal erosion, but rather several interacting mechanisms, such as suffusion and contact
erosion. Erosion phenomena are described by threshold laws, which requires numerical
modeling involving input data that accurately describe the investigated situation, and in
particular, the geometry of soil layers and interfaces.

6.2. Numerical Modeling: Example of Results and Comments on Hydraulic Modeling Based on
ERT Measurements

Two-dimensional numerical modeling using finite elements was carried out on sim-
plified geometries deduced from the analysis of geophysical results and available soil
cores. The mesh comprises 7357 linear elements. Dimensions, boundary conditions and
permeabilities are given in Figure 10. The dike is assumed to be of 2 m high, while the
water level is at crest on the river side and is taken to be 5 m below the natural ground
on the protected area. The surface layer of sandy silt is ¢ = 1 m thick. The two cases
shown in Figure 9 were modeled. Figure 10 plots the flow vectors g, and the pressure p(x)
beneath the surface layer of sandy silt. In both cases, p(x) is very high and can exceed 1.5
m, which turns out to be a favorable condition for the appearance of a resurgence likely to
cause erosion. However, in case (a) (Figure 10b), the curve p(x) quickly tends towards zero
after the vertical interface, pointing that erosion signatures can appear only between the
dike and the vertical interface. In case (b), the values of p(x) remain significant after the
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vertical interface, showing that erosion signatures can appear over a wider area, extending
beyond the vertical interface. The flow intensity in the gravelly sand layer in the case (b)
(Figure 10c) is of one order of magnitude greater than in case (a) (Figure 10b). However, in
both cases, flow velocities can be locally of the same order of magnitude as those required
for the initiation of suffusion (107° to 107> m/s, [34]) in this layer. Carrying out modeling
to integrate the different types of erosion requires a finer description, which is beyond the
scope of this paper.
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Figure 10. Finite elements modeling implying a simplified geometry. (a) Mesh and boundary
conditions. (b,c) Results of the numerical model: flow vectors g, isocolor of log| | g |, and pressure
p(x) = H(x) — e (m) beneath the sandy silt surface layer, of thickness e, for geometries observed and
reported on Figure 9a (b) and Figure 9b (c), where H is the hydraulic head, and k is the permeability.

Specific work is necessary to quantify the permeability of the soils in place, in coher-
ence with the electrical resistivity tomograms, and allow Finite Element Modeling (FEM)
of internal flows. In this context, in situ sampling by core drilling in the areas of interest
is necessary in order to carry out identification and laboratory tests (particle size analysis
and permeability tests). In this example, three-dimensional FEM modeling is necessary to
account for the possibility of horizontal flows parallel to the levee.

The permeable zones here are correlated with the presence of a paleo-valley filled
with sandy-gravelly sediments. The latter must be detected as a priority, by analyzing the
geomorphological history of the river and the dike system. The combined use of EMI and
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ERT methods also represents a rapid and cost-effective solution to continuously map the
subsurface and effectively capture shallow lateral information [22,34]. The key outcome
here is a correct description of the geometric variability of the soil layers under the dike
and in the protected area. Geophysical imagery is often affected by a lack of resolution,
and the geometry of interfaces is directly estimated by these methods, which inherently
lack accuracy. In addition to EMI and ERT, results of geotechnical investigations, e.g., Cone
Penetration Test (CPT), core sampling and borehole drilling logs, should be used to directly
identify interfaces between soil layers [35].

An accurate description of the layers geometry and their interfaces is crucial to assess
the reliability of the diking system, by quantifying the occurrence of the different erosion
processes and their kinetics. In the case of the Agly River dikes, flood duration (lasting
up to a few hours) may involve high erosion kinetics, which implies high local flow
velocities. These latter require more elaborated modeling than a simple approach assuming
a simplified geometry and an evaluation of the averaged hydraulic gradients, as it is often
the case.

7. Conclusions

Visual observations of leaks, sand boils and sinkholes in the protected area provide
evidence of internal erosion processes in the underground soil. Local geological conditions
are part of the information to be sought to explain these processes: presence of permeable
soils and position of interfaces. This information was obtained for the studied area by
combining two classical geophysical methods (EMI and ERT). Results were interpreted
using the analysis of cored soils, in order to correlate the electrical resistivity values to the
nature of soils (including the orders of magnitude of permeabilities), and the position of
interfaces.

Observations highlight the presence of a gravelly sand layer beneath the river bed and
dikes, approximately 300 m wide and 25 m deep, which is comparable to the deposits that
filled a paleo-valley resulting from the geomorphological history of the river. Important
characteristics were observed: the presence of a surface layer of low permeability made
with sandy silt (from 0.5 to 1 m thick), the extension of the gravelly sandy layer (of around
12 to 25 m thick) towards the protected zone, which defines a vertical interface, located at a
variable distance from dikes, that preferentially guides the flows towards the surface and
provide elements to explain the spatial distribution of erosion signatures during floods.

Given the nature of soils and the heterogeneity of flows, simple occurrence analyses
of backward erosion piping are not sufficient to describe these erosion signatures. The
possibility of internal erosion, such as suffusion or contact erosion, must also be considered.
It is also necessary to consider the granulometry of the materials, and to model the initiation
and evolution of erosion processes through further research.

The findings of this work highlight the importance of geological conditions to explain
the formation of leaks, sand boils and sinkholes. The presence of a paleo-valley, filled
with gravelly-sandy sediments beneath the river bed and dikes, turns out to be frequently
encountered, suggesting that the methodology and results presented here are likely to
apply to many dikes. EMI and ERT methods appear relevant for the site studied. Possible
additional methods can be considered for the area of interest. Imaging results are often
affected by a lack of resolution, which means that interfaces cannot be accurately located.
Two conditions are necessary for success: a strong contrast between weakly and highly
permeable areas, and a direct analysis from geotechnical investigations (Cone Penetration
Test CPT, core sampling and borehole drilling logs).
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Abstract: The hydraulics of flows, especially the flooding process, influence the patterns of riparian
plant zonation. Different characteristics of the flooding process should be analyzed to correlate plant
zonation with flooding due to their different effect modes. The effects of flooding characteristics
on riparian plants have yet to be studied, especially in the field. Thus, two elements of the flow
regime, flooding duration and depth, were analyzed in relation to the riparian plants of the Three
Gorges Reservoir. The taxonomic indices and the functional diversity of the riparian plants in three
seasons in 2019 and the corresponding inundation character were surveyed. Our results showed
that the riparian plant diversity and functional diversity varied by season. A significant negative
relationship between plant diversity and flooding depth was observed, while flooding duration was
not a significant predictor in different seasons. The greater explanatory capacity of flooding depth
than that of flooding duration suggests that flooding depth could be a better indicator of the zonation
of the riparian vegetation in this area. Concerning the vital component of flow hydraulics, growing
opportunities to study flooding depth and strategies that consider both flooding time and flooding
depth in a reservoir should be offered, as they will assist in refining process-based river restoration.

Keywords: flooding depth; flooding duration; riparian zone; plant zonation; Three Gorges Reservoir

1. Introduction

Riparian zones serve as a framework for understanding how the organization, di-
versity, and dynamics of communities associated with fluvial ecosystems represent an
unusually diverse mosaic of landforms, communities, and environments within a larger
landscape [1,2]. The water regime of a riparian zone is a significant determinant of plant
zonation patterns and is essential to river life, but it can also be a source of stress. Flow
spatial- temporal patterns from local to regional scales exert direct and indirect control over
plant communities [3]. River regulation affects riparian plants by modifying water level
fluctuations via altering flow regimes [4,5], especially for the large dams.

With intensive human intervention and occupation, natural river regimes are gradually
being replaced by regulated flow, thereby dramatically affecting riparian zones and stoking
international concern [6-8]. The impacts caused by dam construction include changing river
sediment transportation and scouring-silting patterns and effects on biological activities,
downstream fluvial geomorphology, and sedimentary environments [9,10]. The Three
Gorges Dam (TGD) has entered its twentieth year after its first turbine operation in June
2003. The dam, which has 20 times the power generation capacity of the Hoover Dam in
the United States, has been hailed as a key component of solving China’s energy crisis [11].
However, major concerns about this large-scale engineering project’s social consequences
and catastrophic environmental repercussions, especially with respect to its impact on the
nearby riparian ecosystem, have been expressed despite its benefits.
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After a dam’s construction, the habitat-changing characteristics of the neighboring
riparian zone are significantly related to the magnitude and frequency of flow dura-
tion [12]. The Three Gorges Dam, the biggest dam in China, caused the Three Gorges
Reservoir (TGR) to experience a seasonal reversal of its hydrological regime [13]. The
riparian plants of the TGR then faced inundation for up to several months [14], which
resulted in a typical degree of plant zonation. Plant species zonation is a characteristic
feature of water depth gradients in wetland environments and lake shorelines due to
the wide availability of water for growth in these areas [15]. It has been reported that
plant diversity and species richness are negatively affected by frequent flooding [16].
With the severe stress of a riparian zone, riparian vegetation species must complete their
life cycles under a limited growth period, which can be as short as three months [17].
Riparian plants appear to have more distinctive preferences and distribution patterns
after twenty years of reversed hydrological regime adjustment.

Different life-history strategies are needed to allow riparian plants to adapt to
a varying environment. Flow hydraulics influence the vegetation distribution and
zonation in riparian zones. This is especially the case for flooding processes, which
bring about scour and deposition [18,19]. Flooding and water level fluctuations disturb
riparian landscapes by determining the amount of exposed land and affect riverine
vegetation by imposing physiological constraints and precipitating losses in cover and
species diversity [20]. How hydrological characteristics interact with and affect riparian
zones is complex, particularly with respect to seasonal variations in flow and alternating
wet and dry cycles [21]. Flow regulation can lead to changes in the responses of riparian
plant species guilds [20,22,23], it has motivated research on the link between hydrologic
alterations and biota [3,24,25]. Different life-history strategies are needed for riparian
plants to adapt to varying environments.

With intensifying human demands for water and the continued alteration of rivers
by humans, there is a growing need to predict vegetation responses to flow alteration [26],
including responses related to the flooding process. The different aspects of flooding
dynamics should be analyzed separately to correlate riparian plant zonation with flood-
ing [27]. Flooding duration has attracted more attention than other factors in riparian plant
research because of the unnatural long-term flooding of the TGR, where high-level water
fluctuations result in an extremely high flooding depth. Such flooding depths change the
physical and chemical composition [28] of a riparian zone’s soil, which affects the area’s
riparian plants. Research linking flood factors with riparian vegetation have shown the
importance of flooding depth [29,30]. Current research focuses on the effects of long-term
flooding [16,31] on riparian plants and the effects of flooding depth on plant traits in the
laboratory [32,33], but the plant community’s response to flooding depth lacks attention in
the field, especially regarding the extreme flooding caused by big dams. Inundation with
seasonal variation presents a different impact compared to flooding events over a long
period [34]. Whole-year data, including on seasons, appear to be more explanatory than
growing season data [27].

Despite the importance of flooding depth for the riparian plants in the TGR, little
information is available about the effects of flooding depth on this plant community as
assessed in the field, particularly when considering seasonal variation. Therefore, a study
of inundation characteristics and the corresponding plant community was conducted
in the riparian zone of the TGR. The taxonomic indices and the functional diversity of
the riparian plant communities surveyed in different seasons in 2019 were analyzed. The
relationship between the inundation characteristics and the plant community in the riparian
zone affected by the dam was studied. This study explores the correlation between the
inundation factor and riparian plants to provide greater insight into riparian ecosystem
management with flow regulation.
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2. Materials and Methods
2.1. Study Sites

The study was conducted at the TGR of the Yangtze River in China (Figure 1).
This area has a humid, subtropical monsoonal climate [35]. The area’s average annual
temperature is approximately 18 °C, and its annual precipitation level is about 1100
mm [36]. Monthly precipitation levels vary between 18.72 cm and 197.32 cm, with the
maximum in July and the minimum in January (influenced by monsoons), presenting
strong seasonality and significant inter-annual changes. Relative humidity ranges be-
tween 75.98% and 81.66%, and wind velocity ranges between 0.9 m/s and 1.24 m/s
without a clear seasonal pattern [37]. The average annual frost-free period is 268 days,
accounting for 73% of the total days in the year.
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Figure 1. Location of the study site.
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2.2. Vegetation Investigation

Twelve sites in the TGR ranging from Jiangjin (Chongqing) to Zigui (Hubei) were
chosen to include a wide range of hydrologic and geomorphic conditions and vegetation
types. At each site, three transects (145-155 m, 155-165 m, and 165-175 m for the sites from
Changshou to Zigui and 155-165 m, 165-175 m, and 175-185 m for Jiangjin and Jiangbei)
were delineated along an elevation gradient from the river to the band. Three quadrats
measuring 1 mx1 m were established in each transect. The elevation of each quadrat
was determined by applying their GPS positions to digital elevation maps using ArcGIS
software 10.5 (ESRI Inc., Redlands, CA, USA). Detailed observation and sampling were
conducted in three different seasons of 2019 based on the period when the riparian zone
emerged from the flood (April, the early period; July, the middle period; and September,
the end period). All plant species in the quadrats were identified at each quadrat. The
number and coverage of each plant species were recorded. The plant species richness and
plant species abundance were estimated. To avoid bias, the same botanist performed all
of these vegetation assessments during the project. The site’s topography, soil type, and
ground cover were recorded along with these vegetation assessments.

Herbaceous plants, including Cynodon dactylon, Cyperus rotundus, Echinochloa crusgalli,
Bidens pilosa, Setaria viridis, Xanthium strumarium, etc., are the dominant plants in the Three
Gorges Reservoir riparian zone. Only a few arborvitae seedlings were found in the upper
part of the riparian zone. They were not counted due to the predictably short period of their
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emergence. Functional traits such as dispersal type, growth form, life cycle, shoot height,
and flowering phenology [38] (Table S2), which are considered to determine a plant’s
role in ecosystems and associated ecosystem services [39], were selected. The analyzed
plant species’ life forms and functional traits were recorded from the “Flora of China”
(http:/ /www.iplant.cn/, accessed on 7 September 2022).

2.3. Inundation Characteristics

The water levels of the TGR varied as a result of anti-seasonal impoundment (the
water level was highest (175 m) in the winter and lowest (145 m) in the summer), thus
producing a Water Level Fluctuation Zone (WLFZ) of approximately 350 km? between
the minimum and maximum water level lines. Located at the end part of the reservoir,
the water levels of Jiangjin and Jiangbei range from 160 m to 190 m. The water level in
front of the TGD is based on the Wusong Elevation System. The water level at the closest
hydrological station to the study sites was used as the site’s river water level (Table S1).
The flooding times were calculated using the total number of flooded days in one year
(i.e., 365 days, ranging from the investigated date to the same date of the last year). The
average flooding depth was defined as the average inundation depth in meters, which was
averaged over the different inundation events within a year (from the investigated day to
the same day of the previous year).

2.4. Data Analysis

Species richness, total coverage, and Shannon-Wiener Index H were used to analyze
the plant community. Species richness is the number of different plant species recorded in
the quadrats. Total coverage is the sum of the species coverage, which is the percentage of
the quadrat area that is covered by one species. The Shannon-Wiener Index is a measure of
the diversity of species in a community. The higher the value of H, the greater the species
diversity in a given community. This index is calculated as follows:

H=—) pi*lnp; (1)

where H is the Shannon-Wiener diversity Index, and p; is the relative proportion of
individuals belonging to one of the species found. The lower the value of H, the lower the
diversity. A value of H = 0 indicates a community with only one species.

The Rao’s quadratic diversity index Q [40,41] accounts for the trait differences between
species pairs. This index is defined as the expected dissimilarity between two individuals
of a given species assemblage selected at random with replacement. The dissimilarity
ranges from 0 to 1 and is based on specified functional traits or phylogenetic dissimilarity:

Q= le] dijpip; 2)

where pjis the relative abundance of species j (j = 1,2,...,5), while di]- is the dissimilarity
between species i and j (d;; > 0, d;; = 0).

The relationship between plant species richness and functional diversity was tested
using three models [42], namely, linear, exponential, and sigmoid logistic models, to
understand the consequences of disturbing the functioning of a given ecosystem. Model
selection was performed according to Akaike’s Information Criterion (AIC). The overall
responses to flooding duration and flooding depth for riparian plant species richness
and total coverage were examined via regression analysis and by using a set of linear
models. Regression coefficients describe the relationship between a predictor variable and
a response. In linear regression, coefficients are values that multiply the predictor values.

The data were analyzed using SPSS for Windows, Version 12 (SPSS. Inc., Chicago, IL,
USA). Raw data of all the variables were checked for normal distribution rates using the
one-sample Kolmogorov—-Smirnov test as well as for homogeneity of the variances using
Levene’s test. A t-test and Analysis Of Variance (ANOVA) followed by Tukey’s post hoc
tests were used to compare the means between the different seasons. Pearson’s correlation
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test was used to determine the associations between variables. Data were analyzed using
R 4.1.2 (The R Foundation for Statistical Computing, Vienna, Austria), with statistical
significance determined at « = 0.05.

3. Results

The riparian plant community varied with the seasons (Figure 2). The diversity index
was lowest in April and highest in September. Species richness in July and September
was significantly higher than that in April. The lowest Shannon—-Wiener Index value was
observed in April, and it was significantly lower than that in September. The functional
diversity was highest in September, and July had a significantly higher index than April.
The total coverage in April was significantly lower than that in July and September. The
plant communities presented the lowest species richness and total coverage in April;
diversity and the functional diversity were also lower in this month.
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Figure 2. Species richness (a), Shannon Winner Index (b), Functional diversity (c) and total
coverage (d) of riparian plants in different seasons (bars with different letters indicate statistically
significant differences, bars with the same letters indicate differences that are not significant, and bars
with “ab” indicate that there are no significant differences from the bars of both a and b (p < 0.05)).

The test showed a sigmoidal relationship between plant species richness and functional
diversity in April, while a linear relationship was shown in July and September (Figure 3).
The sigmoidal relationship in April showed a functional redundancy at low levels of species
richness, followed by a rapid increase at intermediate levels until functional diversity
reached an asymptote at a relatively high level. This linear relationship indicated that
functional diversity increased as the species richness increased with a relatively steady
functional redundancy.
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Figure 3. Relationship between species richness and functional diversity in different seasons
((a)—April, (b)—]July, (c)—September, (d)—three seasons).

A significant negative relationship between the plant community and inundation
characteristics was observed, as revealed via linear regression (Figure 4). Species richness
and the total coverage of riparian plants decreased with increasing flooding days and
depth. Aside from July, the correlation coefficient was higher between species richness
and flooding time than total coverage. The total coverage of April was more correlated,
i.e., had a higher correlation coefficient, with flooding depth than species richness.
Flooding depth had a higher correlation coefficient in relation to plant communities
than flooding duration, except for species richness in April and total coverage in July.
The correlation coefficient was highest between flooding depth and species richness in
April (R? = 0.4636, p < 0.001) and lowest between flooding duration and total coverage
in September (R? = 0.1128, p < 0.05).

The relationship between the Shannon-Wiener Index and inundation characteristics
revealed that the Shannon-Wiener Index decreased with increasing inundation char-
acteristics (Figure 5). Flooding times in April had the highest correlation coefficient in
relation to the Shannon-Wiener Index, while the lowest was in July. The correlation
coefficient for the relationship between flooding time and the Shannon-Wiener Index in
three seasons was higher than that in July and September but lower than that in April.
Flooding depth showed a similar trend with respect to flooding time. The correlation
coefficient for the relationship between flooding depth and the Shannon—Wiener Index
was higher in September (R? = 0.2036, p < 0.05) and three seasons (R? = 0.2075, p < 0.001).

A regression model comparing flooding time and flooding depth with species richness
and total coverage of riparian plants was developed to determine the significance of
inundation character with respect to riparian plants” diversity. The regression model
showed that flooding depth explained a more significant proportion of the overall variation
in the riparian plant community than that of flooding duration in July and September
(Table 1). It can be noticed that the flooding depth in July had the highest significant
coefficient value (p < 0.05) in relation to explaining the species richness and total coverage
of riparian plants, while the flooding time in July had the lowest value in this regard. Aside
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from flooding depth in April, Negative coefficient values were observed for inundation
character in three months.
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Figure 4. Species richness (a,c,e,g,i k) and total coverage (b,d,f/h,j, 1) versus inundation characteristics

in different seasons.

Table 1. Regression coefficient of inundation character for riparian plants in different seasons.

Estimate Std. Error p-Value
Intercept 15.587 2.202 p <0.001
Aopril flooding time —0.068 0.016 0.000206 ***
P flooding depth 0.201 0.206 0.336
regression equation Y =15.587 — 0.068X; + 0.201X;, p < 0.001
Intercept 11.064 2222 p <0.001
Jul flooding time —0.010 0.017 0.560
Y flooding depth —0.447 0213 0.042 *
regression equation Y =11.064 — 0. 010X; — 0.447X,, p < 0.001
) q p
Intercept 11.080 2.246 p <0.001
September flooding time —0.011 0.017 0.531
P flooding depth —0.286 0.213 0.189

regression equation

Y =11.080 — 0.011X; — 0.286X;, p < 0.001

Notes: *** p <0.001 and * p < 0.05.

Here, Y, denoting riparian plants, includes species richness and total coverage; X;
denotes flooding time; and X, denotes flooding depth.

Std. Error is the standard error of the estimate, calculated as S/+/n, where S is the
sample standard deviation and n is the sample size.

A p-value is a standard notation used to denote probability. If the p-value is less than
a certain significance level (e.g., « = 0.05), then the predictor variable is said to have a
statistically significant relationship with the response variable in the model.

The flooding times were calculated according to the total number of flooded days in
one year (constituting the 365 days ranging from the investigated date to the same date of
the previous year). Flooding depth was defined as the average inundation depth in meters,
which was averaged over the different inundation events within a year (ranging from the
investigated day to the same day in the previous year). The flooding time and depth were

analyzed using R after a normality test.
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4. Discussion

Hydrological regimes are considered the main factor in determining the assembly
of riparian plant communities [43,44]. When flow regulation alters flow regimes, biotic
and abiotic pathways are triggered. As a result of flow regulation, riparian vegetation in
the TGR area has changed in terms of its species composition, biomass, height, cover, and
diversity [14]. Different vegetation types have various adaptive capacities with respect to
water level fluctuations, and in general, perennial herbaceous plants are more tolerant of
anti-seasonal inundation than trees [45]. The response of riparian vegetation also depends
on the magnitude, frequency, and duration of water level fluctuations [46].

4.1. Plant Community Varied throughout the Seasons in the Riparian Zone

The analyzed riparian zone is subject to unnaturally prolonged flooding of up to 30 m
caused by the Three Gorges Dam on submerging days. Hydrological regimes significantly
impact riparian plants [21] in terms of five key flow characteristics, namely, timing, duration,
frequency, rate of change, and magnitude, particularly regarding seasonal changes in flow
and alternating wet and dry conditions. The length of a growing season is influenced by
flow inundation characteristics, which determine the amount of exposed land during the
summer or when plants can grow and reproduce. The climatic seasonal differences of a
riparian zone can also affect plant growth and survival, leading to changes in species in the
riparian zone. The analyzed riparian zone is drier in April, which can decrease the number
of plant species that can survive in the area. The riparian zone may become wetter in July,
which can increase the number of plant species that can survive in the area. The changes
in plant species can have a significant impact on the ecosystem of a riparian zone and its
surrounding areas. These factors can vary significantly within and between years, further
increasing the disturbance of riparian ecosystems.

Flooding and water level fluctuations cause landscape disturbances that create a
variety of habitats with different plant adaptations. In the emerging period of the growing
season, the riparian zone is affected by dam regulation and natural seasonal flooding. The
lower riparian zone is faced with a vigorous flooding intensity with a long duration, while
the upper zone is faced with a relatively weaker intensity. Significant differences were
observed in the riparian plant communities throughout the seasons. The highest index of
plant community diversity was found in September; the most significant variation was
observed in April, and the smallest variation was in July. The variability of this index shows
that the variation coefficients in April were all greater than those of the other seasons. The
plants’ responses to the inundation varied because of their growth and survival sensitivity
to timing and duration [47,48]. When emerging from inundation, few plants adapted to
the flooding tended to appear in April, leading to low species richness and functional
diversity. As the emerging time increased, more plant species appeared, and the diversity
and functional diversity increased. The difference in the timing and duration of inundation
made a difference in the riparian plant community.

4.2. Different Plant Community Constructions in Different Seasons of the Riparian Zone

Functional diversity was found to be sigmoidal related to species richness in April,
while it was linear in July and September. Coupling flooding depth with duration, different
construction processes were identified in the riparian zone. Submerged from the months
of flooding, the severe stress caused by habitat change led to a subset of species having a
limited number of shared functional traits of riparian plants in April. A relatively high
turnover rate, a low recovery rate, and low stabilization to changes in taxonomic diversity
were observed in the riparian plant community in April. Unique functions were added,
with species added at a higher diversity level. This two-phase functional redundancy
indicates a contrasting state caused by disturbance-resistant traits [42] appearing in April.
Affected by the extremely long-term flooding, the lower riparian zone was relatively
harsher for the plants than the higher riparian zone.
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As the emerging time increased, more plant species with relatively unique traits
entered this area, resulting in a positive linear relationship between species and functional
diversity in July and September. This relationship indicates that low functional redundancy
and changes in species diversity will lead to changes in functional diversity [42,49]. Located
on the hillside of the reservoir side, this riparian zone tends to experience a period of
drought during the exposure period. This can lead to a decrease in the number of plant
species that can survive in the area. These changes in plant species can have a significant
impact on the ecosystem of a riparian zone and its surrounding areas. However, it is
essential to note that riparian vegetation is unique to riparian zones, and its success depends
on planting at the proper elevations and seasons. The characteristics of riparian vegetation
vary substantially and correspond to geographic variations in climate, hydrologic regimes,
and associated geomorphology. The interval of flooding from July to September immersed
this zone in a period of alternating flooding and drought. Species with unique traits were
more adapted to the riparian habitat, but few differences among species resulted in low
functional redundancy.

4.3. Flooding Depth: A Better Indicator for the Zonation of the Riparian Vegetation

Flooding and fluctuating water availability strongly constrain riparian plant ecological
strategies, and the relationship between the two may be generalizable to diverse biomes.
Human activities, such as dam construction and management for hydropower and water
storage and diversion, have severely modified the natural flow regimes in many river
systems. In particular, flow regimes are expected to shift under even the most conservative
of climate change scenarios [50]. Extreme floods cause significant geomorphic [51] and
chemical changes along the water depth gradient [28]. This changing pattern varies with
flooding depth, resulting in a variety of plants in a riparian zone.

Due to the dam’s regulation, the riparian plants in the Three Gorges Reservoir expe-
rienced extreme flooding, which lasted more than half a year and had a depth of 30 m.
Research has shown that even slight modifications to the historic natural flow regime have
significant consequences for the structure of riparian plant networks [5]. Flooding time is
often used as a simple indicator of a riparian plant’s water stress. However, in this study,
flooding time alone did not capture the full extent of the stress, as it did not account for
the depth of the water that covered the plant. When the water level rose, the plants were
submerged deeper, which significantly impacted the soil properties and physiology and
limited the plants” growth and survival in the flooded environment. The flooding depth
contained a message: the depth to which a riparian plant submerges can affect the character
of the soil and restrict plant growth.

Research has also shown that the inundation depth and frequency primarily determine
riparian plant species composition [27]. A significant negative relationship between plants
and flooding depth was observed in our study, while flooding duration was not retained as
a significant predictor. Compared to flooding time, flooding depth presented a more proper
reflection of the riparian stress experienced by the plants. The greater correlation between
the flooding depth and community structure compared to that of duration suggests the
better adaptability of management and restoration based on flooding depth rather than
duration in environment-changing circumstances. In our study, the seasonal data showed
that flooding depth could be a powerful indicator of plant zonation in the riparian zone.

5. Conclusions

River regulation, which involves managing and controlling water flowing through
dams, can positively and negatively impact riparian plant communities. Riparian plants
are important influencers of the flow regime of a river reservoir and are sensitive indicators
of changes in the hydrological environment. Hydrological changes affect the distribution
patterns, growth patterns, reproduction modes, and survival strategies of plants in riparian
zones. In our study, the depth and duration of floods were analyzed in comparison with
the riparian plant community’s species richness and total coverage. The higher correlation
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between flooding depth and the riparian plant community compared to that of flooding
duration suggests that flooding depth is a better indicator of the zonation of riparian
vegetation affected by dam regulation. Our study emphasizes the importance of flooding
depth as a determinant of ecological strategies in riparian plant communities. Regarding
the key component of ecological flow, further opportunities to experiment with flooding
depth should be offered, as these will assist in refining process-based river restoration.
More work is needed on the interaction and influence of vegetation and local habitats on
the flooding depth in the Three Gorges Reservoir.
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Abstract: In this study, a quasi-stumps group structure was proposed and placed upstream of the
bridge piers to mitigate the scour of the waterflow on the riverbed. Both experiment and numerical
simulations using FLOW 3D were employed to study the protective effect of this structure. The
numerical results were in good agreement with the experimental findings. It was found that the quasi-
stumps group can effectively reduce the flow velocities around the bridge piers, thereby promoting
the deposition of suspended sediment. As a result, there was no erosion around the piers, and instead,
siltation was formed, which contributed to the stability of the piers. The deposition height around
the piers increased as the L (the horizontal distance between the quasi-stumps group and the piers)
decreased and both the P (the height of the quasi-stumps group) and S (the ratio of the area of a
single leaf on the quasi-stumps group to the cross-sectional area of a single pier) increased. As the L,
P, and S increased, the quantity of suspended sediment deposition over the entire riverbed increased.
The optimal combination of the quasi-stumps group’s protective effect was determined to be L = D
(pier diameter), P = H (water depth), and S = 0.148.

Keywords: bridge piers; local scour; quasi-stumps group; numerical simulation; FLOW 3D

1. Introduction

The transportation system serves as the cornerstone of national development, and
bridges are an integral component of this system. As society progresses, there has been
a significant increase in demand for travel and cargo transportation, leading to higher
requirements for bridge quantities and capacities. Bridges spanning rivers are particularly
crucial, as they not only endure the air corrosion on piers but also the destructive impact of
waterflow on pier foundations. Of the two, the latter poses a more significant threat, making
river-crossing bridges more susceptible to damage. When water flows through bridge
piers, the velocity increases, and the turbulence is intensified near the piers, resulting in
backwater upstream of the piers. This creates a pressure gradient from top to bottom, which
generates a downward flow that impacts the riverbed. At the same time, the flow on both
sides of the piers separates significantly, forming a strong vortex system and a horseshoe
vortex with the downward flow. The intense horseshoe vortex generates significant shear
stress on the riverbed, causing severe scouring around the bridge piers, resulting in local
scour holes. This phenomenon is almost inevitable in alluvial riverbeds, and it affects the
stability and safety of bridge piers. Therefore, appropriate measures must be taken during
the design stage to prevent scouring. Suitable protective measures can significantly reduce
local scouring around bridge piers and improve the safety of bridge structures.

Smith [1] counted and analyzed the causes of 143 bridges that had major accidents
from 1847 to 1975 and found that the damage to 70 bridges was caused by the displacement
of piers during flooding. The investigation report by Lagasse et al. [2] showed that about
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60% of bridge accidents were caused by scours. The scours on riverbeds around piers
can also pose threats to people’s lives. For example, in April 1987, pier NO. 3 of the
bridge crossing the Schoharie River near Fort Hunter, New York, was damaged due to
excessive local scour caused by a major flood, resulting in the collapse of the bridge’s main
girder and the death of 10 people in the accident. In 1989, a bridge on Highway 51 in
Tennessee collapsed, and eight people fell into the water and died due to excessive local
scour. Although local scours around bridge piers occur all the time, they are particularly
strong during floods. During a flood in 1956, the maximum scour depth around pier NO. 7
of the Zhengzhou Yellow River Bridge reached 8 m, and the maximum scour depth around
pier NO. 11 reached 14 m, with obvious tilting of the piers. Ultimately, the bridge was
destroyed during the catastrophic flood of the Yellow River in 1958. The investigation of
the US Federal Highway Administration showed that local scours are one of the primary
issues to be considered in bridge design and protection [3]. Therefore, in the process of
designing bridge foundations, it is necessary to take some measures to protect the riverbed
around the piers, so as to ensure the safety and stability of the piers.

Based on the protective mechanism of a scour, Chiew [4] classified the protective
measures of pier foundations into the following two categories: (1) reducing the scouring
capacity of a submerged flow and horseshoe vortex in the incoming flow and (2) enhancing
the scour resistance of the riverbed materials around bridge piers. Wang et al. [5] referred to
these two types of protective measures as active protection and passive protection. Active
protective measures include changing the pier shape, collar, slot, sacrificial pile in front
of the pier, threaded pier, a splitter plate downstream pier, etc. Jalal and Hassan [6] used
FLOW 3D software to study the influence of different pier shapes (circular, rectangular,
octagonal, oval, and lenticular) on local scours. The results showed that the scour depth of
the lenticular pier was the minimum, while that of the rectangular pier was the maximum.
The scour depth of lenticular piers is 40% lower than that of other piers, on average.
Jahangirzadeh et al. [7] investigated the effect of different sizes and shapes of collars on
reducing the local scour depths around bridge piers. The study found that a collar size
W =3.0D~3.5D can best and most economically reduce the scour depth, where W is the
side length of a square collar or the diameter of a circular collar, and D is the pier diameter.
Additionally, the square collar provided better protective effects than the circular collar.
Nazari-Sharabian et al. [8] used FLOW 3D software to simulate the anti-scouring effect of
sacrificial piles with different numbers and different distribution patterns. It was found
that, when a single pile is installed in front of a pier, installing a single pile at a distance
of five times the pier diameter upstream of the pier can more effectively reduce the scour
depth. When three and five piles are installed, the optimal distance for the three piles is six
and four times of the pier diameter, and the optimal distance for the five piles is four, six,
and eight times the pier diameter. Dey et al. [9] spirally wrapped helical wires and cables
on a pier to form a threaded pile. Through experimental studies, it was found that, when
the thread angle was 15° and the diameter ratio of the cable to pier was 0.1, the maximum
scour depth of the triple-threaded pile could be reduced by 46.3%. The threaded pile could
weaken the vortex shedding, which was instrumental in inducing a scour. Furthermore,
many researchers have studied the protective effects of active protective measures against
scouring a riverbed [10-12]. Passive protection measures include riprap countermeasures,
foundation expansion, a tetrahedron frame group, etc. Chiew [13] studied the stability of
riprap around piers and identified three different failure modes of riprap: shear failure;
settlement failure, and edge failure; a semi-empirical method was proposed to determine
the size of the rocks to protect the riprap pile. The experimental data showed that, in the
absence of a filter layer, a thicker riprap layer could prevent settlement, and two empirical
relationships were proposed for the influence of riprap layer thickness and coverage on
the stability of the riprap layer. Parola et al. [14] found that the best protective effect was
achieved when the top surface of the expanded foundation was level with the riverbed
surface. As the top surface of the foundation lowered or raised, the protective effect
weakened accordingly. Li et al. [15] found that the tetrahedron frame group could reduce
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the flow velocities around it and dissipate the energy of the waterflow, thus achieving the
effect of preventing erosion and promoting sediment deposition, as well as protecting the
bedload and suppressing the local scour. In addition, many researchers have studied the
passive protective measures [16-18]. The above are the protective measures for the local
scour of bridge piers that have been studied more at present.

The above measures are effective in preventing scouring of the riverbed when the
flow is clear, but when the water carries silt, these measures cannot effectively cause the
suspended sediment in the water to deposit. Therefore, in the case of muddy water, it
is necessary to reduce the erosion of the riverbed and also try to make the suspended
sediment settle near the bridge piers to fill in the scour holes. At present, most studies on
the local scour of piers focus on clean water, while only a few scholars have studied the
influence of muddy water on the local scour of piers. For a clear water scour, the sediment
is removed from the scour hole but not supplemented by the approach flow. The maximum
scouring depth is gradually approached when the flow is no longer capable of removing
the bed sediment from the hole. However, for a muddy water scour, the scour hole is
continuously provided with sediment by the approach flow. The maximum scouring depth
is reached when the average amount of sediment transported into the scour hole by the
approach flow is equal to the average amount of sediment removed from the hole due to
the local scour. Therefore, the maximum scouring depth fluctuates periodically about a
mean value [19].

For erosion in muddy water, the current methods to reduce the scour depth include
installing plants and thin cylinders, etc. upstream of piers, and the main research methods
are experiments and numerical simulations. Abt et al. [20] studied the sediment deposition
and retention capacity in vegetated riverbeds. The results showed that the presence of
vegetation not only promotes the deposition of suspended sediment but also causes some
suspended sediment to adhere to the vegetation. Ultimately, vegetation can retain 30~70%
of suspended sediment, and it was found that the amount of sediment siltation is mainly
related to the flow and the length of the plant leaves. Sun et al. [21] studied the effect of
tall and short submerged plants on suspended sediment deposition in a turbid water tank.
It was found that the siltation was seven times greater when tall and short plants were
mixed than when no plants were present, the effect of promoting sediment deposition
was the next most effective when only tall plants were present, and the effect gradually
increased with the decrease in plant spacing. Nabaei et al. [22] studied the influence
of vegetation on the flow structure and turbulence anisotropy around a semi-elliptical
abutment. They found that the presence of vegetation in the channel significantly reduced
the primary vortex. The tangential and radial velocities decreased with the vegetation
in the channel bed, and the Reynolds shear stress in the channel decreased obviously.
Amir et al. [23] studied the impact of vegetation coverage on local scours around bridge
piers. The results indicated that the depth of the local scour around bridge piers in a water
tank with vegetation was only half of that without vegetation, and the scour equilibrium
time was reduced by 42% compared to that without vegetation. Wang et al. [24] studied
the influence of the arrangement density, water depth, and sediment particle size on the
sediment starting velocity by installing flexible rubber cylinders parallel in a water tank.
The experimental results showed that the starting velocity of the sediment increased with
the decrease in the arrangement density and the increase in the water depth and sediment
particle size, and the corresponding equation of the starting velocity of the sediment was
derived. Tang et al. [25] set up stainless steel fine cylinders with different arrangement
densities and diameters in still water and measured the sediment settling velocities of
particles with diameters ranging from 0.1 cm to 0.45 cm. The study found that, within the
experimental particle size range, the settling velocity of the sediment in the presence of
slender cylinders decreased with the increase of the cylinder density and sediment particle
size. They also derived a sediment settling velocity formula that took into account the
density and diameter of the slender cylinders. Zhao at al. [26] investigated the influence of
the submerged vegetation density A on the turbulent flow characteristics of an open channel.
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The results showed that, for 0.04 < A < 0.1, the turbulent statistical profiles exhibited similar
characteristics to the bed shear flow and free shear flow. When A = 1.44, the turbulent
statistics above the vegetation top exhibited features of a boundary shear flow. Xiong
et al. [27] proposed and verified a three-dimensional simulation model for a live bed pier
scour considering suspended sediment loads, which could simulate the dynamic balance
of inputs and outputs of sediment around the piers in a reliable and computationally
efficient manner. Yu at al. [28] employed six different RANS turbulence models to simulate
the flow structure in an open channel with a developed vegetation patch and compared
the results with the experimental data. They concluded that CFD is an effective research
method and also observed that different turbulence models exhibited varying simulation
performances. Chen et al. [29] used FLOW 3D software to conduct numerical simulations of
the hydraulic characteristics of rigid submerged plants. They modified the Shields number
from the perspective of turbulent kinetic energy and improved the sediment module, so
that the FLOW 3D software could simulate the flow field and sediment movement more
accurately, and the results of the numerical simulation were in good agreement with the
experimental data. Compared with a single pier, a group of piers are increasingly used
in bridge constructions. A group of piers is shown in Figure 1. Therefore, many scholars
have studied the local scours around groups of piers in riverbeds through experiments
and numerical simulations. They have found that the waterflow between groups of piers
is obviously discontinuous and nonlinear, and the scouring process in riverbeds has also
become more complex [30-34]. Studying the sediment movement around groups of piers
in rivers has more reference value for practical engineering.

Figure 1. A group of bridge piers.

Based on the above content, a quasi-stumps group structure placed upstream of bridge
piers was proposed in this study. This structure can effectively lower the flow velocities
around bridge piers, impede the transportation of bedload sediment, and intercept sus-
pended sediment, so as to achieve the purpose of reducing the local scour. Additionally,
it can provide protection against floating objects upstream colliding with bridge piers.
The group of piers used in this study was obtained by proportionally reducing the actual
engineering and consisted of six circular piers. In this paper, the protective effect of the
quasi-stumps group on the riverbed around the bridge piers was studied by experiment and
numerical simulations. The effects of three factors (the distance between the quasi-stumps
group and the bridge pier, the height of the quasi-stumps group, and the leaves area of the
quasi-stumps group) of this structure on the protective effect were also analyzed. Based
on the analysis results, the combination of a quasi-stumps group with the best protective
effect was proposed.

2. Materials and Methods
2.1. Structure of Quasi-Stumps Group

The quasi-stumps group structure placed upstream of the piers was proposed to reduce
the local scour in the riverbed around the piers. The quasi-stumps group is composed
of nine quasi-stumps. A single quasi-stump of 8 cm high (one-third the water depth)
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contains twelve leaves. The top view and side view of the quasi-stumps group are shown
in Figure 2 (D is the pier diameter). The structure not only reduces the flow velocities
reaching the piers, thus reducing the erosion of the riverbed by the flow, but also promotes
the suspended sediment in the water to be deposited around the piers to replenish the
scour holes.

Sediment

(b)

Figure 2. The structure of the quasi-stumps group. (a) Top view. (b) Side view.

2.2. Experimental Setup

The experiments were carried out in the hydraulic laboratory at Zhengzhou Univer-
sity’s School of Water Conservancy and Civil Engineering. The experimental platform
consists of a rectangular channel made of glass with dimensions of 72 cm (width) x 50 cm
(height) and a length of 12 m, two water tanks, a pumping station, a circulating pipe, an
electromagnetic flowmeter, a valve, a sand mixing pool, the group of bridge piers, and the
quasi-stumps group installed in the sink, as shown in Figure 3. In order to achieve flow
stability, a channel measuring 4.3 m in length was positioned at the forefront of the group
of piers. The water in the experiment was a silt-carrying flow with a sediment content of
2.7 kg/m3, meaning that each cubic meter of water and sand mixture contained 2.7 kg of
sediment. The median grain size of the sediment in the inlet flow was 0.063 mm. In the
experiment, the median grain size (dsg) of the sediment in the riverbed was 0.34 mm, and
the sediment particle size ranged from 0.15 mm to 0.41 mm in diameter. The median grain
size of the sediment in the riverbed used in this study was referenced from the experiments
of Jahangirzadeh et al. [35] and Obied et al. [36]. The median particle size and sediment
content of the suspended sediment in the inlet flow were from the study of Debnath and
Chaudhuri [37]. The thickness of the sediment was 10 cm (in the preliminary experiment, the
scour depth of the riverbed was much smaller than 10 cm). The density of the sediment was
2650 kg/m?>. The underwater angles of repose for the sediment in the riverbed and inlet flow
were 32° and 30°, respectively. Each experiment lasted for the duration of one hour, which
matched the duration of the numerical simulation. Prior to each experiment, the flume was
gradually filled with water to ensure saturation of the riverbed material. Measurements
of the water depth, scour depth, deposit depth, and velocities were taken using a needle
water level gauge and a flow velocity meter, respectively. To minimize the wall effects on
the scour rate, the flume width was maintained at a minimum of 10 times the diameter of
the pier [38], which was set to 6 cm based on the dimensions of the experimental flume.
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Figure 3. The experimental facilities.

The group of piers in the experiment consists of six piers, and the piers are numbered as
shown in Figure 4. The model of the group of piers is obtained by proportionally reducing
the piers of the Yellow River Super Major Bridge of Yangxin Expressway from Puyang City
to Hubei Province, and the scale is 100:3. In the experiment, the flow velocity upstream of
the piers is controlled at 0.48 m/s, which is obtained by converting the flow velocity in the
actual project to the model experiment. The scale of the flow velocity is 1/100/3.

171cem | 171cm 183cm , 171cm | 17.1cm

e 6 6 8 8 8

Pier NO. 1 Pier NO. 2 Pier NO. 3 Pier NO. 4 Pier NO. 5 Pier NO. 6

Flow direction M)

Figure 4. The dimensions, spacing, and numbers of the piers group.

2.3. Numerical Simulation

FLOW 3D uses the RNG k—¢ turbulence model to solve Reynolds-averaged Navier—
Stokes equations. It is an improved version of the k-¢ turbulence model, where RNG stands
for “renormalization group”. It is a method that utilizes the theory of a renormalization
group from statistical physics to model turbulence. k is the turbulent kinetic energy, and
it refers to the intensity or energy of the vortical motion in a turbulent flow field. In
turbulence, the fluid contains vortices of various scales that continuously interact and
exchange energy. Turbulent kinetic energy quantifies the strength of these vortices and is
described in the turbulent model by an equation governing its evolution. ¢ is the turbulent
dissipation rate, and it represents the rate at which turbulent kinetic energy is transformed
or dissipated. Turbulence is a process of continuous energy conversion, where kinetic
energy is converted into internal energy, and there is also a process of internal energy
returning to kinetic energy. The turbulent dissipation rate describes the rate of this energy
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conversion or dissipation and is described in the model by an equation governing its
evolution.

The hydrodynamics solver employed in this study is fully coupled with the sediment
transport module, enabling the combined use of semi-empirical formulas and hydraulic
principles to predict the riverbed evolution. The equilibrium states of the scour are deter-
mined by analyzing changes in the riverbed and calculating the flow field.

The turbulent flow in this study is governed by the continuity equation, which can be
mathematically expressed as follows:

d uAy
(PUAy) + o= (pwA;) + (:P

o 9 9
Vel + C (ouAy) + R = -

of ' ox dy = Rprr + Rsor (1)

where Vr is the fractional volume open to flow; p is the fluid density; (1, v, and w) are
the velocity components in the (x, y, and z) directions, respectively; (Ax, Ay, and A;)
are the portion of area open to flow in the (x, y, and z) directions, respectively; Rp;r is
the turbulent diffusion term; Rspor is the mass source; R is a coefficient that depends
on the chosen coordinate system; and ¢ is related to the compressibility of the fluid. In
this numerical simulation, water is an incompressible fluid, and the Cartesian coordinate
system is used, so R =1 and ¢ = 0. x is the coordinate value along the x-axis.

The equations of motion for the fluid velocity components (1, v, and w) in the three
coordinate directions are Navier-Stokes equations with some additional terms:
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where (Gyx, Gy, and G;) are the body accelerations in the (x, y, and z) directions; (by, by,
and b,) are the flow losses through porous media in the (x, y, and z) directions; and (fx, fy,
and f,) are the viscous accelerations in the (x, , and z) directions, respectively. Viscous
acceleration describes the acceleration experienced by a moving object in fluid due to
the influence of viscous forces. When an object moving in fluid changes its velocity or
direction, the surrounding fluid’s viscous forces cause the object to undergo an additional
acceleration exerted by the fluid, and this acceleration is known as the viscous acceleration.
(4w, vw, and wy,) are the speeds of the source components, they are used in simulations
to represent the velocities of the source component of an external input or perturbation.
The velocities can be used to simulate injection, withdrawal, agitation, or other external
influences in the fluid. ¢ is the time, and p is the pressure. The determination of the § value
is related to the type of the source. When the source is the stagnation pressure type, 6 =
0. When the source is the static pressure type, 6 = 1. § = 1 in this study. (us, vs, and ws)
are the velocities of the fluid relative to the source at its surface, and they represent the
relative relationships between the velocities of the fluid on the surface of the source and
the movements of the source itself. In FLOW 3D, to accurately simulate sediment erosion,
it is necessary to consider the relative motion of the flow and sediment particles, as well as
their shape and velocity distribution, in order to better simulate the interaction between
the flow and sediment. In this numerical simulation, the sources are the waterflow and the
sediment in the inlet flow.

The properties of various non-cohesive sediments can be set in the sediment scour
model, including the grain size, mass density, angle of repose, critical shear stress, and
parameters for entrainment and transport. In FLOW 3D, sediment has two states of
existence: suspended and packed sediment. The sediment movement is estimated through
the prediction of the sediment erosion, advection, and deposition processes.
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Due to the impracticality of computing the flow dynamics for individual sediment
grains, an empirical model is employed. In FLOW 3D, the model utilized is based on the
work of Mastbergen and van den Berg [39]. The critical Shields parameter is calculated
using the Soulsby—Whitehouse equation [40]. The first step in calculating the critical Shields
parameters is to compute the dimensionless parameters d., ;:

1/3

prloi—pr)llgll

de; = di f(’zf) )
Ky

where i represents the ith type of sediment, as multiple sediments with different charac-
teristics can be defined in FLOW 3D; d; is the sediment diameter; p f is the fluid density;
pi is the sediment density; ||g|| is the magnitude of the acceleration of gravity g; and y
is the dynamic viscosity of the fluid. The dimensionless critical Shields parameter 6., ; is
computed using the Soulsby—Whitehouse equation [40]:

0.3

Gcr,i = W + 0055[1 - exp(—0.0Zd*,,')] (6)
The modification is applied to the dimensionless critical Shields parameter of sediment
on the slope 6’ . [40]:

cr,i
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where « represents the angle between the upslope direction and flow direction, while j
denotes the angle of the bed slope, and ¢ indicates the user-defined angle of repose of the
sediment.
The calculation of the local Shields parameter ¢; is as follows:
6; °

" gl (i —ry) ?

where T is local bed shear stress.
The calculation for the entrainment lift velocity uy;f ; is as follows [39]:

, W Il (pi — oy ) o
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where «a; represents the entrainment parameter, while ng denotes the outward-pointing
normal line at the packed bed interface.

The equation proposed by Soulsby [40] to calculate the settling velocity of sediment
Usettling,i is used:

v 0.5
Usettling = an [(10.362 + 1.049d§) - 10.36} (10)
1

where v is the kinematic viscosity of fluids. The assumption is made that the settling
motion occurs aligned with the force of gravity:

Usettling,i — Usettling,i @ (11)

To describe the interactions between particles, the settling velocity is determined using
the Richardson-Zaki correlation:

u;ettling = usettling,i[l —min(0.5, CSHg (12)
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where ¢, represents the volumetric fraction that accounts for the total amount of suspended
sediment. ¢ is computed as

¢ = GuserCo (13)

where (;s¢r is the Richardson-Zaki coefficient multiplier, and {( represents the Richardson-
Zaki coefficient.

By utilizing Equation (14), the dimensionless bedload transport rate @; [41] was deter-
mined, while Equation (15) was employed to calculate the volumetric bedload transport

rate gy ;:
15
i = B ((6,— 00,,)°Cy, (14)
Pi—p v
96 = i | l18ll (l]()d?] (15)
Pf
where the coefficient §; typically equals 8.0, while Cj, ; represents the volume fraction of the
sediment.

2.4. Computational Domain

Based on the experimental conditions, the dimensions of the simulation region were
270 cm in length, 72 cm in width (12D), and 44 cm in height. The distance between pier NO.
1 and the inlet was 76 cm (12.6D), and the distance between pier NO. 6 and the outlet was
108 cm (18D). The initial riverbed had a sediment thickness of 10 cm, while each individual
pier had a diameter of 6 cm. The median particle size of the sediment was 0.34 mm. The
water depth was 24 cm (4D). Moreover, in order to prevent the initial scouring, baffles with
a height matching that of the riverbed were positioned at both the inlet and outlet locations,
as shown in Figure 5a. For the boundary conditions, the inlet was specified as a velocity
inlet, while the outlet was set as the outflow. The boundaries on both sides were defined
as walls. The top mesh was assigned a symmetric boundary condition, and there was an
8 cm high air space between the water surface and the top mesh, as shown in Figure 5b.
A structured orthogonal grid was implemented across all the computing domains. The
main body utilized a grid size of 0.012 m x 0.012 m x 0.012 m, while the grid size in
the area of the quasi-stumps group was 0.0036 m x 0.0036 m x 0.0036 m. The sediment
concentration of the inlet flow was 2.7 kg/m?3, and the median particle size of the sediment
was 0.063 mm. The sediment in the riverbed had a critical Shields number of 0.061, an
entrainment coefficient of 0.018, and a bedload coefficient of 8. Regarding the suspended
sediment, its critical Shields number was 0.043, the entrainment coefficient was 0.02, and
the bedload coefficient was 9.3. The RNG k-¢ turbulence model was used in this numerical
simulation, and the free surface of the flow was tracked using the Tru VOF method.

The grid is the basis of the numerical simulation. The degree of discretization of
the equations is determined by the grid partition, while the accuracy and stability of the
calculations depend on the size of the grid partition. Therefore, a sensitivity analysis of the
grid size is required, as shown in Table 1. Taking the scouring of the piers group without
the quasi-stumps group as an example, d,, is the maximum scouring depth, and d, is the
average scouring depth in Table 1. Ten points are selected in the scour pit, and their scour
depths are measured, and the average scour depth is obtained by calculating their average
value. The sensitivity analysis shows that, while the grid size decreased to 0.012 m, the
mean error tended to be stable and less than 5%; when size decreased to 0.010 m, the mean
error only decreased by 0.3%; however the number of grids increased by 364,185, which
made the calculation time twice as long as the original one. Therefore, taking into account
the error and computational time, a grid size of 0.012 m was determined as the optimal
choice for the numerical simulation.

Prior to conducting the actual experiments, the pre-experiment and its corresponding
numerical simulations of the scour in the riverbed around the bridge piers without the quasi-
stumps group were performed. According to the criterion of Chiew [4], the experiment’s
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Maximal scouring depth (m)

duration was determined based on the point at which the change in the scour depth
remained below 1 mm for a continuous period of eight hours, indicating that the scour
reached its equilibrium state and maximum depth. In the pre-experiment, it took 62 h to
attain scour equilibrium. The scouring area is the sum of the areas where the scour depth
exceeds 1 mm. The variation in the maximum scouring depth and scouring area with
time are shown in Figure 6. After one hour, the increase in the maximum scouring depth
and scouring area became very small. The maximum scour depth and scour area of the
simulation reached 97.1% and 96.0% of the maximum value, respectively, and the results of
the experiment attained 96.4% and 95.8% of the maximum value, respectively. Therefore,
the experimental duration and simulated time were both configured for a period of 3600 s.

2D

P S

12.6D 285D 2.85D 3.05D 2.85D 283D

0.24m

0.12m

(b)

Figure 5. The model of the numerical calculations. (a) Overview and dimensions of the model.
(b) Side view of the grids.

Table 1. The sensitivity analysis of the mesh size.

Test Mesh Mesh Numerical Simulation Laboratory Experiment Mean
Number Size (m) Number d,, d, d, d, Error
1 0.016 216,384 0.0178 0.0153 13.1%
2 0.014 305,133 0.0171 0.0145 7.9%
3 0.012 491,175 0.0166 0.0141 0.0159 0.0134 4.8%
4 0.010 855,360 0.0166 0.0140 4.5%
—— Numerical simulation —— Numerical simulation
Experiment Experiment
0.020 - 0.04 -
0.015 4 E 0.03 4
5
0.010 5, 0.02 4
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Figure 6. The contrast in the experimental (red) and simulated (black) variations of the maximum
scouring depth. (a) and scouring area (b) with time. (a) Maximum scouring depth. (b) Scouring area.
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2.5. Experimental Variables and Working Conditions

A total of 12 groups of experiments were set up in this study, among which the
experiment NO. 0 did not include the quasi-stumps group. It was used to compare with
the experiments involving the quasi-stumps group in order to analyze the protective effect
of the quasi-stumps group on the riverbed scour around the bridge piers. In addition,
the influence of different quasi-stumps groups on the protective effect was also studied.
Three factors were set for the quasi-stumps group: the distance between the quasi-stumps
group and bridge piers, the height of the quasi-stumps group, and the area of leaves on
the quasi-stump. There were five different values for the distance and leaves area and
three different values for the height, which were used to analyze the degree of influence of
different factors on the protective effect. The experimental working conditions were set
up as shown in Table 2. In Table 2, V is the average flow velocity upstream of pier NO.
1, H is the water depth, S is the ratio of the area of a single leaf to the cross-sectional area
of a single pier, P is the height of the stumps group in the water, and L is the horizontal
distance between the downstream edge of the stumps group and the upstream edge of pier
NO. 1. The meanings of L, P, and S are shown in Figure 7. The meanings of these symbols
are added to Appendix A.

Table 2. The experimental working conditions.

Brperimental () H (m) s P L
0 Without quasi-stumps group
1 0.088 H/3 D
2 0.088 H/3 2D
3 0.088 H/3 3D
4 0.088 H/3 4D
5 0.48 0.04 0.088 H/3 5D
6 0.088 2H/3 D
7 0.088 H D
8 0.103 H/3 D
9 0.118 H/3 D
10 0.133 H/3 D
11 0.148 H/3 D

B The area of this leaf
" Cross — sectional area of a single pier

(a) (b) (c)
Figure 7. The meanings of L (a), P (b), and S (c).

2.6. Grid and User-Defined Parameters

The mesh is a structured finite-difference mesh featuring rectangular prism-shaped
cells, which ensures an efficient computational performance and few cumulative numerical
errors. In contrast to the typical body-fitting mesh, the mesh of FLOW 3D is less accurate in
describing complex geometric shapes. Therefore, in order to ensure that all structures are
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identified, it is necessary to perform local mesh encryption in areas with small geometry
dimensions. It is important to maintain a size ratio of no more than 5 between neighboring
grids and also that the particle size of the sediment is less than one-tenth of the grid size.
It is very important to find a suitable mesh size; if the size is too big, it will not be able
to accurately capture the outline of the piers and quasi-stumps group, which will affect
the accuracy of the calculations; if it is too small, it will increase the time required for
the calculations. Consequently, it is crucial to strike a balance between precision and
computational resources when determining an appropriate mesh size. Figure 8 presents
the top-down perspective of the computed meshes surrounding the quasi-stumps group
and piers. Figure 9 illustrates the outline of the quasi-stumps group and piers captured by
the grid. The most suitable grid size for this numerical simulation was found by trying.

Figure 8. The top-down view of the grids for the quasi-stumps group and piers.

Figure 9. The outline of the quasi-stumps group and piers captured by the grids.

The effect of user-defined parameters on sediment movement was studied before
conducting the actual experiment. The user-defined parameters include the underwater
angle of repose ¢, maximum packing fraction Cy, entrainment coefficient «, and bedload
coefficient B. The maximum packing factor Cy of the sediment is the highest density
of sediment particles packed on the riverbed. When the maximum packing factor is
reached, the gap between sediment particles is the smallest, and the most compact state
of accumulation is reached. (1) The underwater angle of repose ¢ of the sediment in
the numerical simulation is the same as that of the sediment used in the experiment.
(2) As the maximum packing fraction Cy increases within the range of (0,1), there is a
small reduction in the diffusion height of the suspended sediment. It is observed that the
maximum scouring depth at Cy = 0.1 is only 5.8% higher compared to Cy = 0.9. Therefore,
the variation of Cy has little influence on the depths of the scour holes. Cy is set to 0.64.
(3) The depths of the scour holes are significantly influenced by the entrainment coefficient
«. A higher value of « leads to a greater amount of sediment being carried away by the
flow, resulting in accelerated erosion of the riverbed. At « = 0.018 and « = 0.4, the depth
of the scour hole is 2.5 and 5.1 times greater, respectively, compared to « = 0.001. The «
of the bedload sediment and suspended sediment are set to 0.018 and 0.02, respectively.
(4) The magnitude of sediment transport along the riverbed increases with an increase in
the bedload coefficient . The scouring depth is 1.5 times higher at § = 13 compared to
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B =0.058, indicating that the effect of the § value on the scour depth is small. The § values
of the bedload sediment and suspended sediment are set to 8.0 and 9.3, respectively.

3. Results
3.1. Validation

In experiment NO. 3, the experimental and simulated siltation are shown in Figure 10.
It is evident that the simulated outcomes are in close agreement with the experimental
results. The regions that cause siltation are approximately the same in the experiment
and simulation. The relative error between the simulated and experimental results of the
maximum siltation height was only 5.7% by measurement.

(b)

Figure 10. The comparison of the simulated (a) and experimental (b) results of the silted riverbed for

experiment NO. 3. (a) The results of the numerical simulation. (b) The results of the experiment.

The flow velocity is the primary factor causing erosion and deposition in riverbeds, so
before verifying the three-dimensional topography of the sedimentation, it is necessary to
compare the agreement between the experimental and numerical simulation flow fields.
Five measurement points were selected around the bridge piers, as shown in Figure 11.

11.1cm
Point B e e Point C 9.15 cm

12.0cm
6.0cm
8.0cm
. —'— . L]
Point A PointD Point E

) Flow direction

Figure 11. The locations of points A, B, C, D, and E.

Validation was conducted on experiments NO. 0, NO. 5, and NO. 10, with all points
located at one-fourth of the water depth. The flow velocities and relative errors for each
point in the experiment and numerical simulation are presented in Table 3. The relative
error is calculated as follows:

Simulated value — Experimental value

Relativ eerror = .
Experimental value

x 100% (16)
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Table 3. Relative errors between the numerical simulated and experimental flow velocity (m/s) at
each point for experiments NO. 0, 5, and 10.

Relative Error

Experiment NO. 0

Experiment NO. 5

Experiment NO. 10

. Numerical Relative . Numerical Relative . Numerical Relative
Points Experiment Simulation Error Experiment Simulation Error Experiment Simulation Error
Point A 0.341 0.332 —2.64% 0.233 0.253 8.58% 0.044 0.045 2.27%
Point B 0.447 0.423 —5.37% 0.338 0.354 4.73% 0.221 0.219 —0.90%
Point C 0.438 0.411 —6.16% 0.334 0.347 3.89% 0.229 0.225 —1.75%
Point D 0.147 0.144 —2.04% 0.121 0.123 1.65% 0.082 0.085 3.66%
Point E 0.253 0.254 0.40% 0.205 0.206 0.49% 0.147 0.148 0.68%

From Table 3, it can be observed that the relative errors between the numerical simula-
tion and experiment flow velocities ranged from —6.16% to 8.58%, with the highest relative
error occurring at point A of experiment NO. 5. This indicates a good agreement between
the numerical simulated and experimental flow fields.

The simulated results of the dimensionless maximum deposition height d;,/D and
deposition area Ay / Ap are compared with the experimental results to validate the accuracy
of the simulated results obtained using FLOW 3D, where dj, is the maximum deposition
height, A}, is the deposition area on the riverbed, and Ap represents the cross-sectional area
of a single pier: Ap = 7tD?/4. The meanings of these symbols are added to Appendix A.
Figure 12 shows a comparison between the experimental and simulated results of d;,/ D
and Ay / Ap at 60 min. The data in Figure 12 are from experiments NO. 1 to 11. Formula (16)
was used to calculate the relative errors. The boundary lines in Figure 12 are the straight
lines passing through the origin point and the point of the maximum relative error. The
relative error of the dimensionless deposition height (Figure 12a) ranged from —9.44% to
4.87%, respectively, and the dimensionless deposition area (Figure 12b) ranged from —7.76%
to 12.33%, respectively. Under various conditions, the simulated results demonstrated
a maximum relative error of 12.33% in comparison to the experimental findings, which
indicated that the numerical simulation and the experiment were in good agreement.
Therefore, FLOW 3D software can be used to study the erosion and sedimentation around
bridge piers with a quasi-stumps group.
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Figure 12. Comparison of the simulated and experimental data for the maximum deposition height
(a) and deposition area (b). (a) Maximum deposition height. (b) Deposition area.

Although there is good agreement between the numerical simulated and experimental
results regarding the maximum deposition height and deposition area, this does not neces-
sarily imply that the deposition patterns in the numerical simulations and experiments are
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identical. Therefore, it is also necessary to compare the location generating the maximum
deposition height and the distribution of the deposition areas. By selecting experiments
NO. 2, NO. 4, NO. 6, NO. 8, and NO. 10, the locations generating the maximum deposition
height in both the experiments and simulations were compared. Their spatial distribution
is illustrated in Figure 13a. Through measurements and calculations, it was found that the
average distance between the highest deposition points in the experiments and simulations
was 6.34 cm (1.06D). This indicates that the positions generating the maximum deposition
in the experiments and simulations were relatively close. Experiments NO. 3, NO. 5, and
NO. 9 were selected to compare the deposition distributions between the experiments and
simulations. The comparison for experiment NO. 9 is illustrated in Figure 13b. Through
measurements and calculations, it was found that the overlapping deposition area ac-
counted for 82.25% of the total experimental area on average. Therefore, the distribution of
deposition areas in the simulations closely approximated that of the experiments.

—0.7m 0 0.lm
0.2m ! !
Experiment | Simulation
NO.2
) m e
" . B NO. 4
Lo O O = e
° ° NO.6 I:l O
NO. 8 . .
Flow direction NO. 10
—02m . .
(a)
—1.0m 0 15m
036 m : !
o O O O O O
—0.36 mr

(b)

Figure 13. A comparison between the locations generating the maximum deposition height (a) and
the distribution of the deposition areas (b) in the experiments and simulations. (a) The locations
generating the maximum deposition height in the experiments and numerical simulations. (b) The
distribution of the deposition areas in the numerical simulation and experiment for experiment NO. 9.
The first column of the table indicates the number of the experiment, for example, NO. 2 represents
experiment No. 2. Yellow represents the overlapping deposition areas between the simulation
and experiment, red represents the deposition areas unique to the numerical simulation, and blue
represents the deposition areas unique to the experiment.

3.2. Protective Effect of the Quasi-Stumps Group

The three-dimensional riverbed topography after being scoured and silted at 3600 s
without (experiment NO. 0) and with (experiment NO. 3) the quasi-stumps group is shown
in Figure 14. In the absence of the quasi-stumps group, the riverbed around piers NO. 1 and
NO. 2 was seriously scoured, which threatened the stability of the piers. In the presence of
the quasi-stumps group, the riverbed around the piers was not scoured; instead, a large
amount of sediment was deposited upstream of pier NO. 1, and the height and extent of
siltation downstream of pier NO. 6 also increased significantly. These findings indicate
that the presence of the quasi-stumps group was highly beneficial for the stability of the
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bridge piers. The main reason why the quasi-stumps group could change the erosion and
deposition patterns around the piers was that this structure could effectively reduce its
downstream flow velocities, so that the suspended sediment originally moving with the
flow could be deposited on the riverbed. Meanwhile, the shear stress of the flow on the
riverbed was decreased due to the decrease in the flow velocities, thus weakening the
scouring effect on the riverbed. Therefore, under the dual effect of promoting siltation and
weakening scouring, the riverbed around the piers gradually formed siltation.

Sediment Height Change (m)
-0015 0.007 0.030

[ e |

-0.004 0.019

(b)

Figure 14. Comparison of the three-dimensional riverbed topography around the piers after erosion

and sedimentation without (a) and with (b) the quasi-stumps group. (a) Without the protection of
the quasi-stumps group. (b) With the protection of the quasi-stumps group.

During the whole experiment, the quantities of suspended sediment deposition in
experiment NO. 0 (without quasi-stumps group) and experiment NO. 3 (with quasi-stumps
group) were 3.69 kg and 9.16 kg, respectively. The latter was 2.48 times more than the
former, indicating that the quasi-stumps group effectively promoted the deposition of
suspended sediment. In experiments NO. 0 and NO. 3, the quantities of sediment scoured
from the riverbed were 8.25 kg and 1.75 kg, respectively. It was observed that the former
was 4.71 times greater than the latter. This indicates that the quasi-stumps group effectively
weakens the erosion on the riverbed.

The increase in suspended sediment deposition and the decrease in sediment scoured
from the riverbed were mainly attributed to the quasi-stumps group that could effectively
lower the flow velocities around piers. Measurements of the flow velocities around the
piers were taken, and the locations of the measurement points are shown in Figure 11.
The flow velocity at each point both without (experiment NO. 0) and with (experiment
NO. 3) the quasi-stumps group is shown in Figure 15, and all the points are located at
one-fourth the water depth. Based on Figure 15, it is evident that the flow velocities around
the piers with the quasi-stumps group were significantly lower than those without the
quasi-stumps group.
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Figure 15. Comparison of the flow velocity at each point around the piers with and without the
quasi-stumps group.

3.3. The effect of Horizontal Distance L on Siltation Characteristics

The distance between the quasi-stumps group and the piers significantly impacted the
sediment deposition around the piers. After each experiment, the bed topographic elevation
along the centerline of the piers was measured using a needle water level gauge. Figure 16
shows the longitudinal section of the riverbed topography along the centerline (along the
flow direction) of the piers group at different distances L. At the initial time, the height of the
riverbed was 0.12 m. As the value of L increased, the siltation height of both the upstream
and downstream areas of the piers decreased gradually. Additionally, the reduction in flow
velocities around the piers became less significant as the quasi-stumps group moved farther
away from the piers. As a result, the deposition of the suspended sediment decreased. There
was no erosion around the piers. Starting from pier NO. 1, the deposition height gradually
decreased with the increasing X. The average deposition height for L = 5D, 4D, 3D, and 2D
were 0.824, 0.878, 0.920, and 0.966 times that for L = D, respectively.
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Figure 16. The longitudinal section of the riverbed along the centerline of the piers group at different L.

Figure 17 shows the siltation on the left side along the centerline of pier NO. 1 (per-
pendicular to the flow direction) at different distances L. As the value of L increases, the
siltation height on both sides of pier NO. 1 gradually decreases, and the degree of change
near the pier (Y = 0.03-0.18 m) is greater than that away from the pier (Y = 0.18-0.36 m).
At the same L, the deposition height away from the pier is greater than that near the pier.
This is due to the velocities and fluctuations of the flow near the pier that are higher than
those farther away from the pier. From Figure 17, it can be observed that there are irregular
variations in the sedimentation height in the areas far from the bridge piers. This is mainly
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because the quasi-stumps group has less influence on the flow velocities and sediment
movements in the area away from the pier compared to the area near the pier.
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Figure 17. A cross-section of the riverbed along the centerline of pier NO. 1 on the left side at different L.

Figure 18 shows the variations in the dimensionless maximum deposition height d;, / D
and deposition area Aj/ Ap with the distance L. With the increase of L, the maximum de-
position height decreases slowly, and the deposition area increases gradually. The average
growth rates of the maximum deposition height and deposition area are —1.79% and 6.43%,
respectively. The influence of L on the maximum deposition height is insignificant. The
closer the quasi-stumps group is situated to the inlet, the greater the range of downstream
velocity reduced by it, resulting in an increased deposition of the suspended sediment in
the downstream area. Consequently, the deposition area also increases, albeit within a
relatively small range of change.
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Figure 18. The change in the dimensionless maximum siltation height (a) and siltation area (b) with
L. (a) Maximum siltation height. (b) Siltation area.

The quantity of sediment scoured from the riverbed and the quantity of suspended
sediment deposition during the experiment vary with the distance L, as shown in Figure 19,
and the duration of the experiment is one hour. From Figure 19, it is evident that the quantity of
suspended sediment deposition is significantly greater than the quantity of sediment scoured
from the riverbed. As the distance L increases, the quantity of suspended sediment deposition
increases gradually, the quantity of sediment scoured from the riverbed decreases gradually,
and their average growth rates are 9.69% and —4.01%, respectively. The total sediment in the
riverbed increases with an increase in L, which is consistent with the previously observed
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variation of siltation area with L. On average, the quantity of suspended sediment deposition
is 5.25 times greater than the quantity of sediment scoured from the riverbed.

o IR Scow
I Deposition
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Sediment quantity (kg)

D 2D 3D 4D 5D
L

Figure 19. The variation in sediment scoured from the riverbed, and the deposition of suspended
sediment with L.

The primary cause for alterations in the deposition height, deposition area, and
sediment quantity is attributed to the changes in the flow velocities around the piers.
Therefore, the flow velocities at various points around the piers under different distances L
were measured. All points are situated at one-fourth the water depth. The changes in the
flow velocity at each point concerning L are shown in Figure 20. Based on Figure 20, it is
evident that the flow velocity of each point increases with an increase in L, and the change
at point A is the largest. Points B and C have similar velocities, which are the highest among
the five points. Points D and E are less affected by the changes in L. From Figures 19-21, it
can be observed that, as L increases, the flow velocities at points A, B, C, D, and E gradually
increase. However, at the same time, the deposition area and the deposited sediment also
increase. This is mainly due to the change in location of the quasi-stumps group. The
sedimentation is more significantly influenced by the position of the quasi-stumps group.
As L increases, the closer the quasi-stumps group is to the flow inlet, and the larger the area
in the flume where the flow velocities are reduced due to the presence of the quasi-stumps
group; therefore, more sediment is deposited. Although the flow velocity at each point
increases with the increase in L, all the flow velocities are reduced relative to the inlet flow
velocity of 0.48 m/s.

3.4. The Effect of the Height P of the Quasi-Stumps Group on Siltation Characteristics

The movement of the sediment around the piers will be influenced by the height P of the
quasi-stumps group. Figure 21 shows the longitudinal section of the riverbed topography at
different heights P along the centerline of the piers group. With the increase in height P, the
siltation height gradually increases. This is due to the enhanced ability of the quasi-stumps
group to reduce the flow velocities and intercept the suspended sediment, leading to more
suspended sediment being deposited downstream. The maximum siltation height occurs in
the region between the quasi-stumps group and pier NO. 1. The average siltation height for P
=2H/3 and P = His 1.081 and 1.166 times higher than that for P = H/3, respectively.

Figure 22 shows the siltation height along the left side of the centerline of pier NO. 1
at different heights P. The siltation height gradually increases with the increase in P, and
the changes in the area (Y = 0.03-0.12 m) near the pier are greater.
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Figure 20. The variation of the flow velocities at five points around the piers with L.
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Figure 21. The longitudinal section of the riverbed along the centerline of the piers group at different P.
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Figure 22. The cross-section of the riverbed along the centerline of pier NO. 1 on the left side at
different P.

The dimensionless maximum siltation height 4,/ D and siltation area A,/ Ap vary
with the height P, as shown in Figure 23. It is observed that both the maximum siltation
height and siltation area gradually increase with the increase in P, and their average
growth rates are 6.77% and 18.55%, respectively. Notably, the siltation area appears to be
more significantly influenced by the height of the quasi-stumps group than the maximum
siltation height.
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Figure 23. The change in the dimensionless maximum siltation height (a) and siltation area (b) with
the P. (a) Maximum siltation height. (b) Siltation area.

During the experiment, the quantity of sediment scoured from the riverbed and the
quantity of suspended sediment deposition vary with the height P, as shown in Figure 24.
With the increase in height P, the quantity of sediment scoured from the riverbed gradually
decreases, the quantity of suspended sediment deposition gradually increases, and their
average growth rates are —6.18% and 24.59%, respectively. The height P has a significant
impact on both, especially the deposition of the suspended sediment. On average, the
quantity of the suspended sediment deposition is 5.39 times greater than the quantity of
sediment scoured from the riverbed. Therefore, the ability of the quasi-stumps group to
promote the deposition of the suspended sediment is significantly impacted by its height.
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Figure 24. The variations in sediment scoured from the riverbed, and the deposition of the suspended

sediment with the P.
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The flow velocities of points around the bridge piers under different heights P were
measured, and all points were located at half the depth of the water. The selection of half of
the water depth was to better demonstrate the influence of the height of the quasi-stumps
group on the flow velocities, as the heights of the quasi-stumps group were one-third of the
water depth, two-thirds of the water depth, and equal to the water depth. The variations
in the flow velocity at each point with L are shown in Figure 25. The flow velocity at
each point decreases with the increase in height P, but the degree in decrease is different.
Among them, the changes of points D and E are the smallest, and the flow velocities of
points B and C are similar. When P is increased from H/3 to 2H/3, there is a significant
decrease in the flow velocities observed at point A. This is due to the fact that the height of
the quasi-stumps group changes from being below point A to being above it during this
process. As the height P increases, the flow velocity decreases at various points around
the piers, leading to a gradual increase in the maximum siltation height, siltation area,
and quantity of the sediment deposition. This outcome is rational and in accordance with
expected trends.
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Figure 25. The variations in the flow velocities at five points around the piers with the P.

3.5. The Effect of the Ratio S between the Single Leaf Area and the Cross-Sectional Area of Single
Pier on the Siltation Characteristics

The siltation around the bridge piers is influenced by the area of leaves in the quasi-
stumps group. S represents the ratio of the area of a single leaf to the cross-sectional area of
a single pier. Figure 26 shows the riverbed topography along the centerline of the piers
group in a longitudinal section at different S. The siltation heights both upstream and
downstream of the piers gradually increase with the increase in S. This indicates that, the
larger the single leaf area, the stronger the ability of this structure to promote sediment
deposition. The locations of the highest siltation points are nearly identical for different
values of S. The average deposition heights for S = 0.148, 0.133, 0.118, and 0.103 are 1.156,
1.124,1.079, and 1.034 times higher than S = 0.088, respectively.
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Figure 26. The longitudinal section of the riverbed along the centerline of the piers group at different S.

The data in Figure 27 demonstrate the height of siltation along the left side of the
centerline of pier NO. 1 at different ratios S. The siltation height gradually increases with
the increase in S. The deposition height of the riverbed close to the pier (Y = 0.03-0.15 m) is
comparatively lower than that of the riverbed farther away from the pier (Y = 0.15-0.36 m).
When S = 0.148, the siltation height at each point along the left side of the pier is approxi-
mately equal.
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Figure 27. The cross-section of the riverbed along the centerline of pier NO. 1 on the left side at
different S.

Figure 28 shows the variations of the dimensionless maximum siltation height dj, /D
and siltation area A,/ Ap with the S. The results indicate that both the maximum siltation
height and siltation area gradually increase with the increase in S. Their average growth
rates are 2.66% and 10.0%, respectively. The effect of the single leaf area on the maximum
siltation height is very small.

The quantity of sediment scoured from the riverbed and the quantity of suspended
sediment deposition during the experiment vary with the ratio S, as shown in Figure 29.
As the value of S increases, the quantity of sediment scoured from the riverbed decreases
gradually, and the quantity of the suspended sediment deposition increases gradually.
Their average growth rates are —7.58% and 10.22%, respectively. Furthermore, the mass
of the suspended sediment deposition is, on average, 5.77 times greater than the mass of
sediment scoured from the riverbed.
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Figure 28. The changes in the dimensionless maximum siltation height (a) and siltation area (b) with
the S. (a) Maximum siltation height. (b) Siltation area.
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Figure 29. The variations in the sediment scoured from the riverbed and the deposition of the

suspended sediment with the S.

During the experiment, the flow velocities around the piers were measured, and the
measurement point locations are illustrated in Figure 11, where each point is posited at
one-fourth the water depth. Figure 30 illustrates the variations in the the flow velocity at
each point with the S. As the S increases, the flow velocities of all the points decrease. The
most significant change is observed at point A, and the smallest change is noted at points D
and E. These findings are consistent with the results of the variations in the siltation height,
siltation area, and mass of the sediment on the riverbed with the S.
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Figure 30. The variations in the flow velocities at five points around the piers with the S.

4. Discussion

The shapes of the scour holes around the piers are shown in Figure 14a, and they are
different from the shapes of the scour holes obtained by Daneshfaraz et al. [42] and Kim
et al. [43] through experiments, who believed that the riverbed upstream of the first pier
should be scoured. However, as can be seen from Figure 14a, the riverbed upstream of
the first pier was not scoured, but a small amount of sediment siltation was formed. This
was mainly due to the RNG k-¢ turbulence model used in the numerical simulation of this
study, and the inlet flow was the carrying flow with a sediment content of 2.7 kg/m?3. The
cross-section of the riverbed at the Y = 0 plane is shown in Figure 31, where the solid black
line represents the original riverbed surface. It can be observed from the figure that the
riverbed upstream of pier NO. 1 was not all silted up, and the scour pit was formed within a
range 2.3 cm upstream of this pier. The scour pit is shown in the red dotted box in Figure 31.

Figure 31. The height of the riverbed on the Y = 0 plane for experiment NO. 0.

The Reynolds-averaged Navier-Stokes equation model (RANS) cannot effectively
capture the high-energy turbulent eddies at the junction between the upstream face of
the bridge pier and the riverbed, which will cause the riverbed erosion upstream of the
pier to be less than the actual situation [44]. The RNG k-¢ turbulence model used in this
study, as a kind of Reynolds-averaged Navier—Stokes model, also has this problem. Many
simulation results based on RANS models exhibit this same phenomenon as well. For
instance, Wang et al. [45] calculated the scour holes around a pier using the RNG k-¢
turbulence model, as shown in Figure 32a. Li et al. [46] obtained the scour holes at a flow
velocity of 0.4 m/s using the k-w turbulence model, as shown in Figure 32b. w is also the
turbulence dissipation rate, which represents the rate of energy dissipation in a turbulent
flow. In a turbulent flow, vortices are continuously generated and dissipated, leading to
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energy conversion and dissipation during this process. Compared to the k-¢ turbulence
model, the k-w turbulence model solves for a specific rate w of kinetic energy dissipation,
and it is a low Reynolds number model. Its nonlinearity is greater, making it more difficult
to converge, and it is quite sensitive to the initial guess of the solution. The k-¢ turbulence
model performs well in many common turbulent flow fields, while the k-w turbulence
model is more suitable for simulating rotational flows. Wang et al. [44] obtained the scour
hole using the realizable k-¢ turbulence model, as shown in Figure 32c.

(b)
Figure 32. The scour pits obtained by other researchers: (a) Ref. [45]; (b) Ref. [46]; (c) Ref. [44].

The streamlines around the first and second piers of experiment NO. 0 are shown in
Figure 33, which are similar to the streamlines of the longitudinal section obtained by Li
et al. [47]. It can be observed from the figure that the streamlines upstream of the first pier
are smoother, so the erosion effect of the flow on the riverbed is small. Figure 34 shows the
velocity nephogram on the plane of Z = 0.15 m. The flow velocities in the area upstream of
the first pier are reduced, as shown in the red box in Figure 34, which allows some of the
suspended sediment located at the bottom of the flow to be deposited there.

|

Figure 33. The streamlines around the piers in experiment NO. 0.
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Figure 34. The velocity nephogram of experiment NO. 0 on the plane of Z = 0.15 m.

For experiments NO. 1 to 11 with the protection of the quasi-stumps group, the main
reason for the significant accumulation of sediment around the piers is that the quasi-
stumps group can effectively reduce the downstream flow velocities, thus weakening the
shear stress of the flow on the riverbed and promoting the deposition of more suspended
sediment around the piers. Additionally, the sediment concentration in the water down-
stream of the quasi-stumps group is higher than that of the inlet flow due to the decrease in
the flow velocities. The presence of suspended sediment in the flow will reduce the shear
stress on the riverbed and diminish the turbulence within the flow [48] and further reduce
the erosion of the riverbed by the flow.
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The flow field and scour around the group of bridge piers are very complex and
influenced by numerous factors, such as the flow velocity, sediment particle size and
gradation, distance between piers, angle between the piers group and the flow direction,
water depth, and more. The current study in this paper is very limited and only investigates
the effects of the quasi-stumps group and its L, P, and S on the siltation characteristics
around the piers group. Many of the initial conditions in this study are predefined and
remain unchanged. In future research, the initial conditions can be modified, and the effects
of these initial conditions on the scour and siltation can be analyzed to better understand
the scour mechanism of a riverbed around bridge piers.

5. Conclusions

In this study, both experiments and numerical simulations using FLOW 3D were
employed to examine the protective effect of a quasi-stumps group on the local scour
of bridge piers. Specifically, the scour and deposition of the riverbed around the piers,
as well as the flow velocities, were compared under two conditions: with and without
the quasi-stumps group. Three factors affecting the protective effect of the quasi-stumps
group were studied: the horizontal distance L between the quasi-stump group and the
pier, the height P of the quasi-stumps group, and the ratio S of the area of a single leaf on
the quasi-stumps group to the cross-sectional area of a single pier. The effects of various
factors on the siltation height at the centerline of the piers, the maximum siltation height,
the siltation area, the change in quantity of the bedload sediment and suspended sediment,
and the flow velocities around the piers were analyzed. The results are as follows:

(1) The results of the numerical simulations using FLOW 3D are in good agreement with
the experimental results.

(2) The presence of the quasi-stumps group can effectively lower the flow velocities
around the piers, promote the deposition of suspended sediment, and reduce the
sediment scoured from the riverbed. It does not only help safeguard the riverbed
around the piers against scouring but also forms siltation, which is beneficial to the
stability of the bridge piers.

(3) As the distance L increases, the siltation height at the centerline of the piers group
decreases gradually. However, the siltation area and the quantity of the suspended
sediment deposition on the entire riverbed gradually increase.

(4) With the increase in the height P and ratio S, the siltation height at the centerline of
the piers group, the maximum siltation height, the siltation area, and the quantity
of the suspended sediment deposition gradually increase, while the flow velocities
around the piers gradually decrease.

(5) The quantity of sediment scoured from the riverbed is less influenced by the L, P, and
S.

(6) In this study, the combination of the quasi-stumps group with the best protective
effectisP=H, S =0.148, and L = D.
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Appendix A

The meanings of the symbols used in this paper are as follows:
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Symbol Meaning

D Pier diameter
Vv Average velocity upstream of the pier
H Water depth
dy Maximum scouring depth
d, Average scouring depth
dy, Maximum deposition height
Ay Deposition area
Ap Cross-sectional area of a single pier
Ratio of the area of a single leaf to the cross-sectional area of a single pier
P Height of the stumps group in the water

Horizontal distance between the downstream edge of the stumps group and the upstream edge of Pier NO. 1

RANS Abbreviation of the Reynolds-averaged Navier-Stokes equation model

RNG Abbreviation of renormalization group
k Turbulent kinetic energy of the turbulence model
€ Turbulent dissipation rate of the k-& turbulence model
w Turbulent dissipation rate of the k-w turbulence model
XY, Z Coordinate values in the x, y, and z directions of the coordinate axes are shown in Figure 5a
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Abstract: Scour processes occur, among other causes, by the interaction of flow and sediment
transport around structures built within a river. It is important to identify the location and quantify
the magnitude of scour to avoid under or overestimation since the former puts the structure at risk
and the latter demands an excessive economic cost. The data obtained from a physical model with a
scale of 1:60 (without distortion) was used to assess the accuracy of a 2D free-surface numerical model
(2DH) in predicting maximum scour. The physical model corresponds to the hydraulic-regulating
structure located at the entrance of the Carrizal River, tributary to the Mezcalapa River bifurcation,
located in Tabasco, Mexico. The scour is produced by the effect of a jet generated by a discharge
channel. The maximum experimental scour was compared to the results of a numerical model
and the estimation of four empirical equations: Breusers, Farhoudi and Smith, Negm, and Dietz.
Setting an acceptance threshold of 75% accuracy, only the Breusers method provided values close to
the measured values, and the numerical model failed to reproduce the location and magnitude of
maximum scour, yet when the 2DH model was calibrated for secondary flow effects in the hydraulics.
This indicates that the application of 2D models for the estimation of scour caused by jets may not
provide good results when secondary currents are developed.

Keywords: jet scour; physical model; 2D numerical model; discharge channel

1. Introduction

Certain conditions in rivers generate convective accelerations in the flow, which
produce a change in the sediment transport capacity; this leads to an imbalance between
the average sediment transport in the stream and the transport capacity that is altered
by the convective acceleration. In such conditions, a new equilibrium in the bed must
be attained through bed adaptation generated by scour [1]. The phenomenon of scour
in river beds is a complex problem of fluvial hydraulics, and it occurs not only in the
neighborhood of structures and waterworks but also in river bends or meanders [2].
The estimation of the magnitude of scour is important from an engineering perspective
because an underestimation can lead to structural failures of hydraulic works, and an
overestimation has an adverse effect on costs [2,3]. In many cases, the derivation of
equations for the calculation of bed-load transport was performed from data obtained
in laboratory straight channels [4], and most of them are limited in the representation of
more complex phenomena, such as secondary flows, transversal bed slopes, separation
zones, turbulence effects, etc. Alternatives, for example, ref. [1] indicate that when there
are no specific formulas for the conditions being analyzed, it is worthwhile to use physical
modeling in scaled-down geometries, where similarity laws are applied; however, it is
complex to try to reproduce certain characteristics inherent to the physics of the flow and
the properties of the sediments simultaneously.
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Scour is classified as local and general [1]. Local scour is caused by the interaction
between flow and hydraulic structures, for example, in the vicinity of abutments, bridge
piers, or downstream channels discharging into a river. In the latter case, scour occurs due
to a redistribution of the velocity concentrated in a reduced area, where the turbulence
characteristics are more complex. On the other hand, general scour is slower than local
scour, and it consists of the general degradation of the bed of the channel, and there are
different causes. In some cases, it occurs due to a reduction in the channel cross-section,
which increases the velocity; it also appears in meanders and confluences due to flow
redistribution by helical flow and velocity gradients. The magnitude of scour downstream
of the structure depends on its geometrical characteristics, as well as the hydrodynamic
conditions and the physical characteristics of the bed material in the zone [1]. The most
relevant parameter to estimate is the maximum scour; however, ref. [5] highlights the
importance of considering the temporal evolution of scour; they identify a phase, which
they call the development phase, and another, which they call the developed phase [6].

In the last century, several empirical formulas have been proposed to estimate the
scour equilibrium depth; most of these formulas have been derived based on dimensional
analysis with a heuristic approach. The formulas may contain multiple exponents that
have been determined from experimental data fitting [5]. The methods are categorized
according to the sediment transport conditions; on the one hand, when there is no upstream
transport, and the pool depth caused by scour reaches asymptotically in time, it is called
clear water conditions. On the other hand, when there is upstream sediment transport, it
is called active bed conditions; in this case, the pool depth is reached more rapidly and
oscillates around a mean value [1]. A key factor used to calculate the local scour is the ratio
U/UTc, where U is the depth-averaged velocity immediately upstream of the structure
and UT¢ is the critical velocity for incipient bed-load transport, both in (m/s). Currently,
the estimation of maximum scour through formulas still has uncertainty when compared
with the actual scour, e.g., Ref. [7] presents a series of comparisons between measured
data and estimations with formulas proposed in the literature for the case of scour by a
jet, in such work a large scatter of real values versus observations is observed. Ref. [8]
also proposed a formula to calculate the scour produced by circular piles for clear water
conditions, with an error of less than 25%.

Computational Fluid Dynamics (CFD) models of local scour are gaining popularity in
the engineering field and are a promising tool [9]. A numerical scour model requires three
main components: a turbulent flow solver, a sediment transport solver, and a morphody-
namical model for bed evolution [10]. Large Eddy Simulation (LES) models can calculate
flow structures better than Reynolds Average Navier-Stokes (RANS) models; however,
scour calculation with LES models is very expensive from a computational perspective to
calculate a complete scour process. Therefore, RANS models requiring less computational
capacity are more widely used, and it is currently accepted that RANS-type models will
be the choice in the near future [10]. In this direction, for example, the work of [11] used
a physical and a numerical model to determine the scour due to the discharge of a jump.
However, it is still necessary to identify the capabilities of the RANS models and character-
ize their accuracy for estimating scour. In the direction of the use of 2D morpho-hydraulic
models for scour computation, there is the work of [12] that determines the water depth to
bendway weir height ratio, where 2D scour modeling produces reasonable results. Ref. [13]
proposes a modification to a 2D mobile-bed model to improve the results of simulations of
scour-around structures.

In the context of the use of a 2D free-surface morpho-hydraulic numerical model
(NM-2DH) to calculate the maximum scour, the research questions are: (1) What is the
capacity of a 2DH morpho-hydraulic model to reproduce hydrodynamic processes, local
scour, and bed evolution, for the laboratory conditions, where secondary flow is present?
(2) What is the accuracy in calculating the maximum scour with empirical equations
vs. experimental measurements? (3) What is the accuracy of the numerical model for
estimating the temporal dynamics of bed evolution at the point of maximum local scour?
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(4) What are the differences of depth-averaged flow field computed with a 3D model with
respect to the computation of the 2DH free surface model?

2. Methods

To answer the formulated questions, two techniques were utilized, physical and
numerical modeling. The physical modeling is utilized to obtain the reference values of
bed evolution (scour) and flow field (water depth, velocities). The numerical modeling
solves the governing equations of flow, sediment transport, and bed evolution. A 2DH
numerical model was used to solve the flow and scour, and a three-dimensional numerical
model was used to characterize the flow structures.

2.1. Physical Model

The physical model is based on the Macayo Hydraulic Control Structure, which is
located at the entrance of the Carrizal River in Tabasco, Mexico (Figure 1la—e). It has the
purpose of regulating the flow distribution at the Mezcalapa River bifurcation. The physical
model was built in the Engineering Institute, UNAM (Figure 1f-i).

Samaria River . : (b) Mezcalapa Rivers.

"Hydraulic control

Hydraulic-control structure-El Macayo

structure-El Macayo

izal
> arrIZa
Y : c

Hydraulic control
structure-El Macayo

—

9.67

Carrizal River

sand storage tank

Physical model

Figure 1. Prototype and experimental Physical Model (PM) of the Macayo Hydraulic Control
Structure (MHCS). (a) MHCS location, (b) aerial view of the MHCS, (c¢) Left Bank Channel (LBC) and
gates, (d) Right Bank Channel (RBC), (e) LBC gates seen upstream to downstream, (f) geometry of
the experimental PM, (g) general view of the MHCS, (h) view of the discharge zone of the MHCS,
(i) view of bed configuration at the end of the experiment. (b—e) Taken from [14] with authorization
of the author.
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The structure has a central dam and two discharge channels on both banks, the Left
Bank Channel (LBC) and the Right Bank Channel (RBC). In each channel, radial gates
are operated to regulate the flow captured by the Carrizal River. The physical model
was built at a scale of 1:60. The design discharge in the real structure is 850 m®/s; based
on the Froude similarity principle, the discharge in the physical model corresponds to
30.48 L/s. The channels were made of concrete. Upstream and downstream, there is a layer
of 20 cm of uniform fine sand, which has a median particle size of D5y = 0.2664 mm (from
the particle size distribution curve, shown in Figure 2) and a density of 2723.75 kg/m?.
The standard method [15], was used to determine the particle size distribution analysis
of the sediment used in the experiments. The uniformity of the fine sand particles was
determined from the classification curve after calculating the geometric standard deviation
(o) with equation 0y = (dgs/ d16)0'5 [16]. The diameters are d1g = 14.44 x 1072 mm and
dgq = 42.88 x 1072 mm, and 0y = 1.72. Therefore, the sand presents non-uniformity of

the particles.
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Figure 2. Bed sediment grain size distribution utilized in the physical model.

Flow Field Measurements

Measurements of the three velocity components were obtained with a Vectrino-II
Doppler Acoustic Velocimetry Profiler. The volume of sampling is a cylindrical region
located 50 mm below the central emitter, with a diameter of 6 mm and a standard height of
1-4 mm. The equipment measures three velocity components with sampling frequencies
up to 100 Hz, and it can measure a complete 3 cm profile, over a range of 40 mm to 70 mm,
from the central pulse emitter, with a resolution in the profile of up to 1 mm within this
range. The measurements made here were used to calibrate the 2DH numerical model.

Three measurement sections were established in the LBC. The first one was located at
the entrance of the channel, the second one just before the piles of the gates, and the third
one at the exit, where the expansion of the channel ends. Figure 3a shows the location of
the point of maximum scour. The velocity profile measured in Section 1 (S51) was measured
12 times, 5 times in Section 2 (S2), and 10 times in Section 3 (S3). In Figure 3a, the location of
the measurement points in the three sections is also indicated. The Vectrino-II was placed
on a stand along each of the three measurement sections, perpendicular to the main flow
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2.8

1.4

direction, and was moved vertically to obtain two profiles from the bed and determine the
velocity field. Figure 3b shows the measurement zones (red dashed line box), as well as
the water depth (blue line) for each Sections 1-3 (S1-53). The water depth was 0.109 m,
0.098 m, and 0.103 m for S1, S2, and S3, respectively. Sampling at each point was performed
for 180 s with a measurement frequency of 100 Hz. The velocities measured at 40% of the
water depth from the bed were used to calibrate the 2DH numerical model. A detailed
description of the operation of the measurement equipment can be found in [17].

S3

- b 51 $2
™~ (Sectlon 2 ( )0.12 . 0.12—— 0.12

Figure 3. (a) Sections for velocity measurement in the LBC (S1, S2, S3) and maximum scour zone
(SM). (b) Velocity measurement zone (highlighted in red) within the sections and position of the
water surface.

In addition, velocity and bed elevation measurements were taken in the area where
the maximum scour was determined; it was developed downstream of the outlet of the
LBC. For this purpose, a previous experimental test was carried out to identify the zone
of maximum scour. At this site, the Vectrino-II was placed at an elevation of 7 cm above
the bed to measure the velocity profile with the initial bed (horizontal) before scour was
developed. The objective was to obtain the velocity distribution in the first 3 cm above the
original bed, with a vertical resolution of 1 mm, with a total of 30 measurement points. The
equipment was oriented in the main flow direction and was configured for a measurement
of 18 records (1R to 18R) with a frequency of 10 Hz for velocity and 2.5 Hz for measuring
the position of the bed, with a duration of 15 min each, to obtain a continuous record during
the time of the test (4.5 h).

2.2. Numerical Model

The numerical modeling was carried out with the Saint-Venant equations for the
characterization of the flow, solved with the Telemac-2D module of the Telemac—Mascaret
modeling system [18]. The Saint-Venant equations are expressed by Equations (1)—(3).

oh
ou 1 on 1
5 u-vu) = ECfu|lI| 85, T EV - (hvyVu), ()
v 1 ay 1
i U-vo)= ECfv|U| - g@ + EV - (hv Vo), (3)
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where /1 is water depth, in m; Sj, is the source or sink of fluid, in m/s; U = ui + Uf is the
vector velocity with horizontal components u and v, in x and y directions, respectively, in
m/s; 1 is the water free-surface elevation, in m; C ris the coefficient of friction; t is time, in
s; v is the turbulent viscosity coefficient, in m?/s.

The sediment transport and bed morphology were solved with the Sisyphe module
of Telemac—Mascaret, using the mass conservation equation for sediment, or Exner equa-
tion [19], coupled with the Telemac-2D model [20]. The Exner equation is expressed by
Equation (4)

0Zy,

1—AW+V-Q;,+(E—D)Z=”:O, 4)
where Q; = Qpyi + Qpyj is the vector of the unit volumetric transport rate without voids, in
m?/s; A is the porosity of the bed material, dimensionless (A = 0.4); Z; is the bed elevation,
in m; E and D are the entrainment and deposition rates at elevation z = 4, the interface
between the bed load and the suspended load mechanisms. The bed load is calculated as a
function of sediment load capacity, where considerations of flow direction and bed slope
are considered in the computation. In the case of coupling with Telemac2D, it considers
the effect of secondary currents in the bed evolution. Sisyphe has been validated and
calibrated [21,22]. Regarding bed load, the Meyer-Peter and Miiller equation was utilized
as a first approach, and the bed load was calibrated from the measured scour from the
physical model experiments through the morphological factor explained in the next section.

The suspended transport concentration is calculated using the advection-diffusion equation.

aC ,9C  aC [a [ aC\ a [ aC (E-D),_,
U ey = L (o) oy (e )] R ©

where C is the volumetric concentration of suspended sediment averaged vertically, 5 is
the diffusion coefficient for sediment, U and V' are the depth-averaged flow velocities in the
directions x and y, respectively, and & the water depth. The deposition (D) is determined by
the reference concentration (C,—,) located at an elevation g, the interface of the bed load and
the suspended load depends on the fall velocity of the sediment and upstream conditions
of suspended sediment given by Equation (5). While entrainment (E) is determined by
the equilibrium concentration (Ceq) near the bed determined by an empirical formula, the
Zyserman and Fredsoe equation is used [20]. Therefore, the net rate of sediment flux is
determined based on the concept of equilibrium concentration, where the rate of sediment
deposition is equal to the rate of sediment of the bed’s entrainment.

The numerical analysis with the NM-2DH model was carried out through two pro-
cesses, the first with a larger, general mesh of the domain, made up of 431,701 elements
(Figure 4a), and the second with a reduced mesh, made up of 54,542 elements (Figure 4b).
In the first analysis, the boundary conditions for the hydraulic calculation were estab-
lished: (1) flow at the inlet and (2) the water level at the outlet of the downstream physical
model, and the flow rates flowing through each of the channels were determined; then,
the hydrodynamics calculation calibration process was developed (roughness coefficient
and water levels), which is discussed later; for a hydrodynamics modeling computation
time of 15 min, a processing time of 8.30 h was required, with a At =1 x 1073 s. The
hydrodynamics modeling time was 8.30 h on a cluster with 60 AMD® processing cores,
CentOS distribution, version 6.9, and 64-bit architecture. Subsequently, in order to reduce
the calculation process times of the numerical analysis of scour and its subsequent 3D
analysis, the reduced mesh was used, and the boundary conditions were established for
each of the channels and a downstream level (data obtained from the first analysis), as
well as the conditions of sediment transport in equilibrium. An important factor was to
avoid erosion in the concrete channels, which was achieved with the NOEROD subroutine
of Sisyphe. The computational meshes have the geometry and bed elevations associated
with the physical model. An inlet boundary condition was established as a flow rate
Q=30.48L/s (Qrpc = 0.54Q; Qrpc = 0.46Q, calculated by numerical integration, and the
water levels were verified) and a water level at the outlet corresponding to i1 = 10.25 cm,
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and it was calculated with a Manning’s roughness coefficient of 1.8 x 1072 s/m!/3 for the
concrete channels (RBC and LBC) with less error relative, and in the rest of the model
with a sand bed an n of 2.8 x 1072 's/m!/3, although a detailed discussion for determining
roughness in erodible beds can be found, for example, in [19]. The processing time with
the reduced mesh was reduced to 5.4 h.

(@) GENERAL GEOMETRY OF MODEL (66)  REDUCED MODEL GEOMETRY (RG)

BOTTOM
ELEVATION (m)

Boundary conditions (BC) on the
general geometry of model (GG)

BC2-GG = Water level

(b) REDUCED MODEL GEOMETRY (RG)

BOTTOM
ELEVATION (m)

Boundary conditions (BC) on the
reduced geometry of model (RG)
BC1-RG = Inflow in LBC
BC4-RG = Sediment equilibrium

inflow 0020
0.010
0.000
-0.010
Y BC2-RG = Inflow in RBC BC3-RG = Water love] 2920
BC5-RG = Sediment equilibrium CF6-GR = Sediment outflow
inflow without specific BC, free

Figure 4. Computational meshes used for numerical simulations and boundary conditions, in
(a) general mesh with triangular elements ranging from 5 cm to 0.5 cm, (b) reduced mesh with
triangular elements ranging from 4 cm to 0.5 cm.

The 3D analysis was performed based on the results of the NM-2DH analysis, where
the hydrodynamics were calibrated (first process), and the maximum scour was calculated
(second process). An equivalent hydraulic roughness height of ks = 3 x 1073 m was
determined for the concrete channels. The computation time to simulate 89 s of flow was
five days, with a time step of At = 5 x 107 s using the same 60 processing cores and a
three-dimensional mesh with eight planes in the vertical.

3. Results
3.1. Velocity Field Measurement

Figure 5 shows the distributions of the measured and computed velocity vectors in
sections S1, S2, and S3 (the measured velocity was taken at the elevation Z,, = 0.4 h).
The calculated velocity vectors were obtained with the Telemac-2D model. The cross-
section averaged streamwise velocities were 0.236 m/s, 0.548 m/s, and 0.219 m/s for S1,
S2, and S3. The velocity magnitude U increased by a factor of 2.3 for S2, and decreased
slightly for S3, by a factor of 0.93, both with respect to the velocity measured in S1. It is
important to highlight that a separation zone was developed near the right bank at the
outlet of the channel, near S3 (gray oval, Figure 5), and downstream of the development
of a recirculation zone with a very clear vortex, which is discussed below. Figure 5 also
shows the point where the maximum scour was developed in the physical model, which is
discussed in the next sections.
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Figure 5. Velocity field (U) in m/s, measured at the LBC (blue) and calculated (orange) at S1, S2, and
S3, and SM point. U is the time and depth-averaged velocity vector.

3.2. Numerical Model Calibration

A first computation of the flow with the NM-2DH was performed with the general
mesh shown in Figure 4a; the boundary conditions were used for the flow rate at the
inlet and the water level at the outlet. The development of secondary flows within the
left bank channel was observed in the LBC, caused by its curvature, so the correction of
this phenomenon in two-dimensional flow models was considered. Telemac2D uses the
approach proposed by [23]. The velocity components, once the model was calibrated by
adjusting the Manning and secondary flow production coefficients, are shown in Figure 5.

Figure 6a—c compare the measured versus calculated 2D velocity in three cross-sections
(51, S2, and S3). Three types of results were obtained: a model in which the Secondary Flow
Correction (SFC) was not considered and two models with SFC using different secondary
flow production coefficients. Figure 6a—c show the components # and v calculated with the
numerical model 2DH, without considering SFC, and components calculated considering
SFC, with a production coefficient of « = 14 (recommended value, [18]), and « = 3.5, in
blue, green, and red colors, respectively. Experimental measurements are shown in black
circles. Such calculations are identified as scenarios A, B, and C in Figure 5. A detailed
analysis allowed us to identify whether the numerical results were improved by using
any of the scenarios considering the SFC. For this purpose, the relative error (e;) of the
measured time and depth (0.4 h) averaged velocity with respect to each of the components
(1, v) is calculated as e,y = (Uy — Uc/ ) and eyy = (U — Ve /T ), where the subscripts m
and c stand for measured and calculated, respectively. Afterward, the average relative error
in the cross-sections was obtained (eyxm, érym). Finally, Figure 6d shows the generalized
error (erxmg, €rymg), Which accounts for the behavior in the three sections S1, S2, and S3 of
the 2DH model.

The overall mean relative errors (erxmg, €rymg) in sections S1, S2, and S3 for scenarios A,
B, and C are shown in Table 1. In general, the e, is 88%, 24.7%, and 8.5% for component 1,
while the 7 is 62.7%, 40.4%, and 29.4 % for the same scenarios. With respect to the velocity
distributions, it is shown that the components for S1 have the lowest errors; in 52, there
are slight differences with respect to measurements, while in S3, the distributions already
have important differences. For example, the velocities for scenario A have a more uniform
distribution across the width of the channel compared to scenario B, which fits better to the
experimental measurements, and scenario C, has a better fit near the left margin for the
component %, and improves the approximation of @.
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Figure 6. Measured and calculated velocity distributions, (a) in S1, (b) in S2, (c) in S3, and (d) relative errors.
Table 1. Mean and overall relative errors of numerical scenarios A, B, and C.
Section S1 S1 S2 S2 S3 S3 General General
Scenario 1 (%) 7 (%) 7 (%) 7 (%) 1 (%) 7 (%) 7 (%) 7 (%)
A (without CFS) 9.11 20.5 17.3 13.9 219 138.0 88.3 62.76
B (x = 14) 7.55 30.4 24.7 20.2 454 57.6 24.7 40.4
C (x =3.5) 3.06 20.6 12.1 9.27 134 50.0 8.55 29.4

The 3D computation of the flow field with the flatbed configuration is shown in
Figure 7. In Figure 7a, the recirculation zones are identified with the help of streamlines.
Also, the separation zone within the LBC is identified, which is an indicator that the flow is
concentrated towards the left bank. Figure 7b shows the magnitude of the 3D velocity field
in cross-sections S1, S2, and S3, where the separation zone and velocity reduction on the left
of 53 are distinguished, as well as the concentration of the maximum velocity core at the
outlet of the LBC. Figure 7c shows the streamlines with the vorticity magnitude, defined
as () = V x U, where () is the vorticity vector (1/s) and U the velocity vector (m/s). The

numerical results make it possible to identify zones where vortices and flow recirculation

were developed downstream of the control structure; the lines of larger vorticity are in the

narrowest zone of the LBC and in the transition zone of the material change (concrete-sand)
where the maximum scour was developed.
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Figure 7. 3D numerical results with flatbed (no scour considered), (a) velocity streamlines (m/s),
(b) 3D velocity magnitude field and separation zone, (c) streamlines mapped with vorticity (1/s).

The 3D flow field was also computed considering the bed configuration of the physical
model developed after 4.5 h of bed evolution, where the maximum scours, the deposit
formation, and the ripples were considered. Figure 8a shows the depth-averaged velocity
computed by the NM-2DH model. In Figure 8c, the magnitude of the depth-averaged
velocity computed from the numerical 3D velocity field is presented. Two differences are
observed, on the one hand, the velocity field is more diffusive at the downstream outlet
of the channels in the 2D results, and on the other hand, the flow at the outlet of the LBC
computed by the 2D model leans towards the left bank. Figure 8b shows the depth-averaged

turbulence kinetic energy (k) computed by the 2D model as k = 0.5 (ﬁ + 072 4 W) , Where

u'2, 02, and w'? are the time-averaged square of the fluctuations of the velocity caused by
the turbulence. Figure 8d shows the depth-averaged horizontal value k computed from the
3D model results. Again, the 2DH model results are more diffusive. Figure 8e shows the
Reynolds number (Re), and Figure 8f shows the general vorticity field.

Figure 9a shows the computed 3D velocity field vectors; the velocity core is concen-
trated near the surface, and the velocity is lower near the bed. A deviation is observed
between the orientation of the scour hole and the direction of the flow. Figure 9b shows
the vectors of the velocity field mapped with k located near the bed; the vectors indicate
at least two interaction zones, one inside the scour hole in the inward direction and the
other on the dune in the outward and downstream direction. These two zones have high
turbulence kinetic energy, k. On the other hand, the vertical-oriented vorticity indicated
at least two flow directions in the LBC outlet jet that interact with each other. Figure 8d
shows the bed configuration analyzed, where the scour pool and the U-shaped deposition
zone can be seen.

The turbulence kinetic energy (k) within the zone of maximum erosion is shown in
Figure 10 at different horizontal planes. Figure 10a shows the complete volume (—0.15 < Z < 0.17);
in Figure 10b, the volume ranges from —0.15 < Z < 0.10; in Figure 10c, the volume ranges
from —0.15 < Z < 0.05; and in Figure 10d, the volume ranges from —0.15 < Z < 0.025. It
can be seen how k is developed in the expansion inside the LBC and moves downstream; k
increases between the recirculation zone (blue color) and the outflow jet. It also increases
as it decreases in depth and increases in the dune zone.
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Figure 8. 2D and depth-averaged 3D numerical results with the developed bed configuration after
4.5 h, (a) 2DH velocity field (m/s), (b) depth-averaged turbulence kinetic energy computed with
NM-2DH, k (m?/s?), (c) depth-averaged 3D velocity field (m/s), (d) depth-averaged turbulence
kinetic energy computed from 3D model (m?/s2), (e) Reynolds number 3D, (f) Vorticity field from
3D model (1/5s).
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Figure 9. 3D numerical results with the bed configuration developed after 4.5 h, (a) 3D velocity field
(m/s), (b) 3D velocity field mapped with k magnitude (m?2/s2), (c) 3D vorticity field, Z-direction
(1/s), and (d) elevation and bed configuration in maximum scour zone (m).
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Figure 10. 3D numerical results of the turbulence kinetic energy with the bed configuration developed
after 4.5 h, XY view, (a) k (m?/s?) at the free surface, (b) k (m?/s2) at an elevation of 0.10 m, (¢,d) k
(m?/s2) at an elevation of 0.05 m, and (d) k (m?/s2) at an elevation of 0.025 m elevation.
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3.3. Scour

The initial configuration of the bed downstream of the control structure was horizontal,
and after the 4.5 h that the experiment lasted, a new configuration developed due to the
scour process downstream of the structure. The final bed configuration was measured with
a Leica TS07 total station, with an angular resolution of 0.1” of the screen and precision
for horizontal and vertical angles (absolute, continuous, and diametral of 1”, 2", and 3”),
without a prism for bed measurement and with a prism for the control points. On the other
hand, Figure 11 shows the average velocity recorded at five different elevations above
the point of maximum scour. The data were divided into 18 stages (R1 to R18) of 15 min,
where the velocity was averaged, with the same duration each (indicated in Figure 11, with

vertical lines in gray).
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Figure 11. Velocity magnitude (m/s) records at different elevations above the point of maximum

scour, measured from the initial flatbed (MFIFB) reference.

Figure 12 shows the turbulence kinetic energy (k) at five points at different eleva-
tions above the point of maximum scour in the same 18 stages of 15 min utilized for

averaging velocity.

Figure 13 shows the evolution of the maximum scour downstream of the structure
generated by the jet at the outlet of the channel. The point is located 59 cm downstream
of the center of S3 (indicated in Figure 5). Sampling at this point was conducted for 4.5 h,
with a measurement frequency of 10 Hz for velocity and 2.5 Hz for bed evolution (scour),
and placed at an elevation to measure the first 3 cm above the original bed. The signal was
filtered with correlations greater than 70% and SNR greater than 15 dB. Figure 13, in blue,
shows the behavior of the bed evolution during the experiment, while the line point, in
green, indicates the behavior of the scour calculated numerically with Telemac-Mascaret
2DH coupled with the Sysiphe module; the comparison is made at the point of maximum
scour identified in the physical model. With the numerical model, the erosion was deter-
mined to be 8.4 cm, while the experimental value was 9.4 cm. After calibrating the bed-load
transport with the morphological factor, there was a 1 cm error, which is equivalent to
a 10.6% error with respect to the erosion measured in the physical model. However, the
maximum erosion calculated numerically is in the vicinity of the hydraulic structure, near
the left bank, in the area just below the outlet of the concrete structure where the sand
begins; it was 4.6 times deeper than the maximum experimental erosion. Since no mea-
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surements of sediment transport were performed, a Morphological Factor (MF) of 5 was
used to calibrate the scour process of the physical model; this factor has been analyzed
by [24,25]. The computational time of modeling hydrodynamics and sediment transport
of 1 h (considering the physical model) demanded a processing time of 94.6 h with a
At = 0.0005 s using the same processors and cluster characteristics.

107! : ! 1
S, — —— L]
A ~e— mﬁﬁjﬁ_
P | o —- |
% b  SREINEE Sl s oI ] §
N > \,74;/}\ b -~
NN > . e ~e-—- 0\
A \d >
— h =L . B
n \ > v
\ 2 B » \\ // ’//
o = i | ~ 1 - -
E 10 > > ) e
o \k ‘//
S N /
\\ /( ]
Bt WL < [ —e—k at 1 mm MFIFB
—+—k at 6 mm MFIFB
‘ k at 12 mm MFIFB
—-¢-—k at 21 mm MFIFB
—+» -k at 30 mm MFIFB
R1 R2 R3 R4 R5 R6 R7 R8 R9 R10 R11 R12 R13 R14 R15 R16 R17 R18
10_3 | |
0 0.5 1 15 2 25 3 3.5 4 4.5

Time (hours)

Figure 12. Records of turbulence kinetic energy (m?/s?) at different elevations above the point of
maximum scour, measured from the initial flatbed (MFIFB) reference.
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Figure 13. Temporal evolution of the bed (m) measured vs. calculated with the morpho-hydraulic

model at the point of maximum experimental scour.
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4. Discussion
4.1. Scour Computed by the Numerical Model

Figure 14a shows the final bed configuration calculated with Telemac-Mascaret 2DH,
and Figure 14b shows the final configuration of the experiment. In Figure 14a, the maximum
scour was developed just downstream of the outlet of the channel, and the sediment was
deposited on the sides where the maximum velocity cores were developed. The erosion
extends up to the border of the left bank. In the final part, a U-shape deposition pattern
was developed. On the other hand, with the experimental results, which are shown in
Figures 14b and 15, a less elongated erosion zone was followed by a dune-shaped deposit;
ripples were formed on the deposit and along the channel (Figure 15a,b). The dune-shaped
deposit is highlighted on the edge in red in Figure 15a. The maximum erosion zone was
not located immediately downstream of the exit of the channels, as the numerical model
predicted, but slightly further downstream. Also, the numerical model does not reproduce
the ripples (Figure 14a).
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~
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Figure 14. Final bed configuration (m) downstream of the structure (after 4.5 h), in (a) calculated
with Telemac-Mascaret, and in (b) experimental measurement.

LBC

-Fipp/es

(;

Figure 15. Final experimental bottom configuration (m) downstream of the structure (after 4.5 h), in
(a) maximum scour and developed bottom forms (ripples), and in (b) developed bottom forms (ripples).

The difference in elevation between the Final Bed Configuration (FBC) of the numerical
and experimental data was calculated as Rz = (FB Cexp — F BCpum)- The results are shown
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in Figure 16a and zoomed in the scour zone in Figure 16b. The error relative to the
measurement points (white dots in Figure 16a,b) is calculated as Er = Rz/FBCeyp. The
errors for the 302 points considered are presented in Figure 16¢c. The average relative error
is —3.6%.
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Figure 16. Elevation difference (Rz, m), in (a) general view, in (b) view near the CMI, and in (c) relative
error (-).

4.2. Comparison with Empirical Formulas and Numerical Model Accuracy

To contrast the result of the numerical model, an analysis of the maximum downstream
scour for low-head structures computed with formulas was performed. Ref. [26] analyzed
several studies of local scour, the most important of which were those carried out initially
by [27]. In their experiments, they determined a time scale between the physical model
and the prototype for the development of local scour and proposed the expression given
by Equation (6) for the calculation of the temporal evolution associated with the maximum

scour depth, Ysyx, [27]:
Ysmax [t p
hg (ﬁ)) ’ ©

where tj is the time scale in hours to reach maximum scour Ys;;qy, h is the depth at the end
of the bed of the protected channel, ¢ is the time in hours, and g = 0.38 is the adjustment
coefficient. Ref. [26] determined the time scale expression given by Equation (7):

1.7
ty = 330("51()9> H3(aV — V)™, )

where p; is the density of the sediment, p is the density of the water, V,,; is the critical
velocity determined with the critical shear stress (1), « a factor that depends on the velocity
distribution and whose value can be estimated by the expression given by Equation (8):

a—1+3<§]//>, ®)

where 7 is the relative average turbulent intensity and V the mean flow velocity near the bed.

By applying this method to the data of the experiment, the maximum equilibrium scour
is determined to be 7.64 cm (note that with active bed conditions, the bed configuration
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fluctuates, and the equilibrium refers to a temporal average). Paper [28] proposed a
formulation analogous to that of [27], given by Equation (9):

Yomar _ (£)*" o
do to ’

where dj is a characteristic length; here, the downstream balanced level was used. However,
the time scale is determined by graphs, and for the example analyzed, a scale of t) =212 h
and, therefore, a maximum equilibrium scour of 5.87 cm were determined. Paper [29]
conducted 210 laboratory experiments in a straight channel with dimensions of 0.3 m wide,
0.25 m deep, and 3.5 m long, with a sand layer of 7.5 cm thickness and a D5 of 1.77 mm.
They used a floodgate that regulates the level upstream, at the entrance of the channel, and
the development of a hydraulic jump; after a length L, the sandy bed is located, where the
scour was developed. In addition, they performed a dimensional analysis to calculate the
maximum scour downstream and obtained Equation (10):

dsmax o D50 B—b G
= =113k 28.9( o ) +026( Fe| —; 3.59 . +21,  (10)

where G is the gate opening, F; is the Froude number downstream of the gate, H;, is the
water head upstream of the gate, and b is the width of the upstream inlet channel (before
expansion) and the downstream width (at expansion). B is the downstream width (at
the expansion in the case of the experiment). Here, the gate opening G was substituted
with the conjugate head (0.10 m) and H,, with the level located just upstream of the piles
(0.12 m), thus determining a maximum equilibrium scour of 4.5 cm. Ref. [30] presented an
equation for calculating the theoretical maximum scour, reported in [26], which is given by
Equation (11):
Ysmax(equili) ~ Upax — Ue
Yo U ’

with the ratio water depth to sediment grain diameter d/ D of (0.0876 m/2.66 x 104 m) = 328.83
and a critical velocity (U) of 0.23 m/s (Equation (8.96), from [31]); therefore, from Equation (11),
it was determined that the equilibrium maximum scour was 6.48 cm.

Figure 17 shows the temporal evolution of the scour measured in the physical model
(blue dots), calculated numerically with Telemac-Mascaret 2DH coupled with the Sisyphe
module (green line with unfilled circles), and the methods indicated above; results are
synthesized in Table 2. In Figure 17, it is observed that the scour measured in the physical
model developed temporal fluctuations. During the experiment, ripples were formed along
the bed (see Figures 14 and 15b), which are related to 3D effects. The migration of the
ripples produced the temporal fluctuations of the bed and the zone of maximum scour. On
the other hand, a 2D flow model coupled with a bed evolution model (Telemac2D-Sisyphe)
is not able to reproduce a ripple formation (see Figure 14a), and a consequence is the lack
of fluctuations in the temporal evolution of scour (Figure 17).

(11

4.3. Comparison of Computed 2D vs. 3D Flow Structures

The scour computed by the NM-2D leaned towards the left bank, while the experi-
mental results are more centered with respect to the exit of the LBC (compare Figure 14a,b).
This behavior is correlated to the 2D flow field; the higher velocities at the exit of the LBC
also lean towards the left bank (Figure 8a). In contrast, the depth-averaged 3D flow field
computed the maximum velocities at the exit of the LBC with a more consistent pattern
with respect to the experimental maximum scour zone (Figure 8c). It is important to high-
light that both computations were carried out using the experimental bed developed after
4.5 h. Another difference is the turbulence kinetic energy, k; the NM-2D is more diffusive
(compare Figure 8b,d).
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Figure 17. Temporal evolution of the bed (m) measured vs. calculated by the morpho-hydraulic
model and the formulas at the point of maximum experimental scour.

Table 2. Experimental maximum scour vs. maximum scour calculated by four theoretical methods
and errors. The values calculated with the 2D model are located at the point of maximum experimental
scour (MES) and maximum modeled scour (MMS).

YSimax Error
Method (cm) [1 _ (%)}

Experimental 9.4 -
Telemac2D-Sishype (MES) 8.4 0.106
Telemac2D-Sishype (MMS) 43.2a —3.6
Breusers M1 (1967) 7.64 0.187
Breusers M1 (v') (1967) 9.27 0.014
Breusers M2 () (1967) 9.44 0.004
Farhoudi and Smith (1982) 5.87 0.376
Negm (2002) 45 0.521
Dietz (1969) 6.48 0.311

5. Conclusions

The phenomenon of scouring downstream of low-head hydraulic structures is a preva-
lent problem for the safety of hydraulic works. Although there are numerous investigations
on local scour around submerged structures within the flow, such as bridge piers or abut-
ments, it is difficult to have direct and accurate solutions to estimate the maximum local
scour that occurs downstream of hydraulic structures with particular geometrical charac-
teristics, such as the El Macayo structure, where the discharge is influenced by an upstream
curved channel. In such circumstances, the literature recommends the application of phys-
ical modeling. However, an area to explore is the applicability of numerical modeling
to characterize scour processes quantitatively. In this study, the local maximum scour
generated by a jet downstream of a discharge structure was calculated with a physical
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model of a low-head hydraulic structure. It was analyzed with a 2D depth-averaged model,
and the flow field was characterized by a 3D RANS model. The accuracy of the 2D model
coupled with the sediment transport and bed evolution module (Sisyphe) to reproduce the
scour and the velocity field in the left channel in three sections was assessed.

The 2D model utilized secondary flow correction and was calibrated by means of the
production coefficient [23]. After the calibration, the errors were diminished by more than
an order of magnitude for the streamwise velocity component and by a factor of 2 for the
normal component, compared to the results that did not use secondary flow correction.
This is important to consider in engineering applications when using a 2DH model in cases
where secondary-flow currents are expected to be formed. With respect to the scour, the 2D
model coupled with Sisyphe calculated a maximum scour of 8.4 cm, where the experimental
value of 9.4 cm was measured. Therefore, the 2D model reproduced 89% of the measured
maximum scour. In addition, the bed configuration (the scour zone and its surroundings)
was assessed after 4.5 h to compare the numerical and experimental results; an average
relative error of —3.6% was determined, which indicates that the 2D model computes a
higher global erosion compared to the measurements from the experiment. However, there
was no good agreement on the final bed configuration calculated numerically with respect
to the experimental development. Here, the largest errors were located in the zone of
maximum scour and within the zone of the U-shaped deposition developed downstream of
the pool generated by the scour. The numerical computation determined that the maximum
scour was located in a different place with respect to the experimental results; the NM-2DH
computed the maximum scour directly in the outlet of the left channel structure and was of
the order of 4.6 times deeper than the reported experimental maximum scour. Therefore,
it is a case of overestimation. In practical applications, it is recommended to perform
sediment transport measurements to improve the approximation of the phenomenon by
the sediment-load equations and to replicate its magnitude.

For contrasting purposes, the maximum scour was estimated with empirical equations,
and it was compared with the experimental results. It was found that the Breusers method
has an accuracy of 81.3%; however, using a modification (M1) of the local mean turbulent
intensity (v'3) and close to the bed (1 mm elevation above the initial flatbed), the estimation
was improved considerably, reaching 98.6% accuracy, and by performing a second modi-
fication (M2) of the B exponent of the equation, the estimation was improved to a 99.5%
accuracy. However, it requires knowledge of the velocity and turbulence above this point,
i.e.,, measurements. The application of the model (Equation (6)) and the modification M1
did not reproduce the magnitude of the maximum scour in time, but the modification M2
described it better. The application of the Farhoudi and Smith method is complicated since
it requires the use of graphs and does not have an equation for the calculation of the time
scale necessary for the development of maximum scour. With this equation, an accuracy of
62% was determined. On the other hand, the Negm method had an accuracy of 48%, while
for the Dietz model, the accuracy was 69%. By establishing an acceptance condition of
75% accuracy for the calculation of the maximum scour (as it was established by [8]), only
the Breusers method was acceptable. The numerical modeling was not acceptable when
comparing the maximum erosion magnitude and location. The only way to accept it is by
comparing the magnitude of erosion at the experimental point of maximum scour; however,
this does not have practical application since it requires knowledge a priori of where the
real maximum scour will occur. Something to highlight is that all the methods, except the
2DH numerical modeling, underestimated the maximum scour measured in the physical
model, which would put the structure at risk; except for the M2 modification in the Breusers
model, which developed a higher scour in the first 25 min of the experiment, but the fit
after this time was improved considerably with respect to all the models implemented,
which did not describe the scour process over time. Currently, there is no clear and accurate
description of the fluid—sediment interaction in the contact or near-bed zone, so this field
of research is still under development.
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There are differences between the 2D flow field and the depth-averaged 3D results.
The 2D model computes a velocity at the exit of the LBC that is leaned toward the left bank,
while the 3D model computes a jet that is less leaned toward the left bank. It highlights
the importance of secondary flow correction for 2D models. Even here, the 2DH model
was calibrated for secondary flow correction with the help of the measurements in the
bend of the LBC by the manipulation of the production coefficient. The 3D effects involved
in the secondary flow, separation zone, and horizontal recirculation zones were not well
represented by the 2D model in the zone of the scour pool or downstream of the channel. It
indicates that 2DH models may not be able to compute the magnitude and location of scour
when secondary currents are present in the flow, even if secondary correction sub-models
are utilized. Additionally, the RANS model does not compute near-bed coherent turbulent
structures; however, bursts and vortices as observed in the physical model. For this reason,
2D models for scour produced by jets require further research for engineering applications.
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Abstract: Waterlogging and soil salinity issues can be handled using surface or subsurface drainage
networks, soil bed elevation, and soil and crop management patterns. A properly operating and
maintained drainage system is important for both rural and urban inhabitants to protect lives and
property from flooding and high groundwater levels, enhance health conditions, and safeguards wa-
ter purity, soil salinity, and waterlogging. It also supports and increases crop yields and consequently
rural incomes. This study assessed the maintenance condition of the main surface drains (Baloza and
ELFarama) located in the Tina Plain (50,000 acres) and a portion of the Southeast El-Kantara regions
(25,000 acres) in North Sinai, Egypt, based on the values of the Discharge Capacity Ratio (DCR) and
Manning’s roughness (n). Ten measurement locations at the drain cross-section were used in the
investigation. For the ELFarama Drain, the average values of n and DCR were found to be 0.029 and
86.2%, and for the Baloza Drain, they were 0.032 and 78.6%, respectively. Compared to the design
values, the actual Manning’s roughness was higher, indicating that the drainage canals’ capacities
had been reduced and that their upkeep was inadequate. In both drains, sedimentation is present
and they need to be maintained, according to the hydrographic surveying results for the actual
cross-sections compared to the planned cross-sections. A methodology for the channel maintenance
method is presented. For removing vegetation and dredging sediment, a long-boom mechanical
hydraulic excavator with a bucket is suggested and to be conducted every two years. To the results
of this study, the amount of weed infestation in vegetated channels is the main factor that affects
Manning’s roughness coefficient value. It is now easier to calculate the proportion of weeds that are
submerged in vegetated channels using echo-sound sonar technology. The DCR is an affordable and
simple methodology to assess the channel maintenance status for sustainable agriculture.

Keywords: water resources; canal roughness; sedimentation; vegetation management; Egypt

1. Introduction

Vegetation is a crucial factor from the perspective of catchment hydrology [1-3] as inter-
ception of raindrops, evapotranspiration, and infiltration are factors to take into account in
surface and subsurface water balance. In terms of ecology and habitat, riparian vegetation
is crucial and makes a considerable contribution to biodiversity. In fact, vegetation creates
microenvironments that can house creatures and insects beneficial for farming and keeps
pollutants and fertilizers from getting into streams. Due to how it affects the landscape, it
also has a significant recreational impact [4]. Waterlogging and soil salinization issues are
brought on by seepage from unlined canals, over-salinized groundwater inundation, and
the use of ineffective irrigation techniques [5,6]. Since waterlogging and soil salinization
issues are the root cause of anaerobic conditions and the growth of hydrophilic weeds,
which result in nutrient shortages in the root zone, a sizable share of agricultural output
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declines in soggy soils worldwide [7,8]. However, it should be mentioned that a variety
of programs and tactics have been employed to tackle these problems. For instance, the
application of surface or subsurface drainage networks [9-11], soil bed elevation [12], and
soil and crop management strategies [13,14].

In Egypt, the main causes of soil salinity issues are inadequate irrigation, shallow
groundwater, and seawater intrusion [15,16]. Therefore, in the Delta, hard clay soil is the
most prevalent soil-type [17,18].

More than 82% of Egypt’s canals and drains are severely overrun by aquatic weeds
of various types, making aquatic weeds the principal issue in open channels [19,20]. This
percentage is expected to increase due to the recent change in water quality and the fall
in actual water depths in the majority of Egyptian canals and drains. The three primary
types of aquatic weeds are those that are submerged, floating, and ditch bank weeds.
Open channels are most negatively impacted by aquatic weeds that are submerged. Worm
infestation has two main effects: it increases flow resistance and reduces conveyance
capacity [21].

Adequate drainage system operation and maintenance protects the resource base
for food production, sustains and increases yields and rural incomes, protects irrigation
investment, serves rural and urban residents as well as industrial activities, protects human
lives and assets against flooding and high groundwater levels, improves health condi-
tions, and protects the water quality [22,23]. Irrigation and drainage networks require
periodic monitoring of size, water discharge, sedimentation, vegetation, water quality, and
biodiversity to satisfy their high efficiency [24-26].

Vegetation management activities increase hydraulic efficiency and bank erosion
protection. According to Wu et al. [27], the kind and distribution of vegetation in open
channel cross-sections have an impact on velocity profiles due to plant drag, which signifi-
cantly increases flow roughness. Five degrees of retardance for vegetated waterways were
developed by Chow [28].

According to Han et al. [29], vegetation in open channels is a crucial design element.
It has various impacts based on the type of vegetation and has an impact on the local
water depth and the water velocity profile. Wan Yusof et al. [30] concluded that there is
a significant association between Manning’s roughness coefficient and drag coefficient
in vegetated channels based on an experimental analysis employing natural vegetation
to discover the relationship. Also, Pu et al. [31] concluded that the vegetation in open
channels acts as a flow obstacle, which creates turbulence that alters the distribution of
flow velocity and water depth as well as sedimentation in the canal cross-section.

Plant growth depends on many factors such as light, temperature, nutrient levels in
the water column and streambed sediments, and hydrologic regime. Bed roughness for
artificial and natural channels is affected by several factors such as the shape of a canal,
silting and scouring, vegetation, canal irregularity, obstruction, seasonal change, bed load,
and suspended material [32]. A numerical model was developed to evaluate the state
of canal maintenance based on the canal carrying capacity ratio (DCR) [33]. The DCR is
defined as the actual capacity of the selected canal over its designed capacity.

The Nile Delta of Egypt is a fertile cultivated area that depends on surface irrigation for
cultivated crops; recently, the soil salinity rates were raised to 30% [34,35]. As reported, [14],
in Egypt’s Nile West Delta, soil salinization degrees according to Russian classification
were at 71%—non-saline, 10.5%—slight saline, 9%—moderate saline, 3.8%—strongly saline,
and 5.7%—very strongly saline in the investigated area. The El-Salam Canal Project
for reclamation and cultivation of 260 thousand hectares in the North East of Egypt is
considered to be the Delta extension [36,37]. It consisted of two phases; phase one lies in the
Nile West Delta to the west of the Suez Canal for an area that served 220 thousand acres. On
the other hand, phase two lies east of the Suez Canal for an area that served 400 thousand
acres at the North Sinai Development Project (NSDP) [38]. This project faced waterlogging
and salinity problems and solved them by constructing subsurface and surface drainage
networks [37].
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The objective of this work was to apply the DCR method to assess the channel main-
tenance status for sustainable agriculture. The Baloza and ELFarama surface drains in
the NSDP, North Sinai Egypt, were used as a case study. To achieve this objective (i) the
studied drains were described and the water levels and channel roughness were collected
and investigated, (ii) the actual velocities during the maximum water level period were
measured in the field, (iii) the actual Manning’s roughness coefficient (n) was determined
and compared with the literature, (iv) hydrographic surveying to measure the drains actual
cross-sections was carried out, (v) surveying for vegetation was also carried out, and (vi) a
methodology for the channel maintenance method was determined.

2. Materials and Methods
2.1. Study Area

Egypt’s Nile West Delta is located between the latitudes of 30.33° and 31.166° N
and longitudes of 31.5° and 32° E. The Nile West Delta elevations range from 1 to 50
m above the main sea level [39]. The soil’s texture ranges from sand to clay, with clay
content increasing nearer the center of the Nile Delta and declining toward the delta’s
boundaries and the desert [40]. Fluvio-marine flats and river terraces are the two dominant
terrain types in the region east of the Nile Delta. Additionally, the primary geomorphic
units of the East Nile Delta are as follows: clay flats in the north, gypseous flats in the
northwest of Ismailia, and historic river terraces with sandy soils in the south-west and east
of El-Sharkia and the governorate [41]. The Nile West Delta experiences arid and semiarid
weather [42]. Additionally, it has meteorological characteristics such as significant daily
temperature swings between the lowest and highest temperatures. The temperature varies
greatly between summer and winter, with an average yearly temperature of roughly 22
°C [42-44]. Additionally, 33.3 mm of rainfall precipitates on average throughout the winter
months [41].

The studied surface drains Baloza and ELFarama are located in the Tina Plain region
at the borders of the Egypt’s Nile West Delta as shown in Figure 1. El-Sheik Gaber Canal
is the main feeder for the NSDP, the annual water resource for the NSDP is 4.5 km®. The
canal starting from Suez Canal extended to the east with a length of 86.5 km; the canal was
lined with gabions to protect and stabilize inside slopes in the Tina Plain region (clay soils)
for 24.5 km. The remaining length is lined with plain concrete in the Romanna, Rabaa, and
Bir EL-Abd regions (sandy soil). The topography of the Tina Plain region is flat with mean
elevations of 1.0 m above mean sea level, and the predominate soil type is clay.

The area served by the drains is 75,000 acres, which has been operated and maintained
by the Sector for Irrigation, Water Resources, and Infrastructures at North Sinai (SIWRI)
Ministry of Water Resources and Irrigation (MRWI) since 1998. Potatoes, wheat, beans,
tomatoes, and sugar beet are the major crops grown besides poplar trees. About 55,000 acres
are served by the Baloza Drain, which is 17.480 km long, 2.0 m wide at the entrance, and
10 m wide at the outlet, with corresponding water levels of 1.22 m and 1.97 m and has an
inside slope of 1 to 3. There is a pump station at 3.500 km from the drain outlet that pumps
the irrigation drainage water into a 3.0 km long carrier channel that empties into the Suez
Canal. On the other hand, about 20,000 acres are served by the ELFarama Drain, which
is 20 km long, 3.0 m wide at the entry and 7.0 m wide at the outflow, with corresponding
water levels of 4.17 m and 4.52 m, and has an inside slope of 1 to 3. A pump station is
located at 3.500 km from the drain outlet and pumps drainage water into a 3.0 km long
carrier channel that empties into the Suez Canal. According to [45], the soil classification
for the studied drains is shown in Table 1.
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Figure 1. Location of the studied drains and the hydrographic survey cross-sections.

Table 1. Soil classification for the studied drains.

Soil Classification

. Sample .
Drain Km Location Sand Silt Clay Soil Type
(%) (%) (%)

0.25 Bed 4.02 88.75 10.23 Silty clay
ELFarama 7.5 Right bank 59.59 32.18 8.23 Silty sand
15.0 Right bank 16.67 75.10 8.23 Silty clay
19.5 Bed 20.41 71.36 8.23 Silty clay

0.3 Bed 98.50 15 - Sandy

7.3 Right bank 99.69 0.31 - Sandy

Baloza 133 Rightbank  99.27 0.73 - Sandy

17.3 Bed 98.29 1.71 - Sandy
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2.2. Research Methodology

Figure 2 shows a flow chart for the research methodology. Therefore, (1) the studied
drains were described and the design (projected) water levels, bed width, bed slope, and
channel roughness (11jecteq) Were collected, (2) the actual velocities during the maxi-
mum water level period were measured, (3) the actual Manning’s roughness coefficient
(Mgctuar) is determined, (4) the canal Discharge Capacity Ratio (DCR) is estimated, and (5) a
methodology for the channel maintenance method was selected.

Con D

Select measurement cross-section to satisfy: (i) the water level in the canal
was close to maximum; (ii) the measurement canal's cross-section shape was
not altered, and there were no flow obstructions.

Bed width (b), water depth (y) bed slope (S), measured actual velocity
(Vactuads Mprojected» and design flow velocity (V- gjected)-

!

Determination of actual Manning’s roughness coefficient
R2/3g1/2

Nactual =
Vact ual

Estimation of the canal Discharge Capacity Ratio (DCR)
DCR = 100 X Qaceual =100 X Vaceual =100 X Nprojected

projected projected Nactual

No need for desilting

Select the desilting method
Desilting volume is medium

b

Yes l I Desilting by manual

| Desilting by mechanized |

Figure 2. Flow chart for the research methodology.

2.3. Hydrographic Surveying for the Studied Drains

Measurement points were selected according to the following criteria: (1) the water
level in the canal was close to maximum; (2) nothing happened to change the water levels
while measurements were being taken; and (3) the cross-section geometry of the drainage
canal being measured was not deformed and did not cause any obstruction to flow (no
vegetation). The study was carried out according to these criteria at ten measurement
points, five points on the ELFarama Drain, and five points on the Baloza Drain. A series of
18 cross-sections along the examined drains were chosen in accordance with the existing
vegetation and hydraulic structures in order to examine the changes in the drains’ cross-
section with respect to the specified cross-sections (Figure 1). The selected reaches were
measured three times in one year, at the beginning of February, August, and February in the
next year, using an echo sounder and total station survey equipment to gauge the rates of
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sedimentation. Additional information about the hydrographic survey is available in [46].
The actual cross-sections were compared to the ones that were intended, and the annual
rate of sand accumulation as a percentage of the intended cross-section area during the six
months was calculated. The actual drain velocity is measured as follows: the canal cross-
section at the measurement point was first divided into subsections (4 subsections were
selected), and velocity values were measured for each subsection by the two-points method,
using a propeller current meter calibrated by the hydraulic laboratory at the National Water
Research Center, Egypt. Then, the average measured velocity was calculated according to
the area of each subsection provided. This was checked by measuring flow depths while
measurements were being performed.

2.4. Determination of Manning’s Roughness Coefficient (n)

Manning’s roughness (n) actual values were determined at the selected measurement
points on the studied main drains using Manning’s velocity Equation (1):

R2/351/2
RS )

n
Vactual

where R is the hydraulic radius (m), S is the channel bed slope (m/m), and V 4 is the
measured velocity in (m/s). The value of V., was defined as the average velocity at the
measurement points on these drains.

The value of S for each canal was taken from SIWRI records. In order to evaluate the
physical condition of the drains included in the study, values of n obtained were compared
with the design values of n in Table 2, which were selected from SIWRI and MRWI records.

Table 2. Projected values of Manning roughness for ELFarama and Baloza drains with no vegetation [45].

Manning’s Roughness (n) Manning’s Roughness (n) L
ELFarama Drain Baloza Drain Canal Condition
0.025 0.028 (Best exceptional (projected))
0.028 0.031 Good
0.031 0.034 Fair
0.035 0.037 Bad

2.5. Estimation of Discharge Capacity Ratio (DCR) for the Studied Drains

The ideal ratio of DCR would be one to one. Estimation of Discharge Capacity Ratio
(DCR) for the studied drains is displayed in Equation (2):
Va Mprojected

DCR = 100 x —uctual o, _ 100  Vactual o, 1, erojected o )
Qprojected projected Nactual

where DCR = Discharge Capacity Ratio (%); Quctuq1 = actual canal discharge capacity in
m3/s; Qprojected = projected canal discharge capacity in m?>/s; Va1 = actual water velocity
inm/s; Vyrjected = projected water velocity in m/s; 4.4, = actual Manning’s roughness
coefficient; and 1y jectes = projected Manning’s roughness coefficient.

In applying this indicator, flow measurements were carried out during the month of
August in the summer season for the selected section, where conditions for designated
water levels (maximum levels) for unchanged channel cross-sections with no vegetation
and sediment deposition existed (field design cross-section). Further, assuming that for the
field design cross-section, the canal slope values in Manning’s velocity equation were the
same as the designed values. With these conditions, the second part of the DCR equation
was obtained from the first part. In the DCR equation, the value of 1,.,, indicates that
values were obtained from a previous Manning’s equation. The value of n designed
was based on the value of 1,pjecteq = 0.028 for the Baloza Drain and 71pjecteq = 0.025 for
the ELFarama Drain as observed in the drainage system planning in SIWRI and MRWI
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(Table 2). Values of Manning’s roughness coefficient (n) and DCR along with the values
of other hydraulic parameters, such as flow average velocity (V), wetted perimeter (P),
cross-section (A), and hydraulic radius (R), were used in the calculations. These parameters
were obtained at the ten measurement points determined for ELFarama and Baloza Drains.
The impact of weed infestation on the hydraulic efficiency and other hydraulic parameters
of vegetated channels was investigated through a number of experiments.

Mohamed and El-Samman [19] developed an equation to forecast the value of Man-
ning’s roughness coefficient in the vegetated channel based on measured parameters, such
as weed infestation percentage and water surface slope, using a physical model and labora-
tory study. The Manning roughness coefficient in vegetated open channels was calculated
using two straightforward formulas as follows [Equations (3) and (4)]:

ny ‘
o = 0.089W;, +1.037 3)
B0 — 0.067W, + 240.435 + 0.969 @)

Mo
where 1, is the Manning roughness coefficient of vegetated open channel, 1, is the Manning
roughness coefficient of non-vegetated open channel, S is the water surface slope, and W,
is the percentage of weed infestation in open channel determined using Equation (5):

Weeds area of the channel cross — section
Total area of the channel cross — section

Winf = (5)

2.6. Monitoring the Aquatic Weeds

A survey to measure the type of vegetation and the area of infection for the studied
drains was carried out using a total station survey device; additional details on the hydro-
graphic survey are provided. However, employing conventional variables like topography,
overstory, and soils has proven to be quite challenging when attempting to construct spa-
tial projections of plant cover or density in open channels [46]. LIDAR (Light Detection
and Ranging) is an active remote-sensing technology that could be utilized to produce
estimates to solve this problem. LiDAR can estimate the terrain, understory vegetation, and
three-dimensional forest structure, including the canopy structure. LiDAR is a surveying
technique that calculates the amount of time it takes for a laser light pulse to return after
reflecting off of the ground or other solid objects. An image of the forest in three dimensions
is produced by these laser returns. In their efforts to manage the vegetation in open streams’
forests effectively and sustainably, researchers, conservationists, and forest managers have
benefited greatly from this skill. Numerous forest structural characteristics, such as canopy
height and cover [47-49], basal area, and tree density [50], as well as understory structure,
may be accurately and robustly estimated using LiDAR.

3. Results
3.1. Maintenance Status for the ELFarama and Baloza Drains

The hydrographic surveying results showed that the flow velocities in ELFarama
Drain are low ranging from 0.38 to 0.41 m/s, while for the Baloza Drain flow velocities
ranged from 0.3 to 0.41 m/s. Values of n for the ELFarama Drain ranged from 0.028 to 0.03
with an average of 0.029, while n for the Baloza Drain ranged from 0.031 to 0.033 with an
average of 0.032. The DCR value for the ELFarama Drain was calculated as 83.3-88.5%, with
an average of 86.2%. The DCR value for Baloza Drain was calculated as 85.5-89.6%, with
an average of 87.6%. Table 3 summarizes the hydraulic parameters used in the calculation
of velocity, water depth, n, and DCR at the ELFarama and Baloza Drains. Values of n for
the ELFarama Drain, when compared with the design rate, are located “between fair and
bad” (0.033 < n < 0.037) (Table 2). This also has an adverse effect on the discharge capacity
ratio (DCR < 100%). In this way, designed water transmission capacities are reduced
by an average of 13.8% (DCR = 86.2%). While the Baloza Drain results indicated a fair
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canal condition (n = 0.032). This also has an adverse effect on the discharge capacity ratio

(DCR < 100%).

Table 3. Hydraulic parameters used in the calculation of #,y4,,, and DCR at ELFarama and

Baloza Drains.

Measurement

Drain Name Sectio(t}( ;(;cation (r:z) (rl;) (11:1) (Ii’l) (m?m) ‘(/:;7;';’ Nactual ?O/CO }{
0.180 19.21 17.25 1.114 1.62 0.00012 0.41 0.029 87.1

2.600 15.97 15.25 1.048 1.62 0.00012 0.4 0.028 88.5

ELFarama 7.450 14.35 14.25 1.008 1.62 0.00013 0.4 0.029 87.2
Drain 11.150 12.25 13.11 0.934 1.52 0.00015 0.39 0.030 83.3
16.600 9.74 11.66 0.835 1.37 0.00016 0.38 0.030 84.7

Average 0.4 0.00014 0.40 0.029 86.2

1.600 31.34 22.46 14 1.97 0.00011 0.42 0.031 89.6

4.300 20.19 17.26 1.17 1.78 0.00012 0.38 0.032 87.5

. 7.500 16.72 15.56 1.07 1.67 0.00012 0.35 0.033 85.5

Baloza Drain 11.200 9.52 11.54 0.82 1.35 0.00014 0.32 0.032 86.4
15.300 6.91 9.72 0.71 1.22 0.00014 0.3 0.031 89.2

Average 0.35 0.00013 0.35 0.032 87.6

Note: A, cross-section area; P, wetted perimeter; V., actual velocity (measured in the field); y, water depth;
S, channel slope; 11,45, Manning’s coefficient; and DCR, discharge capacity ratio.

The results obtained from the study showed that the general state of maintenance of
the studied drains is not good concerning roughness and water conveyance capacity. It was
determined that roughness is caused by factors such as increased silting and vegetation.

3.2. Drain Cross-Section Area Deformation

According to the hydrographic survey findings, for the ELFarama Drain, the critical
sedimentation reach was between kilometer 0.250 and kilometer 2.250, where the sedi-
mentation accumulation rate was 11.8% of the designed cross-section area, and between
kilometer 14.950 and kilometer 19.50, where it ranged between 10.55 and 12.64% of the
designed cross-section area. The estimated total annual sedimentation in the ELFarama
Drain was 34,369 m3. For the Baloza Drain, the critical sedimentation reach was between
kilometer 0.300 and kilometer 3.300, where the sedimentation accumulation rate was 7.74%
of the designed cross-section area. For the ELFarama Drain, the estimated total annual
sedimentation was 29,153 m3, with rates ranging from 9.64 to 7.51% of the designed cross-
section area. The windblown fine sands from the northwest during the month of March are
to blame for the rising sedimentation rates for the stated reaches [51,52].

3.3. Vegetation Infection

The Baloza Drain has a 28-30% weed infection ratio at the reach from kilometer
0.00 to kilometer 3.30, a 36% weed infection ratio at the reach from kilometer 3.30 to kilo-
meter 5.50, a 27% weed infection ratio at the reach from kilometer 5.50 to kilometer 7.0, and
a 22% weed infection ratio at the reach from kilometer 7.00 to kilometer 15.30. The extant
vegetation included Phragmites australis, Cyperus articulates, and Ceratophyllum demer-
sum. The existing vegetation in the ELFarama Drain between kilometer 0.00 and kilometer
2.60 consisted of Phragmites australis, Cyperus articulates, and Ceratophyllum demersum,
with a weed infection ratio of 0.28-30%. There was a 35% weed infection ratio at the reach
from kilometer 2.60 to kilometer 7.45, a 20% weed infection ratio at the reach from kilometer
7.45 to kilometer 11.15, and a 19% weed infection ratio at the reach from kilometer 11.15 to
kilometer 16.6. The vegetation in Egypt’s Damietta branch of the River is an expansion of
the plant diversity in the studied drains [53,54].
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4. Discussion
4.1. Comparison between the Literature and the Measured DCR for ELFarama and Baloza Drains

Applying Equations (3) and (4) developed by Mohamed and El-Samman [19] to
forecast the value of Manning’s roughness coefficient in the vegetated channel was based
on the measured parameters, weed infestation percentage, and water surface slope. The
results show an average Manning’s roughness coefficient in the vegetated channel for
the ELFarama and Baloza Drains of 0.27 and 0.03, respectively. Table 4 summarizes a
comparison between the literature and the measured DCR for ELFarama and Baloza Drains.

Table 4. Comparison between the literature and the measured DCR for ELFarama and Baloza Drains.

y . DCR DCR
easuremen . : According [19 Current Stud

Drain Name Section Location I;\Z/,,,) (m?m) I’ro(]: c)ted g [19] y

(km) ° 0 o1 T2 DCR1 DCR2 DCR

Equation (3) Equation (4) (%) (%) (%)

0.180 28 0.00012 0.025 0.027 0.027 94.2 922 87.1

2.600 30 0.00012 0.025 0.027 0.027 94.0 92.1 88.5

ELFarama 7.450 35 0.00013 0.025 0.027 0.027 93.6 91.6 87.2

Drain 11.150 20 0.00015 0.025 0.026 0.027 948 92.0 833

16.600 19 0.00016 0.025 0.026 0.027 94.9 91.9 84.7

Average 26.4 0.00014 0.025 0.027 0.027 943 92.0 86.2

1.600 28 0.00011 0.028 0.030 0.030 94.2 92.4 89.6

4.300 36 0.00012 0.028 0.030 0.031 935 91.7 87.5

. 7.500 27 0.00012 0.028 0.030 0.030 94.2 923 85.5

Baloza Drain 11.200 22 0.00014 0.028 0.030 0.030 94.6 92.1 86.4

15.300 20 0.00014 0.028 0.030 0.030 948 922 89.2

Average 26.6 0.00013 0.028 0.030 0.030 943 922 87.6

Note: Wj,, the percentage of weed infestation in open channel given by Equation (5); S, water surface slope; 1,,
Manning roughness coefficient of non-vegetated open channel (projected); 1,1, Manning roughness coefficient of
vegetated open channel calculated by Equation (3); 1,2, Manning roughness coefficient of vegetated open channel
calculated by Equation (3); DCR1, discharge capacity ratio for n,1; DCR2 discharge capacity ratio for n,,; and
DCR, discharge capacity ratio for current study.

The maintenance problem picture gives the idea that the responsibility and corre-
sponding institutions should be specified explicitly before decisions on a finance strategy
are made. These problems are complicated in Egypt by the division between the main
irrigation system, outflow command, and drainage. Determining the farmers’ participation,
or alternatively, the extent of government engagement in funding as well as in duties for
execution and control of maintenance at the outflow command level and in downstream
drainage would be crucial subjects [55,56].

Additionally, the particular climate, soil, and hydrological conditions are important.
For instance, the kind and rate of growth of the plants may be influenced by the soil and
climate. In some regions, vegetation regeneration is particularly quick, which necessitates
frequent upkeep.

There are many different types of vegetation in some ecosystems, while only one
dominates in others. While desilting is hardly ever necessary in some locations where the
irrigation water is clear, in others it is substantially silt-loaded and necessitates periodic
desilting. There are some maintenance variations between peat, clay, and sandy environ-
ments in the Netherlands. Different alluvial, loamy, or clay soil may exist in the Egypt
Delta [57,58].

Any maintenance policy needs a choice between two options. With or without reliable
cost and benefit information, this decision may be taken based solely on political or national
economic considerations. More specifically, the problem is impacted by a number of things.
Examples include maintenance procedures, methodologies, and physical circumstances.
The work’s quality, and hence the frequency needed, are influenced by the methods utilized,
but so are the prices [59].

Because an increase in roughness reduces the canal’s capacity, it gives rise to operating
problems with regard to sufficiency and flexibility. The fact that an important part of the

195



Water 2023, 15, 2387

irrigation area’s crop pattern is cotton means that irrigation is concentrated in specific
periods. At these times, the reduction in canal capacity due to roughness increases the
problem of insufficiency in canal capacity [60]. Surface roughness has an impact on water
transmission since it sits at the soil-atmosphere interface. Surface roughness can improve
infiltration, reduce overland flow, and store water in puddles. It may also have an impact
on the direction, depth, and speed of overland flow. Surface roughness can exhibit a variety
of characteristics as a result of field activity and rainfall, and this causes its impact on
water transport to change across time and space. This variability and its time-consuming
measurement contribute to the complexity of determining roughness effects. However, a
correlation between surface roughness parameters and water transfer can be seen [61].

4.2. Assessment of the Hydraulic Roughness and Vegetation Management

From a spatial and temporal perspective, riparian vegetation, especially that found
along floodplains, exhibits quite varied properties. The hydraulic and hydrological models
need to effectively account for these properties. Traditional ground-based monitoring
is frequently impractical since it takes a lot of time and money [62], especially for huge
areas and inaccessible areas. Remote sensing, which has advanced significantly over the
past few decades and has seen an increase in use in the environmental field, presents new
prospects. The use of remote sensing in fluvial investigations has been discussed in few
papers [63,64], with a focus on mapping riparian vegetation and estimating biomechanical
parameters [65]. From multispectral satellite data, Forzieri et al. [66] proposed a method
to estimate vegetation height and flexural rigidity for herbaceous patterns as well as
plant density, tree height, stem diameter, crown base height, and crown diameter of high-
forest and coppice consociations for arboreal and shrub patterns (SPOT 5). The method is
created in four consecutive steps: (1) five land cover classifications are derived from the
classification of pixel surface reflectance: mixed arboreal, shrubby, herbaceous, bare soil,
and water habitats; (2) data transformation based on principal component analysis of the
original multispectral bands and use of only the first principal component since it explains
a lot of variances; (3) identification of significant correlation structures between the main
components and biomechanical properties; (4) use of the principal component analysis of
the original multispectral bands to transform the data; and (5) determination, estimation,
and validation of the simple tri-parametric power law relationship between the normalized
principal component and the biomechanical characteristics. By comparing the vegetation
hydrodynamic maps with simulated water stages, it is demonstrated that they can also
accurately reflect the comparable Manning’s roughness coefficient.

Although the vegetation’s vertical structure cannot be determined from satellite pho-
tos, its spatial variability can be determined. Information on the three-dimensional struc-
ture of vegetation is available because of LiDAR technology. Terrain-based (TLS), airborne
(ALS), and mobile (MLS) platforms all use Laser Scanning (LS). A realistic representation
of the forest canopy and ground elevations is provided by the Aerial Laser Scanner (ALS),
which creates a digital terrain model and a digital surface model. The tree heights are
determined by the variation between the digital surface model and the digital terrain model.
In order to calculate the total plant area of herbaceous vegetation and the vertical distribu-
tion of the total plant area of foliated woody vegetation at various levels of submersion,
Jalonen et al. [67] used multistation TLS in both field and laboratory circumstances. Using
airborne LiDAR data, Forzieri et al. [68] created a model to pinpoint specific tree locations,
crown limits, and plant density. It requires a preliminary calibration stage based on a
basic additive multiple attribute decision-making algorithm. One of the first to offer some
instances of managing vegetation in both man-made and naturally occurring trapezoidal-
shaped channels were Phillips and Tadayon [69]. The design discharge for the canal in
full-grown vegetation conditions would flood nearby areas, according to simulation results
from the Hydrologic Engineering Center’s River Analysis System (HEC-RAS) program.
Instead, simulations under post-vegetation maintenance settings that included only partial
removal of the vegetation show that the intended discharge would stay inside the channel.
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Verifying whether the design flow has the ability to lay over bushes was a recurring theme
in a few of the examples. If this happened, the accompanying roughness component was
regarded as insignificant and was not taken into account when calculating the Manning
coefficient. Additionally, a minimum of 30 cm of freeboard above the planned sea surface
height was taken into account. This freeboard’s function is to reduce risk by adding a
margin of safety. Phillips and Tadayon [69] have discussed how having the vegetation
randomly scattered is more aesthetically pleasing, but maintaining the trees and bushes
grouped together may create a better habitat environment for wildlife.

According to Luhar and Nepf [70], the most efficient mowing patterns for lowering
hydraulic resistance are those that produce less interfacial area per channel length (for
example, a single continuous cut on one side of the channel). With regard to a gravel-
cobble river in California, Abu Aly et al. [71] examined how vegetation affected flow rates,
depths, and the size of the flooded areas for flows between 0.2 and 20 times the bankfull
discharge (BFQ). They examined a section of the water flow that was 28.3 km long with
a mesh of 1-3 m using a two-dimensional finite volume model (SRH-2D) that solves the
vertical-mediated Reynolds equations. They used LiDAR data to determine the height of
the vegetation in each cell using the method devised by Katul et al. [72] described above
to estimate the Manning coefficient. For a flow of four times the BFQ, they were able to
accomplish an increase in the mean water depth of 7.4% and a drop in the mean velocity
of 17.5% when compared to the case of no vegetation; these values grow to 25% and
30%, respectively, for a flow rate of 22 times the BFQ. The model also demonstrates how
vegetation strongly channels the flow; in fact, flow is diverted away from densely vegetated
places and the gap between the mid-channel and bank velocities widens. According to the
model’s findings, Benifei et al. [73] demonstrated that removing the high vegetation (trees)
inside the flooding area with a return period of two years and preventing the establishment
of bushes (5-year-old trees) results in the most efficient flood management approach.

4.3. Procedure for Channel Maintenance Method

Six steps are important for performing channel maintenance for the purpose of achiev-
ing sustainable agriculture.

Step 1: Describe the associated geometry and characteristics of the Egyptian canal

The geometry of the cross-section, the bed slope of the reach, and the type of vegetation,
which define the roughness coefficient, are identified for all the major watercourses in
Egypt using data from the national database for the Egyptian Ministry of Water Resources
and Irrigation (MWRI). Although it is understood that local information, when accessible,
may provide more trustworthy and accurate inputs, the national database is used to obtain
these data.

Step 2: Describe maintenance scenarios (comprising sediment and vegetation management)

Procedures are established to assess the potential management scenarios and the
variations they cause on the features of the watercourse utilizing the parameters of the
watercourse and existing advice [23].

Step 3: Determine the conveyance capacity of each maintenance scenario

A hydraulic model such as HEC-RAS is used to estimate the conveyance capacity based
on the cross-section, roughness, and slope of the watercourse as calculated in Step 1. Both
roughness coefficients and cross-sectional area are primarily affected by the management
of the sediment and vegetation, respectively.

Step 4: Compute the impact of maintenance

To calculate the effects of maintenance, the variance in the main channel’s conveyance
capacity (reported as a percentage) is used. To provide a quick and accurate way to gauge
the effects of maintenance activities, this parameter is approximated for all watercourses.
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Step 5: Attribute benefits to various lengths of watercourses

Applying a streamlined hazard attribution methodology to watercourses, river lengths
of 50 m are given characteristics in the floodplain that could make them candidates for
channel maintenance. It should be assumed that the closest watercourse will most likely
cause flooding in every given impact cell since we do not know which length of a wa-
tercourse would cause flooding. There are presumptions made regarding the flooding
extension.

Step 6: Detecting the ideal management option

The likelihood of the characteristics in a watercourse length having the highest impact
on conveyance management and highest benefits connected with the watercourse is used
to determine the best maintenance option. The MWRI data are used to estimate the price
of vegetation maintenance work, which is measured in pounds per square meter. The
benefits to costs ratios are used to select the preferred maintenance option for a given
channel, and in the case of dredging, the option with the highest ratio is chosen. However,
it is impossible to state the cost of the works at the national level due to the significant
variations depending on the site’s features. The disposal of materials off-site, which may
have significant variances, must also be taken into account when estimating the cost of this
type of job. In this study, we propose a maintenance schedule for the investigated drains
that calls for the use of a hydraulic excavator with a long boom to remove vegetation and
silt from the most exposed sections every two years (Table 5).

Table 5. Suggested maintenance program for the studied surfaces drains.

Maintenance Type

. Sedimentation Removal Vegetation Removal
Drain
Procedure Machine Annual Removal Procedure Machine Annual
Rate Removal Rate
Long-boom Long-boom

ELFarama and
Baloza

mechanical hydraulic mechanical hydraulic
excavator with bucket excavator with bucket
for sediment dredging for sediment dredging

Mechanical Every two years Mechanical

Every two
years

5. Conclusions

The key factor that determines the value of Manning’s roughness coefficient is the per-
centage of weed infestation in vegetated channels. By using echo-sound sonar equipment,
it is now simpler to determine the percentage of weeds that are submerged in vegetated
channels. Average actual Manning’s roughness values of 0.029 were found for the EL-
Farama Drain, and 0.032 for the Baloza Drain, which are greater than the design n values of
0.025 and 0.028, respectively. Siltation and weed and algal growth all served to increase this
roughness. The fact that the actual roughness was higher than the designed values meant
that canal capacities were reduced. The study found that this reduction-averaged value
is 13.8% (DCR = 86.2%) for the ELFarama Drain and 12.4% (DCR = 87.6%) for the Baloza
Drain. In addition, the hydrographic surveying results showed high measured annual
sedimentation volumes for the ELFarama Drain and Baloza surface Drains. Vegetation sur-
veying results showed that the ELFarama and Baloza Drains have average weed infection
ratios of 30%. It is suggested to utilize a long-boom mechanical hydraulic excavator with
a bucket for clearing vegetation and dredging sediments. The DCR is a simple tool for
evaluating the state of channel maintenance for sustainable agriculture.
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Abstract: Downstream hydraulic geometry (DHG) for multiple discharge frequencies remains poorly
investigated. This paper seeks to clarify the DHG relations of different discharge frequencies and
proposes the definition, mathematical expression, and geomorphological interpretation of multifre-
quency DHG (MFDHG). It also verifies the existence of DHG and MFDHG in the six major exoreic
rivers located in the Qinghai-Tibet Plateau. MFDHG can be depicted with (1) log-linear plots between
DHG coefficients and exponents for multiple discharge frequencies and (2) independent DHG curves
intersecting near congruent discharge, width, depth, or velocity. The results show that rivers in
the study area exhibit strong DHG relations. The variations in the DHG coefficients and exponents
usually exhibit opposite trends with increasing discharge frequency. The MFDHG of a river reach is
generally stronger than that of a river basin. Congruent hydraulics, as indices of geometric variability
and hydraulic self-similarity, reflect consistent changes in hydraulic variables downstream. MFDHG
is a novel geomorphic phenomenon that bridges spatiotemporal dimensions in HG systems and
provides a basis for establishing an overall HG relationship.

Keywords: multifrequency downstream hydraulic geometry MFDHG; discharge frequency; river
network; Qinghai-Tibet Plateau

1. Introduction

Empirical hydraulic geometry (HG) describes the quantitative relationship between
river morphology (cross sections or longitudinal profiles) and basin characteristics. The
relationships between discharge (Q), river width (W), average flow depth (H), and flow
velocity (V) of an individual cross section are defined as At-a-station HG (AHG), while
similar trends between Q and W, H, and V among cross sections in the downstream
direction are termed Downstream HG (DHG). Specifically, strong DHG relations have
mostly been verified along river reaches. For different river systems, data from various
watersheds with bankfull discharge were also combined to reveal good DHG relations
between channel geometry and discharge [1].

An empirical engineering procedure for the design of unlined canals was developed
by Lindley [2] early in the 20th century. This engineering procedure, from which HG was
directly derived, was summarized by Leopold and Maddock [3] in the form of a power law
in alluvial channels:
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where 4, ¢, and k are the HG coefficients, and b, f, and m are the HG exponents of rivers that
conform to the regime theory.

Previous studies of HGs have primarily focused on their existence under various
geomorphic conditions [4-7] and their theoretical bases [8-11], denotations and connota-
tions [8,12,13], simulations [13,14], and applications. Although HG relations were treated as
purely empirical, they were widely used for streamflow measurements and then for routing
in hydrologic models [15,16], geomorphological assessment [10,11], river engineering and
stream restoration [17-19], discharge estimation [12,20], and river carbon emissions [21,22].

Establishing an overall HG relationship is a challenging topic that has attracted much
attention. The aims of this endeavor are (1) to build dimensionless analytical HG expres-
sions, (2) to include as large an area as possible covering diverse boundary conditions in the
spatial dimension, and (3) to simultaneously simulate variations between channel geometry
and discharge along the length of the river and the water level in the spatiotemporal di-
mension. Consistent channel-bounding (bed and bank) material contributes to the constant
variation between channel morphology and hydraulic variables; this has been emphasized
through regime theory in many previous studies [1]. Dimensionless DHGs across morpho-
logically similar sand beds [11] or gravel riverbeds [10] have been proposed to construct an
overall HG relationship. Recent studies have injected fresh perspectives into classic HG
studies. For instance, all anabranches of one cross section of a river with multiple channels
can be plotted to yield an interchannel HG [23]. In the downstream direction, based on the
idea that “cross sections of a given stream system are interrelated” [24], basin HG has been
proposed to define the average values of hydraulic variables for a given streamflow and
drainage area in a hydrologically homogeneous basin [8,25]. Furthermore, a specific cross
section can be linked to the outlet of the river network by the same runoff event [26]. Local
variations in cross sectional form are possible sources of scatter in DHG [18]. Therefore,
relationships between the AHG of channels in a downstream direction are expected. At-
Many-stations HG (AMHG) refers to the paired coefficients and exponents of AHG from
many cross sections of a given river reach that are functionally related to one another and
exhibit a log-linear relationship [27]. AMHG encompasses variations in both water levels
(multiple discharge frequencies) and cross sections (multiple locations) [12]. It extends the
spatial dimension from a single AHG cross section to strong relations across a whole river
network. All these efforts pave the way for creating a possible overall HG relationship.
More facets of HG than previously thought can be uncovered by closely linking DHG
and AHG [28].

Previous DHG studies have usually considered bankfull discharge to be the formative
discharge (channel-forming discharge); this highlights the dominant role of bankfull flow in
shaping channel morphology, as it is the transition from shaping channels to shaping flood-
plains based on discharge and sediment load. However, a single discharge frequency cannot
quantify the variations in hydraulic variables of individual cross sections. DHG exponents
are significantly influenced by discharge frequencies [29]. From the limited data presented in
Table 1, we find that when discharge frequencies varied from 2-50%, the differences in DHG
width coefficients, and exponents changed sharply in the ranges of 13-69% and 32-375%,
respectively. However, no universal trend in the variations in coefficients and exponents
with changing discharges has been identified to date [30] (Table 1). Based on these facts and
fresh perspectives on the classic HG topic, we will examine whether the change in DHG
exponents with discharge frequency is a universal rule and whether the DHG coefficients
regularly change with discharge frequency. AMHG depicts HG variations in both the spatial
and temporal dimensions across river networks on the basin scale [7]. Similarly, we can
hypothesize that a series of DHGs with multiple discharge frequencies will include as large
an area as possible with similar boundary conditions on the basin scale.
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Table 1. Values, maximum differences, and variation trends of DHG exponents at different discharge

frequencies from the literature.

c Discharge Maximum Difference/% Variation Trend
ountry  References . quency/% a b f m . : 7 - : 7 -
50 0.34 0.45 0.32 o no
Us [31] 15 0.38 0.42 0.32 324 7.1 88.2 increase
2 045 043 017 trend trend
United 50 0.46 0.16 0.38
King- [29] 15 0.54 0.23 0.23 32.6 93.8 375.0 increase  increase  decrease
dom 2 0.61 0.31 0.08
83 5.6 0.51
Canada [32] gg gg 822 68.5 54 increase
10 3.3 0.54
Puerto 70 0.46 0.27 0.27 no o
. [33] 50 0.44 0.30 0.35 45 18.5 40.0 increase
Rico 30 046 032 025 trend trend

Thus, the key findings of previous DHG studies and the remaining gaps are summa-
rized as follows: (1) discharge frequency significantly influences DHG coefficients and
exponents, but research on its variation characteristics is lacking, and whether DHG co-
efficients and exponents are strongly correlated is unclear; and (2) to extract the common
characteristics of existing HG relations, a combination of AHG and DHG features with
spatiotemporal dimensions is necessary to contribute to the construction of an overall HG
relationship. Due to the limitations of previous studies, this article aims to (1) explore
relationships between DHG coefficients and exponents under multiple discharge frequen-
cies; (2) identify any apparent trend in DHG coefficients and exponents based on changes
in discharge frequencies; and (3) propose a framework system of multifrequency DHG
(MFDHG) that may be the foundation of an overall HG relationship.

In Section 3, the definition and mathematical expression for MFDHG is proposed,
along with its geomorphological interpretation along a river reach and for different reaches
located in the same river basin based upon the hypothesis of the DHG series with multiple
discharge frequencies. Then, we verify DHGs based on bankfull discharge and present
MFDHGs in nine scenarios in river systems originating from the QTP in Sections 4.1 and 4.2.
The typical methods for estimating bankfull discharge and fitting DHGs are presented in
detail in Sections 2.2 and 2.3.

2. Data and Methods
2.1. Data and Study Area
2.1.1. Study Area

The study area is located in the eastern and southern portions of the Qinghai-Tibet
Plateau (QTP) and includes three national river basins (the upper Yellow River (YR), the
Yalong River (YLR), and the upper Jinsha River (JSR), all of which flow to the Pacific Ocean)
and three international river basins (the Lantsang River (LCR), which flows to the Pacific
Ocean, and the Nu River (NR) and the Yarlung Zangbo River (YLZBR), which flow to the
Indian Ocean) (Figure 1). The total area of the study area is 130.787 x 10* km?. To maintain
the integrity of the basins and expand the database, portions of the connecting regions
between the QTP and the Loess Plateau, as well as the Yunnan—-Kweichow Plateau, are
included (Figure 1).
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Figure 1. Location of the study area and cross sections (CSs). Red dots represent cross sections along
ariver reach (the 1st—4th scenarios of Table 2). Black dots represent cross sections located at different
reaches of the same river basin (the 5th-9th scenarios of Table 2).

Table 2. DHG coefficients, exponents, and strength R? of the six rivers and their tributaries originating
from the QTP under bankfull conditions. DHG exponents of the theoretical solutions and the global
rivers are presented for comparison with the data generated from the QTP. Thea x c x k represents the
product of DHG coefficients, while the b + f + m represents the sum of DHG exponents; R? indicates
the determination coefficient between discharges and river width/water depth/flow velocities under
bankfull conditions.

Width-DHG Depth-DHG Velocity-DHG Relations
Sources Scenarios
a b R? c f R? k m R? axcxk b+f+m
Main stream of the YR 35.62 0.22 054 012 0.48 0.86 0.24 0.30 0.65 1.00 1.00
Along a Main stream of the JSR 45.01 0.15 0.02 013 0.51 039 0.18 0.34 0.29 1.01 1.00
river Main stream of the LCR 0.11 0.88 076  0.13 0.50 057 7766  -0.38 0.88 0.98 1.00
reach “ﬁ;‘m stream of the 457 046 057 025 033 059 088 021 0.74 1.01 1.00
uangshui River
Different Tributaries of the JSR 7.38 0.31 0.65 0.23 0.43 0.58  0.60 0.26 0.55 1.00 1.00
reaches Tributaries of the YLR 2.18 0.54 0.46 0.19 0.44 0.29 241 0.02 0.01 1.01 1.00
located Tributaries of the LCR 2.36 0.55 0.85 040 0.34 079  1.05 0.11 0.12 1.00 1.00
in the Main stream and tributaries of
same the NR 2.01 0.55 0.99 0.22 0.42 0.94 2.27 0.03 0.12 1.01 1.00
river Main stream and tributaries of
basin the YLZBR 7.58 0.43 050 0.12 0.44 070 111 0.14 0.45 1.01 1.00
Minimum variance theory [34] 0.50 0.38 0.13 1.01
Theoretical Momentum diffusion [35] 0.50 0.42 0.08 1.00
solutions Minimum stream power [36] 047 0.42 0.11 1.00
Threshold theory [37] 0.46 0.46 0.08 1.00
72 streams around the 0.03-0.89 0.09-0.70 ~051-075
world-range [4]
Global 7 o d th
streams around the 0.4-0.5 0.3-0.4 0.1-0.2

world-model class [4]

2.1.2. Data Collection

In situ-measured discharges and corresponding river widths, average flow depths,
flow velocities, and cross sectional morphologies were all acquired from the Annual
Hydrological Reports of P.R. China (1967-2019). As indicated by Qin et al. [7], the dataset
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covers a wide range of stream patterns, which have high representation of the rivers in this
area. Sixty cross sections were located within the area of the QTP, while another 69 cross
sections were located outside the southeastern and northeastern margins of the QTP. The
HydroSHEDS River Network (https:/ /www.hydrosheds.org/page/hydrorivers, accessed
on 31 May 2023) was used as a basic dataset to locate the in situ-measured cross sections.

2.1.3. Data Screening

The total number of cross sections with long-term measurements was 209, and
129 cross sections were selected for study. The criteria for selecting the cross sections
were as follows: (1) having a consecutive hydrological record exceeding 10 years; (2) expe-
riencing relatively low anthropogenic influence (e.g., no hydropower station and artificial
diversion 10 km upstream and downstream of the measured cross section; located out-
side the backwater zone of a dam) during the study time period to minimize the external
disturbance; (3) located at a distance from the regions that might be affected by extreme
events such as landslides, debris flows, and glacial outbursts; (4) for cross sections that
experienced notable bed elevation changes greater than 1 m between years, we took into
account data with evident deposition or scouring and removed them from the following
analysis; and (5) acting as a natural riverway with perennial drainage [7].

While alluvial reaches and bedrock-constrained reaches alternated with transient
reaches in the rivers we studied, the selected cross sections were predominantly located
in alluvial reaches, which were deemed more favorable for establishing hydrological
stations. These reaches, which were in the quasi-equilibrium state, were characterized by
a stable morphology and exhibited relatively minor fluctuations in erosion and sediment
deposition both within and between years. Therefore, the relationships between water
level and discharge were found to be curves rather than loops. The bed and bank materials
of these cross sections are similar and mainly consist of gravel and sand. Table S1 shows a
qualitative description of the bed and bank materials of the 129 studied cross sections.

2.2. Estimation of Discharges Based on Different Frequencies and Bankfull Conditions
2.2.1. Estimation of Discharges Based on Different Frequencies/Recurrence Intervals

Annual maximum peak discharges (over no less than 20 years) of each cross section
were used to quantify discharge—frequency relations via Pearson III curves. For each cross
section, the corresponding discharges from a 95.2% discharge frequency (equal to a recurrence
interval of 1.05) to the minimal discharge frequency (equal to the recurrence interval of
bankfull discharge) of a studied cross section group were estimated. Using the Huangshui
River (Figure 1 and Table 2) as an example, there were five consecutive cross sections in this
river reach (the number of cross sections per river reach in this study ranged from 1 to 11).
The recurrence intervals of these cross sections (cross section IDs 20-24 in Table S1) under
bankfull conditions were 2.28, 2.58, 2.34, 2.16, and 2.34, respectively. The value of the minimal
recurrence interval under bankfull conditions for all cross sections of the Huangshui River
cross section group was 2.16. Therefore, discharges of the recurrence intervals of 1.05, 1.10,
1.15,1.20,1.30, ... ,2.0,2.1, 2.16 for the five cross sections were estimated.

2.2.2. Estimation of Bankfull Discharge

There are two primary ways to define the bankfull discharge: one is based on the dis-
charge frequency or flow duration; the other is based on the river cross section morphology [1].

To illustrate the estimation based on cross section morphology, the morphologies
of 129 cross sections were first depicted to detect turning points (Figure 2). The poten-
tial bankfull positions (turning points) of each cross section were recorded if an evident
break or discontinuity existed (Figure 2). In detail, bed elevation was in situ measured
for every 1 m to the left bank. The indicator « is defined as the elevation change rate:
o =(lhjy1 —h;1)/h;, where i =0, 1, 2, ..., n m is the distance to the left bank, and #;
is the bed elevation at the ith distance to the left bank (m). If «; > 20%, then the first
point from the left bank at the ith distance was defined as a potential bankfull position. If
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o < 20%, then the point at the ith distance to the left bank was recognized as an integral
part of the river bed or river bank. Then, the discharge frequencies of the potential bankfull
positions were checked to determine whether they met general requirements. Potential
bankfull positions with a recurrence interval of more than 8 years were removed [38]. The
determined bankfull turning point and corresponding bed elevation (equals to water level)
were recorded. Discharge corresponding to bankfull water level was then determined
based on the in situ-measured records or water level-discharge curve.

25 12 T
{ () Cross section morphology 1.(b) Water level-discharge gnrve |
10 A ot
~ 15 4 s ,,;" :
g I e S | g 8 o
g 5
g 0] 5 67 s
% 5 4] o Bankfull péint
1 X . . s
3 -5 e Bankfull turning point = 5 ] 0 =51.238H> +393.37H—666.82
m = — - Bankfull water level R>=0.9929
-15 —— T 0 . . . : .
-50 50 150 250 350 450 550 0 3000 6000 9000 12,000
Distance to left bank (m) Discharge (m?/s)

Figure 2. Typical cross section morphology (a), Nuxia cross section located at the main stream of the
YLZBR), and corresponding water level-discharge rating curve (b).

Estimation for cross sections that have no evident flood plain (represented by the above-
mentioned turning point) should account for the following factors: stream order, contributing
area, upstream and downstream relationships, and main stream and tributary relationships.
Previous studies have indicated that bankfull floods are often associated with a nearly constant
discharge frequency (often in the range of 1-2 years) [39,40]. Therefore, the main steps in the
estimation procedure are as follows: (1) use the mean of known bankfull discharge frequencies
in the same river reach to impute the bankfull discharge frequencies of cross sections with
unknown values; (2) if there is no known bankfull discharge frequency in the same reach, use
the bankfull discharge frequency of the same stream order as an imputed value; (3) check the
bankfull discharge of the frequencies determined by the above two steps using the Pearson III
discharge—frequency curve; (4) the estimation is reliable if the bankfull discharge increases
from upstream to downstream, and if this is not the case, check whether the discharge in-
creases downstream and the cross section is influenced by evident anthropogenic disturbances,
such as water divisions or reservoirs.

2.3. Calculation of DHGs under Different Discharge Frequencies and Bankfull Conditions

In situ-measured hydrological data with recurrence intervals equal to and less than the
bankfull discharge were used to calculate DHGs. Bankfull discharge is the turning point at
which the dynamic action of water and sediment transitions from shaping river channels
to shaping floodplains. It dominates the shaping of river morphology as a reference
discharge. Due to the sudden widening of a cross section above the bankfull water level,
the morphology of the flood plain is evidently different from that of the main channel.
Therefore, this study mainly focused on DHGs below bankfull water levels.

In situ-measured Q, W, H, and V under bankfull conditions and of the same discharge
frequency were first sorted within the same group. Then, we fitted the DHG relations
under bankfull conditions and different discharge frequencies. Two cases were considered
(Figure 1 and Table 2): the same river reach and different reaches located in the same
river basin. For the reaches with >5 cross sections, the width-, depth- and velocity-DHG
of different discharge frequencies were fitted along the reach (Figure 1 and Table 2). For
reaches with <5 cross sections, cross sections located in both the main stream and tributaries
of a river basin were used to fit the DHG relations (different reaches located in the same
river basin in Figure 1 and Table 2).
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3. MFDHG Relations
3.1. From DHG to MFDHG

DHG quantifies the relationship between a reference discharge (usually represented
by channel-forming discharge or bankfull discharge) and the corresponding hydraulic
variables of multiple cross sections. For a particular cross section, one reference discharge
corresponds to only one river width, average flow depth, and flow velocity. This leads us
to ask how the hydraulic variables of multiple cross sections would change with multiple
water levels (discharge frequencies) across the watershed. The AMHG considers both
the spatial connections of individual cross sections and multiple discharge frequencies.
Another question is whether an AMHG-like relationship exists when DHG is the basis.

Based on the above hypotheses, we explored the relations among DHGs at multiple
discharge frequencies to fully capture the variations in W, H, V, and Q across the river
network. The intent was to promote the scientific understanding of HGs by identifying a
previously unnoticed correlative relationship between a river’s DHG coefficients and their
corresponding exponents. This was achieved by plotting a—b, c—f, and/or k—=m DHG pairs
for multiple temporally distributed discharge frequencies, for example, from thousands
of in situ measurements of Q, W, H, and V collected from 1967-2019 at 129 cross sections
located at national hydrological stations. Because these correlations were obtained by
simply aggregating DHG parameter pairs from many discharge frequencies, they are here
referred to as MFDHGs.

3.2. Two Presentations of MFDHG

Similar to AMHG, the MFDHG correlation is driven by two facts: one is the mathemat-
ical construct with DHG exponents in both the regressor and the regressand, and the other
is geomorphological coevolution among discharge, cross sectional shape, and hydraulic
variables [41,42]. This paper defines the MFDHG from two aspects: mathematical expres-
sion, and geomorphological significance. It is noteworthy to state that only DHGs with R?
> 0.5 were considered for the construction of MFDHGs, thereby ensuring the reliability and
accuracy of the analysis.

(1) MFDHG expressed as log-linear relations between DHG coefficients and exponents

Inspired by the idea of the AMHG, which relates AHG coefficients and exponents
using a log-linear relation [12], we employed various functions, including linear, expo-
nential, quadratic, and log-linear models, to fit the DHG coefficients and exponents. Our
analysis revealed that the log-linear function demonstrated the most promising results,
thus enabling the definition of the MFDHG:

b=aln(a) + B 4)
f=a In(c) + B2 5)
m = azIn(k) + B3 (6)
where a1, ay, and a3 are slopes of the MFDHG, and 1, B2, and B3 are intercepts of

the MFDHG.

Exponents b, f, and m were shown to be functions of coefficients g, ¢, and k, which reduced
the number of unknown parameters in the DHG system by half. This feature also suggested
that the DHG is not temporally specific, as previously theorized [3], but rather is dependent
on the DHG of other discharge frequencies in a given river reach or different reaches in the
same river basin. This also showed that MFDHG is not contradictory to the findings of DHG
research over the past few decades, as suggested by a previous empirical analysis.

(2) MFDHG expressed as congruent hydraulics
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MFDHG is a function of the integral geomorphology of a river basin. We found that
MFDHG appeared when individual DHG rating curves for each discharge frequency in
a given river reach or at different reaches in the same river basin converged at the same
values of W/H/V and Q (Figure S1); this relation is presented as the congruent hydraulic

pairs Qew — We, Qe — He, and Qcy — Ve

b1, 2, px
WC = apl, P2, ..., prCII/'v ’ " (7)

o1, p2,..., :
Hc = Cpl, p2,..., prdp{ ’ " (8)

My1, p2,..., pa
Vc = kpl, p2,..., prC\f ! - (9)

where subscripts py, p2 ... px are temporally indexed discharge frequencies for all cross
sections in a certain study area; subscript c is termed “congruent hydraulics”, the em-
pirically fit parameters that define the MFDHG; and Q.w, Qcx, Qcv, We, He, and V. are
congruent hydraulics determined by the internal geomorphic characteristics of a river
basin. When plotting all DHG curves of a river under different discharge frequencies
on the same coordinate system, an interesting phenomenon is observed—all the curves
intersect at a single point (Figure S1), resulting in a convergence within the log-linear
hydraulic coordinate space. These points of intersection represent congruent hydraulic
pairs, indicating a consistent relationship between hydraulic parameters across various
flow conditions.

Similar to the AMHG, congruent hydraulics for the MFDHG can be estimated by the
intercepts and slopes of the MFDHG. Taking width-MFDHG as an example (Equation (7)),
if any two discharge frequencies (p1, p2) share W and Q., then we can solve Equation (1)
for W, at each discharge frequency and equate the two expressions:

bp1log(Qew) +1og(ap1) = by2log(Qew) + log(ays) (10)

Moving Q. to the left side of the equation gives the slope (x1) of the MFDHG by two

cross sections:
1 b p2 — b pl

10g(Qew)  log(a2) —log(ay)
Finally, the intercept (1) of MFDHG can be defined empirically as

= (1)

log (W)

P~ Tog(Qu) o
Ideally, based on Equations (11) and (12), congruent values of Q. and W, for mul-
tiple discharge frequencies can be estimated. However, MFDHG slopes and intercepts
for any two discharge frequencies are not equal in actual river systems. Congruent hy-
draulics estimated based on any two discharge frequencies are also not equal. Therefore,
the mean intercepts and slopes of all possible combinations of MFDHG slopes and in-
tercepts should be used to estimate congruent hydraulics (e.g., if a given river reach has
20 DHGs under 20 discharge frequencies, this results in 190 slope and intercept pairs
corresponding to 190 discharge frequencies). Subsequently, the mean slope and intercept

of these 190 pairs were used to estimate the congruent hydraulics of the river reach.

4. Results
4.1. DHGs under Bankfull Conditions

The existence of DHG under bankfull discharge is a prerequisite for the further study
of MFDHG. Four river reaches were used to study DHGs along a river reach (Figure 1).

The main streams of the Lantsang River, the upper Yellow River, and its tributary, the
Huangshui River, exhibited relatively strong DHGs with R? > 0.5 (Table 2). The DHG of
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the Jinsha River was weak overall, which may be attributed to the influence of the braided
Tuotuo River reach. A relatively large bed slope and W, as well as small Q and H values,
weakened the consistent adjustments of W, H, and V to Q variations (Table 2).

Five river basins, including both the main stream and tributaries, were used to study
the DHGs of different reaches located in the same basin (Figure 1 and Table 2). Generally,
the DHG strengths of different reaches located in the same river basin were weaker than
those along a single river reach. In particular, the DHG strengths of tributaries of the Yalong
River were nearly the weakest among all scenarios. Data from cross sections located within
10 km upstream and downstream of hydropower stations and artificial diversions were
removed through data screening processes. However, large-scale hydropower development
and construction projects (22 cascade hydropower stations along the 1571 km main stream)
still contributed to changes in the discharge—-sediment relationship and further to the weak
DHG relations. The shaping of river morphology was no longer dominated by natural
discharge-sediment processes but was largely influenced by artificial runoff regulation.
Adjustments of W, H, and V to Q were impaired, and the DHG relation was weakened.

The cross section morphology is shaped by discharge and sediment load and influ-
enced by boundary conditions such as geology and geomorphology [43]. Variations in
climate and underlying surfaces are smaller within one river basin than across basins,
which results in a strong correlation between discharge and hydraulic variables in one
basin. This provides a basis for studying the MFDHG for different reaches located in the
same river basin and emphasizes the importance of similar boundary conditions under
regime theory in HG studies.

Although within the range (—0.51-0.75) proposed by Park [4] for 72 streams around
the world, the velocity exponent m of the Lantsang River was <0, which is rare (Table 2). In
addition, the DHG exponents of our research showed relatively large differences compared
to the four theoretical solutions presented in Table 2. This may be attributed to the fact
that DHG relations may not be observed in steep mountain streams unless certain criteria,
such as stream power/grain size threshold standards, are met [44]. We did not verify the
standards proposed by Wohl and Wilcox [44], but the results confirmed the existence of
DHGs in the study area, which supports the exploration of the relationships of DHGs
under multiple discharge frequencies and the development of the MFDHG concept.

4.2. MFDHG under Different Scenarios

To verify the hypotheses proposed in Section 3, we tested the MFDHG relations in
two sets of data obtained along a single river reach and from different river reaches located
in the same river basin (Figure 1 and Table 2).

4.2.1. MFDHG along a River Reach

DHG coefficients and exponents under multiple discharge frequencies showed good
log-linear correlations along the river reaches. The determination coefficients R? of MFDHG
along the four river reaches were >0.82 (Figure 3 and Table 3). Depth-MFDHGs exhibited
the strongest correlations, while width- and velocity-MFDHGs had lower strengths (Table 3).
Analytically, depth was more responsive in adjusting to accommodate changes in discharge
and stream power, while width may have been more prone to random variations in
boundary conditions such as geologic constraints and human modifications [41]. Variations
in the velocity exhibited relatively strong randomness and less consistency. The slopes of
mountain rivers changed significantly along different reaches; as a result, the regularity of
velocity change along the reach was not sensitive. This led to a nonsignificant adjustment
in velocity with variable discharge and low exponents m and R? of MFDHG. Furthermore,
the MFDHG slopes of the three major rivers (Yellow River, Jinsha River, Lantsang River)
were smaller than that of the tributary Huangshui River (Figure 3).
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Exponent b Exponent b

Exponent b

Figure 3. Relations between DHG coefficients and exponents at multiple discharge frequencies for
the main streams of the upper YR (a—c), Huangshui River (d—f), upper JSR (g-i), and LCR (j-1). As
an example, subfigure (a) encompasses data from cross sections 2 through 12 (Table S1). Width-DHG
relationships for discharge frequencies of 5%, 10%, 15%, ..., 95% were first fitted. Then, a total of 20 pairs
of DHG coefficients and exponents was determined and utilized to generate the MFDHG relation.

The strength R? of the MFDHG was determined by the degree of DHG curve conver-
gence in double logarithmic coordinate systems [27]. R? can be interpreted as a geomorphic
index indicating the variability of water surface morphologies for different discharge fre-
quencies (taking width-DHG as an example) and the hydraulic self-similarity of a certain
study area. Both the log-linear relations between DHG coefficients and exponents and
the convergence of DHG rating curves reflected hydraulic self-similarity and consisted of
variations in channel morphology, which enabled the extraction of DHG common features
and the achievement of an overall HG. In addition, the strong MFDHG correlations also
indicated the equilibrium state of the studied river reaches, which could be reflected by the
similar boundary sediments of the studied cross sections (Table S1).
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4.2.2. MFDHG for Different Reaches Located in the Same River Basin

The MFDHG strengths for different reaches located in the same river basin were
high but were generally lower than those along the same reach (Figure 4 and Table 3).
The mean R? values for MFDHG along a river reach and on different reaches in the
same river basin in this study were 0.969 and 0.870 (Table 3), respectively, suggesting
that rating curve convergence was widespread in our data. Similar to the observations
from AMHG research [41], width-MFDHG strength with a mean R? of 0.861 arose mainly
from the mathematical construct, had only weak geomorphological significance, and was
weaker than those of depth- and velocity-MFDHG (with mean R? values of 0.950 and 0.930,
respectively), which were dominated by geomorphological coevolution (Table 3).
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Figure 4. Relations between DHG coefficients and exponents at multiple discharge frequencies for
tributaries of the JSR (a—c), tributaries of the YLR (d—f), tributaries of the LCR (g—i), the main stream
and tributaries of the NR (j-1), and the main stream and tributaries of the YLZBR (m-o).

Correlations between DHG coefficients and exponents under multiple discharge
frequencies reflected the spatial consistency of HG parameters in a certain study area. The
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spatial continuity of water and sediment was strong along a river reach, which contributed
to a greater MFDHG strength. The spatial heterogeneity of the geology and geomorphology
of different river reaches was generally high, and the spatial continuities of discharge and
sediment were lower than those along the same river reach. This contributed to the decrease
in MFDHG strength for the scenario of different river reaches. Similar conclusions were
introduced by Qin et al. [7], who extended the AMHG concept from the reach scale to
the watershed scale. These authors noted that cross sections across river reaches showed
strong AMHG relations, although weaker than those along a reach, which also reflects
the consistency in flowing water and sediment as well as local climate, landscape, soil,
vegetation, etc.

4.3. Coordinated Variations in DHG Coefficients and Exponents

Correlations between DHG coefficients/exponents and discharge frequencies for nine
scenarios were explored (Table 3). Coefficient a represents river widths for unit-width dis-
charge along a reach. This reflects the ability of the unit-width flow to shape river morphology.
Variations in river widths under unit-width discharge along a reach can be mainly attributed
to variable boundary conditions. Exponent b represents the rate of increase in river width
with increased discharge along the reach under a certain discharge frequency. This reflects the
consistency of the shaping power of flowing water on river morphology.

Taking the main stream of the upper Yellow River as an example, exponent b decreased
with increasing coefficient a2, which could be expressed as a good log-linear relation with
an R? of 0.985 (Table 3 and Figure 5a). With increased discharge frequency, coefficient a
and exponent b showed an increase and a decrease, respectively, but the variations with
discharge frequency were not strictly one-to-one (Figure 5a—c). Specifically, with increasing
discharge recurrence intervals, coefficients and exponents for width- and depth-MFDHG
exhibited statistically significant variations (passed the MK test at the 0.01 confidence
level, Figure 5b,c,e,f), while a trend was not evident for velocity-MFDHG (Figure 5h,i). For
the other eight scenarios, DHG coefficients and exponents exhibited the opposite variation
trends with increasing discharge recurrence intervals if both passed the M-K test at the
90% confidence level (Table 3). For a coefficient and exponent pair that passed the 99%
confidence level, the MFDHG strength varied from 0.920 to 0.999 with a mean of 0.974; if
one of the coefficients or exponents did not pass at the 90% confidence level, the MFDHG
strength varied from 0.448 to 0.999 with a mean of 0.795 (Table 3). Therefore, consistent
variations in DHG coefficients and exponents with discharge frequency, represented by the
M-K test Z-value, were one of the determinants of MFDHG strength.
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Figure 5. Relations between DHG coefficients and exponents (a,d,g) and their variations depending
on discharge recurrence intervals (b,c,e,fh,i) for the main stream of the upper YR. In subfigures
(a,d,g), dashed lines represent the variation trends between DHG coefficients and exponents, and
discharge recurrence intervals. N1.05 inside the black box of subfigure (a) represents the discharge
recurrence interval is 1.05 years. In subfigures (b,c,e,f/h,i), solid polygons represent the values of
DHG coefficients or exponents under different discharge recurrence intervals, dashed lines represent
the variation trends between DHG coefficients and exponents, and discharge recurrence intervals,
the number of asterisks represents the level of significance: * is 0.05, ** is 0.01.

5. Discussion
5.1. Explanations of Congruent Hydraulics

A river reach exhibits a perfect MFDHG (with R? = 1) when individual DHG rating
curves converge exactly at a congruent point (Figure S1). Understanding the meaning
and variation trends of congruent hydraulics contributes to revealing the physical basis of
the MFDHG concept. Unlike AMHG research, which mainly focuses on short discharge-
conserving reaches [27], the congruent hydraulics of MFDHG can be explained with the
conceptual model in Figure 6 for relatively long reaches with tributaries. The flows used to
generate the MFDHG in this study ranged from a 1.05-year recurrence interval to bankfull
conditions (Sections 2.2 and 2.3), but in this section, the flow range is extended from
extreme minimum to extreme maximum discharge to construct a conceptual model and
fully illustrate the variations in hydraulic variables when P, Q., W, and H, are requested:
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(a)

(b)

(©)

(d)
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Congruent discharge frequency (P.): for cross sections along a reach that share a P
(e.g., 2.5 years recurrence interval discharge), Q and the corresponding W, H, and V
increase with increasing drainage area and confluence of tributaries (Figure 6a). This
scenario can be described with DHG.

Congruent discharge (Q.w/Q./Q.v): for cross sections along a reach that share a
Q., the value should be equal to both the discharge of one extreme flood event of
the uppermost cross section and the discharge of one extreme low water event of the
lowermost cross section. The probability of Q. occurrence increases first and then
decreases for cross sections along the reach (Figure 6b).

Congruent average flow depth (H.): for cross sections along a reach that share an H,
river widths increase with the gradual change in cross sectional morphology from
narrow V-shaped to wide U-shaped along the reach (Figure 6c¢).

Congruent river width (W,): for cross sections along a reach that share a W, average
flow depths decrease along the reach (Figure 6d).

water depths decrease downstream.

Figure 6. Conceptual model for congruent hydraulics of (a) DHG and (b—d) MFDHG.

Qcw, Qcx, and Q.y represent three congruent discharges when the W, H, and V of

different cross sections are equal. These discharges may not be equal to each other or lie
far outside the range of observed values given the very large variations in W, H, and V
downstream. Furthermore, the conceptual model can be extended for different river reaches
located in the same river basin due to the dominant effects of flow and sediment processes
on shaping river morphology. This dominant shaping effect can be maximized when river
boundary sediments are similar and the river is in an equilibrium state, which usually
occurs in lowland alluvial rivers or alluvial reaches of mountain rivers. The convergence
of DHG curves indicates hydraulic self-similarity of river morphology in a certain study
area induced by discharge and sediment load; this provides part of the theoretical basis for
congruent hydraulic variables.
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5.2. Significance of MFDHG for the HG System

Based on former studies of AHG, DHG, and AMHG [3,5,7,12,45], the concept of MFDHG,
with respect to the sequence of temporal and spatial HG dimensions, has compensated for the
shortcomings of a single DHG time dimension and the impossibility of describing consistent
variations in hydraulic variables along a river reach under different discharge frequencies.
MFDHG is practically useful because it is convincingly aligned with the actual character of
the hydraulic geometry system. The relations among AHG, DHG, AMHG, and MFDHG in
terms of temporal and spatial dimensions are outlined as follows (Figure 7):

(1) DHG quantifies the spatial distributions of channel morphology shaped by channel-
forming discharge (bankfull discharge). It reflects variations in hydraulic variable-
discharge relations downstream of a reach or at different reaches located in the same
river basin. Multiscale variations in river morphology in the spatial dimension can be
depicted by DHG, but the time dimension has only one scale.

(2) AHG quantifies the morphological characteristics of a single cross section under
different discharge frequencies. It reflects variations in hydraulic variable-discharge
relations for individual cross sections and depicts multiscale changes in cross sectional
morphology in the temporal dimension, but the spatial dimension has only one scale.

(3) AMHG relates the AHG of different cross sections along a river reach and extends
the one-dimensional AHG in space. A multidimensional spatiotemporal connection
between the geometric parameters of the cross section and discharge is reflected.

(4) MFDHG extends the multiscale spatial attributes of DHG in the temporal dimension
and contributes to achieving the same goal of relating river morphological parameters
and discharges in both spatial and temporal dimensions.

AHG MFDHG He,
& ,,* Single cross section Multiple frequencies + = '0
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Figure 7. Mutual transformations among AHG, DHG, AMHG, and MFDHG. AHG and DHG can be
linked through discharge Q, drainage area A, and river width W [26].

Since DHG relies on bankfull variables at a cross section and cross sectional shape
(which determines AHG) determined by bank strength and sediment transport properties,
DHG and AHG are implicitly linked [28]. For an ideal channel whose riverbanks and bed
are composed of homogeneous noncohesive material, the channel morphology adjusts
readily to changes in discharge, and the AHG and DHG do not differ [29]. A natural river
may scale consistently with flow and sediments in the AHG and DHG if the river is in an
equilibrium state and within the constraints of similar channel-bounding materials [46].
Previous studies have shown that strong AHG and AMHG relations exist in disconnected
alluvial reaches of mountain rivers located in the QTP [6,7]. This paper focuses on these
alluvial reaches and verifies the dominant role of the power conveyed by water and sedi-
ment in shaping river morphology. The alluvial characteristics of mountain rivers can be
characterized by the existence of DHG and the coordinated variations in DHG coefficients
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and exponents of the disconnected alluvial reaches. Therefore, for a natural alluvial river
or an alluvial reach located in a mountain river, common features can be extracted from
both the AHG and DHG, which provides a basis for the study and interpretation of the
AMHG and MFDHG.

5.3. Differences and Relations between AMHG and MFDHG

Based on the above analysis, the main differences between MFDHG and AMHG can
be summarized as follows:

(1) Focus: AMHG examines the relationships between AHG coefficients and exponents,
whereas MFDHG explores the relationships between DHG coefficients and exponents.

(2) Spatial and temporal extension: AMHG extends the one-dimensional AHG concept
to spatial scales by considering different cross sections within a river. In contrast,
MFDHG extends the one-dimensional DHG concept to temporal scales by capturing
variations in hydraulic properties over different discharge frequencies.

(3) Sequence of consideration: MFDHG and AMHG differ in the order of considering
cross sections and discharge frequencies. MFDHG first considers spatial properties
(cross sections) and then incorporates temporal properties (discharge frequencies),
while AMHG follows the opposite order.

Congruent hydraulics serve as a representation of shared characteristics within a
group of studied cross sections, allowing for the characterization of the relationships
between MFDHG and AMHG. The question at hand is whether the congruent hydraulics
observed in AMHG and MFDHG represent two distinct approaches to capturing the same
phenomenon. Taking the upper Yellow River and the Jinsha River as examples, we found
that the fitted correlations between HG coefficients and exponents exhibited similar trends
(Figure 8), e.g., fitted lines of depth-AMHG and depth-MFDHG of the Jinsha River showed
nearly the same trend, although the MFDHG line occupied only a short portion of the
AMHG line. Downstream adjustments of W, H, and V with Q were often smaller than
those of individual cross sections. Specifically, the variations in Q, W, H, and V used
to fit the DHG and MFDHG relations were 9.8-2830 m® s~!, 42.8-272 m, 0.51-7.21 m,
and 0.45-3.45m s}, respectively. The variations in Q, W, H, and V used to fit the AHG
and AMHG relations were 5.2-3590 m® s~1, 11-346 m, 0.4-6.1 m, and 0.14-6.53 m s},
respectively. In addition, we calculated the congruent hydraulics based on AMHG and
MFDHG. The results showed that the relative differences in congruent hydraulics estimated
by AMHG and MFDHG showed small differences and were within the range of 1.5-48.0%
(Table 4). River width-related congruent hydraulics, log (Q.w) and log (W), showed the
smallest relative difference. The similar AMHG and MFDHG trend lines and small relative
difference of AMHG and MFDHG congruent hydraulics indicated that the spatiotemporal
characteristics of HG can be interpreted by either the AMHG or the MFDHG. This might
contribute to the establishment of an overall HG.

Table 4. Congruent hydraulics calculated by AMHG and MFDHG of the Yellow River and the Jinsha River.

River
Sysltvems HG Types log(Qcw) log(Qcn) log(Qcv) log(W,) log(H,) log(V,)

AMHG 6.8 7.8 8.3 53 1.4 1.3

Yellow River MFDHG 6.3 7.4 7.0 49 14 0.7
Relative difference (%) 8.1 59 16.1 6.3 2.0 48.0

AMHG 7.3 10.5 7.5 5.1 2.8 0.7

Jinsha River MFDHG 8.2 8.4 8.2 5.1 22 1.0
Relative difference (%) 10.9 20.2 8.3 1.5 22.6 36.0

218



Water 2023, 15, 2139

(a) l E- beeoeee.,, Ao,
F el b=-0.147In(a)+ 0.7723
F "&.\‘ . % R2=0.9345
r ag, f=-0.128In(c)+ 0.1797
01 L " a R2=0.9464
s E m=-0.120In(k) + 0.1616
w2 r R2=0.9733
'Q.\ -
g 001 E . =
= E o DHG Width b=-0.160In(a)+0.7879
% [ © DHGDepth i oRl;E -(95)3£i60 1872
> =-0. N(C. 5
z - DHG V§10c1ty R2=10.6049
m 0.001 E AHG Width m=-0.143In(k)+ 0.1002
F 4 AHG Depth R*=0.8878
[+ AHG Velocity
0.0001 L1l L1l L1l Lol L1l Lo
0.001 0.01 0.1 1 10 100 1000
(b) 1 » b=-0.147In|
..... Bas =-0.147In(a)+0.7723
‘ ‘*"ﬁ'};“ - R2=0.9345
& kA Soay f=-0.128n(c)+ 0.1797
0.1 R2=0.9464
s ) m=-0.120In(k) + 0.1616
B R2=0.9733
<
2 0.01 : _
= e DHG Width b=-0.160In(a)+0.7879
2  DHG Depth R?=0.9886
2. DHG Velocity f=-0.136ln(c)+ 0.1872
Gj 0.001 AHG Width 0 ?4;3:11()(.1\9)94?) 1002
s+ AHG Depth R s M
4+ AHG Velocity '
0.0001 111l 11 1l L 11l L1 1l L1l A NERT
0.001 0.01 0.1 1 10 100 1000

Coefficients a, ¢, k

Figure 8. MFDHG and AMHG of the upper Yellow River (a) and the Jinsha River (b).

The overall HG relationship, although it has long been investigated by researchers [11,12,23,25],
is expected to satisfactorily explain both AHG and DHG through AMHG and MFDHG. The
ranges of applications of AHG and DHG are extended from the cross sectional scale and
reach scale to the watershed scale by simultaneously considering multiple cross sections
and discharge frequencies (Figure 7). Both AMHG and MFDHG are extensions of HG in the
river network and reflect the applicability of hydraulic variable-discharge relations at the
watershed scale. The concepts of AMHG and MFDHG provide methods and a theoretical
basis for studying the spatial distributions of HG across river networks and reaching the
goal of constructing an overall HG relationship.

6. Summary and Conclusions

Based on in situ measurements of six exoreic rivers and their tributaries originating
from the QTP, this paper first verified the existence of DHGs in the study area, which
is a prerequisite for studying MFDHGs, and then defined the MFDHGs according to
mathematical expression and geomorphological significance. The MFDHG was finally
verified both along a reach and for different reaches in the same river basin. The key
findings and implications are as follows:

(1) DHG, as a frequency-specific expression of hydraulics and channel geometry, ap-
peared widely in the six major rivers and their tributaries that originate from
the QTP.

(2) The paired coefficients and exponents of DHG (a and b, c and f, and k and m) from mul-
tiple discharge frequencies along a given river reach or different reaches in the same
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river basin are functionally related to one another, exhibiting a log-linear relationship.
This is the mathematical expression of MFDHG.

(3) MFDHG, a mathematical construct arising from the use of power laws at a certain
discharge frequency, is a novel geomorphic phenomenon after the discovery of AMHG.
DHG rating curves reliably intersect at congruent Q., W, H¢, and V., indicating both
geometric variability (to ensure rating curve intersection) and hydraulic self-similarity
of river channels. This is the geomorphological expression of MFDHG.

(4) With increasing discharge frequency, the DHG coefficients and exponents showed
opposite variations if both passed the M—K test at the 90% confidence level. Consistent
variations in DHG coefficients and exponents with discharge frequency contributed
to greater MFDHG strength.

(5) Although the empirical conclusion seemingly refutes previous decades of research
defining DHGs as temporally independent, MFDHG relates individual DHGs under
different discharge frequencies and contributes to the completeness of the HG system
in terms of the spatiotemporal dimensions. This is a large step in refining the com-
mon features of DHG and will contribute to establishing an overall HG relationship
considering multiple spatiotemporal dimensions across river reaches.

(6) Bed slope and bed material are important parameters that are adjusted based upon
the incoming water and sediment. The future collection of additional data on bed
slope, bed roughness, and materials in the study area using a combination of remote
sensing, in situ measurements, and deep learning methods is proposed. These data
can then be incorporated into the proposed MFDHG equations, further improving
their accuracy and reliability.

Supplementary Materials: The following supporting information can be downloaded at https:
//www.mdpi.com/article/10.3390/w15112139/s1. Table S1: Cross sections studied in this research
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and bed/bank materials. Figure S1: Convergence of DHG curves of the main stream of the upper
Yellow River (a—c), the main stream of the Huangshui River (d—f), the main stream of the upper
Jinsha River (g—i), the tributaries of the Lantsang River (j-1), the main stream and the tributaries of
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multiple discharge frequencies. Red dots represent the congruent discharge, which indicates the
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Abstract: The Lurin River is one of the main sources of water for the city of Lima. However, the
discharge of domestic wastewater, the presence of dumps, and long periods of drought cause the
deterioration of the water resource. In this study, DO, BOD3, E. coli, T, EC, TSS, U, and h were
monitored at 13 monitoring points spread over 20 km of river influence. This information was
used to calibrate the parameters of K, Kyjire, Kjps, and Ky, in the Iber two-dimensional numerical
model, obtaining values of 0.55 d !, [4.84 d 1-80.65d !],10g O, m2d !, and [1.49 d ~1-15.42d '],
respectively, with efficiencies ranging from “very good” to “satisfactory”. In the hydraulic model, a
discretization of the channel, banks, and plains of 3, 5, and 7 m, respectively, was considered, resulting
in a computational calculation time of 4 days in each simulation. The greatest contamination occurs
in July at km 5 + 400 up to the Pan-American bridge. Therefore, it is proposed to recover the river by
optimizing the San Bartolo Wastewater Treatment Plant (WWTP) and a new WWTP in Pachacdmac
to avoid diffuse contamination, with discharge flows of 0.980 m3s~! and 0.373 m3s~!, respectively,
and 4 mg L 115 mg L1 and 1000 NMP/100 mL for DO, BODs, and E. coli, respectively.

Keywords: biochemical oxygen demand; Escherichia coli; Iber two-dimensional numerical model;
dissolved oxygen

1. Introduction

The available water per capita in the world is reduced because of the increase in
population, dumping of waste and chemicals from agricultural runoff, livestock, industrial
and mining activities, and inadequate management of solid waste, which cause water
shortages and deterioration of its quality. Contamination, without sufficient treatment,
in rivers is a great concern, mainly because rivers are the source of water for domestic
consumption; it is important to determine the quality of the water in rivers.

The Lurin river basin, which originates in the Andes Mountains, is located on the
central coast of Peru, which has approximately two million inhabitants. Its climate is arid
with scarce rainfall and inadequate management of water sources, leading to the inefficient
development of agriculture and livestock, the main economic activities in the mentioned
watershed [1]. Likewise, there is an accelerated process of unplanned urbanization, strong
pressure for land and a risk of becoming a new industrial park. However, areas used for
agriculture are still preserved, with tourism and archaeological potential resources, but
with high poverty rates. In its lower section, the river is subject to important pressures
derived from the extraction of water resources, the discharge of urban wastewater (treated
and untreated), garbage disposal, livestock, and agricultural drainage. All this leads to an
increasing scarcity of water and deterioration of its quality, negatively impacting aquatic
ecosystems, and these factors are exacerbated during drought periods [2].
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To solve this complicated problem, some tools are used to generate mathematical
models of water quality to simulate working scenarios aimed at improving quality that can
be used as a decision-making tool.

This study evaluated the current state of water quality using the two-dimensional Iber
model, previously parameterized, to propose a recovery scenario for the Lurin River, to
accomplish the environmental quality standard (ECAs) [3] and the Maximum Permissible
Limit. (LMP) [4] of the Peruvian regulations.

2. Materials and Methods
2.1. Study Zone

The study was carried out in the lower part of the Lurin River (20 km), southeast
of the city of Lima, located between 76°48’ and 76°54’ W longitude and 12°7’ and 12°16’
S latitude. This included the districts of Cieneguilla, Pachacamac, and Lurin from km
20 + 500 at the top of the Mototaxi bridge (L13) in the district of Cieneguilla, to km 0 + 578
at the top of the Panamericana South Bridge (L1) in the district of Lurin. Seven evaluations
to obtain field information were performed between February and August 2019 (Figure 1).
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Figure 1. Geographical location of the evaluation stations and the intakes of the irrigation commis-
sions in the lower part of the Lurin River.

2.2. Topographical Characterization

Images were captured with a DJI Zenmuse X45 camera attached to a Remotely Piloted
Aircraft System (RPAS), Matrice 210 (DJI brand, Beijing, China), with an 80 m high flight
plan, the lateral and frontal overlap of 75% and 70%, respectively, and a speed of 6 m s~ 1.
Further, the processing of images was done in the software photogrammetric Pix4Dmapper

Pro (Pix4D SA, Prilly, Switzerland), and the topographical data was available for sections

224



Hydrology 2023, 10, 84

starting in km 9 + 300 up to km 15 + 100, sections that corresponded to the irrigation
commissions of Mejorada and Jatosisa, respectively.

The Digital Elevation Model (DEM) was generated in Civil 3D, in tiff format, with a
resolution of 1.0 m. Due to the heterogeneity of the topography, it was partitioned with
an unstructured mesh, which got a better fit to the surface: in the riverbed with 3 m; the
banks with 5 m; and the plains with 7 m, as shown in Figure 2. Additionally;, it is worth
mentioning that the mesh size influences the computational time of each simulation, and
four days were used to simulate the 20 km.

B n=005 Bn=0.08 Bn=0.07

Figure 2. (a) Mesh size, (b) Mesh with DEM interpolation in L3-EF and L4, (c) Mesh with DEM
interpolation in L2-EF, (d) Mesh with DEM interpolation in L1, (e) n in the lower part of the study
section from L4 to L1, (f) n in L3-EF and L1. n is the is Manning’s roughness coefficient.

2.3. Two-Dimensional Iber Model

The Iber model of water quality includes a hydrodynamic model, with basic informa-
tion on the depth of the water, the speed, and the turbulent viscosity. All are necessary to
solve the convection-diffusion equation for each polluting substance [5]. Bladé et al. [6]
indicated that the hydrodynamic behavior of the river, in a two-dimensional model, is
solved with two-dimensional St. Venant Equation (1), where the effects of turbulence [7]
and surface friction by wind are incorporated:

) 9 ) n? 9Z sx _ Thx | 9 Uy 9 U,
5 (hUx) + 55 (hUxUy) + 55 (huazc +87) = —ghGr+ 55— 2+ % (Vthw) + oy (Vthw

N—

@
o ) ) 2 2\ V4 T, T, ) ol ) ol
B 0y) + G (U)o (W05 + 5 ) = =g+ 5 = 5 (vh5) + 3 (wn )
where £ is the water depth, Uy, U, are horizontal velocities averaged in depth, g is the
acceleration due to gravity, p is the water density, Z; is the depth to the bottom, 7 is the
friction on the open surface due to friction produced by the wind, T, is the friction due to

the friction at the bottom, and v; is the turbulence kinematic viscosity.
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The 13, is evaluated by Manning’s Equation (2):

n2U, |U?
— T

2
h n?Uy |U]|
hi Y

Ty = p<h
b,x P8 ]’l%

= pgh (2)

where 7 is Manning’s roughness coefficient and |U| is the resultant of the vectors Uy and U,
Cea et al. [5] mentioned the spatial and temporal evolution of species, and pollutant
variables are modeled with a generic convection-diffusion equation [Equation (3)]:

d d d I v\ C

where C is the depth-averaged concentration of species, S, is a generic source term which
depends on the species considered, r; is the coefficient of molecular diffusivity, v; is the
turbulence kinematic viscosity, and S.; (dimensionless) is the turbulence Schmidt number.

Cea et al. [5] indicated that the water quality module is completely paired with the hy-
drodynamic module. They share the same unstructured finite volume mesh adapted to to-
pography, which allows defining parameters and visualization model outputs. Equation (3)
is solved for each of the pollutants considered, where the reaction terms S, for each species
are as follows:

1. Temperature: four processes of heat transfer are considered, modeling the heat transfer
between water and the atmosphere.

S Tem
=7, (h) 4)
where St is the source term of contributions or sinks of heat (W m’z) , STem TEpresents the
heat transfer processes (1000 kg m ™), and C, is the specific heat of water (4180 ] kg leCc.

STem = de,in + Qrad,out + Qcond + Qevap (5)

where Q,,4 i, is total net radiation absorbed by the water, Q,,4 o, is the long-wave radi-
ation emitted by the water, Q.4 is heat transferred by conduction, and Q,usp is energy
transferred by evaporation/condensation of the water.

1. Dissolved Oxygen (DO) and Biological Oxygen Demand (BOD): Cea et al. [8] indicated
that one of the main uses of DO in a body of water is the degradation of organic
matter (BOD); see Equation (6).

BODs = BOD,- (1 - e_S'K) ©)

where BODj is the BOD at 5 days, BOD,, is the ultimate BOD, which occurs at the maximum
possible oxygen consumption when the substrate has been completely degraded, and K is
the organic matter degradation constant at river temperature, expressed in d .

The source term for DO and BOD are shown in Equations (7) and (8), respectively:

Ksod
h

(T—20)

T-20
Spo = Kaeration * 61 * (Dosat - DO) - Kbod'eé )

'Foxc'BODu - (7)

_ V.
SBOD = _Kbod'eéT 20)'Foxc'BODu - SL;ZOD * BOD, (8)

where Spo represents the reaeration source implemented in Iber, Spop is a term that
represents the reaction due to degradation or reaction with other substances present in the
water, Kgerqtion 1 the aeration constant at 20 °C, T is the water temperature in °C, DOy is
the DO saturation concentration, 8 is a correction coefficient for temperature (6; = 1.024),
Ko is the carbonaceous organic matter degradation constant at 20 °C, 6; is the temperature
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correction coefficient (6, = 1.047), F,,. is a dimensionless attenuation factor due to low
oxygen levels, Ky, is the rate of demand of oxygen by the sediment in kg m~2d !, V,30p
is the rate of sedimentation of organic matter in m, and / is the depth of water in m.

K .
Kﬂemtion = Kairn + a;lrw (9)

where K,;,;, is the reaeration constant at 20 °C based on the hydraulic characteristics of the
river (h and U) without considering the V,;;,,419, and is calculated by the Covar method [8]
(see Table 1). K,j, is the reaeration coefficient based on the Vy;,410; it is calculated using
Equation (10) proposed by Banks and Herrera [8]:

Kairg = 0728V 1 — 0.317Vyyinaro + 0.037V2, 10 (10)

where V410 is the wind speed measured at 10 m above the water level.

3. E. coli: a bacterium found in the gastrointestinal tract of homeothermic animals, such
as humans, and therefore in urban wastewater.
Sy = —Kjpe xC (11)

where S; is the term that represents the bacterial disappearance, K, is the constant of
bacterial disappearance in time !, and C is the concentration of Escherichia coli (E. coli),
expressed in the most probable number per 100 mL (NMP /100 mL).

Table 1. Equations of the Covar method to estimate the reaeration constant K.yt -

Depth (h) in m .
Water Speed (U) ) in ms™! Formula Equation
. u0.67
Ifh <0.61m Owens-Gibbs Koivh = 5_32?1.85
If h > 0.61 and , . o5
h > 345 % U25 O’Connor-Dobbins Kairh = 393}117‘5
: u
In other cases Churchill Kaiyy = 5_026W

SOURCE: Prepared with information from Cea et al. [8].

The degradation coefficient K, is estimated with the Mancini [9] empirical formula,
based on temperature, salinity, and solar radiation [10].

I
_ (T—20) 0 (1 _ p(~KeH)
Kgee = (0.8 +0.25al)1.07 + 00867 (1 e ) (12)

where K. is the rate of disappearance averaged over a depth, H.(d 1), Sal is the salinity
(g L1, T is the temperature of water (°C), Iy is the incidence of solar radiation on the
water surface (W m~2), K, is the coefficient of extinction of light in water (m~!), and H, is
the depth of the vertical layer over which the E. coli spreads.

The rate of degradation of E. coli is largely dependent on the turbidity of the water,
and is considered in the model through the light extinction coefficient K, [11]:

K, =2.619+4+0.129 « NTU (13)
where NTU is the turbidness of the water.

2.4. Hydrodynamic Characterization

Data on river flow were collected at eight points along the river and from four WWTP
discharges (Cieneguilla, Manchay, San Bartolo, and Julio C. Tello); and in agricultural
drainage. In addition, nine points were sampled in the streams of the irrigation commis-
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sions and the Tinajas dry ravine, which becomes active during periods of rain with flows
of about 0.025 m3s~!. At hydraulic sections of the river, mean speed and the height of the
water were measured.

Manning’s roughness coefficient was delineated from the Red-Green-Blue (RGB)
images collected by the RPAS in the visits to the fields, by observing changes in land use
and, therefore, variation in roughness. The values were selected according to [12].

Information from stations L13 and L1 was assigned to the conditions of input and
output at the boundary model requirements, respectively. In this case, the drains and
sources of the river were considered as river basins of the irrigation commissions and
Wastewater Treatment Plants (WWTPs) discharges, respectively.

2.5. Characterization of Water Quality

Data on water quality were collected in the field at 13 evaluation points: eight points
in the river; four in the WWTP discharges (Cieneguilla, Manchay, San Bartolo, and Julio C.
Tello); and in agricultural drainage. T, Electrical Conductivity (EC), DO, BODs, E. coli, and
Total Solids in Suspension (TSS) were measured. The first three parameters were measured
in situ and the last three were measured in the laboratory, and the salt concentration (Sal)
was estimated from EC [13], see Equation (14):

Sal = —0.175 4 1.0053(EC) (14)
Turbidness (NTU) was estimated from TSSs [14], see Equation (15):
NTU = 1.0283 * TSS!0282 (15)

The information collected from these evaluations was compared to the Standards of
Environmental Quality (ECA), for Category 3, to which the Lurin River belongs, where it is
stated that concentrations for BOD;5 and E. coli in the river should not be over 15 mg L ~*
and 1000 NMP /100 mL, respectively. In addition, DO concentrations should not be less than
4 mg L~! and the Maximum Permissible Limit (LMP), indicated for BODj3, is 100 mg LL
Uncontrolled discharges were identified in Pachacamac, near km 5 + 400. Similarly, higher
contamination values were found on the final stretch of the river, from km 5 + 500 to km
0 + 578 where stations L5 and L1 were located, respectively. These stations were assigned
as input and output boundaries under the conditions required by the model, respectively.
In addition, concentrations of discharges from the WWTPs were included.

2.6. Climate Characterization

Hourly data (0 to 24 h) of total net radiation (Ras), wind speed (Vy;,4), air temperature
(T,ir), and relative humidity (H,) were collected from the Alexander von Humboldt weather
station. The albedo (A;), which depends on the type of surface where the radiation falls and
the angle of incidence (), was estimated with the expression As = 1.18 x a~977 in which
« was extracted from the webpage https:/ /salidaypuestadelsol.com/sun/lima (accessed
on 1 June 2021).

This information was used in Equation (5) to estimate the water temperature according
to the dates of evaluation.

2.7. Model Calibration

Iber’s two-dimensional model was used at a spatial scale of 1 m, the time in hours,
and information for DO, BOD,,, E. coli, EC, Q, Ras, Hy, Vyyina, and Ty;,.

The hydrodynamic model has been manually calibrated on 20 km of the river, with
the Manning’s roughness coefficients, after several trial and error simulations. Then, the
simulated and observed U and / values were compared.

The water quality model was calibrated in the critical section from km 5 + 500 to km
0 + 578 (stations L5 to L1), with the parameters Kgeration, Kpod, Ksodr Kgee, and Vipop. It
is important to remark that, from the information of & and U from the calibrated hydro-
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dynamic model, K;./4tion Was estimated using equations from Covar’s method (Table 1).
Values of K,; were obtained in a range of 0.02 to 3.4 4 ~1, as recommended by Brown and
Barnwell [15]. After several simulations and comparing concentrations of DO and BODs,
observed and simulated, K;,; was calibrated. For Ky, a value of 10.0 g O,m—2d~! was
inserted according to the type of sludge of urban origin [16]. K, was estimated according
to Equation (12), and a zero value was given to V,pop, because turbulence and wind keep
the particles in suspension.

The simulated concentrations were adjusted to those observed, and a trip back to
the field with the data was organized to check for possible diffuse pollution, discharges,
and/or undetected landfills. This is how a diffuse contamination was added at km 3 + 500
in Pachacamac.

After several simulations in March, May, and July, seven on each occasion, the model
was calibrated, obtaining the Nash-Sutcliffe efficiency index (E), the ratio of the root of
the mean quadratic error to the standard deviation of the variables of the observations
(RSR), with limit values of E (—infinity to 1) and RSR (0 to +infinity), and rating the effi-
ciency according to the scale proposed by Moriasi [17]. Furthermore, Pearson’s correlation
coefficient (R), which ranges from —1 to +1, was obtained with a t-Student test with a
significance level (alpha) of 5%. The computational times for the hydrodynamic and water
quality simulation were four days and one day, respectively. On the other hand, the use of
the Iberplus plugin, which is an accelerated tool for flood modelling based on Iber, could
be applied to reduce the computational time in the Iber water quality model [18,19].

2.8. Simulation of Scenarios for the Recovery of the River

Several simulations were performed for the critical month of July, including the
optimization of the San Bartolo WWTP and the implementation of a WWTP in Pachacamac
due to the discharge of uncontrolled domestic wastewater, with the result that the river
complied with LMP [4] and ECA [3]. The procedure followed in the study is presented in a
sequential diagram in Figure 3.

Flow rate (hydraulic
section) type of flow

(Q, UTM) in WWTP

discharges and

catchment of irrigation
commissions

Iﬂghness

Concentration in the
river: DO, BOD, E.
coli, T and salinity

Concentrations in WWTP
discharges: DO, BOD, E.
coli, T and salinity

RPA, topography
and GPS points

3

I

:

Hydrodynamic information l—s

Geometry

* Discretizationin 3 m
(riverbed), 5 m (riverbanks)
and 7 m (plains).

*  Mesh interpolation with
dimensions of the (MDE)

<—| Information on water quality

.

Hydrodynamic Model

* Calibration: roughness and
mesh size

* Adjustments for U and h.

¢ E RSRand R%

.

Water quality model

e Calibration: K,eration» Kbods
Ksudn VSBCD and Kdec

* Adjustments for DO, BOD, E.
coli, T and Sal

e E,RSRand R?

Figure 3. Flowchart of the methodology used in the study. WWTP is Waste Water Treatment Plant,
RPAS is Remotely Piloted Aircraft System.
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3. Results and Discussion
3.1. Hydraulic and Water Quality Characterization

The results of U, h, and Q, collected in the field at the evaluation points, indicated that
U was less than 1.5 m s~ ! and the values of / were less than 0.8 m, with a Froude number
of less than 1, that is, the flow of the river shows to be at a subcritical stage. The lowest
Q was recorded in L5 and L4, caused by the irrigation commission catchment upstream
of these points, with mean x £ standard deviation S (x & S) of 3.22 £ 4.92 m3s~! and
3.39 4+ 4.99 m3s~1, respectively. In addition, the river was dry (Q = 0 m3s~!) in L5, on
19 June, 8 July, and 5 August 2019. There were high values of Q (4.35 4+ 6.03 m3s~!) in
L13 because of the limited catchment from irrigation commissions upstream from this
point. In contrast, L1 had the highest value of Q (4.77 & 5.50 m3s~1) caused by discharges
from the San Bartolo WWTP (L3—EF) with values of 1.06 + 0.57 m®s~!. The discharges
to the river with the lowest Q were observed in L9-EF (0.01 £ 0.02 m3s~!) and L8—C
(0.03 & 0.048 m3s~1). The values (x & S) of T, EC, TSS, DO, BOD5, and E. coli, are shown in
Table 2, where the following can be noted:

e  The T and CE comply with current Peruvian regulations.

e The TSSs have higher values (114.49 + 159.31 mg L' ) at station L1 due to TSSs and
higher Q value of the San Bartolo WWTP discharge. In contrast, station L13 shows the
lowest values of TSS (29.24 + 48.91 mg L™!) caused by a lower flow.

e In the river, from the Mototaxi bridge up to 50 m after the collect point of the Lurin
irrigation commission (L13, L12, L10, L7, L6, and L5), the DO complies with ECA
even in the dry period (lower flow), probably due to the photosynthetic activity of the
algae present; for example, in the Quebrada Verde Bridge, and the Guayabo bridge
(L6 and L7). In sections of the river from L4 to L1, there are uncontrolled discharges
(diffuse contamination from Pachacamac) at km 5 + 400. In addition, discharge from
San Bartolo WWTP (L3—EF) that does not meet the LMP causes a decrease in DO. This
is more evident in the dry period and fails to comply with the ECA.

e  The discharge of agricultural drainage (L8—C) with a high content of organic matter
shows values of BODj (97.23 + 139.75 mg L~! ), which does not comply with the
LMP on some dates. It causes an increase in BODj values (22.06 £+ 22.52 mg L)
downstream (L7) that does not comply with ECA. Similarly, the discharge from San
Bartolo WWTP (L3—EF) does not meet the LMPs, due to an irregular process and lack
of quality control.

e  The San Bartolo WWTP (L3—EF) does not comply with LMP for all parameters and
dates of evaluation, while the Julio C. Tello, Manchay, and Cieneguilla WWTPs did
not comply with the LMP for E. coli in April, May, and July.

e  The discharge of agricultural drainage (L8—C) has E. coli values of (271, 142.86 + 453,
937.74 NMP /100 mL), which does not comply with LMP. This causes an increase in
E. coli downstream at (L7) and does not comply with ECA. Similarly, discharge from
San Bartolo WWTP (L3—EF) that does not comply with LMP causes failure to comply
with the ECA for E. coli downstream at (L1).

3.2. Model Calibration Results

From the calibration of the model, the parameter K,,,+;o, revealed values in the range of
(4.84 d71-80.65 A 1). For K4, good efficiency was accomplished in the model with a value
equal to 0.55 d ! at 20 °C. Figure 4a shows the values of E for DO and BODjs estimated with
different values of Ky, for seven simulations at each of the simulated dates (March, May,
and July). The value of the parameter K;,. was in the range of (1.49 d~'-1542d71.

Figure 4b—f show the observed and simulated concentrations for DO, BODs, E. coli, T,
and EC, as well as the efficiency indices E, RSR, and Pearson’s correlation (R).

The efficiency of the model was rated from “very good” to “satisfactory”, according to
the E values (0.75-1.0, 0.65-0.75, 0.50-0.65, <0.5) and the RSR (0-0.5, 0.5-0.69, 0.6-0.7, <0.7)
with a rating of “very good”, “good”, “satisfactory” and “unsatisfactory”, respectively, a
scale proposed by Moriasi et al. [17] with the t- Student test, for a significance level (alpha)
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Figure 4. (a) Range of values of the E index due to changes in the parameter K;,; in March, May,
and July. Comparison between observed and simulated values according to: (b) dissolved oxygen,
(c) BODs, (d) E. coli, (e) temperature, and (f) electrical conductivity.
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Table 2. Means and standard deviation (x£S) for water quality from data obtained in evaluations

completed between February and August 2019.

Stations T EC TSS DO BODs E. Coli
({©®) (uS cm™1) (mgL™) (mgL71) (mgL™) (NMP/100 mL)
L13 23.31 +2.58 363.80 4+ 195.90 29.24 4+ 4891 7.23 +0.97 1.93 +0.48 143 £ 378
L12 24.37 +£2.29 388.51 4+ 222.50 27.9 + 44.37 745+ 1.61 422 +485 286 4 488
L11-EF 25.00 £ 2.51 906.71 4+ 156.05 3.70 £2.90 4.67 £0.35 2.83 £1.12 1714 £ 4536
L10 23.51 +3.92 430.84 + 244.42 4458 +74.48 6.41 +£0.93 8.37 £9.25 143 + 378
L9—EF 25.10 £ 12.31 1588.50 £ 775.11 20.82 £ 13.57 6.29 £+ 3.07 45.83 £+ 30.85 27,000 £ 20,410
L8—-C 2244 +3.76 1264.83 + 908.29 56.93 £+ 75.55 6.23 £ 1.69 97.23 +139.75 271,143 + 453,938
L7 23.54 +3.24 757.49 4+ 582.90 55.73 4+ 84.51 5.75 £ 0.95 22.06 £ 22.52 60,714 £ 105,855
L6 23.06 £+ 3.29 571.39 4+ 373.53 56.51 £ 93.64 8.73 £2.87 21.19 £+ 14.92 6143 + 12,090
L5 24.78 +13.34 288.68 + 192.83 163.92 £ 131.78 6.58 £ 3.54 7.97 £7.38 1500 £ 1069
L4 20.73 £ 2.44 1080.44 + 892.35 107.74 £ 165.59 548 +£1.51 142.12 + 147.77 23,857 + 36,108
L3—EF 21.80 £+ 11.08 2440.00 + 1195.64 28.76 + 18.24 0.83 £ 0.61 307.31 4+ 198.08 101,800 + 61,576
L2—EF 23.59 £ 3.25 1843.00 £ 156.38 12.50 + 6.22 5.57 £ 0.65 41.81 +18.93 5000 + 7234
L1 21.27 £2.44 1549.43 4+ 974.96 114.49 + 159.31 3.77 £2.69 243.66 + 225.86 72,428 + 55,220
Table 3. Efficiency indices E and RSR, and Pearson’s correlation (R) in the calibration of the Iber
model for T, EC, DO, BODj5, and E. coli.
L4: 50 m before WWTP San Bartolo L1: South Pan—American Bridge L4 and L1
Parameters
E RSR R E RSR R E RSR R
DO 0.546 0.674 0.805 0.806 0.440 0.974 0.813 0.433 0.940
BODj 0.932 0.260 0.989 0.995 0.070 0.998 0.959 0.202 0.983
E. coli 0.999 0.005 0.999 0.823 0.421 0.994 0.944 0.237 0.989
T 0.250 0.866 0.965 0.790 0.458 0.941 0.518 0.690 0.917
EC 0.999 0.003 0.999 0.988 0.108 0.994 0.994 0.076 0.997

3.3. Simulation in Present Conditions

Figure 5 shows the longitudinal profile from km 5 + 500 (L5) to km 0 + 578 (L1),
indicating the distances at which each discharge is found (July). In L5, the river flow is
zero, initiating diffuse contamination in Pachacamac, 2164 m downstream of L5, with con-
centrations of BODjs and E. coli of 341.68 mg L ™!, and 2.2 x 10° NMP/100 mL, respectively.
At 2126 m downstream is the San Bartolo WWTP with discharges of DO, BODs, and E. coli
of 0.65mg L™ !,469.95 mg L~ ! and 1.4 x 10° NMP/100 mL, respectively, and at 300 m the
Julio C. Tello WWTP is found with discharges of DO, BOD5, and E. coli of 5.67 mg L
35.29 mg L~ ! and 8 x 10> NMP /100 mL, respectively.

Diffuse contamination

Pachacamac
Q=0.0037 m3s~'m~!
Section = 100 m
DO=0mgL™?
BODs = 341.68 mg L™t
E. coli = 2.2x105 NMP/100 mL
T=27°C

WWTP Julio C. Tello
Q=0.021 m3s~!
DO=5.67mgL™!

BODs =35.29 mg ™!
E. coli = 8x10% NMP/100 mL
T =20.8 °C

L5 (km 5+500)

Tor

;H L1 (km 0+578)

I 9.35m
>
2126 m 300 m

‘WWTP San Bartolo
Q=0.98 m3s!
DO =0.65 mg ™!
BODs =469.95 mg L™t
E. coli = 1.4x10°% NMP/100 mL
T=19.5°C

2164 m 514m

Figure 5. Schematic of the longitudinal profile from L5 to L1 with distances at which the discharges
are found. Analysis date: July 2019.

232



Hydrology 2023, 10, 84

Figure 6 shows the longitudinal profiles of the current simulation at the most critical
condition time (July), where it is noted that the ECAs for BOD; and E. coli are not met in the
section of the river from L5 to L1, because of the high concentrations of BODj3 and E. coli
from the diffuse contamination in Pachacamac. The DO does not comply with the ECAs
between the San Bartolo WWTP and the Panamericana South Bridge because discharges of
the San Bartolo WWTP with a water flow of 0.976m? s—!, and concentrations of 0.65 mg LY
469.95mg L1, 1.4 x 10° NMP/100 mL of DO, BODj5 and E. coli, respectively, do not comply
with the LMP. In addition, the existence of solid waste landfills and other areas, such as
informal latrines, were observed on the Panamericana south bridge.
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Figure 6. Longitudinal profile of the current situation of the river according to DO, BODj, E. coli, and
T (from L5 to L1): 6 a.m. Table S1 (a), 12 m. Table S2 (b) and 6 p.m. Table S3 (c). Red line is BODj3,
blue line is DO, green line is E. coli, and black line is T.
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3.4. Simulation of Recovery

The river recovery scenario was generated for July, with the improvement of the San
Bartolo WWTP with a discharge flow of 0.98 m®s~!, and implementing the Pachacamac
WWTP with a flow of 0.37 m3s~!, and both with concentrations of 4 mg L%, 15 mg L™*
and 1000 NMP /100 mL of DO, BODs, and E. coli, respectively, which allows them to follow
the LMP and ECA that are required for the river.

From the calibration of the hydrodynamic model, the discharge flow for the new
WWTP was estimated. After several trial and error simulations, it was identified that for
the month of the lowest flow (critical), the estimated flow of wastewater dumped into
the river in Pachacamac was 0.0037 m3s~Im™~1, in a section of 100 m, with a total flow of
0.37 m3s~1. The discharges must comply with LMP and ECA for a river of this category,
and for that several simulations were performed. Values of 4 mg L™}, 15 mg L~ and
1000 NMP /100 mL were estimated for DO, BODj, and E. coli, respectively.

Figure 7 shows the longitudinal profiles of the polluting substances DO, BODs, E. coli,
and T, for 6:00 a.m., 12:00 m., and 6:00 p.m. There, it is observed that after discharges take
place in the new Pachacamac WWTP and San Bartolo WWTP, they continue for a segment
of approximately 200 m in which ECAs are not met. However, this segment is considered a
mixed one. It is also observed that as T increases, DO decreases, in an inverse relationship.
Likewise, with increases in BODj, the DO decreases. Finally, E. coli at noon is reduced by
72%, because of higher solar radiation, with values up to 250 NMP /100 mL, as seen in
Figure 7b, with higher values close to 1000 NMP /100 mL.
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Figure 7. Longitudinal profile of river recovery according to DO, BODj5, E. coli, and T (from L5 to L1):
6 a.m. (a), 12m. (b) and 6 p.m. (c). Red line is BOD3, blue line is DO, green line is E. coli, and black line is T.

To observe a two-dimensional behavior of the river, information was extracted from 7,
u, u,, Uy, DO, BOD,,, E. coli, and T, in the cross section, 25 m after the San Bartolo WWTP
(as shown in Figure 8), where it is noted that because of a greater influence of the discharges
from San Bartolo WWTP, the difference in concentrations along the cross-sectional profile
is high. It was also seen that on the right bank of the river, U reaches values of 0.27 ms ~!
and  to 0.09 m, which are lower with respect to the left bank, with values up to 0.49 ms~!
and 0.28 m of U and h, respectively, due to the contribution of discharges from San Bartolo
WWTP. The parameter & influences the concentration of contaminants because, at a lower
depth, it will be completely reaerated, generating a higher concentration of oxygen. For
that reason, DO and h show an inverse relationship. At noon, T reaches values of 21.5 °C;
on the other hand, at a higher concentration of BOD,,, there is a greater amount of organic
matter to degrade and, therefore, the DO is lower.

Ugmsn
=07

-5

-0.1

h fm)

Uy, Uy (m s~

dm
m 25 m from L3EF

3l INMIPFI00 T )

195
= 1000

_s00 19

Figure 8. Cross-sectional profile of the recovery of the river according to DO, BOD,, E. coli, T, h, U,
Uy, and Uy, downstream San Bartolo WWTP, at 12:00 m. Top panel: red line is h, blue line is U, dotted
blue line is Uy, dashed blue line is Uy. Bottom panel: red line is BOD,;, blue line is DO, green line is
E. coli, black line is T.

235



Hydrology 2023, 10, 84

In the cross sections, the highest concentration is found on the right side, due to the
difference in speeds and heights, in addition to the great influence of the discharge from
the San Bartolo WWTP, located at that end of the river.

4. Conclusions

The calibration of the Iber model revealed a performance ranging from “very good” to
“satisfactory”, with values of E, RSR, and R?(0.813, 0.433, and 0.883) for DO, (0.959, 0.202,
and 0.967) for BODs, (0.944, 0.237, and 0.979) for E. coli, and (0.518, 0.690, and 0.841) for
T, with calibrated parameters of 0.55 a1, (4.84 d—1-80.65 dfl), 10g O, m2d71,0md},
and (1.49 d~1-15.42 d_l) for Kyod, Kaerations Ksodr Vspop, and K, respectively.

The most polluted area is located around the Panamericana south bridge, the critical
month is July, with a flow of 1.2 m~3 571, and values of 1.12 mg L1 372.69 mg L' and
1.2 x 10° NMP/100 mL for DO, BODj, and E. Coli, respectively. This does not comply with
the ECA category 3 due to (i) diffuse contamination in the Pachacamac district, and (ii) inade-
quate operation of the San Bartolo WWTP, which fails to comply with LMP on all evaluated
dates and for all substances, with values of 0.44 mg L1, 469.95 mg L' and 14 x 10°
NMP /100 mL for DO, BOD;5 and E. Coli, respectively. Diffuse contamination was estimated in
Pachacamac with flows that go from 0.001 to 0.0037m 2 s~ m~!, and values of 0 mg L,
888.37 mg L ™! and 2.2 x 10° NMP/100 mL, for DO, BOD;s and E. coli, respectively.

It is proposed to recover the river by optimizing the San Bartolo WWTP and a new
WWTP in Pachacamac to avoid diffuse contamination, with discharge flows for the critical
month of July, of 0.980 m®s~! and 0.373 m3s~!, respectively, with concentrations that meet
the ECA category 3: 4 mg L1, 15 mg L™}, and 1000 NMP/100 mL for DO, BODs and
E. coli, respectively, with a flow of 0 m®s~! before diffuse pollution and a flow of 0.209
m3s~1, 50 m before the San Bartolo WWTP.
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Abstract: The Brahmaputra River (BR) is a heavily braided river, due to various intricate paths,
high discharge variability and bank erodibility, as well as multi-channel features, which, in turn,
cause huge energy dissipation. The river also experiences anastomosing planform changes in
response to seasonal water and sediment waves, resulting in a morphology with extreme complexity.
The purpose of this study was to provide detailed and quantitative insights into the properties of
planform complexity and dynamics of channel patterns that can complement previous studies. This
was achieved by investigating the applicability of the anastomosing classification on the Brahmaputra
river’s planform, and computing disorder/unpredictability and complexity of fluctuations using
the notion of entropy and uniformity of energy conversion rate by the channels, by means of a
power spectral density approach. In addition, we also evaluated their correlation with discharge as a
dynamic imprint of river systems on alluvial landscapes, in order to test the hypothesis that river
flow may be responsible for the development of anastomosing planforms. The analysis suggests that
higher discharge values could lead to less complex planform and less fluctuations on the alluvial
landscape, as compared to lower discharge values. The proposed framework has significant potential
to assist in understanding the response of complex alluvial planform under flow dynamics for the BR
and other similar systems.

Keywords: anastomosing; Fourier transform; power spectral density; sample entropy; approximate
entropy

1. Introduction

The Brahmaputra River (BR) is often characterized as a braided river due to its complex
networking of channels, branches and bars, including high sediment loading, and signif-
icant variability in discharge and gradients [1-3]. The high variability in discharge and
sediment loading from the Brahmaputra River Basin (BRB) are the main factors responsible
for significant erosion—deposition processes [4-8], which also initiate the complex network
along with bar dynamics. The morphological processes, such as soil erosion, deposition,
channel movement and irregular planform structure, combined with significant stream
power variability are critical for understanding such kinds of river systems [9-12]. As such
processes frequently occur in braided river systems, they cannot be measured over a short
period of time. Several previous studies have been conducted to better understand the
planform process of braided rivers, that include the following: flume experiments [13-16],
numerical modeling [17,18], satellite-based remote sensing products [19-24], and modern
technology, such as digital photogrammetry and laser altimetry [25-28]. However, these
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previous studies have lacked detail analysis of morphodynamics and planform complexity
of channels especially for braided river systems.

Since the BR is one of the world’s most braided and sand-bedded river systems, and is
ranked fifth in terms of its annual flow, it is an ideal river system for studying river planform
complexity and randomness [29-33]. In addition, the BR system experiences a unique char-
acteristic in terms of inter-seasonal variability of flow-sediment loading and morphological
processes [32,34-36]. Furthermore, a series of large floods and major tectonic activity in the
BR system have resulted in a complex morphodynamic environment [32,37,38]. The banks
of the BR have been heavily eroded, including frequent changes in the channel courses.
Such morphological dynamics and processes have tremendous impacts on the functioning
of the riverine ecosystem and on the approximately 30 million people that live along the
river banks [39,40]. Therefore, detailed analysis of the morphodynamics of the BR system,
such as identifying the stable and unstable parts of the river’s reaches, is of interest to
enhance our understanding and so as to implement appropriate and sustainable mitigation
measures for the system.

As previously discussed, the high variability of discharge and sediment loading from
the BRB to the BR system are most likely responsible for significant erosion-deposition
processes [4-7], which also initiate formation of complex network systems and dynamics
along riverine and alluvial areas. Due to the high variability of discharge and sediment
loading, and complex morphodynamics of the BR system, performing an analysis of the
spatio-temporal variability of the planform and dynamic forcings are of interest for a better
understanding of the BR system. In addition, it is also critical to investigate the effect of bar
dynamics on the morphological reorganization combined with planform complexity. Our
objective was to generate generic insights into the properties of planform complexity and
dynamics of the channel patterns that complement previous studies. We address this by
computing the planform complexity and randomness using complex network metrics and
a theoretical approach that shed some light on understanding the dynamic behavior of the
river and help to minimize the gap between previous studies on braided rivers.

2. Study Area

The Brahmaputra River Basin (BRB) outspreads in Bangladesh (5.47%), India (36.11%),
Nepal (0.13%), Bhutan (7.20%), Tibet and China (51.08%), as shown in Figure 1. Geo-
graphically, the basin is situated between 82°1' E and 97°46' E, and 22°27' N and 31°27' N.
Bounded by the Himalayas on the northwest, Tibetan plateau on the north, Ganges basin on
the west, Meghna basin on the south, and Meghalaya subtropical forests on the south-east,
the BRB drains an area of approximately 543,462 km? [41]. In India’s territory, the basin
stretches over the states of Arunachal, Sikkim, Assam, West Bengal, Nagaland, Meghalaya
and Manipur, of which Arunachal represents the highest distribution of the drainage area
(41.24%), followed by Assam (37.07%).

The BRB is characterized by an irregular shape with a maximum east-west length
of 1540 km and a maximum north-south width of 835 km [41]. The BR originates from
Kailash (the great glacier mass of Chema-Yung-Dung) of the Himalayas, at an elevation of
about 5150 m, and flows for about 2900 km through Tibet, China, India and Bangladesh,
eventually confluencing with the Ganges River. In China, the BR is known as the Yarlung
Tsangpo, that flows east at an average elevation of 4000 m above MSL. Flowing eastward
for a length of about 1130 km, the Yarlung Tsango River bends around Mt. Namcha Barwa,
thereby forming the Yarlung Tsangpo Canyon, the deepest in the world. The river then
turns towards the south, entering the Arunachal Pradesh State of India, wherein it flows
for about 35 km and joins the Dibang and Lohit Rivers. From this confluence, the river
becomes very wide and is referred as the Brahmaputra River, where the average slope of
the river drastically reduces to 0.1 m/km compared to 2.82 m/km in Tibet, China [42] A
few more tributaries join the main course of the river later, both on the left and right banks,
before the river enters Bangladesh. At the border of Bangladesh, the river curves to the
south and south—east directions. The branch curving towards the south continues as the
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Jamuna and flows for a length of about 240 km to its confluence with the Lower Ganges
at Aricha, locally called Padma. The Brahmaputra River has an average annual flood
peak flow of 60,000 m®/s at Bahadurabad of Bangladesh (around 150 km upstream of the
confluence), with the monsoon flood typically occurring between July and August. When
the bank of the BR is full, the discharge volume is reduced to approximately 44,000 m?/s.
The lowest discharge, approximately 5000 m3/s, occurs in January and February. The
discharge is quite steady during January to February but steadily increases from March to
June and then gradually declines from September to December [7,43,44].

This study was accomplished by evaluating a huge section of the Brahmaputra River
from geographical and temporal points of view. Therefore, we limited our focus to the
Brahmaputra River’s reach within the Bangladesh territory, as shown in Figure 2.
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Figure 1. (a) The Brahmaputra River Basin (BRB) extent and (b) one-dimensional river network
extracted from [4,6,8] for the BRB.
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Figure 2. Brahmaputra River study region. The location of discharge data collection is depicted in red.

3. Methods
3.1. The Anastomosing River Principle

Anastomosing rivers usually occur in alluvial plains, where low energy and dense
channel vegetation conditions persist, including floodplain geomorphology and structure.
Based on the pattern of the channels, anastomosing rivers can be classed as having straight,
meandering, and braided shapes. Avulsions or structures that divert flow and create a
new channel pattern in the floodplain are commonly employed to build anastomosing
rivers [3]. Such systems experience simultaneous multiple floodplain channels erosion,
especially when bypasses are developed and older channel belt segments remain active
for an extended period of time. The first type of anastomosis affects the entire floodplain,
whereas the second type only affects a portion of it. Protracted anastomosis is generally
caused by channel belt aggradation and/or channel capacity degradation as a result of in-
channel deposition, both of which are facilitated by a low floodplain gradient [3]. There are
numerous other reasons, including climate-related factors, such as catastrophic flood events,
in-channel aeolian dunes or rapid base level rises. Based on the available information about
the BR, the river can be considered an anastomosing river, which provides an ideal setting
for hypothesizing its planform and characterizing its anastomosing nature [5]. Therefore,
applying complex network theory is crucial to gain better understanding of the physical
processes occurring in the alluvial landscapes of the river. In this study, the Brahmaputra
River’s high complexity permits us to hypothesize in regard to the meandering and braided
categories, and, particularly, in regard to the anastomosing category of the river.

3.2. Channel Network Delineation

Several scholars have investigated the Brahmaputra River in detail over a long period
of time. For this study, the data acquisition and the processing to delineate the channel
network of the BR were performed using the online code editor of the Google Earth
Engine (GEE). GEE provides free access to cloud-based large-scale geospatial data sets and
analysis [45]. We used image collections or data stack, all available from the USGS Landsat
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surface reflectance products (TM, ETM+, OLI) and acquired during the dry season. We
used yearly data for the period from 1987 to 2020. The dry periods were selected between
1 October and 30 December for each year. GEE was also used to intersect all the dry images
within the study area and to combine them per year, creating a cloud-free yearly composite
scene, as shown in Figure 3. We deployed ArcGIS to delineate the channel network of the
BR, based on the annual seasonal and permanent water pathways.

CN 1995
~|——CN 1990
Distance from
Mouth =d
Channel
\Network = CN

Figure 3. Delineation of the channel network for seven selected years from 1987 to 2020, based on the
dry season of the Brahmaputra River.

3.3. Anastomosing Function

In this study, we proposed a series, called the Anastomosing Function (AF), to cap-
ture the one-dimensional spatial arrangement of the two-dimensional complex network
planform of the Brahmaputra River. The River Network Width Function (RNWF) is
commonly used by geomorphologists to characterize a river basin [4,46]. A RNWF is a
one-dimensional function that summarizes the river network’s two-dimensional branching
structure [47]. Moreover, it displays the distribution of travel distances within the network,
as well as the probability distribution of travel duration under the assumption of constant
flow velocity [47]. While RNWF represents the number of channelized pixels or number
of crossed channels that have the same distance from the basin outlet, the distances are
measured along the flow path [4,46]. We developed the concept of AF, based on the similar
notion of the RNWF method previously used in many studies (see details in [4,46]). Similar
to the RNWF method, the AF computes the number of crossed channels as a function
of the distance from the mouth of the Brahmaputra River, but not from the basin outlet
(see details in [5]). Furthermore, since measuring distance along the flow path (longest
channel) of braided rivers is very challenging, we, instead, proposed and adopted a radial
distance method, with a constant interval from the mouth of the river, to generate AF. We
applied this from the mouth of the Brahmaputra River where it meets the Ganges River.
Mathematically, AF can be expressed as:

AF(d) = #[Channelized I : d < R(I) < d + 5d] (1)

where R(I) is the flow distance of channel intersection I from the mouth and éd is the scale
of refinement. Usually, the distance d is normalized by R and AF(d) is normalized by the
total number of channel intersections rendered by their density. For a given anastomosing
network topology, AF(d) can be viewed as a stochastic process indexed by the distance
d (similar to width function [47]). The concept of distance d was normalized by R for the
seven selected years from 1990 to 2020, as depicted in Figure 3.

3.4. Discharge Data

We collected yearly maximum discharge data of the BR for the period from 1987
to 2020 at the Bahadurabad gauging station of Bangladesh, from the Bangladesh Water
Development Board (BWDB), which serves as the national hydrological data provider of
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Bangladesh (https:/ /bwdb.portal.gov.bd/, accessed on 3 November 2021). The collected
data is shown in Figure 4. The discharge data in this study was used as a dynamic imprint
of the river to understand its relationship with planform complexity and fluctuation.
Specifically, we tested our hypothesis using yearly maximum, mean wet, and mean dry
discharge values as dynamic variables (see Figure 4).
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Figure 4. (a) Extracted mean yearly wet and dry discharge data and (b) Yearly maximum discharge
data of the BR from 1987 to 2020.

3.5. Entropy

The entropy of a data series is a measure of its unpredictability. When moment
statistics, such as mean and variance, are unable to distinguish between series, entropy is
commonly utilized. Entropy measures the amount of information contained in a signal
based on the probability of each signal value. In other words, entropy quantifies the degree
of uncertainty associated with the occurrence of events across a space or time domain [48].
It can be expressed as:

N
En = — ; plaf(i)]log plaf ()] @)

where p[af(i)] is the probability of af (i). The value af (i) denotes each data value and N is the
sample size of the corresponding signal represented by a vector S = af(1),af(2), ..., af(N).

Approximate Entropy and Sample Entropy are two other algorithms commonly used
to determine the regularity of data series, based on the appearance of patterns [49].

3.5.1. Approximate Entropy

Approximate Entropy (ApEn) is a form of Shannon Entropy and its calculation re-
quires a large amount of data in a series. Steve M. Pincus created a statistical method to
overcome the limitations of moment statistics by modifying an exact regularity statistic
[50,51]. It was initially developed for the analysis of medical time series data, but its
applications have since been expanded to other fields [4,50-52]. In this study, we were
interested to compute ApEn as a measure of disorder of a data series: for example, a data
series S containing N data values, S = af(1),af(2), ... af (N). From this data, a series of
vectors can be constructed as:

AF(1) =af(1), af(2), ... af(m) (3a)

AF(2) =af(2), af(3), ... af(m+1) (3b)

..................................... (3¢)

AF(N-m+1)=af(N—-m+1), af(N—m+2), ... af(N) (3d)
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The distance between two vectors AF(i) and AF(j) can be defined as the maximum
difference in their respective corresponding elements.

D[AF(i), AF(j)] = max | (|JAF(i+k—1),AF(j+k—1)|) (4)

wherei = 1,2,..., N—m+1landj = 1,2,...,N—m+ 1 and N are the numbers of
data points in the series. For each vector AF(i), a measure that describes the similarity
between the vector AF(i) and all other vectors AF(j) j=1,2,..., N—m+1, j # i canbe
constructed as:

') = T 50— DIAF(), AF()) ©
where
T, af >0
O(af) = {O, o ©

In our context, the value of 6 was 1. The symbol r specifies a filtering level and is
related to the standard deviation of the series. Finally, ApEn can be calculated by the
following equation:

ApEn(m,r) = @™ (r) — @"*1(r) 7)

where
1

Q" (r) = N—m+1) Zi:ln[C}"(r)} (8)

The application of Approximate Entropy (ApEn) on the AF(d) data is shown in the
following flow chart (Figure 5).

3.5.2. Sample Entropy

Sample Entropy (SampEn) is a modified form of Shannon entropy that is used to
evaluate the complexity of physical time series signals and physical states. While SampEn
is a measure of complexity, which is similar to approximate entropy, it excludes self-similar
patterns [51,53].

Both ApEn and SampEn algorithms are based on the conditional probabilities (see
details in [54]), and the first two steps (3) and (4) are similar to ApEn, as shown in Figure 5.
After the second step, SampEn is calculated for each template vector using Equation (9):

1 N—m
m - . N .
B'(r) = N—m=1) j:;;#inumber of times that ®[AF(j) — AF(i)] <r )

Then, summing all template vectors can be written as Equation (10):

1 N—m
B"(r) = ——— B (r (10)
"=y L BO)
Similarly, we can calculate each template vector using Equation (11):
1 N—m
Al'(r) = Nom=T Y number of times that D[(AF +1)(j) — (AF +1)(i)] <r (11)
(N—m—=1) 4%,

and summing all template vectors can be calculated using Equation (12):

N-—m
") = Gy L ATO) 12
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Finally, SampEn can be calculated using Equation (13):

SampEn(m,r,N) = —log[Am(r)} (13)

Br(r)

In this study, the values of m, r, etc. were determined based on the multi-scale
phenomena of time series confirmed by previous research [4,55].

1

Input AF data as S (N = no of data points)

Input AF data as S (N = no of data points)

1

]

Vector space reconstruction

AF () = {af (i), af (i + 1), ..af (i + m — 1)}

Vector space reconstruction

AF() = {af (D), af (i + 1), ..af (i + m — 1)}

1 |

Distance calculation

D{AF (1), AF (j)}

Distance calculation
DIAF (i), AF (j)}

| 1
Similarity calculation Calculation using template vectors
¢ (r) A™(r) and B™ (1)
| 1
Approximate Entropy calculation Sample Entropy calculation
(ApEn) (SampEn)

Figure 5. Details of the algorithms to compute Approximate Entropy (ApEn) and Sample Entropy
(SampEn) on AF series.

3.6. Power Spectral Density

The Power Spectral Density (PSD) is a measurement of the signal’s intensity or ampli-
tude’s frequency response. In general, it provides a standardized method for describing
the distribution of energy in a signal across different frequencies. The PSD of AF (k) as a
discrete signal AF(d) can be computed as the average magnitude of the Fourier transform
squared [4,56], over a time interval and expressed as Equation (14):

_ AF(k)AF. (k)

o (14)

1 & »
PSD 45y = |27I2AF(d)e ikd
dq

where AF(k) is the discrete Fourier transform of g(d) and AF. (k) is its complex conjugate,
and k is the wave number [4,57-59]. We analyzed this PSD in the power-law domain
across the spatial frequency or wave number k as the Equation (15).

1
PSDAF(k) ~ k7,3 (15)
where B is the power-law exponent of the PSD. We referred to this § as the proxy of
planform fluctuations of AF, which was computed using the slope of the linear regression
fitted to the estimated PSD and plotted on log-log scales [4,60]. It is important to note that
the entropy described in earlier sections was used to calculate complexity, while power

spectral density was used to characterize planform fluctuations of the BR. In other words,
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the uniformity of discharge induced by the energy conversion rate of the planform can be
measured by the B.

4. Results and Discussion
4.1. Extracted AF and Corresponding PSD of the Brahmaputra River’s Planform

AF was generated using the method described in the method sections. We extracted
AF, based on the dry season BR planform for each year between 1987 and 2020. Figure 6a
illustrates the AF for the seven selected years between 1990 and 2020. The generated AF
recreates the dynamic properties commonly observed in the BR’s planform.

The PSD of AF was also generated using the procedure outlined in the method section.
Figure 6b illustrates the PSD corresponding to the AF depicted in Figure 6a. The best-fitted

slope was calculated and used as a measure of fluctuation to be analyzed in the subsequent
section.
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Figure 6. (a) Extracted AF for the BR for the seven selected years and (b) corresponding PSD of AF
plotted on a log-log scale.

4.2. Disorder, Complexity and Fluctuation of the Brahmaputra River’s Planform

As discussed in an earlier section, ApEn and SampEn represent the disorder and the
complexity of the data series, respectively. Consequently, we used ApEn and SampEn to
characterize the anastomosing river disorder and complexity nature of the BR. Figure 7a
illustrates the BR’s yearly value of ApEn and SampEn for the period 1987 to 2020. In addi-
tion to having a similar pattern, ApEn and SampEn were significantly linearly correlated
with R? ~ 0.17, and p-value < 0.05 at a 95% confidence interval. Consequently, we may
conclude that the possibility of using AF to characterize the BR is enhanced as the complex-
ity of channel patterns grows with disorder or unpredictability. Based on this argument, we
expect that a correlation with river dynamic features may exist. To evaluate the dynamic
imprint on river planform disorder and complexity, we further investigated the correlation
between ApEn and SampEn to the discharge presented in the subsequent section.
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Figure 7. (a) Computed Approximate Entropy (ApEn) and Sample Entropy (SampEn) on AF series
in a bar plot and (b) the corresponding 3 calculated by fitting the slope to the estimated PSD of AF
series plotted on a log-log scale.

In addition to disorder and complexity, the uniformity of energy transfer rate was
determined by calculating PSD of AF through beta. Figure 7b presents the yearly value
of beta for the period from 1987 to 2020. This can be used to describe the nature of the
fluctuations of the BR’s planform.

4.3. Association between River Discharge and Disorder, Complexity, and Fluctuation

Figure 8a—c exhibits the correlation between ApEn with yearly maximum discharge
(Qmax), mean yearly wet discharge (Qmwet) and mean yearly dry discharge (Q4r,). It was
observed that the value of ApEn increased as the Quax, Qmuwer and Qmdry decreased, as
shown in Figure 8a—c. It was also observed that Quuwer and Q4 contributed more to
the formation of planform than Qy;.x. Hydraulically, higher discharge transports more
sediment from the bed, and potentially widens the main channel [61], thereby reducing
the properties of the anastomosing river planform and its complexity. On the other hand,
reduced discharge facilitates more sedimentation in the river and formation of bars. The
latter process eventually results in oblique flow phenomena that cause a complex network
along the riverine landscape and increase complexity. Apart from physical intuition, the
correlations between ApEn and discharge values were found to be consistent with the
value of R? ~ 0.1. Although the R? value was low, the t-test indicated the presence of
significant correlation between ApEn and discharge values within the 95% confidence
interval (i.e., p-value <~0.05).

Weak correlation was also noticed between observed discharge and SampEn (see
Figure 9a—). However, the t-test indicated significant correlation existed within the 90%
confidence interval (i.e., p-value <~0.1) for SampEn and the observed discharge. In
addition, SampEn was a fairly significantly complex metric in understanding the BR’s
planform. Therefore, we may conclude that ApEn is a significant and consistent metric to
measure the disorder properties of the BR’s planform.
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Figures 10a—c support our hypothesis that higher discharge results in less fluctuation
on the BR’s planform and vice versa. In addition, Q;;wer was more responsible for the
fluctuation of the planform than Q,,4,,. Hence, the BR’s planform distributed energy at a
non-uniform rate in the case of Qy,et, and vice versa. In other words, the absolute value of
the fitted slope of the PSD of AF, plotted on log-log scales, could also reflect fluctuation of
the BR’s planform, which was consistent with our disorder and complexity results.
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Figure 10. Correlation between § and (a) Yearly maximum discharge (Qyax), (b) Mean yearly wet
discharge (Qyuwer) and (c) Mean yearly dry discharge (de,y).

5. Potential Implications Towards Morphological Contexts

Although Leopold and Wolman (1957) proposed a three-part classification of channel
planforms (straight, meandering, and braided) [1], there have been a great deal of physical
processes responsible for channel changes and the classification of channel planforms. In
addition, numerous channel patterns do not fit perfectly within these three categories
of classification. In fact, there is higher complexity between meandering and braided
categories, as well as within braided categories. As more research is conducted on river
systems, new planform types, such as anastomosing, are being identified [62,63].

In this study, we investigated the channel network features of the BR. The AF was
considered here as the one-dimensional signal of the two-dimensional channel pattern of the
BR, meaning that every change in a channel had the potential to reshape AF. This planform
network’s dynamics was influenced, in part, by the evolution of individual bifurcations.
We demonstrated the existence of at least one planform property with relevance to fluvial
morphodynamics. This innovative characteristic could aid in describing flow curvature and
bar dynamics. Hence, it is applicable to different planform networks in the geomorphology
of rivers. Our findings indicate that defining a braided river as a network has the potential to
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enhance our knowledge of morphodynamics and results in a novel measure of complexity
that recognizes the role of a channel as part of the entire planform network system.

6. Conclusions

In this study, a method of representing two-dimensional river planform as a one-
dimensional signal is developed, which can be used as an objective metric to quantify
planform disorder and complexity and to characterize and explore the anastomosing and
planform nature of the Brahmaputra River. We achieved this by implementing a mathe-
matical function, called the Anastomosing Function (AF). Additionally, we investigated
the concept of entropy along with Power Spectral Density (PSD) to quantify the disorder,
complexity, and fluctuation of the BR’s planforms. The major findings can be summarized
as follows:

e The generated and investigated AF is capable of accurately transforming a two-
dimensional complex network into a one-dimensional spatial signal.

®  The Approximate Entropy (ApEn) and Sample Entropy (SampEn) can be used to quan-
tify the disorder and complexity of river’s planforms, respectively, which confirms the
reproducibility of the physical features of the river.

®  Dynamic imprints, such as yearly maximum discharge (Q;uqx), have significant contri-
butions to the river’s planform complexity.

o Qmax also showed a significant and consistent contribution to the Brahmaputra River’s
planform fluctuation.

Overall, our findings reveal the potential use of AF, along with the concepts of entropy
and PSD, to characterize a river under varying geomorphic and climatic conditions. The
developed method could be used to quantify the climatic influence (i.e., change of discharge
or discharge under extreme events [64]) on planform unpredictability and complexity of the
BR. This could be an advantageous tool for engineers and urban planners in implementing
sustainable urban development and management around the banks of braided and complex
rives like the BR.

7. Limitations and Recommendations

This study aimed to understand the complexity of the Brahmaputra River (BR) sys-
tem by utilizing and implementing information theory methods along with the available
observed discharge data as one variable to explain the complexity and planform character-
istics of the river. The study particularly used discharge data to understand if the response
to discharge can be used as a proxy to extreme events on planform complexity. We found
that discharge could signal the characteristics of the system and be used as a proxy in
understanding planform complexity and geomorphic characteristics of the BR. The river’s
landscape, which has been experiencing intensive dynamics, the highest population densi-
ties and major economic interests, is indeed identified as being the most hydrographically
complex and vulnerable area in the world.

Our study is very important to predict planform behavior for rivers that share similar
characteristics with the BR. More importantly, our hypotheses were derived from satel-
lite images and based on available discharge data (1987-2020) only. However, planform
prediction is a complex phenomenon, requiring numerous hydrological variables and
model-predicted outputs, especially to implement integrated water management strate-
gies for braided rivers. While this study proposes a new framework for characterizing
planform complexity and the use of observed/historical discharge in understanding the
planform complexity of the BR, our method and findings should be used in conjunction
with other field observations, hydrological variables, and numerical modeling for better
water management and planning implementation. Additionally, although the correlation
values between the methods and observed discharges were statistically significant, which
led to the conclusion that discharge can be used as one proxy to describe the planform and
complexity of the BR, the correlation values were low, which could be partially due to the
use of short-term span satellite imagery and discharge data. Given the lack of additional

250



Water 2023, 15, 1384

very long-term data, including long-term observed discharge data, for the study area,
we were not able to use additional data and introduce other indicators in characterizing
the planform and complexity nature of the BR. Therefore, future work should focus on
the use of additional indicators to provide further comprehensive characterization and
understanding of the BR’s planform and complexity.
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