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Preface to ”Climate Change and Environmental

Sustainability-Volume 1”

The Earth’s climate is changing; the global average temperature is estimated to already be about

1.1 °C above pre-industrial levels. Indeed, we are now living in conditions of a climate emergency.

Climate change leads to many adverse events, such as extreme heat, flooding, bushfire, drought, and

many other associated economic and social consequences. Further warming is projected to occur in

the coming decades, and climate-induced impacts may exceed the capacity of society to cope and

adaptive in a 1.5 °C or 2 °C world. Therefore, urgent actions should be taken to address climate

change and avoid irreversible environmental damages.

Climate change is interrelated with many other challenges such as urbanisation, population

increase and economic growth. For instance, cities are now the main settlements of human being

and are major sources of greenhouse gas emissions that are key contributors to climate change.

Moreover, rapid and unregulated urbanisation in some contexts further causes urban problems such

as environmental pollution, traffic congestion, urban flooding and heat island intensification. In the

absence of well-designed measures, increasing urbanisation trends in the next two–three decades are

likely to further aggravate such problems. Overall, climate change and many other challenges have

deteriorated the sustainable development of the world.

The United Nations proposed the Sustainable Development Goals in 2015. Goal 13, Climate

Action, emphasises the need for urgent action to combat climate change and its impacts in order to

enhance sustainability. To achieve this, there is a need to develop a holistic framework that considers

mitigation—the decarbonisation of society—to address the challenge of climate change from the

root, and adaptation—an immediate action—to increase the resilience of and protect society from

climate-induced hazards. The framework prioritises the transformation of the traditional methods of

environmental modifications in various fields, including transportation, industry, building, energy

generation, agriculture, land use and forestry, towards sustainable ones to limit greenhouse gas

emissions. The framework also highlights the significance of sustainable environmental planning and

design for adaptation in order to reduce climate-induced threats and risks. Moreover, it encourages

the involvement and participation of all stakeholders to accelerate climate change mitigation and

adaptation progress by developing sound climate-related governance systems.

The framework also calls for the support and engagement of all societal stakeholders. To

support the achievement and implementation of the framework, this book focuses on climate

change and environmental sustainability by covering four key aspects, including climate change

mitigation and adaptation, sustainable urban–rural planning and design, decarbonisation of the built

environment in addition to climate-related governance and challenges. Climate change mitigation

and adaptation covers topics of greenhouse gas emissions and measurement, climate-related disasters

and reduction, risk and vulnerability assessment and visualisation, impacts of climate change

on health and well-being, ecosystem services and carbon sequestration, sustainable transport

and climate change mitigation and adaptation, sustainable building and construction, industry

decarbonisation and economic growth, renewable and clean energy potential and implementation

in addition to environmental, economic and social benefits of climate change mitigation.

Sustainable urban–rural planning and design deals with questions of climate change and

regional economic development, territorial spatial planning and carbon neutrality, urban overheating

mitigation and adaptation, water-sensitive urban design, smart development for urban habitats,
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sustainable land use and planning, low-carbon cities and communities, wind-sensitive urban

planning and design, nature-based solutions, urban morphology and environmental performance in

addition to innovative technologies, models, methods and tools for spatial planning. Decarbonisation

of the built environment addresses issues of climate-related impacts on the built environment,

the health and well-being of occupants, demands on energy, materials and water, assessment

methods, systems and tools, sustainable energy, materials and water systems, energy-efficient design

technologies and appliances, smart technology and sustainable operation, the uptake and integration

of clean energy, innovative materials for carbon reduction and environmental regulation, building

demolition and material recycling and reusing in addition to sustainable building retrofitting and

assessment. Climate-related governance and challenges concerns problems of targets, pathways

and roadmaps towards carbon neutrality, pathways for climate resilience and future sustainability,

challenges, opportunities and solutions for climate resilience, the development and challenges

climate change governance coalitions (networks), co-benefits and synergies between adaptation and

mitigation measures, conflicts and trade-offs between adaptation and mitigation measures, mapping,

accounting and trading carbon emissions, governance models, policies, regulations and programs,

financing urban climate change mitigation, education, policy and advocacy of climate change

mitigation and adaptation in addition to the impacts and lessons of COVID-19 and similar crises.

Overall, this book aims to introduce innovative systems, ideas, pathways, solutions, strategies,

technologies, pilot cases and exemplars that are relevant to measuring and assessing the impact

of climate change, mitigation and adaptation strategies and techniques in addition to public

participation and governance. The outcomes of this book are expected to support decision makers

and stakeholders to address climate change and promote environmental sustainability. Lastly,

this book aims to provide support for the implementation of the United Nations Sustainable

Development Goals and carbon neutrality in efforts aimed at achieving a more resilient, liveable and

sustainable future.

Climate change has been widely recognised as a major challenge to the world, with significant

environmental, economic and social consequences. Given this, addressing climate change is an urgent

and profound task of society, a complex and difficult mission of several generations. To address

the challenge of climate change, there is a need to develop a holistic climate change mitigation and

adaptation framework that can cover as many climate-related topics as possible and connect as many

stakeholders as possible across the globe. This book is an important one, bringing together key

climate-related topics, including climate-induced impact assessment, environmental vulnerability

and resilience assessment, greenhouse gas emission dynamics and sequestration, climate change

mitigation and adaptation strategies in addition to climate-related governance. Results reported in

this book are conducive to a better understanding of the climate emergency, climate-related impacts

and the solutions. We expect the book to benefit decision makers, practitioners and researchers in

different fields such as climate modelling and prediction, forest ecosystems, land management, urban

planning and design, urban governance in addition to institutional operation.

Prof. Bao-Jie He acknowledges Project NO. 2021CDJQY-004, supported by the Fundamental

Research Funds for the Central Universities. We appreciate the assistance from Mr. Lifeng Xiong, Mr.

Wei Wang, Ms. Xueke Chen and Ms. Anxian Chen at the School of Architecture and Urban Planning,

Chongqing University, China.
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Abstract: With a changing climate and socio-economic development, ecological problems are in-
creasingly serious, research on ecosystem vulnerability and ecological resilience has become a hot
topic of study for various institutions. Forests, the “lungs of the earth”, have also been damaged to
varying degrees. In recent years, scholars have conducted numerous studies on the vulnerability and
resilience of forest ecosystems, but there is a lack of a systematic elaboration of them. The results of a
statistical analysis of 217 related documents show: (1) the number of studies published rises wave
upon wave in time series, which indicates that this area of study is still at the stage of rising; (2) the
research content is concentrated in four dimensions—ecosystem vulnerability assessment, ecosystem
vulnerability model prediction, ecological resilience, and management strategies—among which
the ecosystem vulnerability assessment research content mainly discusses the evaluation methods
and models; (3) the research areas are mainly concentrated in China and the United States, with
different degrees of distribution in European countries; and (4) the research institutions are mainly the
educational institutions and forestry bureaus in various countries. In addition, this paper also reveals
the frontier theory of forest ecosystem vulnerability and resilience research from three aspects—
theoretical research, index system, and technical methods—puts forward the problems of current
research, and suggests that a universally applicable framework for forest ecosystem vulnerability and
resilience research should be built in the future, and theoretical research should be strengthened to
comprehensively understand the characteristics of forest ecosystems so that sustainable management
strategies can be proposed according to local conditions.

Keywords: ecosystem vulnerability; ecological resilience; forest; review

1. Introduction

Forests, which play a key role in the global carbon cycle, are an important part of the
global biosphere [1]. As the mainstay of terrestrial ecosystems and an important renewable
resource, forests provide a wide range of ecosystem services to humans [2], not only pro-
viding timber and forest products, but also rich species and genetic diversity, which can
regulate climate, prevent soil erosion, and suppress wind and sand damage, etc., which
plays an extremely significant role in human survival and development [3]. The value cre-
ated by global ecosystems is estimated to be around USD 33 trillion per year [4]. However,
under the influence of natural factors and human disturbances, including climate change,
drought, storms, insect invasion, fire, and deforestation [5–10], forest ecosystems have been
damaged to varying degrees. For example, selective human logging has reduced vegetation
canopy cover and posed a significant threat to soil erosion, then leading to a reduction in
the ecological resilience of forests, which in turn presents greater vulnerability [11]. In 2015,
Article 5 of the United Nations Framework Convention on Climate Change (UNFCCC)
Paris Agreement highlighted the central role of forest ecosystems in achieving the goal of
limiting temperature rise objectives and encouraged Parties to manage and protect forest

Sustainability 2021, 13, 11849. https://doi.org/10.3390/su132111849 https://www.mdpi.com/journal/sustainability
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ecosystems, recognizing the importance of forest ecosystems in terms of their potential to
mitigate climate change and achieve non-carbon benefits [12]. Therefore, it is scientifically
important to capture the vulnerability and improve the resistance and resilience of the
forest ecosystem.

The concept of vulnerability was first used in the social sciences and is now more
commonly applied in ecological research [13]. The ecosystem vulnerability was first
introduced to research by the American scholar Clements in 1905 [14]. Later, Niu [15]
redefined Ecotone as the “interface” between two or more material, energy, structural,
and functional systems in an ecosystem, and the spatial domain of the “transition zone”
that extends outwards around the interface, which is called the ecosystem vulnerability
zone. At the beginning of the 21st century, the IPCC third assessment report defined
vulnerability in the context of climate change as “The degree to which a natural or social
system is vulnerable or incapable of coping with the adverse effects of climate change as
a function of the characteristics, magnitude and rate of change of a system’s climate and
its sensitivity and adaptive capacity” [16] and Turner et al. [17] defined vulnerability as a
function of the exposure, sensitivity, and adaptive composition of a system under stress.
Most current research follows the IPCC definition and considers that the basic components
of vulnerability research include the assessment of system change, the evaluation of the
sensitivity of the system to respond to change, the estimation of the potential impact of
change on the system, and the evaluation of the system’s adaptability to change and its
possible impacts.

In the mid-nineteenth century, along with the development of western industry,
‘resilience’ was mainly used in mechanics to describe the ability of metals to recover after
deformation by external forces [18]. It was not until the 1970s that Canadian scholar
Holling [19] first introduced the concept of resilience to the field of ecology; in the 1980s
and 1990s, ecological resilience was considered as the ability of complex systems to absorb
external shocks and ensure the continuation of the original functions and structures of the
system, thus stimulating thoughts on how to make systems more resilient and stronger
by allowing them to absorb greater external shocks [20]; subsequently, Gunderson and
Holling [21] proposed the Panarchy model of ecosystem evolutionary dynamics and a multi-
scale nested adaptive cycle model with core concepts describing the adaptive evolution of
complex systems, a time–space-conscious hierarchical order, and adaptive cycles. Liao [22]
argues that ecological resilience does not need to take into account changes in the state of
the system, but should indicate the system’s ability to survive; based on previous research,
George et al. [23] argues that ecological resilience is the system’s ability to adapt and
recover in the face of external disturbances, and that its maintenance is a key objective of
ecological restoration; a further conceptualization sees ecological resilience as emphasizing
the need for systems to reach new and diverse states of equilibrium with the ability to
adapt and change to transform to these different states [24].

The study of forest ecosystem vulnerability and ecological resilience has important
implications for revegetation and sustainable forest management. Forest ecosystems are
inherently resilient, and many species and ecosystems have already adapted to historically
changing climatic conditions, but the scale and rate of future change may exceed the natu-
ral adaptive capacity of forest species and ecosystems [25]. Including the current global
warming has caused many changes in forests [26], such as droughts that have increased
forest wood mortality [27], and these changes may be exacerbated by responses to human
activities, such as the introduction of exotic pests, habitat destruction, and fires [28], result-
ing in forest ecosystem vulnerability. Ecosystem vulnerability studies are an important tool
for capturing the state and spatial distribution characteristics of regional habitat vulnerabil-
ity [29] however, studies of vulnerability vary by region and by genesis, limiting the general
applicability of the concept of vulnerability and comparisons between different domains.
In addition, ecological resilience is a concept closely related to ecosystem vulnerability,
which is often quantified as the recovery time of a system after a disturbance [30]. However,
current research lacks a general framework for linking vulnerability and resilience [31].
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Additionally, although resilience is currently widely considered in forests, it has not been
widely implemented in forest research and management [32]. Vulnerability studies can
therefore be conducted to identify risks arising from future changes and to identify key
vulnerable resources; resilience studies can address the uncertain future of forestry by
quantifying the resilience of systems to disturbance, thus providing guidance for enhancing
the ecological services of forests.

This study provides a comprehensive analysis of existing research on forest ecosystem
vulnerability and ecological resilience, and classifies the literature according to annual
distribution, research content, research areas, and institutions. It summarizes the current
domestic and international research progress and main achievements related to ecosystem
vulnerability and ecological resilience, proposes nine key scientific questions to provide
directions for future research on forest ecosystem vulnerability and ecological resilience,
and provides a theoretical basis for the current enhancement of forest ecosystem functions
under the rocky desertification control in karst areas.

2. Acquisition and Argumentation of Literatures

In order to understand the current state of research on the vulnerability and resilience
of forest ecosystems. In this paper, the English-language literature is from the “Web of
Science” database, which has extensive and multidisciplinary bibliographic data on cutting-
edge scientific publications, and this database is commonly used for academic research
and bibliometric analysis in the field [33,34]; the Chinese literature is from “China National
Knowledge Infrastructure”. The aim of the literature search was to focus on the research
theme of vulnerability and resilience of forest ecosystems, with the terms “vulnerability”
and “resilience” used to express theoretical knowledge related to the ecological field.
Therefore, the first search was conducted using “topic” as the search term and “forest”
as the first search word; among the results, “Ecological/Ecosystem vulnerability” and
“Ecological/Ecosystem resilience” were used as the search words for the second search; the
search time range was the maximum time range of the database.

Through an initial review of article titles, abstracts, and keywords, the screened articles
focused on forest ecosystems and associated systems (e.g., tree species and forest-dependent
communities) and explicitly examined concepts, methods, and models of vulnerability
and resilience; we also accepted studies that provided methods for assessing vulnerability
and resilience of non-specific ecosystems, as they apply to forests as well. Then, the full
text was further screened to eliminate duplicates, and 217 articles were finally selected
for review, including 61 in Chinese journals and 156 in English journals. Among them
included 197 journal articles, 13 master’s theses, 5 doctoral theses, and 2 conference articles.
Microsoft Excel 2016 was used to analyze the trend of the number of publications and, at the
same time, the statistical analysis function that comes with the Web of Science and CNKI
systems was used to statistically analyze the time, country, and institution of publications
collected. This paper systematically analyses the literature on forest ecosystem vulnerability
and resilience; summarizes main research results and landmark achievements in three
aspects, including basic theory, indicator systems, and technical methods; and proposes
key scientific questions based on existing research, in order to provide a scientific basis for
future research on forest ecosystem vulnerability and resilience, promote forest ecosystem
conservation and sustainability, and ultimately achieve harmonious development between
humans and nature.

2.1. Annual Distribution of the Literature

As shown in Figure 1, domestic and international research on forest ecosystem vul-
nerability and resilience can be roughly divided into three stages. The first stage was
from 1996 to 2008, with a relatively small fluctuation in the curve and no more than five
publications per year, as it was an embryonic stage; at the second stage (2008–2014), the
number began to grow slowly and the curve showed a relatively large increase; in the
third stage (2014–2021), the curve rose rapidly and the number of publications showed a
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substantial increase, reaching the highest level in 2020. Overall, English literature follows
much the same trend as the overall literature, while the Chinese literature is smaller.

Figure 1. Trends in the literature related to ecosystem vulnerability and ecological resilience research of forest ecosystem by
year until 2021.

2.2. Content Distribution of the Literature

The content of forest ecosystem vulnerability and resilience research is shown in
Figure 2, which divides all literature into ecosystem vulnerability assessment, modelling
prediction of ecosystem vulnerability, ecological resilience, management strategies, and
other types, according to their research content. The ecosystem vulnerability assessment
literature accounted for 36.74% and its modelling prediction category accounted for 9.77%.
Ecosystem vulnerability research includes theoretical studies, indicator system construc-
tion, evaluation methods, and modelling prediction, among which evaluation methods
and indicator system construction are the mainstream, while modelling prediction is an
emerging element of ecosystem vulnerability research in recent years [6,35]. Ecological
resilience research accounts for 34.42%, with studies mainly aiming to enhance system
resistance and reduce system vulnerability [36,37]. Management strategies accounted for
12.56% and other types of literature accounted for 6.51%. Overall, there is a predominance
of research on forest ecosystem vulnerability and resilience, but it is mostly independent
and less theoretical research.

2.3. Country Distribution of the Literature

The literature regions are organized as shown in Figure 3. Due to spatial constraints,
only regions with more than three articles are listed in this article. Studies on the vulnera-
bility and resilience of forest ecosystems are dominated by China and the United States,
accounting for 25% and 18% of the overall studies, respectively. China has conducted stud-
ies to varying degrees in the northwest desert belt, the northeast forest–grass interlacing
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belt and the southwest karst–karst fragile belt, followed by Canada, Germany, Spain, Aus-
tralia, Brazil, and France, with Canada accounting for 7%, Germany accounted for 6%. The
rest of the countries, including the UK, India, and Switzerland, also have a small number of
studies. Overall, most of the study areas are located in temperate, tropical, and subtropical
regions. Additionally, they are concentrated in Asia (China), North America (USA, Canada,
etc.), and Europe (Germany, Spain, etc.). There are fewer studies of vulnerable areas of
karst rocky desertification.

Figure 2. Literature by content.

Figure 3. Literature by country.
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2.4. Institution Distribution of the Literature

A count of all the literature reveals a wide range of research units. Due to the length
of the chart, only units with three or more articles were counted, with a total of 118 articles
and 23 units (Figure 4). Among them, the United States Forest Service has the largest
number of publications, with a cumulative total of 13, and Beijing Forestry University
has 11, followed by the United States Geological Survey, Technical University of Munich,
University of Minnesota System, University of Wisconsin Madison, University of Vermont,
and University of Nacional Autonoma de Mexico. All the research units, except in China,
are mostly institutions of higher education or forestry in developed countries, such as the
United States of America and Germany.

 

Figure 4. Literature by institution.

3. Main Progress and Landmark Achievements

3.1. Theoretical Research
3.1.1. The Study of Ecosystem Vulnerability Theory Consists Mainly of the Conceptual
Study of Vulnerability, the Analysis of Its Causes, and the Classification of
Vulnerability Types

Following the introduction of the concept of ecotone by Clements in 1905 [14], the
concept of vulnerability was first introduced and elaborated by Timmerman in the early
1980s in the field of geography, where he argued that vulnerability was an indication of the
degree of response within a system to disturbances from hazardous events both within and
outside the system [38], followed by a large number of studies which have been conducted
on the meaning of ecosystem vulnerability. The study of ecosystem vulnerability covers a
wide range of fields and subjects, and the meaning of ecosystem vulnerability varies from
one subject to another. The vulnerability of forest ecosystems refers to the combination of
natural and anthropogenic factors that cause the structure and function of forest ecosystems
to shift in the opposite direction from their original stable state or direction of succession in a
certain spatial and temporal context, resulting in the destruction of their basic structure and
the weakening of their stability and resilience [39]. For example, forest fire vulnerability
is also defined as the potential loss from fire, including impacts on property, people,
and environmental stability [40]. Additionally, for drought-induced forest vulnerability,
Mildrexler et al. [41] defined its ecosystem vulnerability based on the processes of water
and energy exchange due to drought and high temperatures. The vulnerability of forests
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in karstic desertification areas is reflected in the low vegetation cover, the predominance of
secondary forest vegetation, the poor water-holding capacity of the soil itself, the looseness
of the soil, and the homogeneous mix of species [42]. Different ecologically vulnerable
areas have different causes of ecosystem vulnerability, early studies on forest ecosystem
vulnerability were mainly based on global climate change [43] and natural disasters [44],
but as research progressed, it began to expand to ecosystem vulnerability caused by
a combination of anthropogenic and natural disturbances, and the research field was
gradually extended from the initial natural ecosystem to the field of research has gradually
extended from the initial study of natural ecosystems to the integrated study of social and
natural systems.

3.1.2. Ecologists Generally Accept That the Concept of Ecological Resilience Includes the
Concept of “Engineering and Ecological Resilience”, but There Is No Consensus on How
to Define or Apply Resilience in a Forestry Context

There has been considerable debate on the concept of ecological resilience, including
“engineering, ecological and socio-ecological resilience” [45]. However, ecologists generally
agree on two definitions of resilience: one focuses on the return to its equilibrium state after
a disturbance, usually measured by the rate of recovery, which is often called “engineered
resilience” [46]. The second focuses on the ability of a system to maintain its current state,
defined as the extent to which a system can tolerate or resist disturbances without or
before rearranging into another functionally and structurally different state, also known
as “ecological resilience” [19,21]. Hodgson et al. [47] argue that both types of resilience
are important in most ecological studies and that they should be considered together. For
ecological resilience in forest ecosystems, Thompson et al. [48] consider it to be the ability
of trees to resist disturbance and to recover to their original state after disturbance. The
study of tree ecological resilience is a necessary element in the study of forest dynamics
in the context of frequent times of extreme disturbance [49], for example, drought can
make a difference to the growth recovery process of trees by affecting their ecological
resilience [50]. The relevance of existing resilience concepts to forest management has also
been reviewed [51], but to date there is no consensus on how to define or apply resilience
in the context of forestry.

3.2. Indicator System
3.2.1. Ecosystem Vulnerability Assessment Indicator System

The establishment of an indicator system is the basis for ecosystem vulnerability and
resilience assessment, and the construction of the indicator system is mainly reflected in
three dimensions: firstly, in view of the regional differences in the formation of ecosystem
vulnerability, the dominant factors leading to regional environmental vulnerability are
clarified in the light of regional characteristics, and a single-type indicator system is
constructed for regional vulnerability. For example, Yu and Lu [52] selected erosion-
related water erosion factors and wind erosion factors to establish an indicator system for
vulnerability assessment of the alpine region of the Qinghai–Tibet Plateau; the single-type
indicator system is simple in structure, targeted, and has a strong regional dimension, and
can identify key factors that lead to regional environmental vulnerability according to
regional characteristics.

The second is to combine natural–social–economic aspects, taking into account both
the intrinsic structure and functional characteristics of the system, as well as external
disturbances, to build a comprehensive indicator system. Currently, scholars are using the
“stress-state-response (PSR)” [53], which is based on the idea of cause and effect, and the
“exposure-sensitivity-adaptability (VSD)” [54], which is based on the idea of “traitability”.
These conceptual models have been used to develop indicator systems, such as the work by
Cinco-Castro and Herrera-Silveira [55], which constructs an indicator system for mangrove
vulnerability in Mexico based on exposure, sensitivity, and adaptability. Comprehensive
evaluation indicator systems contain a wide range of indicators, but are less operational
due to the limitations of data availability and correlation between indicators [56].
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The third is to predict the ecosystem vulnerability of systems in a changing future by
establishing a simulation-based indicator system in the context of ecosystem vulnerability
due to climate change or other changes. This includes climate change modelling, ecosystem
modeling, socio-economic development modeling, and land use change modeling [57].
For example, Turkes et al. [58] developed a multi-factor spatial model of forest ecosystem
vulnerability to climate change to assess the ecosystem vulnerability of forests and future
scenarios of forests under climate change. Modelling forecasting is one of the more popular
areas of vulnerability research in recent years.

3.2.2. Ecological Resilience Evaluation Indicator System

Since the end of the 20th century, many scholars have explored the factors of ecological
resilience, but in general, research on this topic is still lacking, and a consensus concept
and model for ecological resilience has not yet been obtained. Therefore, the indicators
used for each resilience concept differ in two main ways. First, based on engineering and
ecological resilience, the indicators used for assessment reflect state-based indicators, such
as forest biodiversity, which is the most used [59,60], as the ability of an ecosystem to
remain in an environment that remains unchanged over time related to how quickly it
transitions to another environment. Furthermore, Folke et al. [61] show that biodiversity
is one of the factors influencing this degree of slowness, in addition to forest structure
and function [62,63]. The second is based on socio-ecological resilience, mainly stress
and response-based indicators, such as population and economy [64]. Overall, indicator
systems based on engineering and ecological resilience are the most widely used.

3.2.3. Ecosystem Vulnerability-Ecological Resilience Indicator Systems

There is currently no universal ecosystem vulnerability–resilience indicator system,
with the IPCC in its Fifth Assessment Report proposing climate vulnerability as a function
of exposure, sensitivity to climate change, and resilience or system adaptive capacity [65].
Angeler et al. [66] also showed that assessing system vulnerability by quantifying eco-
logical resilience can help address the uncertainty in predicting ecosystem responses to
environmental changes across ecosystems. Additionally, the difficulty of quantifying re-
silience has been a common challenge encountered by scholars. With the advent of Earth
Observation Systems (EOS), satellite remote sensing can quantify resilience in response
to disturbances [67,68], but this approach has certain limitations, such as limited spatial
resolution, inapplicability to smaller geographical units, and the quantification of ecologi-
cal resilience for different causes of disturbance does not universally applicable. Overall,
further research is needed on the ecosystem vulnerability–resilience indicator system in
the future.

3.3. Technical Method
3.3.1. Due to the Different Systems of Vulnerability Evaluation Indicators and Data
Characteristics, There Are Additionally Many Types of Evaluation Methods, and the Study
Needs to Select a Responsive Method for Evaluation According to the Study Scale and the
Study Population

Vulnerability evaluation methods mainly include the AHP-fuzzy integrated evaluation
method [69], landscape ecology method [70], grey cluster analysis method [71], principal
component analysis method [72], set-pair analysis [73], integrated index method [74], and
matter element extension method [75]. Among them, the principal component analysis
method and the composite index method are widely used, with the former being suitable
for quantitative vulnerability evaluation with more complete data and the latter being
more widely applicable, mainly by normalizing the data, establishing weights, and then
weighting and summing to obtain the vulnerability index. As research progresses, evalu-
ation methods become increasingly diverse and complex. Therefore, when carrying out
research, we should select suitable methods for evaluation according to different regional
characteristics and research objects to make the results more scientific and credible.
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3.3.2. Ecological Resilience Characterizes the Resistance and Resilience of a System, so
Research Methods Need to Be Temporally and Spatially Specific, Which Additionally
Means That Simulation Models Must Follow Principles of Applicability and Innovation

Assessing the impacts of environmental change is particularly challenging in forest
ecosystems, which are long-lived and often persistent in their response to change [76].
Holling proposed two measures of resilience, the total area of the attraction domain and
the height of the lowest point of the attraction basin above the equilibrium point [19].
Carpenter et al. [77] argue that ecological resilience cannot be measured directly and must
be estimated by means of resilience surrogates, namely indirect proxies that are derived
from theory; in addition, there are rapid assessment methods [78] and threshold analysis
methods [76]. However, all these methods and models have certain limitations, and the
lack of a suitable model and input explanatory variables can hinder the assessment of true
vegetation resilience in complex ecosystems [79]. Therefore, simulation models must follow
the principles of applicability and innovation. For example, Duveneck and Scheller [80]
considered resistance as a change in species composition over time and used two forest
landscape simulation models to simulate forest resilience under three future climate change
scenarios and four management regimes, respectively. Additionally, for forest ecosystems
to consider resistance and resilience in time and space, Cantarello et al. [81] provided a
new quantitative approach using a spatially explicit model of forest dynamics focusing on
the three components of resilience, namely resistance, recovery, and net change. New ideas
are offered for forest resilience research.

3.3.3. As Ecosystem Vulnerability and Resilience Research Shifts from Mathematical and
Theoretical Modelling to “3S” Spatial Analysis, i.e., RS, GIS, and GPS, “3S” Techniques Are
Being Used Extensively in the Field of Ecology and the Environment

Vulnerability and resilience research involving multiple domains has a complex struc-
ture of research methods and indicator systems. Therefore, the analysis techniques have
also changed from the previous mathematical model analysis to “3S” spatial analysis [82].
“3S” technologies have been widely used in the field of spatial information research, and
their application in the field of ecological environment is also developing rapidly. Using
“3S” technologies to obtain, process, and dynamically analyze resource and environmental
information has become an important trend in the study of fragile ecosystems, and is
widely used in ecosystem vulnerability assessment [83]. Sahana and Ganaie [84] analyzed
landscape vulnerability in the Rudraprayag region of India based on GIS technology to
explore the sensitivity of forests to fire; Hart et al. [85] combined GIS techniques and field
trial data to assess the resistance and resilience of eight vegetation species to fire.

4. Key Scientific Issues to Be Solved

An extensive survey of the literature shows that significant progress has been made
in research on the vulnerability and resilience of forest ecosystems. In general, much of
the research has still focused on assessing the vulnerability, response, and future impacts
of ecosystems or species to climate change or natural disasters. For example, Perie and
de Blois [86] assessed the habitat suitability of tree species and predicted the suitability
conditions of species as a function of future climate change, demonstrating that, despite
overall regional habitat conditions, the study also demonstrated that different tree species
have different adaptive characteristics despite the overall habitat conditions in the region. In
contrast, research on forest resilience focuses on assessing the capacity of forest ecosystem
composition, structure, and function to both resist and recover from disturbance, and
quantifying this capacity through modeling. Seidl et al. [87], for example, propose an
approach to disturbance ecology that uses the concept of resilience to quantify and address
forest ecosystem services, providing a theoretical basis for the management of constantly
disturbed forests. It is worth mentioning that most of the current studies on ecosystem
vulnerability and resilience in karst fragile areas are regional large-scale or water resource
vulnerability studies, and fewer studies have been conducted on forest ecosystems. In this
regard, this paper will raise several scientific questions as follows:
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In view of the problem of less theoretical research. theoretical research on ecosystem
vulnerability was mainly at the early stage of qualitative exploration. As ecosystem
vulnerability research has matured, theoretical research has become scarcer, and scholars
at home and abroad are more likely to conduct ecosystem vulnerability simulation and
evaluation of the system, transforming from the previous theoretical research on concepts,
causes, and laws to empirical research. Especially with the development of remote sensing
technology, technology has become an important data source for ecosystem vulnerability
studies. Subsequently, its empirical studies have tended to become more widespread,
and in general the development of vulnerability theory studies lags behind the studies
of its methodological system. Although ecologically fragile zones have innate ecosystem
vulnerability characteristics, with the continuous development of social and economic
development, the impact of human interference and other factors on ecologically fragile
areas is becoming more and more significant, and the ecological fragility characteristics
shown are no longer caused by pure imbalance in the development of the ecological
environment itself, but are the result of the superposition of natural and human influences.
Therefore, the study of the theoretical system of ecologically fragile areas covers a wide
range of contents and should be strengthened in the future under the combined effect of
natural and social conditions.

In view of the problem of the lack of unified theoretical norms and evaluation models
due to the wide range of evaluation indicators, the complexity and variability of the causes
of ecosystem vulnerability have led to a wide range of evaluation indicators and a lack
of unified theoretical norms and conceptual models. For forest ecosystems, the causes
of vulnerability include internal system factors (community structure and function, etc.),
environmental disturbance factors (climate and natural disasters, etc.), and socio-economic
(population, income, and livestock situation, etc.). Given the difficulty of quantifying
evaluation indicators and the different scales of study, the indicators chosen differ. Some
researchers have assessed the vulnerability of forests in different distribution zones by
modelling the distribution area of forests and the number of limiting species in order to
assess the vulnerability of global forest ecological zones to future climate change [88]. At
the same time, some researchers, in order to study the impact of agricultural expansion
on forest cover in human-dominated tropical landscapes, have also selected indicators of
exposure to cropland expansion, sensitivity, and forest capacity to respond to assess forest
vulnerability [89]. Therefore, the indicator system must be selected according to the causes
of forest ecosystem vulnerability and the scale of the study. Of course, theoretical research
also needs to be strengthened in the future to select appropriate indicators on this basis,
and establish a complete, integrated, scientific assessment system of forest ecosystems
involving various scales and objects.

In view of the problem of uncertainty in the quantitative evaluation and analysis for
ecosystem vulnerability, there are many methods to analyze ecosystem vulnerability, but
different climatic factors have different impacts on different ecological factors, and these
ecological factors also interact with each other, which together have negative impacts on
the ecosystem [90]. Therefore, when conducting a quantitative evaluation of ecosystem
vulnerability, a comprehensive analysis of the ecosystem vulnerability characteristics of
the study area should be carried out, and the analytical methods and models should be
selected in accordance with the principles of scientificity and rationality, to improve the
accuracy of the evaluation results.

The current ecosystem vulnerability is limited to large-scale research and lacks clari-
fication from the perspective of small to medium scale and single ecosystem. Due to the
booming development of 3S technology, ecosystem vulnerability is mostly limited to large
scale studies based on its ability to quickly acquire spatial data [91,92], and there is a lack
of clarification of ecosystem vulnerability from the perspective of small and medium scales
or single ecosystems issues. Therefore, ecosystem vulnerability studies should be carried
out more on small and medium scales, considering the combination of field monitoring
and “3S” technology to obtain experimental data, and to explore in depth the processes,

10



Sustainability 2021, 13, 11849

characteristics, and mechanisms of fragile ecosystem degradation, to conduct vulnerability
assessment. This allows managers to tailor system management strategies to local and
situational contexts.

In view of the difficulty of identifying the concept of forest ecological resilience,
despite the increasing research on resilience in forest ecosystems, forest resilience is still a
vague concept and no resilience concept has been defined or applied in a forestry context
to date [30]. Therefore, in the future, we should select a suitable framework of resilience
concepts and evaluation indicators based on a recognition of how resilience approaches
operate in forest management practice and a clear understanding of how to make resilience-
related forest management decisions.

The problem of quantifying indicators in resilience evaluation is the biggest diffi-
culty in current research, and exploring the establishment of more accurate mathematical
models and the normalization of indicators is a pressing challenge in ecological resilience
evaluation research. The required time span and spatial extent make it difficult to rea-
son experimentally about the resilience of forest ecosystems, making simulation models
an important tool in research [93]. As research on forest ecological resilience continues,
simulation models need to be innovated; for example, Liu et al. [94] used the intensive
Landsat time series model to establish forest resilience indicators in order to cope with
the maximum magnitude of disturbance to the forest, as a way to quantitatively assess
forest resilience. Alternatively, we can quantify forest resilience by selecting appropriate
variables. For example, forest ecosystem productivity is a good indicator of ecosystem
health, and some forest resilience studies have used normalized tree-ring width index
as a state variable [95], while others have used normalized vegetation index, enhanced
vegetation indices, and leaf area indices [96–98], all of which are parameters for estimating
ecosystem productivity. In conclusion, when conducting forest resilience assessment, it is
important to consider the characteristics of the study population and regional features in
selecting indicators and building models to improve the rationality and accuracy of the
results.

In view of the current lack of a universal framework linking ecosystem vulnerability
and resilience, overall, ecological resilience is still mostly focused on studies of social–
ecological systems such as urban resilience [99], and ecological resilience based on natural
ecosystems is less common and mostly independent. Promoting the organic coupling and
coordination of ecosystem vulnerability and resilience helps to develop forest conservation
strategies and improve forest ecosystem services. Based on the previous discussion, it
is known that ecosystem vulnerability characterizes the state, and indicators are easily
accessible, while ecological resilience characterizes the process and indicators are difficult
to quantify. Therefore, in order to fully grasp the characteristics of forest ecosystems and
ensure sustainable development of ecosystems, we can use 3S modelling techniques or
a combination of 3S technology and field monitoring to establish a quantitative model
linking the vulnerability and resilience of forest ecosystems, considering the selection of
indicators from natural, disturbance, and social factors.

Addressing the weak practical application of ecosystem vulnerability and resilience
research, ecosystem vulnerability studies can identify key problems in the system, while
ecological resilience studies can clarify the resistance and resilience of the system, so that for-
est managers can apply precise policies to the forest and achieve sustainable management.
Ecosystem-based adaptation is seen as having the potential to integrate sustainable manage-
ment, conservation, and restoration of ecosystems into adaptation to climate change [100].
Therefore, forests in ecologically fragile areas require standardized management and assess-
ment systems that focus on applying theory and practice to maintain ecosystem balance
in three ways: firstly, based on research into the vulnerability of forest ecosystems, man-
agement policies can be developed to target key vulnerable resources and improve system
resilience. Secondly, based on research on habitat suitability of tree species, cultivate
plantation forests or introduce new tree species into forest communities to increase forest
cover, biodiversity, and system productivity, thereby reducing forest vulnerability and
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increasing resistance to sustainable development. Thirdly, policies should be formulated to
reduce anthropogenic disturbances, such as forest closure and reforestation, to improve the
resilience of the system.

Addressing the low level of research on the vulnerability and resilience of forest
ecosystems in the karst areas, karst rocky desertification represents a relatively unique type
of desert in the world [101], and the problem of fragile ecological environment and social
development in karst mountain area is an international issue [102]. In response, Xiong
et al. proposed a series of vegetation restoration measures for rocky desertification control,
including mountain closure [103] and cultivation of ecological and economic forests [104].
However, most of the forests in the region are still vulnerable and less resilient. The reasons
are mainly the fragility of the karst itself and the impact of human activities. Therefore,
when conducting vulnerability and resilience analyses, the indicators selected should focus
on environmental and human disturbance factors. For large scales, 3S technology is used
to build a vegetation distribution–anthropogenic activity model, while placing resilience
variables (e.g., productivity) in the model to achieve a combination of vulnerability and
resilience. For small scales, 3S technology is considered to be combined with field mon-
itoring; community structure and function indicators are added to environmental and
anthropogenic factors to accurately identify vulnerable resources in forest ecosystems. In
addition, studies can be carried out to assess the vulnerability and sensitivity of species
from the perspective of habitat suitability, just as some scholars have used the tree-ring
width data to simulate the resistance of the species to drought [9], habitat suitability studies
on tree species are particularly important in rocky desertification areas due to the dichoto-
mous structure above and below ground [105] and severe soil erosion. Based on the above
studies, we can implement sustainable management policies for karst forests to improve
the homogeneous community structure and weak resilience, thus enhancing ecosystem
services.

5. Conclusions and Future Research

In this paper, we conducted a systematic literature review by analyzing 217 papers re-
trieved from CNKI and Web of Science. The following conclusions were drawn: (1) research
on the vulnerability and resilience of forest ecosystems is rapidly increasing; (2) among
the studies on ecosystem vulnerability, ecological resilience, management strategies, and
other aspects of forest, ecosystem vulnerability analysis is the most common, accounting
for 46.17%, of which vulnerability modeling predictions based on future changes accounts
for 9.77%, and is an emerging area for future research; (3) research on forest ecosystem
vulnerability and resilience is more widely studied in China and the United States, account-
ing for 25% and 18% of the total, respectively; and (4) most of the research units on forest
ecosystem vulnerability and resilience are universities or forestry institutions in developed
countries, such as the USA and Germany, with the exception of China.

Following the quantitative analysis, the article also proposes nine key scientific ques-
tions to be addressed in response to the current state of research at home and abroad,
providing directions for continued in-depth research in the future.

The key questions for future research on the vulnerability and resilience of forest
ecosystems can be summarized in the following areas: ecosystem vulnerability and re-
silience of forests, how to establish a framework for a universally applicable vulnerability
indicator system, how to develop models to quantify the resistance and resilience of forest
ecosystems, how to link vulnerability and resilience for a comprehensive analysis of forest
ecosystems, and how to accurately study forest vulnerability and resilience in the context
of rocky desertification control. These are the issues and challenges in urgent need for
future research that need to be addressed in the future.

It should be noted here that this paper may be subject to potential uncertainties in the
quantitative data of the search results due to the limitations of the search engine, but it
has little impact on the subsequent exploration of theoretical advances in forest ecosystem
vulnerability and resilience research.
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Abstract: The scale and scope of climate change has triggered widespread acknowledgement of the
need to adapt to it. Out of recent work attempting to understand, define, and contribute to the family
of concepts related to adaptation efforts, considerable contributions and research have emerged. Yet,
the field of climate adaptation constantly grapples with complex ideas whose relational interplay is
not always clear. Similarly, understanding how applied climate change adaptation efforts unfold
through planning processes that are embedded in broader institutional settings can be difficult to
apprehend. We present a review of important theory, themes, and terms evident in the literature
of spatial planning and climate change adaptation to integrate them and synthesize a conceptual
framework illustrating their dynamic interplay. This leads to consideration of how institutions,
urban governance, and the practice of planning are involved, and evolving, in shaping climate
adaptation efforts. While examining the practice of adaptation planning is useful in framing how
core climate change concepts are related, the role of institutional processes in shaping and defining
these concepts—and adaptation planning itself—remains complex. Our framework presents a useful
tool for approaching and improving an understanding of the interactive relationships of central
climate change adaptation concepts, with implications for future work focused on change within the
domains of planning and institutions addressing challenges in the climate change era.

Keywords: climate change; climate change adaptation; spatial planning; institutions; sustainability;
resilience; uncertainty; vulnerability; adaptive capacity; urban governance

1. Introduction

The environmental severity and enormity of climate change is coming into sharper fo-
cus, as are considerations of crucial and complex impacts on society and daunting demands
of the requisite efforts to adapt to it [1]. Climate Change Adaptation (CCA) is understood
as a challenge ensnaring numerous actors across multiple societal sectors, acting as a nexus
of overlapping concerns and connections [2]. Significant increases in literature concerned
with climate change adaptation is evident, with commensurate scholarship dedicated to
exploring key concepts in the field [3–5]. Hurdles to effectively engaging with climate
adaptation concepts run the gamut: from the inaccessibility of scientific “jargon” [6] to the
need to synthesize research and identify areas lacking attention [7,8]. Disentangling the
roles and relationships between modes of preparing adaptive responses to climate change
(planning) and the social patterns that govern these practices (institutions) reveal more
areas of confusion and needed consideration, especially for examining how these practices
and patterns may themselves adapt or be adapted [4,9,10]. While conceptual frameworks
used to streamline and simplify complex ideas are common, frameworks constructed for
the purpose of clarifying key concepts in the field of climate change adaptation planning
are lacking.

Planning is a concept with wide and diverse meaning across numerous scales and
disciplines [11]. While climate impacts on the atmosphere and oceans of earth are increas-
ingly severe (and entail their own planning considerations), we are concerned here with
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spatial planning, which frames the landscape as a crucial, dynamic medium—a geographic
template—upon and within which effects of climate change will be experienced most
acutely by humans [12]. Spatial planning uses diverse scientific methods and information
to shape decisions about how features of the landscape are designed, constructed, and
managed. Berkes and Folke [13] sought to formalize the concept of social-ecological sys-
tems (SES) as linked human and natural systems that somehow “fit” together [14]; and a
framework for “match[ing] the dynamics of institutions with the dynamics of ecosystems
for mutual social-ecological resilience and improved performance.” While earlier work on
the concept was undertaken by Ratzlaff (1970) and later Cherkasskii (1988) reflects that the
SES initialization is also used to denote ‘socio-ecological’ or ‘socioecological’ systems, Berkes
and Folke sought to avoid a modifier (socio-) that would imply a subordinate role of the
social features of SES (Colding, 2019). Nonetheless, they remain largely interchangeable in
the literature. The concept’s presence in publications across numerous subject areas has
exploded in the 21st century [15], perhaps reflecting or coinciding with increasing interest
in the climate crisis and the human role and responses to it. SESs are useful here as a way of
examining human interactions with and within the geographic template, and determining
how technical and scientific knowledge about SESs are used to inform action in order to
shape it and its future states: the essence of spatial planning [16,17]. Planning decisions
about shaping SESs are implicitly ethical because they may generate opportunities and
challenges for future generations [18].

Because climate change is characterized by significant and potentially increasing
uncertainty, decision-making processes are encountering complexity in planning adaptation
efforts to address these “(super)wicked” problems [9,19–22]. This is especially true in
urban regions complicated by the concentration, entanglement, exposure, and diversity
of citizens, resources, assets, and the systems for their management evident there, as well
as the numerous, multileveled and/or polycentric governance structures employed as
administrative actors [23,24]. Urban areas are complex geographies, where deep and
complicated histories, cultures, and institutions generate important questions about the
social aspects of power, resources, and environmental health, safety, and justice [25,26].
For these reasons, while we do not rigorously analyze or compare issues arising from
various scales of consideration that spatial planning constantly confronts (local vs. national;
site-based vs. regional), we examine central ideas and themes related to CCA that are
especially evident in densely populated, developed areas. Extensive research on the role
and function of multi-level governance (MLG) is evident in CCA circles, as are discussions
of various traditions, processes, and planning cultures across nations and regions of the
globe (including recent work by Ishtiaque (2021) and DiGreggorio (2019) useful for deeper
examination of multilevel governance dynamics.) Most of the discussion within this article
is derived from—and applies most directly to—developed nations and western planning
traditions whose similarities and features lend toward the generalization and synthesis
useful in the construction of the proposed framework.

Meadows’ [27,28] landmark 1972 study, Limits to Growth, was recently assessed to
examine the “fit” between projections of troubling development trends modeled a half-
century ago—and their potential implications for countless (and planetary) SESs. Specifi-
cally, the “Business as Usual” description of a scenario describing unsustainable develop-
ment practices (in this instance, particularly as a function of pollution increases including
atmospheric greenhouse gas concentrations) appears to be playing out today, potentially
portending calamitous impacts for society by or before midcentury [29]. Given that count-
less planning endeavors have unfolded for decades within the context of a finite planet
articulated by Limits to Growth, major questions emerge about what planning is fundamen-
tally for, how it functions (or can fail), and how it is positioned to operate in the climate
change era.

Moreover, insofar as planning is understood as a practice utilized for governing the
use of resources and space, the institutions—rules, norms, customs, and conventions—that
simultaneously overarch and undergird planning are crucial to consider, and perhaps the
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fundamental relationship between planning and institutions most of all [30]. This frames the
basic question at the center of this review: how is climate change driving transformation of
the human systems that must confront it? What are the prominent and salient concepts
that characterize this confrontation, and how are they related—to one another and to the
planning and institutional domains grappling with climate change? This literature review
draws upon important concepts and themes from these fields and areas of interest, as well
as synthesizes and integrates prominent concepts into a broadly applicable framework to
further research and consideration of the relationships between these fields and ideas. We
demonstrate that core concerns stemming from climate change studies are commonplace
and of increasing relevance in planning and institutional domains, and that logical links
between them can be articulated to illustrate relationships framing notable conceptual and
thematic intersections and interactions; these, in turn, work to clarify areas of emphasis,
key linkages, and important “blind spots” that persist in CCA research.

This article is structured as follows: Section 2 describes the review approach, and
briefly situates spatial planning within a historical and theoretical context that frames
consideration of important concepts in the climate adaptation literature. Section 3 integrates
these into a Climate Change Adaptation Planning (CCAP) schema, and we describe its key
phases. Section 4 examines how, in turn, the practice of adaptation planning is related to
theory about adaptation features of interest. Synthesis and integration of these features
produces a conceptual framework that exhibits the ‘nested’ and covalent relationships and
dynamics therein, which is followed by an examination of the role of institutions in these
dynamics. We close with a brief discussion and conclusion examining insights and further
questions framed by the work.

2. Climate Change Adaptation Planning: Prologue, Practice, Paradigm

Our research is focused around a literature review that examines prominent themes
related across several domains of interest to CCA: spatial planning, climate change, and
institutions. Comparing ideas and terminology of importance across diverse fields and phe-
nomena involving various sociocultural dynamics is complex for a variety of reasons [31].
This is especially true when theories of change in social patterns are involved because
framing and contextualizing historical trends inevitably entails consideration of broad
themes [32]. Our review considered highly-cited articles in the domains of interest to as-
semble a network of conceptual and empirical articles and studies engaging concepts with
broad prominence in CCA research. This formed the basis of an approach articulated by
Paré, as geared towards “identifying, describing, and transforming [important] concepts,
constructs and relationships . . . [to build a] higher order of theoretical structure” [33].
In turn, this approach was used as a theoretical and narrative basis for constructing a
conceptual framework. This is a common goal and outcome of research linking interdisci-
plinary bodies of knowledge to explore associated phenomena by articulating “key factors,
constructs, or variables” to describe logical relationships among them that correspond to
the main tenets of the research [34,35]. Accompanying the narrative review, the framework
is used to consider relevant issues in the institutional domain, as well as for framing a
discussion about persistent challenges, emergent insights, and potential applications.

2.1. A Very Brief History of Modern Spatial Planning

Landscape architecture arose as a formal design discipline in the 19th century based
partially on the increasing recognition of connections between environmental and social
health, out of which the sub-discipline of landscape planning emerged [36]. Landscape design
and planning’s interests in large-scale (watershed, regional) geographies and dynamic
environmental and human (system, network) processes led to a broader rationale for
incorporating ecological considerations into multi-scalar spatial planning [12]. In the
postwar era, ecological planning entered common parlance, further shaped by the concerns
of the modern environmental movement’s discontent with harmful effects of unbridled
development [37,38]. One of the overarching themes in ecological views of spatial planning
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is the concept of the suitability of landscapes: how their inherent and potential qualities
predispose them to various uses by humans [12].

Modern perspectives focusing on Sustainable Development (SD) emerged in the
late 20th century largely to address the obvious tensions between intensifying resource
management practices and future prosperity [28]. Goals to achieve SD have become
key concerns in the climate change era, especially in urban areas of high development
intensity [39,40]. The means by which these goals are achieved—the “pathways” taken to
reach them—inherently entail strategic planning approaches because limited resources force
choices that entail tradeoffs [19,41–43]. The scope and scale of climate change is coming
into sharper focus in the 21st century, as are its implications for significant change and
uncertainty over time [20,22,44,45].

The failure of society to curb GHG emissions through climate mitigation has increased
the need for climate adaptation, emerging as a central concern of spatial planners across the
globe; with some anticipating a paradigm shift in the fields of spatial planning concerned
with adaptation to more effectively address it [46–48]. Challenges especially evident for
spatial planning in the climate era emerge when administrative units delineated in space
(as municipal boundaries, borders, zones, etc.) do not adequately address or ‘fit’ well
with the climate phenomena that defy socio-politically conceived and articulated ‘lines
on the (proverbial) map’ [49,50]. Indeed, as the landscape itself is modified by climate
change, increased flexibility will surely be required of the very planning processes meant
to effectively manage it.

2.2. Climate Change Adaptation: Central Concepts

To situate the practice of spatial planning within CCA efforts and the diversity of
interactions that SESs in the climate change era will confront, we summarize several
core concepts important in climate adaptation work. These ideas serve to populate our
conceptual framework in the next section, which, in turn, displays their relational and
dynamic qualities within an integrated theoretical construct.

2.2.1. Sustainability

The harvesting, commodification, distribution, (re)uses, and disposal of resources is a
ubiquitous human activity [51]. This is especially true in (and for the provision of) urban
areas, where intense turnover and concentration of stocks occurs, recognition of which
has given rise to studies of urban ecology and metabolism [52–55]. These processes also
entail significant energy “footprints”, and numerous environmental impacts, including
pollution, result from them [56]. The concept of sustainability may be understood to
mean the maintenance of some (economic, social, environmental) entity, process, and/or
outcome over time, framed in the environmental context of SESs [13,57,58]. Thus, while
resource management remains a central consideration of sustainability in general (and
SD specifically), it is also understood as a concept with applications in broader social
realms [14].

Resource scarcity (and competition) resulting from unsustainable management prac-
tices carries equity implications, both across extant socioeconomic classes and for future
generations who may be disadvantaged or disenfranchised by prior resource usage [59–61].
Because planning is a core component of development, SD is frequently invoked as a
concept to guide both the means and ends of planning-for-sustainability, a topic of increas-
ing importance in an era of rising environmental concern, uncertainty, and flux [62–64].
Some authors have argued that SES are the logical analytical unit for SD research, with
others asserting that they contain inherently interrelated concepts with special relevance to
adaptation, or the quality of adaptability [16,65].

2.2.2. Adaptation and Adaptive Capacity

Influential scholarship concerning fundamentals about adaptation is extensive. For
the purposes of CCA, it entails altering or adjusting systems and behavior to “alleviate
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adverse impacts of change or take advantage of new opportunities” through anticipation
or response to climate change impacts [66]. Adaptation can be differentiated based on who
is involved in adjustment, what prompts this adjustment, and how it is undertaken [67,68].
Together, they “manifest” adaptive capacity, through a variety of institutional and social
mechanisms (Ibid.). While non-human (eco)systems may also be said to display CCA
behavior (and possess adaptive capacity), we are concerned primarily with the active
inception and application of human efforts to “influence the direction of change” in SESs
affected by climate change [69–71]. Pelling [72] articulates transformation of SESs as
a pathway along which adaptation may play out, arguing that adaptation may trigger
fundamental changes that decouple systems from more linear modes of progression.

Efforts to manifest adaptive capacity may “backfire”, potentially increasing vulnera-
bility [73]. This is known as maladaptation [74,75]. Maladaptive outcomes bear the double
burden of generally worsening conditions (reducing resilience or increasing vulnerability)
at the implied mutual exclusion of building adaptive capacity due to resource limits [76].
While noting various viewpoints and definitions, Gallopín [77] describes adaptive capacity
in SES generally as the capability to cope with environmental change combined with the
ability to improve in relation to it. Eakin [78] argues that there are generic (development-
focused) and specific (climate impact-focused) domains of adaptive capacity, and that
pursuit of one may exclude, subordinate, or otherwise reduce the other. Whereas adap-
tation actions might be understood in intuitive ways as relating to adaptive capacity (a
quality), these interact in the context of additional qualities—namely vulnerability and
resilience—which define SESs in important ways.

2.2.3. Vulnerability and Risk

Vulnerability concerns adverse impacts that occur due to a state’s “susceptibility
to harm” resulting from potentially complex interplays of exposure and sensitivity to
stresses; and it is amplified by a lack of adaptive capacity [68,79,80]. When harmful, these
stresses take the form of hazards representing threats to systems, events that “realize”
hazards in significant ways by causing damage are disasters, and those stemming from or
involving natural phenomena are natural disasters [65,81–83]. Risk essentially describes the
condition and degree(s) of being vulnerable (based on exposure, sensitivity, and capacity)
to hazards [84]; and risks shape and define adaptive capacity itself [85]. Risks are generally
thought to be, in some sense, quantifiable, i.e., capable of being rendered in terms of
probabilities describing the likelihood of outcomes [86–89]. The concentration of people,
resources, and systems in urban spaces implies increased exposure, and additional risk
based on the location of urban assets (in coastal areas, for example) may arise [26,41]. Risk
operates in and across various societal domains: it should be considered in social and
economic terms in addition to physical ones, including their interactions [90].

2.2.4. Resilience and Robustness

Systems exposed to risk and experiencing vulnerability may cope with it by drawing
upon internal resources, whose realization may reduce impacts. Since Holling’s [91]
pioneering work in studying ecosystems’ capacity to withstand and rebound from states of
disturbance,—to “absorb” and “persist”—resilience has become something of a darling
within adaptation circles; prompting some to caution that its over-invocation might dilute
its meaning [92]. Resilience is of particular importance in the context of climate change
because it represents a desirable quality of interacting designed and natural systems, and
their relationship to risk and vulnerability [93,94].

Systems that are resilient possess features, including flexibility and diversity, redun-
dancy and modularity, and safe failure characteristics [43]. These work to reduce risk
from disasters, which manifests in various types that include interacting, interconnected,
compound, and cascading risks [84]. The UN’s [95] adoption of frameworks for identifying
and evaluating these risks speaks to the centrality of disaster risk reduction (DRR) in
adaptation and resilience concerns and approaches. If resilience is seen as flexibility in the
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face of disturbance, robustness might be understood as the capability to resist and withstand
it [16]. According to this view, resilient and/or robust systems maintain their core structure
despite disturbance, enough so as to avoid becoming vulnerable to the point of significant
structural deformation or collapse [96].

2.2.5. Uncertainty

Planning is a process of anticipating, preparing for, and influencing future states of
affairs. Uncertainty is a critically important epistemic situation that is inherent to planning
because these ‘affairs’ of future states are influenced by numerous processes that engender
and shape events, eventualities, and exigencies [21,97]. This is the meta-context of planning:
the temporal dimension within which all socioecological systems play out. Uncertainty
intrinsically implies what is unknown and/or unknowable [98]. It is a matter of degree;
hence, “levels” of uncertainty exist [99]. Uncertainty is generally understood to increase
as more distant futures are considered; and uncertainty may reflect, or be considered as a
function of, complexity [88,100].

As planning is intended to inform decision-making, it must ultimately confront uncer-
tainty in that context, influencing the selection of options for coping with or managing it in
acceptable ways [101–104]. In this sense, uncertainty actually produces the need to make
decisions [105]. These decisions address, but can also produceI, uncertainty; environmental
uncertainty (uncertainty for planning) and process uncertainty (uncertainty from planning)
may also exist, emerge, and interact [88,106]. Christensen’s [102] elegant rendering of
planning problems hinges on two related processes and their relationship with uncertainty:
identifying what to do (a goal) and determining how to do it (through technology), ef-
fectively invoking the “ends and means” dyad familiar across all disciplines of planning.
The capacity to learn new information that changes how uncertainty is characterized (and,
therefore, changes degrees of belief) is a fundamentally adaptive ability [107].

The sheer scale and scope of potential impacts that CCA seeks to address entail signifi-
cant uncertainty about how and when they will play out, thus shaping the ‘menu of options’
for responding to them [100,108,109]. Uncertainty might be epistemic (stemming from a
lack of knowledge), aleatory (due to intrinsic stochasticity), or both, and it can produce
delays in decision-making [104]. A striking example of how the very conceptualization of
uncertainty is evolving in the climate change era concerns the asserted “death” of station-
arity [110]. Stationarity refers to the statistical concept that environmental fluctuations are
bounded inside a value range that is stable (or stationary) over meaningfully long time
scales, an assumption that undergirds countless modeling approaches in environmental
science and engineering [111,112]. Whether or not reports of stationarity’s death have been
greatly exaggerated, uncertainty is certainly growing, in actuality and/or as a topic of
interest and importance [20].

2.3. Planning: Practice, Policy and Governance
2.3.1. Why Plan(ning)?

The practice of planning is the professionalized implementation of planning efforts,
processes shaped by and based on the application of planning theories [88,113]. In exploring
what the ultimate purpose of planning is, institutional perspectives have positioned it as
operating, in effect, as a mode of governing societal actions through processes of “regulation,
coordination and control” [114], while others have extended this view to ideally incorporate
progressive values linked to social justice and democracy more broadly [115,116]. Generally
speaking, planning is practiced in order to use knowledge to shape and implement action by
informing decision-making. While noting a multitude of theoretical approaches to spatial
planning, Morphet [117] acknowledges planning’s inherent power as a redistributive social
force, with implications for how power itself is mediated. For our purposes, planning
occurs through governmentally-sanctioned processes that concern access to goods and
services deemed socially beneficial, and which maintain or enhance public health, safety,
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and welfare within a particular place; these provisions are often simplified as public
“good(s)” [118].

2.3.2. Planning’s Mandate: Service to the Public Good(s)

Defining what, exactly, constitutes the public good—much less deciding how to
go about achieving, maintaining, or enhancing it—is well-recognized as complex, con-
tentious, and dynamic, involving many diverse stakeholders across multiple levels of
society [119–121]. Accordingly, Kunzmann [122] identifies the planning process as one
preferably led by the public sector. Numerous climate effects are expected to disproportion-
ately impact (by definition) vulnerable communities, and greater concern for the wellbeing
and livelihoods impacted by the products of the adaptation process are, thus, linked closely
to planning [123]. Erikson and Brown [124] and Ribot [125] articulate challenges for plan-
ning associated with sustainability, resilience, and vulnerability related to uncertainty and
complexity in the climate era. Transformative adaptation resulting from effective planning
ideally reinforces the legitimacy of the social contract underlying public consent that is
granted to planning authorities, ostensibly in their efforts to protect and expand the public
good [126].

Planning is understood on basic terms to be a collaborative process that must address
what Myers and Kitsuse [127] identified as one of planning’s “twin hazards”, disagreement
(the other being uncertainty), which is confronted through a number of different techniques
for conflict resolution in planning, including communication, collaboration, mediation, dia-
logue, discussion, deliberation, and debate [128–133]. Innes [134] offers an examination of
consensus-building as a crucial process for approaching various planning and policy-based
disagreements. These serve to discover and define that of which the public good(s) actually
consist, and doing so is where the practice of planning partially derives its validity [135].
Owing to numerous factors emerging from climate impacts on the public sector, planning
is being deeply reexamined in the context of climate change [41,88,136].

2.3.3. So . . . What Is the Plan?

A plan involves articulating and orienting towards a vision for the future—what some
human geographers refer to as environmental imaginaries. These frame discourses for
structuring the relationship of human processes within places, based on societal impera-
tives and aspirations amounting to the “virtualities” of future states of affairs [137]. This
articulation, in the context of producing the “instrument” of a plan, might involve con-
structing a declarative set of goals, while orienting towards them identifies steps, stages, or
strategies for their realization, though both should embody flexibility to changing circum-
stances, thus possibly entailing “menus” of scenarios that could be encountered [120,138].
This serves to “situate” the future within an as-yet unrealized (imaginary) SES, towards
which the plan is intended to guide decision-making [139,140]. Strategic plans are generally
flexible, longer-term, and less fine-grained than more near-term and discrete project plans,
owing partially to greater uncertainty existing in “further off” futures [141].

Plan-making may be challenged as a function of numerous horizontal (sector and actor-
related) and vertical (multi-level governance-related) connections and the legal, regulatory,
and institutional standards at play [142–144]. Plans themselves must define and address
the community they are intended to serve; and adopted plans represent, to some acceptable
degree, the resolution of various disputes and tensions that arise based on the interests of
various stakeholders involved, as well as how they may have constructed their own visions
for the future [21,145]. From an adaptation standpoint, this principle also applies to plans
that could impact broader communities, so that adaptation actions undertaken within or
for one community do not unduly disadvantage another [45]. Resolving these overlaps,
tensions, and tradeoffs is, therefore, part of mediating the planning process that shapes
and, subsequently, manifests in the scope and strategy of a given adaptation plan [146].
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3. ‘Sketching’ Climate Change Adaptation Planning: Important Features of Interest

The considerations and theories outlined in the last section illustrate features of
planning that are useful in apprehending the fast-emerging practices (and problems)
involved in Climate Change Adaptation Planning (CCAP). In this section, we illustrate a
conceptual schematic (schema), describing the interplay of notable, generalized features of
CCAP (Figure 1). Walker [147] describes a thinking (planning) and implementation (action)
phase in adaptive theory applied to policy, to which we add a third phase related to
the ongoing assessment of applied work: adaptive management [148]. These echo Peter
Hall’s [149] trifurcated policy paradigm: overall goal-setting (planning), techniques or
instruments (actions), and their “calibration” (management).

Figure 1. A Climate Change Adaptation Planning (CCAP) Schema. In the Adaptive Planning phase, prominent planning
concerns are addressed to produce a plan; Implementation based on guidance from plans yields Adaptive Actions in the forms
of projects; these, in turn become subject to Adaptive Management practices for improving upstream and scaled-up efforts.

3.1. Adaptive Planning

Aspects of the planning process are inherently anticipatory in nature, wherein complex
public policy decision-making occurs in the context of preparing for uncertain future
states, thereby naturally engendering adaptive approaches [46]. As a feature of adaptive
governance, adaptive planning naturally entails complexities owing to the diversity of
actors and actions involved, especially in urban areas [23,150,151]. Anticipatory and
planned adaptation within this phase prepare for (instead of react to) future states of
affairs, in theory reducing vulnerability and costs [152–154]. Adaptive planning entails
stakeholder engagement that takes many forms, but the familiar top-down/bottom-up
heuristic is useful in that planners operationalize the interactions of political decision
makers in governance (top) and a broader public (bottom), though this group can be
defined in various fashions [155,156]. Corfee [145], citing Mitchell [157] and Cash [158],
identify requirements for science-policy assessments that inform and influence planning to
be deemed publicly acceptable, namely that they be credible, legitimate, and salient.

Plans emerge as products of governance that identify steps for realizing goals in ac-
cordance with rules observed by the actor-networks involved, and they gain approval
and adoption by passage through the “sluices of democratic and constitutional proce-
dures” [159,160]. Adaptive planning ideally embraces learning processes concerned with
the structure and effects of the overarching institutional contexts as a useful principle for
improving outcomes [159,161,162]. Adaptation plans may include financing components
or supplementary plans for funding implementation [163,164]. “Evolutionary” processes
in institutional and governance systems, in which processes of reframing and transform-
ing learning occur, are understood as critical for adaptive and equitable systems and are
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conceptually well-oriented toward adaptation, in general [24,129,165,166]. Limitations
in validity assessment and/or forecasting methods may serve to constrain the adaptive
planning applications to some extent, though climate change’s overall uncertainty implies
that flexible, adaptive approaches to planning for it are logical [9,20,167,168].

3.2. Adaptive Actions

We borrow from Aylett’s [2] description of adaptive governance as relying on distinct
adaptation planning and action processes, thus echoing Ostrom’s [169] notion of the action
situation. We use the term adaptive actions essentially to describe the inception of projects.
Adaptation projects in urban areas might entail activities involving construction, such as
urban greening to reduce heat island effects, improved shoreline defenses as approaches to
coastal zone management, integration of “green” stormwater networks to mitigate upland
flooding, and the regional management of “upstream” watersheds, and many municipal
infrastructure systems represent adaptation imperatives and opportunities in some fash-
ion [48,170–172]. Yet, adaptive actions might also include community initiatives involving
outreach, education, and participation without resulting in changes to the physical envi-
ronment [173]. Thus, broad CCA interest categories in applied adaptation include land
use planning (for reclamation, restoration, preservation, conservation aims, for example),
natural resource management regimes (concerning water, for example), sustainable de-
velopment projects (for housing, infrastructure, and public amenities), and community
engagement initiatives (for educational or preparedness purposes) [24,69,120,174–179].

Large, complex, or costly adaptive actions that exceed the capacity of public policy and
governance institutions often necessitate NGO and private sector involvement, in which
planners operate at the “boundary” between the public and private entities [180–182].
Public-Private Partnerships (PPP) describe arrangements in which collaborative, mutually-
beneficial relationships are assembled; they are common in urban and municipal settings
and a subject of interest in sustainable development circles, with noted promise for adapta-
tion, despite their inherent complexities [123,183–186]. Procurement processes and part-
nerships are generally intended to alleviate capacity constraints of government. These
arrangements can distribute risk and integrate diverse skills and resources into projects
involving infrastructure, DRR, urban development, and, increasingly, adaptation projects
(and which may entail some or all of the aforementioned project goals and concerns),
though these arrangements in the context of CCA are still relatively novel [186,187].

3.3. Adaptive Management

CCA inherently acknowledges that traditional, linear project implementation “pipelines”
for realizing plans may be of limited value in an era characterized by increasing uncertainty
and complexity [150]. While ancient in practice, recent interest in sustainable resource
use, conservation, and ecosystem management have popularized the concept of adaptive
management [91,188–190]. Other authors have stressed the ties of adaptive management
to system resilience and flexibility [191]. Drawing on work from Allen [150] and his work
with Garmestani [148], Chaffin [44] defines adaptive management as “implementation
of management actions as experiments, followed by monitoring, evaluation and adjust-
ment”. Because of the prominence of nature-based solutions and green infrastructure in
applied adaptation projects, numerous concerns of adaptive management are relevant
to CCAP [192]. Adaptive management applies flexible strategies that take into account
emergent opportunities and are generally intended as modes of increasing knowledge,
thereby arguably building adaptive capacity and aiding adaptive governance [20,176].
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Numerous approaches to understanding change in SESs exist, though central interest
in investigating causal processes are especially relevant to planning, a notion termed by
Dewey [193] as “experimental knowing”. Despite its experimental and flexible nature,
adaptive management’s potential to induce change (in broader practice and approaches)
may be limited by institutional settings where change is itself is problematized or op-
posed [152]. The experimental underpinning of adaptive management may be useful for
learning and information sharing across scales, theoretically aiding in expanding resource-
fulness and responsiveness, thereby increasing adaptive capacity [25,43]. The potential for
specific adaptive actions (in the form of demonstration projects, for example) to broadly
inform others might create synergies for syntheses of learning, testing, and adjustment
across other sectors and policy realms [152]. Experiments also may be efficient in the sense
that small scales (and costs) may generate knowledge that is useful at broader scales,
though experimentation itself—especially in large (landscape), complex (urban), and dy-
namic (climate-related) contexts—presents numerous challenges [148,194]. While “scaling
up” projects for broader regional application remains complex and daunting [195–197],
Hallegatte’s [20] identification of the desirable “low regret” quality of adaptation strategies
and projects represents obvious conceptual correspondence with experimentation.

Adaptive management also presents opportunities to improve the planning process
by incorporating enhanced social inclusiveness, including the dissemination and sharing
of information [198,199]. Monitoring that produces data useful for policy consideration
is subject to a “reuptake mechanism”, whereby conditions observed in adaptation ac-
tions may then inform improved planning practices of future or concurrent ones [145].
Fankhauser [45] asserts that adaptation potential is predicated on having “room” to change
behavior. By providing the public, planners, and policymakers with real-time, real-world
feedback that illustrates how selected adaptive actions are functioning, the “room” for adap-
tation may become better-parameterized through the reduction of uncertainty (especially
relevant in the climate change era) provided by experimental observations. The “feedback
loops” inherent to adaptive management suggest that CCAP is, thus, better conceived as
looped processes, which are common in conceptualizations of SESs [129,161,200].

4. Zooming Out: CCAP in Broader Context

Partially owing to the varied and multi-scale concerns and methods of practice, the
literature exploring what CCAP is and how it operates contains no shortage of concepts
and terminology for intellectualizing relevant ideas, themes, theories, and describing a
diversity of applied work. While it is beyond the scope of this article and our study to
exhaustively compare and square the myriad notions and constructs put forth to describe
CCA, we offer a summary of important and interesting concepts, which we synthesize in
this section. We then construct a conceptual, graphic framework (Figure 2) that strives to
integrate these concepts into a holistic logic, offering a mode of rendering the important
ideas and their relationships in a conceptual “space” that captures essential ideas of how
important features and forces of CCA interact.

26



Sustainability 2021, 13, 10708

(a) (b)
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Figure 2. A framework displaying the ‘nested’ and ‘coupled’ nature of concepts and interactions of
importance in climate change adaptation literature. Arrows denote force directionality, indicating
how efforts or concepts “push or pull” towards and/or against other conceptual features or ‘spaces’.
A ‘glossary’ of key terms from the framework above. A theoretical discussion follows. (a) The socioe-
cological system (SES) forms the basic conceptual unit of consideration for framing the adaptation
situation. Numerous and interacting adaptation situations may exist within a given SES, or overlap,
or “spill” into others. Adaptation Situations are characterized by features of the SES, including those
in sociotechnical (human-based) and biophysical (natural setting and context-based) domains, which
interact. Phenomena in the biophysical domain engender sociotechnical efforts to establish or expand
(“realize”) adaptative capacity. (b) Adaptive capacity is generated by sociotechnical efforts to adapt
to biophysical features of the adaptation situation. In general, it is realized by building resilience
and reducing vulnerability. An adaptation gap exists in the portion of the adaptation situation
that lies beyond the adaptive capacity realized within it. It represents the amount of unrealized
adaptive capacity. (c) Adaptive governance describes sociotechnical efforts in shaping the adaptation
situation: when effective, adaptive governance increases adaptive capacity, thereby, ideally, shrinking
the adaptation gap. Maladaptive (ineffective or counter-productive) efforts reduce adaptive capacity.
Barriers to adaptation are produced, encountered, and addressed by the sociotechnical and biophys-
ical domains, and in their interactions. Barriers constrain and shrink adaptive capacity, often by
hindering adaptive governance or exceeding its reach. Limits to adaptation describe the extents of
possible adaptation efforts, beyond which increasing adaptive capacity is (actually or considered)
infeasible or impossible. Limits may be unknown. (d) Adaptive governance employs formal practices
(planning) as modes of realizing efforts, and it is shaped by broader characteristic cultural features and
processes (institutions). Its efficacy is the sum of institutional and planning efforts performed in the
interest of CCA. Integrated adaptation refers to the coordination and feedback between adaptation
planning-based practices and institutional processes of adaptive change that.
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4.1. Conceptualizing Climate Change Adaptation: Framework Features and Forces
4.1.1. Context: Defining Social-Ecological Systems

Pioneering work by Berkes and Folke [13,58] to articulate the interactive dimensions
and interplay between humans and their environments introduced the keystone concept
of social-ecological systems (SES), based partly on work regarding the systematic nature
of aspects of the human-nature interaction illustrated by concepts, including vulnerabil-
ity, resilience, and sustainability [17,65,201]. These insights became key components of
numerous interpretive framework approaches to understanding socioecological interde-
pendencies [13]. Of particular importance to planners is that SESs are inherently spatially
contextualized. That is, because of the entanglement of particular and countless effects of
some given environmental situation on sociotechnical (human) systems (and vice versa),
they are understood as being in some way at play within a spatially distinct or discernible
setting. However, this quality is also, by implication, malleable; and its definition or delim-
iting is based partially on the interest and perspective of the individual(s) considering or
using it as a construct for understanding, planning and managing actions to intentionally
alter SESs—the basis of adaptation [200].

4.1.2. Problem: Emergence of Adaptation Situations

Insofar as SESs contain or capture the dynamics between human drives to utilize
natural resources and systems, dilemmas stemming from these drives and the capacity
of the environment to accommodate them emerge constantly [202,203]. This produces
phenomena in which the social and ecologic system aspects relate (or are situated with
respect) to one another, generally impelling tensions regarding resources and governance,
thus engendering situations in which, according to Ostrom [169], actions may be taken to
address or resolve them—generating the concept of the action situation [204–206].

The magnitude of climate change on earth’s biogeophysical systems has compelled
some authors to refine Ostrom’s original notion to define adaptation situations as a particular
form of action situation [118]. Citing previous work, Bisaro and Hinkel [207] describe the
adaptation situation as one involving “one or more actors interacting within a common
biophysical and institutional environment in which outcomes are altered through climate
change”. This implies that social features of the situation may be interested in adapting
to climate change, as well as that, regardless of their interest or efforts, outcomes will be
shaped by biophysical effects of climate change, which resonates with other scholarship
describing the centrality of human endeavors to shape the adaptation situation [208–210].

4.1.3. Manifesting Adaptive Capacity: Adaptive Governance

The sociotechnical (human) features of SESs address the adaptation situation by
making decisions about taking actions. These actions amount to Smit and Wandel’s [68]
description of adaptation(s) as the “manifestation of adaptive capacity”. The dominant
means by which adaptive capacity is manifested by the sociotechnical entities of an SES is
through adaptive governance, in large part because of the scale at which governmentally-
organized action can operate, [24,211,212]. Chaffin [44], in reviewing adaptive governance
and synthesizing the perspectives of others, describes adaptive governance as emerging
from the search for “modes of managing uncertainty and complexity in SESs”. Adaptive
governance might be understood as the exercised portion of adaptive capacity—the part
that “people use” [213]. Accordingly, depending on how and when adaptive capacity is
used, it is dynamic over time, unfolding across scales in “coupled cycles of change” [68,214].
While we examine adaptive governance through the lens of climate change, concepts from
theories of evolutionary governance may also be useful to consider and apply.

Though adaptive capacity is doubtless considered a desirable quality to possess, the
particular and various ways in which adaptive governance is conceived and practiced
may give rise to effects that tend to reduce or constrain adaptive capacity; or outcomes
that are maladaptive [136,215,216]. Likewise, while adaptive capacity may reflect or
express component qualities of the adaptation situation, including vulnerability, resilience,

28



Sustainability 2021, 13, 10708

and sustainability, understanding how adaptive capacity is designed or generated (or
not) remains complex [16,214]. Carter [41], drawing upon work by Rosenzweig [217],
after Mehrotra [218], positions adaptive capacity in relation to vulnerability and hazards,
the interactions of all three in essence serving to define risk. In this view, a system’s
adaptive capacity serves as a kind of counterweight against its vulnerability. While capacity
intuitively refers to the amount of something (of which one might possess more or less),
governance is not the only source of adaptive capacity, which can be possessed or provided
by non-human features of an adaptation situation, or through non-governance-mediated
human actions [43,162]. We focus on adaptive governance because of its centrality to CCAP.

4.1.4. Aspirations: The Adaptation Gap

Lying between the optimal and actual adaptive capacity characterized within a given
adaptation situation is a “gap”, wherein the potential actions and outcomes of becoming
optimally or fully adapted have not (yet) been realized. Moser and Eckstrom [215], echoing
Burton [219], note this as a form of adaptation deficit. In describing the analytical method-
ology of gap analysis for assessing climate hazards, Chen [220] defines the adaptation gap
as a “difference between existing adaptation efforts and adaptation need”. The United
Nations’ recently published Adaptation Gap Report focuses on nature-based solutions in
conceptualizing and further defining the adaptation gap, though previous volumes with
different emphases all include the adaptation gap as a centralizing theme [221]. Numerous
complications arise from attempts to quantify subjective, complex, and dynamic features
of an adaptation situation that, in theory, define the adaptation gap, including the potential
“unknowability” of what, precisely, the gap actually entails and includes [98,222]. Nonethe-
less, the concept of the adaptation gap is intuitive and useful in the same sense that adaptive
capacity is, the former describing an amount of adaptation work to be done, and the latter
describing the work that has been done (thereby establishing existing capacity) or can be
done as a function of this work. If adaptive governance and other adaptation-oriented
sociotechnical efforts are understood as seeking to build adaptive capacity, what forces and
phenomena serve to constrain or diminish it?

4.1.5. Challenges: Barriers and Limits to Adaptation

A subject of broad interest is barriers to adaptation. Moser and Eckstrom [200] define
these as “impediments that can stop, delay, or divert the adaptation process”, specifying
that they may be surmounted through “concerted effort, creative management, change
of thinking, prioritization, and related shifts in resources, land uses, institutions, etc.”.
Work from Anderies [16], Ostrom [223], and Adger [224] helps situate this concept within
the SES literature which, by extension, we project and integrate as features of adaptation
situations [207]. Some authors have invoked the notion of adaptation “obstacles”, which we
consider essentially analogous to barriers [145]. Barriers arise at different stages and levels
of adaptation; and they may emerge because of features of governance itself—potentially
influencing exactly how adaptive such governance can claim to be—and, by extension,
defining its degree of adaptive capacity [69,152,200]. Importantly, Bisaro [225], questioning
the utility of the concept, points out that barriers that are easily identified might mask
larger, structural, and institutional forces that produce the effect(s) of barriers without
presenting obvious modes of addressing them.

A common phenomena that arises from and promulgates barriers to adaptation (thus,
in theory, reducing adaptive capacity) is path dependency, which occurs when institutions
or organizations “fail to effectively adapt established practices to face changing circum-
stances”, a pattern of behavior observed across numerous sectors and organizational
endeavors, though maladaptive outcomes are a common effect—with obvious and sector-
specific implications for CCA, especially in urban settings [2,226,227]. From an economic
perspective, situations in which inferior practices perpetuated by path dependency may
serve to “lock-in” inefficient (or maladaptive) behaviors and outcomes [228]. Citing Pier-
son [229] and Wilson [70], among others, Fischer [69] notes path dependency as a kind
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of inertia that results when future actions are shaped in profound or pernicious ways
by previous ones. Path dependency, in this sense, is of particular importance for CCAP
because of planning’s stepwise, cyclical, discursive, and constantly-unfolding nature; the
ubiquity of decision-making points and processes therein; diverse sets of actors taking part
in the process(es); and the variety of “embedded” cultural features and forces that steer
and constrain them [186,230–232].

Whereas the notion of barriers (and obstacles) naturally conjures ideas about sur-
mounting them, limits to adaptation refer to bounds that describe “level(s) of adaptive
capacity . . . that cannot be surpassed”, potentially defining the boundary between accept-
able and intolerable risks, and which might require transformative change to avoid [85,233].
Barnett [226] distinguishes between “hard” limits that are essentially defined by the envi-
ronment and “soft” ones that are socially determined and, thus, theoretically malleable.
Indeed, Eisenhauer [73], in defining these limits as “factors that prevent adaptation from
succeeding”, points out that they have been articulated as both objectively identifiable
(as in the case of certain biotic and economic examples) and, from a more constructivist
perspective, presenting as difficult-to-define endogenous effects emerging from societies’
“goals, values, risk perceptions and actions”. Limits are perhaps also worth considering as
“blended” between hard and soft characterizations because sociopolitical conceptualiza-
tions of limits emerge in response to environmental ones, which may then be redefined by
human intervention. In general, limits define the extent to which adaptive capacity could
be realized—apart from how effectively barriers are overcome in the practice of adaptive
governance (to increase adaptive capacity). Again, this resonates with Adger’s [224] view
that limits are situational thresholds beyond which “adaptation actions fail to protect things
stakeholders care about”, which we understand to include non-physical “things”, such as
social cohesion, morale, trust in institutions, etc.

4.2. CCAP: Integrating Institutional Adaptation
4.2.1. The Role of Institutions

Gupta [4] elegantly renders institutions as “social patterns”, while a more expansive
view, according to Oberlack [74], citing several others, articulates institutions as “rules and
procedures that structure action situations within which individual and collective decision-
making [is affected to] constrain, enable and incentivize actions; link individual actions,
events and outcomes; distribute authority and power; define reciprocal rights and duties;
and shape beliefs, motivations and social learning” [24,169,234,235]. These may be formal
or informal [159]. Vatn [236] describes the invisible or even unselfconsciously natural
instantiation of institutions in behavior as conventions that are observed, referencing work
by Crawford and Ostrom [237], to compose a “grammar” of institutions and their functions.
Institutions might be understood as self-reinforcing “regularities”: patterns of behavior
evident in networks of social actors who “tacitly create [them] to solve a wide variety
of recurrent problems” [238]. Yet, despite regularities and recurrences, institutions are
not static; they “distribute obligations and entitlements to resources as well as the power
to change such obligations and entitlements” [239]. Though they may be nonmaterial
(informal), institutions reify actual, tangible outcomes.

Institutional analyses focused on resources (components or products of the environ-
ment) and how the notion of property (which entails ownership, often of the landscape
itself) factors into their management, is a well-established field of institutional interest, and
planning has been articulated as a mode of “bundling the rights” of ownership associated
with property in this sense [240]. From an economic perspective, the linkages between
humans and their environment are mediated by countless rules that shape and reinforce
beliefs and values, but these are dynamic and responsive [241]. Where public policy is
concerned, this dynamic quality of institutions has important implications because the
question of how power and influence is distributed within society—including this critical
capacity to alter existing situations and arrangements—is of enormous importance in the
climate change era [74], insofar as planning efforts are understood as being shaped by
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larger cultural and institutional forces, and these may fail to present obvious, accessible,
and discrete decision-making processes themselves [172,225].

4.2.2. Institutions and Change

In theorizing about the evolutionary nature of governance, Van Assche [166] positions
institutions as being designed for change, even postulating that the essence of democ-
racy lies in the “rules of self-transformation; rules to change the rules”. As institutions
occupy important features of SESs and spatial discourse generally, they are tightly linked
with conceptions of the environmental imaginary [242], entailing consideration of the
distribution and access to power and influence involved in its realization, recalling Brom-
ley’s [239] obligations and entitlements [243]. In other words, institutions structure what
is possible based partially on how society mediates the tensions arising from multitudes
(citizens, actors) shaping and sharing something more unified (the environment) [244].
Institutions influence aspirations (for a more healthy and just environment, for example),
even while subject to inertia (perpetuating the status quo), and the outright resistance to
change, termed the precautionary principle, which is important in situations involving uncer-
tainty [245–247]. Similar to the concept of path dependency in organizational endeavors,
institutional inertia and “lock in” may occur when regimes and patterns of behavior become
ossified due to various factors [229,241]. Institutions within or across SESs may constrain
or delimit the actions of organizations by conformation and homogenization, producing
institutional isomorphism [248], which may be induced by coercive, mimetic, or normative
means [142]. Storbjörk and Hedrén [172] describe clashing cultures, knowledge claims,
and cross-sectoral integration problems as several notable barriers to institutional change.

While approaches to determining how institutions resist change (in inertial, opposi-
tional, and isomorphic ways) are evident, factors that instigate change within and across
institutions are complex to identify, perhaps owing to requisite “concatenations” of under-
lying mechanisms [249,250]. Hodgson [251] identified two dominant institutional modes:
agent-sensitive and agent-insensitive, the latter describing an institution in which significant
change affected by institution-shaping actors (agents) is unlikely or difficult. Individuals, or-
ganizations, and governance structures that cut across public and private sectors constantly
respond to environmental change (thereby engendering change); thus, environmental
change does not occur in an “institutional vacuum” [249,252]. Influential individuals
(leaders) [253], sociopolitical mobilization [254], and/or catalytic or vivid events [255]
that impose or focus urgency upon some situation may induce institutional change by
creating, though other factors have been identified as important “drivers” precipitating
change dynamics [10,249,256]. Aggregating these behavioral changes across scales and
social structures—and mediating or coordinating them through planning mechanisms—,
in turn, changes the institutional environment itself, in theory providing conditions for
institutional adaptation [117]. Planning that attempts to engage these institutional change
dynamics confronts a duality in that institutions are both behavior patterns “out in the
world” (actions) and internal ones “in the head” (thoughts and feelings), which obviously
presents complexities to planners attempting to derive institutional origins [257,258]. All
of these qualities speak to the difficulty in clearly formalizing or mapping institutional
dynamics, made especially complex in a situation in which the underlying environmental
context is also in a state of flux.

4.2.3. Institutions, Climate Adaptation, Planning

Smit and Wandel [68] note that adaptive capacity may be increased through improve-
ments in technology and/or institutions, while Rodima-Taylor [123] echoes Koppel’s [259]
position that technological innovation is induced by institutional change. Christensen [102]
considers technology in the context of planning to be the “knowledge of how to do
something”—literally, the means. Our CCAP schema illustrates that these means might
be expanded by integrating adaptive principles into planning that make it more “nimble”
(thus, resistant to path-dependence). Yet, how these qualities relate to an institutional
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adaptation discourse remains complex, in part owing to the need to disentangle the func-
tions and mechanics of institutions themselves [10,260,261]. In developing a framework
for assessing institutional adaptive capacity, Gupta [4] identifies two core characteristics:
one essentially describing their inherent, extant qualities; and the second relating to the
degree to which they “allow or encourage” their own (institutional) change, essentially
describing adaptability itself. The rate of change, or timing, also matters: disparities be-
tween non-institutional changes that occur within SESs and that at which institutions are
fundamentally able to affect change may lead to missed opportunities, including from a lack
of timely collaboration and cooperation [4,215,226].

Roggero [208] explores how one aspect of institutional change is positioned with
respect to CCA in his iteration of Hagedorn’s [234] notion of integrative institutions (that
address climate-related interdependencies) versus segregative ones (that focus only on climate-
impacted resources under their effective purview). Institutional complexity itself may
work against institutional change or adaptation simply as a function of the increased
“work” required to do so in complex networks, though structured learning processes
may be useful [24,155,262]. Informal, ‘behind-the-scenes’ “shadow” processes may be
important factors for inducing institutional change [175], in addition to the identification
and inception of “additional or adjusted institutional design propositions” to address
climate uncertainties and complexities [161].

A critical question for CCAP and its role in building adaptive capacity seems to con-
cern the scope of its influence and intentions, particularly in relationship to institutional
forces that define, delimit, and direct them, as well as how these may differ or mesh
with planning practices and processes as traditionally understood. For example, failures
to adapt may be due to issues of governance more so than the planned, technical im-
plementation of applied adaptation efforts, reflecting complexity inherent to multi-level
governance [24,263,264]. Patterson’s [10] work investigating dimensions and possible
drivers of institutional adaptation in urban governance reveals that, in formal terms, “plan-
ning” is limited in its role: for example, it is not the job of planners to cultivate charismatic
leaders, nor to foment community pressure (much less political disruptions), even though
these may occur partially as a function of adaptation planning. The lack of real or perceived
alignment of institutions with climate change adaptation risks the governance processes for
achieving it being less adaptive and/or less strategic than optimal: a condition describing
or producing institutional “voids” [256].

5. Discussion

5.1. Central Insights

As explored and illustrated in this review, planning and institutional domains are
being challenged or are changing because of the emergence, intensity, and importance of
climate change within policy and governance spheres. The core goal of this review is to
explore complicated topics across several domains and, based on thematic and conceptual
linkages prominent in the literature, to construct an integrative perspective to increase
clarity in comprehension of complex and related topics relevant to CCA. Several insights
based on this work are notable. First, important concepts of climate change literature
have been increasingly encountered and integrated into spatial planning practices, which
have led to distinct forms of planning. Our CCAP schema demonstrates how, for example,
uncertainty is being addressed not only as an increasing “fact of life” for planners to
manage but one that can be understood and approached opportunistically and as a force
driving innovation and learning processes that increase adaptive capacity. In other words,
the emphasis and engagement with climate change issues is leading to adaptation in the
practice of planning itself.

Second, prominent and complex concepts of interest evident in climate change lit-
erature can be organized into a holistic construct that displays important tenets of the
research, and displayed in such a fashion as to clarify their interplay, as through the pro-
posed framework. These interplay may take the form of positional properties of features
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within a framework that group or separate concepts, nest or embed them in one another, or
imply some connective linkage(s) or couplings. They can also be rendered in mechanistic
terms, where dynamics of some feature of interest logically or implicitly affect others,
thus illustrating causal relationships. These are of particular importance in adaptation
work in a similar fashion to features of our CCAP schema, in that, fundamentally, being
adaptive entails processes of feedbacks and responses in systems. Because our framework’s
foundational feature (within and through which other features interact) are SESs, we can
intuitively grasp this systematic structure and behavior. The framework, in this regard, is
useful in two primary ways: it organizes and simplifies information; and it provides its own
logic that is both emergent (arising from themes and ideas in the literature examined) and
can be utilized, altered, or critiqued by practitioners for case-specific or applied work, or as
a basis for expansion or alteration through introducing additional or different theoretical
components.

Finally, as a function of the deeply complex, subtle, and dynamic nature of institutions
(including merely identifying or agreeing upon them), we display the limits of the frame-
work; prompt consideration of how planning and institutions are, in theory and reality,
bound together; and provide context for considering relevant connections or patterns as
theses domains unfold and interact through CCA endeavors. For example, we discuss that
organizational path dependency and institutional lock-in both serve to reduce adaptive
capacity, while the modes of surmounting these barriers to adaptation are nonetheless
domain-distinct, in terms of the means for assessing, addressing, or ameliorating them.
Likewise, planning and institutions must be understood in a temporal context in important
ways: planning because its legitimacy and efficacy depend on the results of its implemen-
tation and “follow through”; and institutions because their social utility, acceptance and
adherence are derived, at least partially, by way of their durability. The examination of key
features of the climate change era, namely uncertainty and change itself, present vexing
questions and prompt provocative, perhaps even subversive, perspectives from which to
consider the practice of planning and its institutional context.

5.2. Adoption, Application, Adaptation of the Framework

This article seeks to articulate the ways in which important concepts relevant to
climate adaptation might be more clearly differentiated and understood in their relational
dynamics, partially through illustrating schema that can be adapted to various actual
situations or case studies, and linking these with prominent themes and patterns from our
literature review. An overarching challenge in CCA, planning, and institutional change
(especially) is measuring or quantifying the magnitude or effects of concepts that, to some
extent, resist or defy efforts to do so. Certain aspects of SESs are, after all, based on informal,
constantly-changing, and nonmaterial qualities with which it is, nonetheless, important
to grapple. Our “schematizing” of concepts in ways that can be visualized, to some
extent, might provide interesting opportunities for researchers seeking to understand how
individuals (within or across organizations, levels of government, and/or demographic
groups) comprehend, or (literally) “picture”, some of these concepts.

Future use of the framework along these lines might take the form of research employ-
ing templates that are used to gauge (for example) how different groups render adaptive
capacity inside an adaptation situation, define magnitudes of effects for various barriers;
order hierarchies of adaptation planning issues, “connect” causal influences or tensions
between features and how they are situated relative to others, or articulate the “distance(s)”
they imagine limits lie from adaptive capacity. Clearly, these exercises would yield ab-
stractions: sketches or diagrams, that stand in for more nuanced work. Yet, these might
reveal insights and/or patterns valuable to managers seeking to understand institutional or
organizational dynamics, public sentiment, or differences across divisions, or even the age
or career seniority of individuals. While not the focus of this article, social science methods
applied to constructing impressions and understanding of how various groups apprehend
the concepts explored here—and their relationships to each other—may be illuminating. A
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consistent theme of this research seems to be that what people believe is possible (and the
institutional ramifications therein) is strongly linked with problem definition and framing,
with obvious impacts on decision-making and commensurately dramatic implications
for CCAP.

5.3. Critical Considerations and Questions

One of the appeals of institutions that are not only adaptive but well-integrated into
CCAP is that their influence and capacity to “structure . . . political decision-making . . .
[and] shape practices and behaviors” is understood as being vital for the success of large-
scale, strategic efforts necessary in complex urban settings [10,23,137]. In this context, the
utility of local knowledge and local institutions has been emphasized as a driver of adaptive
capacity but also as processes, not merely information or rules (content) [68,265,266]. In one
sense, planning is a practice of more than instrumentalizing content; it inherently represents
engagement with ongoing processes. Yet, precisely because planning entities (individuals,
agencies, departments, divisions, authorities) are empowered by and within overarching
institutional milieus, questions emerge about planning as a force for transformational,
fundamental change in the ongoing adaptation quest, which some see as amounting to
the proposition of a paradigm shift for planning itself [47]. In other words, can planning
“unlock” institutions from nonadaptive tendencies, and to what degree?

We have examined the relationships between these concepts and their underlying
theories to situate planning in a critical light, insofar as we question its agency and the
scope of its traditionally-conceived responsibilities. Planning, in the face of massive
environmental change and uncertainty, may itself obscure the clarity of future visions and
complicate the steps for manifesting them, in no small part due to institutional inertia
and dynamics. That is, uncertainties rooted in the institutional domain may amplify
overall situational uncertainty and complicate planning processes attempting to address it.
Dovers [267] points out that even constructing an understanding of the limits to adaptation
is fraught in part because of the institutional dimension, whose sheer complexity grows
with the scale considered [268]. With climate change altering resource regimes and shaping
the public good(s) of citizens linked through institutional behavior and (ideally) aligned
through adaptation planning practices, questions about how common-pool resources and
common-pool institutions can or should shape planning’s role in allocating entitlements
and obligations emerge [60,263,269–271]. This, in turn (and in ways beyond the scope of
this article), ensnares any number of private sector considerations and the need to, among
other things, understand how planning and institutions are positioned to address or adapt
to markets relevant in adaptation [66,143].

6. Conclusions

Our review examined important concepts related to the CCA plight by examining
the theoretical and applied linkages between the practice of spatial planning and role of
institutions in the governance of adaptation, with an emphasis on issues and dynamics
broadly relevant in urban regions. Through this process, we sought to illustrate and sit-
uate prominent themes and concepts in climate adaptation work that connect to engage
planning and institutional dynamics, as well as their effects on SESs, which Berkes and
Folke originally termed the “linkages between ecosystems and institutions” [13]. Epstein
expanded on this concept and considered the differentiation between social and ecological
systems as reconciled by “fitting” them together through institutions themselves; in doing
so, this revealed strengths and limitations of the institutional couplings of these systems [14].
Planning, as we have discussed, represents a mode of instrumentalizing adaptive gover-
nance largely in the interest of increasing adaptive capacity; and, in the climate era, our
schema demonstrates how planning employs various techniques to do so in the context of
uncertainty and change, in fact, by embracing it and approaching it opportunistically. Like-
wise, our framework illustrates the nested and linked—or coupled—mechanics of planning
to larger concepts and displays how their interconnections might be understood. For their
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part, institutions, while playing important roles in shaping and constraining planning and
defining various aspects of SESs, remain difficult to fully comprehend and describe when
the same considerations of uncertainty and change characterize the (conceptual) landscape
in which they are realized.

In his treatise articulating the global, intergenerational ethical and moral implications
of climate change, Stephen Gardiner [272] identifies institutional inadequacy as a key charac-
teristic; one that, for various reasons, cannot simply be overcome by better governance. This
article situates adaptation planning as a critical link between governance and institutions:
in the case of the former, as a “downstream” tool for facilitating policy decision-making; in
the latter, by triggering feedback from features of the SESs that have “upstream” implica-
tions for the “rules of the game” themselves, which define and constrain what futures are
considered possible or desirable [273]. Planning, as a field seeking to integrate science and
knowledge into decision-making, is surely constrained in its capacity to do so by various
political and institutional arrangements and realities, though Roggero [209] asserts that
organizing knowledge in “institutionally meaningful ways can advance . . . understanding
of the link between institutions and adaptation”. What precisely constitutes institutional
meaningfulness in the context of climate change remains complex, dynamic, and, surely,
case-specific, to some degree.

Insofar as we consider institutions to be collectivized social patterns of behavior that
are “rendered durable” over time by routine and habits, the task for planning to break
from reinforced tendencies that reduce adaptive capacity seems pressing [251,258]. These
reflections position planning in a crucial position that prompts consideration about the
nature or characterization of planning entities themselves: are they primarily agents within
Hodgson’s [251] reckoning (to whom institutions may be sensitive/responsive in terms
of change), or merely a means by which those agents interact? If they fall into the former
category (or if they are understood to be both), the question of intent emerges: is it the role
and responsibility of planning to actively, aggressively attempt to alter—or even do away
with—institutions in light of the knowledge planning inevitably encounters and frames? If
so, which institutions? In what circumstances, to what degree, why, and—critically—how?
While this last question involves what Dover [267] calls the practicalities of institutional
change, the challenge for adaptation planning in the 21st century may be as much about
principles as practicalities.
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Abstract: China is one of the countries most impacted by desertification, with Gansu Province in
the northwest being one of the most affected areas. Efforts have been made in recent decades to
restore the natural vegetation, while also producing food. This has implications for the soil carbon
sequestration and, as a result, the country’s carbon budget. Studies of carbon (C) dynamics in
this region would help to understand the effect of management practices on soil organic carbon
(SOC) as well as aboveground biomass (ABVG), and to aid informed decision-making and policy
implementation to alleviate the rate of global warming. It would also help to understand the region’s
contribution to the national C inventory of China. The CENTURY model, a process-based model
that is capable of simulating C dynamics over a long period, has not been calibrated to suit Gansu
Province, despite being an effective model for soil C estimation. Using the soil and grassland maps
of Gansu, together with weather, soil, and reliable historical data on management practices in the
province, we calibrated the CENTURY model for the province’s grasslands. The calibrated model
was then used to simulate the C dynamics between 1968 and 2018. The results show that the model
is capable of simulating C with significant accuracy. Our measured and observed SOC density
(SOCD) and ABVG had correlation coefficients of 0.76 and 0.50, respectively, at p < 0.01. Precipitation
correlated with SOCD and ABVG with correlation coefficients of 0.57 and 0.89, respectively, at
p < 0.01. The total SOC storage (SOCS) was 436.098 × 106 t C (approximately 0.4356% of the national
average) and the average SOCD was 15.75 t C/ha. There was a high ABVG in the southeast and it
decreased towards the northwest. The same phenomenon was observed in the spatial distribution
of SOCD. Among the soils studied, Hostosols had the highest SOC sequestration rate (25.6 t C/ha)
with Gypsisols having the least (7.8 t C/ha). Between 1968 and 2018, the soil carbon stock gradually
increased, with the southeast experiencing the greatest increase.

Keywords: century model; soil organic carbon; gypsisols; hostosols; grasslands

1. Introduction

The key finding at the United Nations 48th session of the Intergovernmental Panel on
Climate Change (IPCC) was that meeting a 1.5 ◦C (2.7 F) target was possible, but would
require significant emission reductions [1]. This confirms the inevitable phenomenon of
climate change [2]. The main drivers of global warming include industrial production
and burning of vast amounts of fossil fuels. This has led to problems like the melting of
polar glaciers, leading to an increase in sea levels and a decrease in freshwater resources
and crop production [3,4]. This has a direct impact on global food security and related
problems. The reduction of global warming has therefore become a concern, not only for
professionals in global warming, but also for researchers in a range of fields.

Research suggests that the soil contains an enormous amount of C, so any activities
that release this C storage may affect the atmospheric CO2 concentration. An effective way
to alleviate climate warming is the rational use and management of agricultural soils [5,6].
Wise use of land can greatly reduce atmospheric CO2 [7]. SOC losses may, however, be
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huge when mismanaged [8], as shown by Sornpoon et al. [9]. Soil water dynamics can
also affect CO2 emissions and absorption rates [10], which is a direct consequence of soil
management.

Studies of SOC have been conducted at different scales with diverse methods with varying
results. From the literature, the global SOCS ranges between 1195 × 109 and 2946 × 109 [11–13].
Research shows that the SOCS in China’s soils is about 100.118 × 109 t C [14]. However, there
is a wide spatial variation in the SOC across the country. For instance, Luo et al. estimated
4.1 × 108 t C in the Guangdong Province [15], whereas Han, B., Wang, X.K., and Ou, Y.Z.Y.
estimated 1.27 × 109 t C in Northeast China [16]. In the arid regions of Western China,
the SOCS was estimated to be 122.66 × 108 t C [17] and 116.128 × 107 t C in the Sanjiang
Plain [18].

Simulating C sequestration dynamics is a complex process and can be extremely costly.
Therefore, reliable, efficient, and cost-effective methods that encompass complex chemical,
physical, and biological soil processes are required to monitor the impact of land use and
soil management on SOC dynamics. In addition, long-term experiments are valuable for
studying the temporal dynamics of SOC as affected by land use and soil management.
The CENTURY model has been used by several researchers to estimate SOC storage, with
certain success and accuracy [19,20]. For instance, Althoff et al., 2018 [21], estimated an
SOCS of 21.0 Mg ha−1, which was strikingly similar to the average field values observed
(20.2 Mg ha−1). In addition, for the Shandong province of China, Tang et al. [22] estimated
the SOC dynamics using the Century model with a coefficient of determination (R2) of
0.722 and a mean error (ME) of 0.37 at p < 0.01. This gives evidence that the Century model
promises an effective way of estimating SOC dynamics under a variety of conditions.

However, it has not been adapted to the grasslands of Gansu Province in China. In
this study, we seek to calibrate and validate the Century model to adapt to the SOC of the
grasslands of Gansu, as influenced by grazing and land management practices. We also
seek to determine the contribution of the grasslands of Gansu to the Chinese national C
inventory by simulating the SOC and ABVG dynamics of Gansu grasslands from 1968
to 2018, and to make recommendations to policy-makers as well as the developers of
the CENTURY model. This, we believe, would bring enormous benefits to studies of
carbon sequestration in the province, and would contribute to national and global SOC
monitoring.

2. Materials and Methods

2.1. Study Location

Located in the inland of Northwestern China, Gansu Province is between longitudes
92◦13

′
E and 108◦46

′
E and latitudes 32◦31

′
N and 42◦57

′
N. The terrain is largely moun-

tainous, with an elevation ranging between 556 m and 5722 m above sea level. It decreases
from high mountains in the southeast to low lands in the northwest. With a total area of
453,700 km2 [23], the province accounts for approximately 4.436% of China’s total land
surface area. Figure 1 shows Gansu province with the validation points indicated.

The climate is mainly semi-arid arid continental [24], with warm to hot summers and
cold to very cold winters. Temperatures are generally high with varying degrees among
areas. The mean annual temperature and precipitation range between 273.16 and 287.26 K
and 36.60 to 734.90 mm, respectively. The province has a rich variety of soils, supporting
a large range of vegetation. There are at least 16 major soil groups [25], dominated by
Gypsisols, Cambisols, and Leptosols (Table 1).
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Figure 1. Gansu Province, China, indicating study sites (validation points). (A) Jiayuguan, Aksai Kazakh, Anxi, Dunhuang,
Jinta, Subei Mongol, Suzhou, and Yumen; (B) Jinchuan, Yongchang, Heshui, Minqin, Tianzhu Tibetan, Wuwei, Gaotai,
Linze, Minle, Shandan, Sunan Yugur, and Zhangye; (C) Baiyin, Huining, Jingtai, Jingyuan, Pingchuan, Dingxi, Lintao,
Longxi, Min, Tongwei, Weiyuan, and Zhang; (D) Gaolan Liangzhou, and Yongdeng Yuzhong; (E) Dongxiang, Guanghe,
Hezheng (Linxia), Jishishan Bonan, Kangle, Linxia Shi, Linxia, and Yongjing; (F) Zhuoni, Lintan, Luqu, Maqu, Diebu, Xiahe,
and Zhugqu; (G) Cheng, Dangchang, Hui, Kang, Liangdang, Li, Wen, Wudu, and Xihe; (H) Gangu, Qin’an, Qingcheng,
Tianshui, Wushan, and Zhangjiachuan Hui; (I) Chongxin, Huating, Jingchuan, Jingning, Lingtai, Pingliang, Zhuanglang,
Hezheng (Qingyang), Huachi, Huan, Ning, Qingyang, Xifeng, Zhengning, and Zhengyuan.

Table 1. Distribution of major soil groups in Gansu Province, China [25–27].

Physiochemical Properties

Soil Group Area (Km2)
Percentage

(%)
BD (gcm−3) Silt (%) Sand (%) Clay (%) pH

Gypsisols 105,236.7 23.19 0.25 35 25 40 7.0–9.0
Cambisols 94,781.1 20.89 1.12 30 58.8 11.2 5.7–7.0
Leptosols 81,108.7 17.88 1.34 28 57.9 14.1 6.8–8.0
Luvisols 29,081.7 6.41 1.27 30.2 49.5 20.3 7.0–8.0

Arenosols 27,751.2 6.12 1.5–1.7 13.04 68.96 18 7.0–8.0
Calcisols 27,379.5 6.03 1.25 28.0 53.0 19.0 7.0–8.5

Kastanozems 15,859 3.5 1.13 27.3 51.2 21.5 7.0–8.5
Chernozems 14,469.6 3.19 1.30 30.9 50.5 18.6 6.5–7.5
Solonchaks 14,204.7 3.13 1.16 34 49.07 16.0 >8.3
Anthrosols 13,391.7 2.95 1.20 25 58.6 20 4.0–4.5
Fluvisols 8438.1 1.86 1.28 16 68.75 24 6.8–7.5
Regosols 8086.2 1.78 1.26 5.75 67.25 26.25 7.1–8.5

Phaeozems 7444 1.64 1.25 28 63.25 19 5.0–7.0
Gleysols 3668.7 0.81 1.27 30 49.5 20 6.0–8.0

Greyzems 2137 0.47 1.32 26 53.86 20 6.75–7.9
Histosols 680.7 0.15 1.32 26 53.86 20.14 7.8

Total 453,719 100
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Only a few of the soil groups, such as Regosols and Phaeozems, can be found through-
out the province. However, the majority are more localized. For example, Solonchaks and
Gypsisols are found only in the northwest, whereas Luvisols and Histosols are found only
in the southeast. Kastanozems are located in the central part of the province. Calcisols,
Arenosols, and Anthrosols are mostly localized in the northwest and central part of the
province. Chernonozems are mainly in the southeast, with very little coverage in the
central part of the province. Histosols, with the highest concentration of SOC, are localized
in the Gannan alpine region. Leptosols are found mainly in the mountain ranges bordering
Qinghai and Gansu. Cambilsols are the most prominent soil type in the southeast, apart
from the Gannan alpine region and the shrub lands.

As of 2010, the dominant vegetation type was grassland, covering approximately 31%
of the total land surface [28]. This does not include desert areas and grasslands with minor
coverage. For this study, we selected 13 out of the 19 grassland types in the province. These
are dominated by temperate typical, alpine meadow, stipa desert steppe, and subalpine
deciduous broadleaf, as shown in Table 2.

Table 2. Distribution of grassland types in Gansu Province, China.

Grassland Type Area (Km2) Percentage (%)

Temperate Typical 52,581.6 37.2
Alpine Meadows 21,715.2 15.4

Stipa Desert Steppe 16,123.2 11.4
Subalpine Deciduous Broadleaf

Shrubs 15,945.7 11.3

Typical Meadows 9006.1 6.4
Temperate Deciduous 6138.5 4.3

Alpine Sparse 5376.4 3.8
Halophyte 4774.9 3.4

Temperate Meadows 3346.5 2.4
Subalpine Hard-leaf Evergreen

Broadleaf Shrubs 2781.6 2

Artemisia Ordosica 2059.2 1.5
Tropical and Subtropical Evergreen

Broadleaf Shrubs 1404.1 1

Total 141,253 100

2.2. Data
2.2.1. Meteorological Data

Meteorological data were downloaded from www.worldclim.org (accessed on 1 July
2020) [29] in raster format at a 2.5 min (~21 km2) spatial resolution. The variables include
monthly average minimum and maximum temperatures (◦C) and monthly total precip-
itation (mm) covering the period from 1961 to 2018. These data were downscaled from
CRU-TS-4.03 by the Climatic Research Unit, University of East Anglia [30]. Data on climatic
regions were downloaded from koeppen-geiger.vu-wien.ac.at [31] in vector format. The
climate vector file was based on the Koppen–Geiger Climate Classification [24]. It was
updated based on values provided by the Climate Research Unit (CRU) of the University
of East Anglia.

2.2.2. Terrestrial Ecoregions

We obtained the terrestrial eco-regions data from the Database for Ecosystems and
Ecosystem Services Zoning of China in vector format (http://www.ecosystem.csdb.cn/
accessed on 1 August 2020) [28]. The dataset includes the spatial distribution information
of the national first, second, and third level ecosystem classification in 2000, 2005, and 2010,
respectively. The dataset contains the spatial distribution patterns of forests, grasslands,
shrubs, farmland, towns, deserts, bare land, and other ecosystems [32].
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2.2.3. Soil Data

The soil data used in this study was developed by the Food and Agriculture Organi-
zation (FAO) of the United Nations and the International Institute for Applied Systems
Analysis (IIASA). It was obtained from the Harmonized World Soil Database Version 1.2
(HWSD V1.2) [27] in vector format. The Soil Map of China is based on data from the office
for the Second National Soil Survey of China (1995), and is distributed by the Nanjing
Institute of Soil Science (Shi et al., 2004) [33]. Data on soil properties were obtained from
version 3.6 of the digitized Soil Map of the World (DSMW) [25], prepared by the Food
and Agriculture Organization of the United Nations. The variables in the dataset include
the bulk density, percent sand, silt, clay, and the pH of the top and subsoil of each sol
type. Valuable information on some soil properties was obtained from R. Kodešová et al.,
2011 [34].

2.2.4. Validation Data

To validate our model, we obtained Global Aboveground and Belowground Biomass
Carbon Density Maps for the Year 2010 from the FAO [35], which are available at the Oak
Ridge National Laboratory (ORNL) Distributed Active Archive Center (DAAC) in GeoTIFF
format. It provides temporally consistent and harmonized global maps of the above- and
below-ground biomass carbon density (Mg C/ha) for 2010 at a 300-m spatial resolution.

2.3. Method

The climate, ecoregion, and soil maps were intersected using ArcGIS, creating a vector
file of the study area. This gave rise to 81 sites, each of which had unique characteristics of
soil, vegetation, and climate. This was used as a boundary map to calculate the relevant
statistics unique to each site using the zonal statistics tool in ArcGIS. To obtain the required
input data for the CENTURY model, the mean minimum and maximum temperatures, the
mean, standard deviation, and skewness of the precipitation for each site were calculated
using the zonal statistics tool of ArcGIS. Figure 2 illustrates the following process.

Figure 2. Flowchart of the model calibration, parameterization, and simulation.
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• The CENTURY Model

The Century model, a general FORTRAN model of the plant−soil ecosystem that has
been used to represent carbon and nutrient dynamics for different types of ecosystems [36],
comes with several sub-models. In this study, the grass/crop sub-model of CENTURY
4.0 was used. It was developed by the National Renewable Energy Laboratory (NREL) to
provide a tool for ecosystem analysis and to test the consistency of data as well as evaluate
the effects of changes in management and climate on ecosystems. It is freely available at
nrel.colostate.edu [36,37]. The model is capable of integrating the effects of climate and soil
variables and agricultural management practices to simulate carbon, nitrogen, and water
dynamics in the soil−plant system [36].

• Model Parameterization

A proper adjustment of the parameters for the underlying environmental context is
essential for a near-accurate output of the CENTURY model, as one of the objectives of this
study was to calibrate and validate the CENTURY model for the analysis of SOCdynamics
for a fifty-year period (1968 to 2018) in Gansu Province, China. The CENTURY model has
a number default parameterized. However, each of our study sites has specific climate,
soil, vegetation, and management practices. Therefore, some parameters were adjusted
for all 81 sites to reflect these site-specific characteristics. We discuss below the model’s
initialization, calibration, and validation processes.

• Model initialization

The model was initialized in three stages, as follows: In Stage 1, we entered the mean
monthly precipitation, standard deviation, and skewness of precipitation, as well as the
mean minimum and maximum temperatures for 50 years. In stage two, we entered the site
control parameters, which included pH, bulk density, silt, clay, and sand content (Table 1).
In stage 3, each of the 81 sites was parameterized using crop parameters, and the organic
matter initial values obtained from the equilibrium simulation were entered for each of
the 81 sites. Two sites were selected; one from the alpine regions and the other from the
low-lying arid region, and the model was calibrated to match their observed output. The
equilibrium simulation was run for 2968 years for each of the calibration sites to stabilize
the output variable SOMTC (total soil organic carbon). This was done using the CENTURY
default grass/crop parameters.

• Model calibration

This is an essential step as it aims at fine-tuning the internal parameters of the model
to improve the correlation between the simulated and measured values. The calibration
was done by iteratively adjusting the internal parameters until the SOMTC output closely
represented the measured soil C, as suggested by E.S.O. Bortolon et al. [38]. The potential
aboveground monthly production (g/m2) was altered at each iteration, until the SOMTC
matched the measured soil C stocks with a considerable accuracy. The new parameters
were then used to parameterize the other sites. In addition to these parameters, site-specific
parameters such as pH were also changed according to the soil type, as shown in Table 1.

• Event Scheduling

To accurately estimate the SOC dynamics in the province, we accounted for historical
land use and soil management practices. We developed nine land-use and soil management
scenarios to schedule the model using the EVENT100 program of the century model, based
on historical sources and surveys. Details are shown in Table 3.
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Table 3. Land use/management practice scenarios per zone.

Scenario Zone Land Use/Management Practice

1 A Intensive grazing, ploughing, and no-till after
2 B Intensive grazing and land till
3 C Row—cultivator and moderate erosion
4 D Ploughing and moderate grazing,
5 E Cultivator and medium grazing
6 F Hay harvest and no till
7 G Low grazing and ploughing
8 H Moderate grazing with no till
9 I Land till and high erosion

The soil management scenarios were maintained as closely as possible to the available
historical information. All 81 sites were put into one of the nine (9) groups (A to I) according
to the management practices.

• Equilibrium run

As stated early on, two calibration sites were selected; one from the arid region in
the northwest and the other from the alpine region in the south. The output, SOMTC, is
the total soil organic carbon at the end of the equilibrium simulation period. The initial
soil carbon is usually derived from an initial simulation, which usually covers several
thousands of years [39]. We ran the equilibrium simulation for 2968 years to obtain the
initial carbon pool for the two calibration sites.

• Running the Model

At this stage, all the sites have been calibrated and parameterized and the schedule
files made ready. The SOMTC values obtained from the equilibrium run were used as
initial inputs. A batch file (.bat) was created to run the model on all the sites without the
need to repeat the process for each site. Along with the batch file was an accompanying
list of variables in text .txt format. From this stage, the .lis files, which contain the output
data, were obtained. These were then converted to Microsoft Excel files for subsequent
analyses. For each of the 81 sites, we obtained the monthly SOC and aboveground biomass
for 50 years.

• Model validation

The following output variables were used to assess the performance of the model:
aboveground C in plant biomass (ABVG), and soil organic carbon. As suggested by
Bockstaller and Girardin, 2003 [39], and Gomes and Varriale, 2004 [40], the model was
validated by comparing the outputs of the model with a set of independently measured
data. SOC data from the FAO in 2010 were used to validate the model. We calculated the
coefficient of determination, R2 between each pair of variables as follows:

R2 =

∣∣∣∣∣∣
∑n

i=1
(
Si − S

)(
Oi − O

)
√

∑n
i=1

(
Si − S

)2(Oi − O
)2

∣∣∣∣∣∣
2

(1)

R2 is a statistical measure that represents the proportion of the variance for a dependent
variable. The closer R2 is to 1, the better the fitting effect, and the more realistic the
fitting function.

We also calculated the mean absolute percentage error, MAPE, as follows:

MAPE =
1
n

n

∑
i−1

∣∣∣∣Si − Pi
Si

∣∣∣∣ (2)

where Si is the SOC simulated value of the ith site validation point, Oi is the observed SOC
value at the ith site validation point, O is the average of the observed SOC values of the
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dry farmland validation point from the period 1968 to 2018, and S is the average value of
the simulated SOC value of the site validation point from 1969 to 2018. Pi is the predicted
value at the ith site.

To assess how well the sample represents the population, we calculated the standard
error (SE) at each site as follows:

SE =
σ√
n

(3)

where σ is the standard deviation of the samples and n is the number of samples

SOC(Y) = SOCD(Y) ∗ area(Y) (4)

3. Results

3.1. Results from the Equilibrium Run

Table 4 shows the results of the equilibrium simulation for the two calibration sites.

Table 4. Results from the equilibrium run for the two calibration sites.

Calibration Site SOMTC (t C)

Arid region 1680.7
Alpine region 2028.07

These values are important for initializing the model for the actual simulation, be-
cause they are used as the amount of soil organic matter at the beginning of the actual
simulation period. During the equilibrium run, we assumed that 21,968 years ago, the
arid region was all grass without desert, but experienced little rain and intensive grazing;
a recipe for desertification. In the southeast, however, we assumed ample rainfall and
moderate grazing. This led to a higher SOMTC in the calibration site to the southeast than
in the northwest.

3.2. Results from Actual Simulation

We computed the SOCD and total SOC in each site and their respective averages.
We found that at 0-20cm, Gansu’s grasslands stored 436.098 × 106 ± 87.25 × 104 t C
of SOC. The SOC density (SOCD) ranged between 11.09 t C/ha and 33.08 t C/ha, and
averaged 15.75 t C/ha across the province. We multiplied the SOCD of each site by their
corresponding areas and the average, standard deviation, and minimum and maximum
found. The detailed results are presented in Table 5.

Table 5. Summary of the results.

Aboveground Biomass Density
(g/m2)

SOCS (t C) SOCD (t C/ha)

Mean 2.95 × 102 436.098 × 106 15.75
Standard Deviation 1.15 × 102 87.25 × 104 5.67

Minimum 7.20 12.44 5.23
Maximum 1207.56 26.13 30.68

The standard deviations illustrate the great ecological variation among the various
ecological zones in the province, namely, arid, alpine, and shrub lands. The lowest ABVG
was recorded in the northwest and Qingyang between 1979 and 1989, and the highest was
recorded in the southeast between 2001 and 2018. The highest SOCS was estimated in the
alpine region, whereas the highest SOCD was recorded in the subalpine region between
2001 and 2018.
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3.2.1. Point Validation

The average ABVG and SOC values across all of the sites were calculated and then
compared with the 2010 aboveground and SOC data from FAO in a correlation analy-
sis. Table 6 shows the correlation between mean precipitation, simulated and observed
aboveground biomass, and the simulated and observed SOC.

Table 6. Correlation analysis between SOC Obs. (observed SOCD (g C/ha)), SOCD Sim. (simulated
SOCD (g C/ha)), ABVG Sim. (simulated ABVG (g C/m2)), ABVG Obs. (observed ABVG (g C/m2)),
and MMP (monthly mean precipitation (mm)) at 81 sites in Gansu Province in 2010.

MMP ABVG Sim. ABVG Obs. SOCD Sim.

MMP
ABVG Sim. 0.57
ABVG Obs. 0.67 0.50
SOCD Sim. 0.89 0.58 0.82
SOCD Obs. 0.71 0.64 0.56 0.76

All of the correlations were significantly positive at α < 0.01. For instance, there is a
strong correlation between our simulated and observed SOCD (R2 = 0.76, p < 0.01), which
was even stronger between precipitation and simulated SOCD (R2 = 0.89, p < 0.01). This
indicates the strong dependence of SOC and the aboveground biomass on precipitation.
Overall, our simulated values fit well with the observed values.

To further validate our model, we calculated two error metrics, namely the standard
error (SE) and the mean absolute percentage error (MAPE). MAPE is a measure (in
percentage) of the accuracy of a forecast system. SE assesses how well the sample represents
the population. For instance, from Table 7, the MAPE between the observed and simulated
SOCD is 0.0824, indicating that the simulated and observed values differ by 8%. The
between the simulated and observed aboveground biomass is 0.1411, indicating they differ
by 14%. All measures were highly significant at p < 0.01.

Table 7. Correlation and error metrics of point validation.

Mean
Precipitation (mm)

Aboveground C
Observed (t C/ha)

Aboveground C
Simulated (t C/ha)

SOCD
Observed (t C/ha)

Aboveground C
Observed (t C/ha)

p-value ***
SE 0.083

Aboveground C
Simulated (t C/ha)

p-value *** ***
SE 0.093 0.098

MAPE — 0.1411783

SOCD Observed
(t C/ha)

p-value *** *** ***
SE 0.079 0.093 0.087

SOCD Simulated
(t C/ha)

p-value *** *** *** ***
SE 0.052 0.064 0.092 0.073

MAPE — — —- 0.0824219

Note: *** indicates that the p-value is highly significant.

We further developed linear models between the observed and simulated SOCD and
ABVG as shown below:

YABVGsim = 30.934 + 0.00695XABVGobs (5)

YSOCsim = 238.917 + 0.316XSOCobs (6)

where YABVGsim and YSOCsim are the simulated aboveground biomass and SOCD, respec-
tively, and XABVGobs and XSOCobs are the observed aboveground biomass and SOCD,
respectively. The intercepts and coefficients are highly significant (p ≤ 0.01).
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3.2.2. Spatial and Temporal Distribution of SOC and ABVG

Table 8 shows the summary statistics of the output variables for the various zones:

Table 8. Zonal distribution of Gansu grassland carbon stock and vital statistics.

Soil Organic Carbon Density
(SOCD) t C/ha

SOC Storage (SOCS)
(×106 t C)

Aboveground Biomass (ABVG)
(g cm−2)

Zone
No. of
Sites

Min Max Av Std Min Max Av Std Min Max Av Std

A 8 5.23 12.67 8.67 1.89 11.61 19.73 16.66 6.14 7.2 250.34 80.69 72.14
B 12 7.52 15.55 10.4 2.03 15.96 34.91 30.44 5.04 90.89 234.56 125.24 34.33
C 12 9.38 17.45 13.4 2.44 30.46 35.05 34.86 1.25 300.5 790.78 500.25 149.22
D 4 10.45 20.23 15.53 3.01 25.76 45.42 45.46 5.71 275.34 1004.01 800.3 199.89
E 8 13.44 23.78 19.21 2.01 49.5 53.39 51.87 1.08 359.3 1575.05 900.45 384.18
F 7 16.55 30.68 23.17 4.21 95.7 112.5 89.62 4.15 464.34 1207.56 790.5 209.29
G 9 15.67 29.56 22.8 3.85 83.29 96.89 75.46 3.79 87.05 400.58 284.23 104.19
H 6 11.25 21.56 16.68 2.98 42.91 48.41 48.82 1.64 314.6 689.45 505.4 124.22
I 15 14.3 22.75 19.13 2.27 46.72 51.36 42.91 1.28 45.5 945.05 300.9 248.73

We grouped all the 81 study sites into nine zones (A to I) (Figure 1). Each zone has a
specific number of sites. In each zone, we computed the average and standard deviation
of SOC storage (SOCS) and ABVG. Zones F and G, both located in the southeast, have
the most accumulated SOC. However, zone A in the northwest arid region had the least
accumulated SOC. We also computed the average aboveground biomass and SOCD at
intervals of at least 10 years for each site. We then interpolated the values to obtain a
spatiotemporal map of the province. Figure 3 illustrates the SOCD dynamics in Gansu
between 1968 and 2018 for 50 years.

Higher values of SOC density were estimated in the southeast throughout the simula-
tion period. However, lower values of SOC were recorded in arid regions to the northwest.
Generally, SOCD decreased from the southeast to the northwest. The average SOCD be-
tween 1979 and 1989 was lower than that of the previous decade, and increased afterward
until 2018. Between 1968 and 2018, the average SOCD increased by 38% in parts of the
southeast, whereas the increase in most parts of the northeast was approximately 9%.
This is mainly due to the intensive land management simulated to fight desertification.
In our model, we assumed intensive tilling to convert deserts into farmlands. This led
to a tremendous release of SOC from the soil. However, after the 1980s, we simulated
a no-till management practice and this led to a significant accumulation of SOC. In the
alpine regions, SOC has always been on an increasing trend, as we simulated no-till land
management practices throughout the period. Consequently, the soil was undisturbed and
therefore accumulated SOC progressively, with the exception of Qingyang (zone I), where
SOCD decreased from 1968 to 2000 and increased from 2000 to 2018. As a result, most of
the SOC is concentrated in the southeast, especially in zones F and G (Figure 3).

We also estimated the amount of aboveground biomass for the study period. Figure 4
shows the spatial and temporal distribution of aboveground biomass between 1968 and
2018.
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Figure 3. Spatial and temporal distribution of SOC of the grasslands of Gansu from 1968 to 2018: (a) 1968 to 1978, (b) 1979
to 1989, (c) 1990 to 2000, and (d) 2001 to 2018.

  

  

Figure 4. Spatial and temporal distribution of the aboveground biomass in the grasslands of Gansu from 1968 to 2018:
(a)1968 to 1978, (b) 1979 to 1989, (c) 1990 to 2000, (d) 2001 to 2018.
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During the first decade, the aboveground biomass was relatively low, especially in
zone I (Figure 4). Vegetation health in the northwest deteriorated in the second and third
decades, but improved between 2000 and 2018. During this period, ABVG increased
significantly, especially in the alpine regions. However, it deteriorated drastically again in
zone I. In this zone, we simulated intensive erosion and consistent land tilling practices.

We calculated the percentage change in SOC between 1968 and 2018 of SOCS in all
81 sites to determine the SOC dynamics. We then interpolated the values using the Kriging
interpolation method. Figure 5 shows the results.

Figure 5. Percentage change in SOCD in Gansu grasslands between 1968 and 2018.

As illustrated by Figure 5, the change in SOCD is not evenly distributed. The southeast
and central parts accumulated more SOC than the northwest and zone I to the south. These
areas of least increase underwent constant tilling and other anthropogenic interferences.
As a result, SOC could not accumulate as much as it did in the southeast.
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3.2.3. SOCD and ABCG Distribution by Soil Type

For each soil group, we computed the average SOCS and ABVG between 1968 and
2018 across all of the study sites. Figure 6 illustrates the distribution of SOCS and ABVG
among the various soil types between 1968 and 2018.

Figure 6. SOC distribution of SOC and aboveground biomass by grassland type.

Luvisols have the highest aboveground biomass, followed by Chernozems. In partic-
ular, Luvisols are found only in the southeastern part. In addition, Arenosols, Calcisols,
and Anthrosols found in the northwest and the central part of the province have very
low values of ABVG. There is also a huge variation in the distribution of ABVG among
the various soil groups. Among the soil groups with the highest concentration of SOC
are Histosols and Luvisols, localized in the Gannan alpine region. Following closely are
Chernonozems, which are mainly found in the southeast, with very little coverage in
the central part. Gypsisols and Solonchaks, found only in the northwest, have the least
ABVG, followed by Calcisols, Arenosols, and Anthrosols, which are mostly localized in the
northwest and central parts. It can be seen that extreme values of ABVG are found in soils
that are localized in either the southeast or northwest. Soils found either throughout the
province or only in the central part have values in between. Typical examples are Regosols,
Phaeozems, and Kastanozems.

Among the soil groups, Hostosols sequestered the most SOC (52.33 × 106 t C), repre-
senting 11.95% (Figure 7). Gypsisols, Solonchaks, and Arenosols altogether accounted for
about 11% of C storage. This is mainly due to their low coverage and low SOCD.
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Figure 7. Percentage distribution of SOCS by soil type in Gansu Province, China, between 1968 and 2018.

Gypsisols, Solonchaks, Arenosols, and Calcisols each sequestered 17.44 × 106 t C,
representing 4% of the total SOC.

4. Discussion

We adapted the CENTURY model to the grasslands of Gansu and successfully estimated
the amount of carbon sequestered in the soils (0–20 cm), as well as the aboveground biomass.
Our measured and observed SOCD and ABVG had correlation coefficients of 0.76 and 0.50,
respectively, at p < 0.01 (Tables 6 and 7). Histosols had the highest SOC sequestration rate
(25 t C/ha), with Gypsisols having the least (7.8 t C/ha). Aboveground biomass ranged from
0.002 to 1.130 kg C m−2 among the 16 soil types across the province (Figure 5). The average
aboveground biomass density estimated was 2.95 × 102 0.415 ± 1.15 × 102 g C/m2, which
was consistent with Xu et al. (0.69 ± 0.20 kg C m−2) [41]. Precipitation was correlated with
SOC and aboveground biomass with a correlation efficiency of 0.57 and 0.89, respectively,
at p < 0.01.

Compared with other regional studies, the SOCD of Gansu is lower than the average
value of 48.6 t C ha−1 in the arid region in Western China [17]. This suggests that the
grasslands of Gansu Province have a huge SOC sequestration potential. Our findings are
consistent with the majority of SOC studies in the province and its environs. For example,
Guo et al. [42] estimated the grassland SOCD in Inner Mongolia to be 19.9 t C/ha, a value
within our estimated values in Gansu. According to their study, SOC values were higher
in the southeast (21.56 t C/ha) but lower in the northwest (13.77 t C/ha) part of Gansu
Province, a pattern we also discovered in our study.

The spatial distribution of the aboveground biomass was similar to that of the SOC
density (Figures 4 and 5). The aboveground biomass and SOC densities declined from
the southeast to the northwest. The majority of the soils found in the south are relatively
fertile (Catling D., 1992) [43], giving rise to huge variations in SOC and ABVG distributions.
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Another reason could be from the differences in management practices and soil properties,
such as the pH. The function of pH in biomass production cannot be overemphasized.
Neina, D. (2019) [44] refers to soil pH as the master soil variable, observing that it controls
the solubility, mobility, and bioavailability of trace elements, which determines their
translocation in plants. It also affects the soil enzymes and microbial activities (Marinos,
R. and Bernhardt, E.) [45], as well as biodegradation. Therefore, in our model, we placed
special emphasis on the variation of pH among the various soils. According to Neina,
McCauley, and 2009 [46], D. (2019) [47] the activities of soil microorganisms and crop
growth are the greatest near neutral conditions, but the pH ranges vary for each type of
microorganism and plant. They claim that very acidic soils (less than 5) cause microbial
activities and numbers to be considerably lower than in the soils that are more neutral [46].
According to esf.edu [47], most minerals and nutrients are more soluble or available in
acid soils than in neutral or slightly alkaline soils, but adds that optimum pH conditions
for individual crops will vary. In their research, Zhou, et al. (2019) [48] observed that
soil carbon is negatively correlated with soil pH, demonstrating that relatively low pH
benefits the accumulation of organic matter. According to McCauley, A., Jones, C., and
Jacobsen, J. (2009) [46], soil pH strongly affects soil functions and plant nutrient availability
by influencing the chemical solubility and availability of the plant essential nutrients, as
well as the organic matter decomposition.

The majority of soils in the province have optimal levels of pH 5–8 for plant growth
(Table 1). For instance, the northwestern part is dominated by Euteric soils, which are
neutral to slightly acid, with a good availability of nutrients, fine texture, moderate to high
cation exchange capacity, and low to moderate organic matter content, and the natural
fertility is fairly high [43].

Soils in the northwest have the right level of pH for plant growth, much like soils in
the southeast. However, the positive effect of pH is nullified by the absence of sufficient
plants. For example, Marinos and Bernhardt (2018) [45] found that microbial respiration
and SOC solubility were strongly stimulated by increased soil pH, but only in the presence
of plants, stating that a soil pH increase of 0.76 units increased soil respiration by 19%
in the organic soil horizon and 38% in the mineral soil horizon, whereas in unplanted
pots, soil pH had no effect on microbial respiration. The presence of the right pH alone
cannot trigger plant growth. They observed that while increased soil pH enhanced plant-
mediated heterotrophic respiration, it had no effect on plant growth. In contrast, soil Ca
enrichment increased the relative growth rate of plants by 22%, but had no impact on
microbial respiration. Plant biomass is higher in the southeast, because the majority of the
soils are Ca rich. We therefore suggest that policy-makers lay special emphasis on enriching
the calcium content of soils in the northwest of the province to facilitate plant growth.

Another major factor inhibiting plant growth in the northwest is the climate. Xu
et al., 2018 [41], found that precipitation positively correlated with vegetation biomass
and SOC, whereas temperature was negatively correlated with SOC. The northwestern
part of the province has very low precipitation, thereby affecting vegetation biomass
production. These factors lead to low SOC and vegetation biomass [46] in the northwest.
The low amount of precipitation in the northwest also leads to little leaching of base cations,
resulting in a relatively high degree of base saturation [46]. According to the same author,
cation and anion exchange capacity (the soil’s ability to retain and supply nutrients to a
crop) is directly affected by soil pH. When the soil pH is high (i.e., low concentration of H+),
more base cations will be on the particle exchange sites and will thus be less susceptible to
leaching. An increase in precipitation causes increased leaching of base cations and the soil
pH is lowered [46]. However, when the soil pH is lower (i.e., higher concentration of H+),
more H+ ions are available to “exchange” the base cations, thereby removing them from
exchange sites and releasing them into the soil water. As a result, exchanged nutrients are
either taken up by the plant or lost through leaching or erosion. The southeastern part is
dominated by Calcaric soils and some amount of Euteric soils. Calcaric means the presence
of calcium carbonate. They have high natural fertility but are potentially alkaline [43].
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According to Céspedes-Payret et al. (2017) [49], bulk density values are not significantly
correlated with SOC content. Our model could not predict aboveground biomass as much
as it did SOC because of the inherent problem of the century model not being able to model
the finer timescale of ABVG accumulation. Our finding also indicates that precipitation
affects aboveground biomass more than it does SOC.

Another factor contributing to the spatial variation is differences in climate. The
southeastern part of the province has more conducive conditions for plant growth than the
northwest. For example, rainfall increases from the northwest to the southeast. However,
temperature decreases in the same direction. The northwestern part is icy cold throughout
most of the year. According to Xu et al., 2018 [41], the main factors that affect the spa-
tial distribution of aboveground biomass are climate and soil nutrients. They observed
that these factors account for 68.16% of the total variation in aboveground biomass in a
GLM analysis. Among these factors, climate was the most important influencing factor,
explaining 50.49% of the total variance. In addition, they observed that soil texture plays a
significant role in the total variance in the spatial patterns of SOC density for the 0–20 cm
soil layers. The climate of Gansu Province is very diverse and, therefore, precipitation and
temperatures vary greatly [29]. The century model was able to account for the variation
in precipitation and temperature, and showed that carbon density was influenced greatly
by climate. The aboveground biomass density was generally higher in high-precipitation
areas. The temperate arid regions had the lowest aboveground biomass density. High
values of aboveground biomass were estimated in the southeastern part compared with the
northwest part. Nevertheless, the amount of ABVG simulated by our model in the north-
west was greater than the measured values. We attribute this to the overgeneralization of
parameters and conditions throughout the simulation. Most SOC was concentrated in the
alpine regions. The arid regions, located in the northwest, had the lowest SOC density at
0–20 cm. This was consistent with the findings of Xu et al., 2018 [41].

Between 1968 and 2018, the entire region was a carbon sink and since then, the SOC
has been on a gradual incline. Beginning in 1968, the SOC showed a sharp decrease, but
began to increase in 1971 and has been increasing annually. The southeastern part saw a
rather gradual increase in SOCD, while the majority of the decrease took place in the arid
regions and the central part of the province. Even though the province has generally been
a carbon sink for the past 50 years, a few areas have been shown to lose SOC. This was
mainly due to overgrazing and other management practices, which our model accounted
for. For instance, zones A, B, and I (Figures 1 and 4) lost aboveground biomass rapidly
due to extensive land tilling (National Research Council, 1992) [50,51]. The FAO observed
that soil loss due to wind erosion was 10 to 15 cm and sand loss was 20 to 150 cm in the
northwest [51]. Therefore, our model was calibrated to simulate more erosion in the arid
regions. According to FAO and historical records, overgrazing accounts for over 20% of
decertified areas. The incorporation of intensive grazing into our simulation contributed
to its accuracy. However, low-intensity grazing was simulated between 1988 and 1998.
During this period, the government established plantations for desertification control and
measures were put in place to regulate grazing [51].

According to Xu et al., 2011 [52], there has been a large-scale reclamation of arid land
in Northwest China over the past 50 years, converting the natural desert landscape into an
anthropogenic oasis. SOC is greatly influenced by anthropogenic activities (Breuer et al.,
2006 [53], and Kasel and Bennett, 2007 [54]). Therefore, Xu et al., 2011, speculate that drastic
human activities may have caused the radical change in SOC. As a result, we observed a
relatively stable increase in SOC in the alpine regions than in areas influenced by human
activities. In arid regions, we found that SOC storage decreased most of the time between
1968 and 2000, and gradually increased afterward. The rapid loss of SOC in semi-arid
regions under cultivation has been reported by several researchers. For example, Elberling
et al. (2003) [55] reported that up to 24% of SOC in the upper 1 m layer has been lost over
the 40 years since the Savannah began to be cultivated in semiarid Senegal in West Africa.
Similarly, Ogle et al. (2004) [56] observed that the level of SOC in tropical regions was
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reduced to 32% due to a 20-year tillage. A similar phenomenon was observed by Su et al.
(2004) [57] in the semiarid Horqin sandy steppe of northern China. They also observed
that in just 3 years of cultivation, sandy grassland lost up to 38% of SOC. In most of these
instances, the loss was rapid within the first few years, as it was in the case of the Nigerian
semiarid Savannah. (Jaiyeoba, 2003) [58].

Our model was not without flaws. These were partly due to inevitable assumptions
and the oversimplification of reality. We did not account for land cover change over the
research period, for example. The area of grassland used could only match that in 2010
and therefore did not account for the change. Secondly, the monthly timeframe of the
century model fails to adequately depict the precise timescale of biomass growth (Yu et al.,
2014) [59]. This undoubtedly affected the biomass and SOC stock estimation. Furthermore,
as shown in the literature, the chemical properties of the same soil in various places might
differ dramatically. Wherever necessary, we used the average values across all of the
areas where those soils were found. A major drawback faced was the fact that at most
sites, historical data were hard to find, especially data on management practices such as
fertilization and irrigation. In such circumstances, we used our discretion based on extant
management practices in those areas. Another instance of oversimplification of reality is
the model’s failure to account for altitude. Altitude affects vegetative carbon and SOC,
according to Xu et al., 2018 [41]. They observed that vegetation carbon declined with
altitude, whereas SOC density increased with increasing latitude. Wang et al. [60] also
observed a similar pattern in China. However, the CENTURY model does not account
for this important factor. Other researchers such as Oelbermann have also found some
operational problems with the model. They found that the model estimated lower SOC than
the measured SOC values because it failed to account for changes in soil bulk density [61].

We recommend CENTURY developers include the effects of altitude in order to
increase the model’s estimation accuracy. We also recommend that authorities in charge
give attention to Ca modification practices, especially in the northwest, alongside intensive
plant growth. In addition, Slaton et al., 2001 [62], and McCauley, A., Jones, C., and
Jacobsen, J. (2009) [46] suggest the addition of amendments to soils to modify the soil pH.
Suggested amendments are elemental sulfur, ferrous sulfate (FeSO4), aluminum sulfate
(Al2(SO4)3), ammonium (NH4+)-based fertilizers, soil organic matter (SOM), and NH4+-
based fertilizers. The acidifying effects of fertilization may be more than compensated for
by other land use practices. For instance, a study by Jones, C.A., J. Jacobsen, and S. Lorbeer,
2002 [63], found that over a 20-year period, fertilized and cultivated soils in Montana
experienced, on average, higher pH values than non-fertilized/non-cultivated soils. They
explained that in fertilized/cultivated soils, practices such as crop removal during harvest
and tilling decrease SOM levels and subsequent acid production. Additionally, tillage
increases surface and sub-surface soil mixing, moving CaCO3 from the sub-surface closer
to the soil surface.

5. Conclusions

The application of the CENTURY model to simulate the SOC dynamics in Gansu
Province was successful. Over the past 50 years, the region has been a carbon sink for the
most part. However, intensive grazing and anthropogenic activities in the arid regions
made the area a slight carbon source in the early years of the simulation. The region became
a carbon sink due to government interventions after the second part of the simulation. We
estimated that the grasslands of Gansu stored 436.098 × 106 ± 87.25 × 104 t C of soil SOC
at 0–20cm, and accounted for about 0.468% of the total national SOC carbon inventory
and 1.54% of the total national grassland SOC stock. We also estimated an average SOC
density of 15.75 t C/ha across the province. The most carbon is sequestered in the alpine
and southeastern regions of the province.

The SOC sequestration potential differs among the soil types. For instance, Histosols
sequestered the most amount of SOC, followed by Luvislols and Chernozems, all of which
are found mostly in the south. Gypsisols, Solonchaks, and Arenosols, all found in the
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northwest, sequestered the least SOC. For the past 50 years, the province has been a carbon
sink. However, a few areas were shown to lose SOC. The SOC loss was mainly due to
overgrazing and other management practices. In general, our estimated SOCD was less
than the national average, indicating the grassland of the province has a huge carbon
sequestration potential.
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Abstract: Understanding the synchronicity of and discrepancy among temperature variations on the
western Loess Plateau (WLP), China, is critical for establishing the drivers of regional temperature
variability. Here we present an authigenic carbonate-content timeseries spanning the last 300 years
from sediments collected from Lake Chaonaqiu in the Liupan Mountains, WLP, as a decadal-scale
record of temperature. Our results reveal six periods of relatively low temperature, during the inter-
vals AD 1743–1750, 1770–1780, 1792–1803, 1834–1898, 1930–1946, and 1970–1995, and three periods of
relatively high temperature during 1813–1822, 1910–1928, and since 2000. These findings are consis-
tent with tree-ring datasets from the WLP and correlate well with extreme cold and warm events
documented in historical literature. Our temperature reconstruction is also potentially representative
of large-scale climate patterns over northern China and more broadly over the Northern Hemisphere.
The Pacific Decadal Oscillation (PDO) might be the dominant factor affecting temperature variations
over the WLP on decadal timescales.

Keywords: authigenic carbonate; temperature variations; Lake Chaonaqiu; western loess plateau

1. Introduction

Anthropogenic global warming is a critical issue of broad scientific and socio-economic
concern [1]. Since the mid-20th century, severe heatwaves of increasing duration and
intensity have impacted many regions of the globe [2–5]. For example, the 2010 heatwave in
western Russia caused a widespread decline in ecosystem productivity, while concurrently
increasing respiration [6]. It is therefore important to investigate temperature variations
in different regions in order to gain further understanding of 20th century warming in
the context of the previous several hundred years or the previous millennium. Numerous
studies focusing on the last millennium has greatly improved our understanding of climate
change and the relative roles of natural and anthropogenic forcings [7–17]. It is well
known that temperature varies on different timescales and the corresponding forcings
are also variable [18]. This would reasonably result in variable temperature patterns in
different regions on different timescales. Because most large-scale temperature curves
are generated from data averaged over broad geographic areas, differences in regional
temperature variations could possibly be masked. This may limit our understanding of
regional temperature variations and weaken the reliability of regional climatic predictions.
Therefore, it is crucial to master the details in temperature variations for different regions
and shed light on the underlying dynamics.

Sustainability 2021, 13, 11376. https://doi.org/10.3390/su132011376 https://www.mdpi.com/journal/sustainability
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Located at the juncture of the East Asia monsoon (EAM) and northwestern arid zone,
the ecological frangibility and environmental sensitivity of the western Loess Plateau
(WLP) make this an ideal region for studying global climatic changes. Mastering the
similarities and differences in temperature variations along the WLP transect is thus vital
to understand the mechanisms of temperature and precipitation variations. Despite the
dearth of long-term meteorological data, scientists have made great efforts to reconstruct the
paleoclimates by tree-rings throughout the WLP [19–22]. Yet, although common features
are evident among these previous reconstructions, there are notable discrepancies in both
the timing and magnitude of reconstructed events that remain unresolved. For example,
Liu et al. [19] has reconstructed temperatures over the past 100 years at Huangling based
on δ13C in tree rings. Using the tree ring width data at Kongtong Mt., Song et al. [22]
has further reconstructed temperature variations over the past 283 years. However, the
possible forcing mechanisms have not been comprehensively discussed [19–21]. To help
address these inconsistencies, we extracted temperature proxy indices from sediments
collected from Lake Chaonaqiu in the Liupan Mountains, WLP, and compared these data
with existing records of decadal temperature variability along a transect across the WLP.
We focused specifically on the phase relationship of decadal climatic variations over the
past three centuries and explored possible forcing mechanisms for these changes.

2. Materials and Methods

2.1. Background and Sampling

Lake Chaonaqiu (2430 m elevation; also known as Lake Tianchi) is a small alpine
barrier freshwater lake in the Liupan Mountains, WLP, located ~30 km northeast of
Zhuanglang County (Figure 1A). With an area of 0.02 km2 and maximum water depth
of 9 m, the lake is fed primarily by rainfall and drains seasonally via a topographic low
on its western shore. The underlying bedrock throughout the lake basin is red sand-
stone. The salinity and pH of lake water are 0.17 g/L and 7.83, respectively [23], and total
phosphorus (TP) and nitrogen (TN) concentrations are 40.2 μg/L and 1096.8 μg/L [24],
respectively. Mean annual precipitation at Lake Chaonaqiu is 615 mm, with a mean annual
air temperature of 3.4 ◦C [25].

 

Figure 1. Overview of the study site. (A) Location of the study area on the western Chinese Loess Plateau, and other sites
mentioned in the text. (B) Aerial view of Lake Chaonaqiu and sample site locations. (C) Monthly mean precipitation (blue
bars) and monthly mean temperature (red dotted line) recorded at Zhuanglang meteorological station since 1960.
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We used a UWITEC gravity corer to collect four surface sediment cores at two sample
sites located in the center of the lake (35◦15′53.08′′ N, 106◦18′35.99′′ E) during Septem-
ber 2012. The sediment profiles were undisturbed, and the sediment–water interface re-
mained clear. Cores CNQ12-1 and CNQ12-4 were extracted from Sites 1 and 2, respectively
(Figure 1B). Core CNQ12-1 (~73 cm long) was subsampled in the field at one-centimeter
intervals to quantify the core’s mass depth. Core CNQ12-4 was also subsampled at cen-
timeter intervals, but in the laboratory rather than in the field. Owing to minor compaction
during transportation and storage, and material loss during subsampling, we were unable
to establish an accurate mass depth, and therefore age model, for core CNQ12-4.

2.2. Methods

For both cores CNQ12-1 and CNQ12-4, we measured 137Cs and 210Pbex radioactivity
via high-resolution, multi-channel gamma-ray spectrometry using an Ortec Hyperpure
Germanium (HPGe) well detector (GWL-250-15), with an experimental error of <10%
and detection limit of 0.1 Bg kg−1 (at 99% confidence; [26]). The bulk carbonate content
(carb%) of core CNQ12-1 was determined by titration with diluted perchloric acid (HClO4;
0.1 mol L−1), with an analytical precision better than 0.5% [27,28]; we also measured
the bulk carbonate content of core CNQ12-4 to crosscheck our results from the first core.
We selected a total of twenty-six representative sediment samples and one surface soil
sample for X-ray diffraction (XRD) analysis. Samples were ground to a grain size of
<74 μm (<200 mesh) before measurements, after which XRD patterns were obtained using
a PANalytical X’Pert Pro MPD diffractometer with CuKα radiation, and a Ni filter set at
40 kV and 40 mA intensity. Diffraction patterns were scanned from 3◦ to 70◦ 2θ, using a
step size of 0.02◦ [29]. Finally, elemental compositions of odd-numbered samples from core
CNQ12-1 were determined using an X-ray fluorescence spectrometer (XRF, Axios advanced
(PW4400); [30]). All measurements were performed at the Institute of Earth Environment,
Chinese Academy of Sciences (IEECAS), Xi’an, China.

3. Results

3.1. Chronology

Given that anthropogenic radionuclide 137Cs is deposited from the atmosphere within
a year, the point of maximum fallout as recorded in our cores provides a time marker for the
year 1964 (all dates reported hereon are given in years AD; [17,26,27]). The 137Cs curves for
cores CNQ12-1 and CNQ12-4 both exhibit unimodal distributions with pronounced 137Cs
peaks (Figure 2a,b; [31]), a pattern that is similar to the classic pattern of global atmospheric
137Cs fallout [26,32]. This close alignment confirms the reliability of the 1964-time marker
in core CNQ12-1, where it occurs at a mass depth of 4.09 g·cm−2, or average geometric
depth of 17.5 cm (Figure 2a; [31]).

The 210Pbex curves for cores CNQ12-1 and CNQ12-4 exhibit clear subordinate fluctua-
tions superimposed upon long-term logarithmic trends (Figure 2a,b; [31]). Such subordinate
fluctuations might imply that biological activity has exerted a washing effect on 210Pbex
concentrations, similar to results obtained from Lake Chenghai in Yunnan Province [33].
Considering the influence of biological washing on the accuracy of the 210Pbex age model,
we chose not to employ 210Pbex radioactivity as a basis for generating core chronologies [31].

The chronology for core CNQ12-1 is well established, based on a constant mass
accumulation rate of 0.0852 g·cm−2·yr−1, and spans the period 1743–2012 (268 years;
Figure 2c; [31]). Figure 2 also depicts the 137Cs–210Pb (CRS model) ages of Chen et al. [24];
the age-control point at 39.75 cm was removed owing to the anomalously large dating error.
As shown in Figure 2, the age-control points of Chen et al. [24] correlate well with our
dating model. In addition, previous work at Lake Chaonaqiu has shown that the calibrated
14C age of 620 cal yr BP in core GSA07 occurs at 162 cm depth [34–36], in agreement
with our 137Cs age model. Together, the close alignment of these multiple age constraints
confirms the reliability of our chronology.
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Figure 2. Chronologies for cores CNQ12-1 [31] and GS14A [24] from Lake Chaonaqiu.

3.2. Proxy Indices

As shown in Figure 3, carbonate contents of cores CNQ12-1 and CNQ12-4 range
from 0.42% to 6.90%, with average values of 2.88% and 3.38%, respectively. We note the
synchronicity of carbonate content between the two cores (Figure 3), which highlights the
reliability of the CNQ12-1 carbonate curve. The relatively low carbonate content of the Lake
Chaonaqiu sediments likely reflects the influence of two geochemical factors. First, given
that precipitation of chemically deposited carbonate is directly affected by salinity [27,37],
the relatively low salinity of Lake Chaonaqiu (0.17 g/L; [23]) is not conducive to carbonate
precipitation, and thus carbonate sedimentation is minimal. In contrast, Lake Qinghai in
central China has a high salinity (14.53 g/L; [38]) due to extensive evaporation, resulting in
effective deposition of Ca2+ with HCO3

− and CO3
2− and a correspondingly high (>22%)

carbonate content of lake sediments [37]. Second, the bedrock underlying the Lake Chaon-
aqiu catchment is dominated by red sandstone, which potentially restricts the input of Ca2+

and thus limits carbonate precipitation. Where catchments are underlain by limestone,
such as Lake Sayram in northwest China [27] and Lake Lugu in southwest China [12,39],
runoff supplies Ca2+ that is readily deposited with HCO3

− and CO3
2−, resulting in high

(40.4% and 24.62%, respectively) overall sediment-carbonate contents.
Our XRD results indicate that the mineralogic composition of core CNQ12-1 is dom-

inated by quartz, albite, biotite, and calcite (Figure 4). Among the 26 sediment samples
tested, the calcite signal exhibits an average strength of 1765 counts, with maximum
(2451 counts) and minimum (1522 counts) values occurring at line depths of 1 and 73 cm,
respectively (Figure 5). With the notable exception of calcite, the high degree of similarity
in primary peaks and mineralogic compositions between lake sediments and surface soils
suggests that surface runoff of terrestrial clastic material is the principal source of sediment
in Lake Chaonaqiu. By this scenario, the calcite content of the lake sediments reflects
subsequent chemical deposition.
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Figure 3. Carbonate contents of the two Lake Chaonaqiu sediment cores.

 
Figure 4. Results of XRD analysis for core CNQ12-1 and surface soils. Q—Quartz; Bi—Biotite;
AL—Albite; Cc—Calcite.

The XRF chemical element results reveal an average Ca concentration of 2.44%, with
maximum (5.29%) and minimum (1.04%) values occurring at line depths of 1 and 67 cm,
respectively (Figure 5). Considering the similarities between Ca concentrations and car-
bonate content, their shared synchrony with the calcite signal strength (Figure 5), and the
absence of calcite from surface soils (Figure 4), we propose that the bulk of carbonate in
the Lake Chaonaqiu sediments is authigenic and that the Ca element is derived primarily
from calcite.
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Figure 5. Change curves for carbonate content, elemental Ca concentration, and calcite signal strength
for core CNQ12-1.

4. Discussion

4.1. Climatic Significance of the Authigenic Carbonate

The rate of carbonate precipitation in a lake is generally controlled by the ratio of
evaporation to precipitation (E/P), with higher E/P resulting in carbonate supersaturation
in the water column, elevated carbonate precipitation rates, and a greater overall carbonate
content in lake sediments [27,37,40–44]. Moreover, the content of authigenic carbonate in
lake sediments can reveal the dominant role of evaporation or precipitation in controlling
E/P values. For example, while Lan et al. [27] reported that authigenic carbonate precipita-
tion in Lake Sayram results from extensive summer evaporation, the authors also observed
that evaporation should weaken as precipitation increases, resulting in unsaturation of
lake water and a decline in carbonate sedimentation. Therefore, carbonate contents in Lake
Sayram sediments can be used as an indicator of regional precipitation [27]. Although
similar carbonate-derived paleoenvironmental interpretations have also been presented
for Lake Bosten [40,44], Lake Dali [42], and Lake Sasikul [45], other studies have explored
the role of temperature in controlling E/P values. At Lake Qinghai, for instance, since
temperature is the dominant factor that controls the evaporation, and the influence of
temperature on the salinity of lake water (primarily influenced by regional E/P) may be
stronger than that of precipitation. Therefore, carbonate content in Lake Qinghai sediments
can be used as an indicator of regional temperatures [37,43]. Similar inferences have been
made for Lake Daihai [41].

Located on the margin of the Asian summer monsoon (ASM) region, our site in the Liu-
pan Mountains experiences diurnal and annual temperature variability; mean annual evap-
oration (~1102.80 mm; [46]) is 1.8 times the mean annual precipitation (~615 mm; [25]). Be-
cause the surface of Lake Chaonaqiu is typically frozen between November and March [46],
chemical carbonate precipitation results from extensive summer evaporation. Therefore,
authigenic carbonates formed in Lake Chaonaqiu by chemical and biochemical processes
are closely associated with the evaporation of the lake water, which primarily controls the
chemical composition and salinity of the lake water. Given that the evaporation of lake wa-
ter is mainly controlled by temperature and atmospheric relative humidity, and humidity
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is determined by temperature and atmospheric precipitation, we infer that the formation of
authigenic carbonates in Lake Chaonaqiu can be linked predominantly with temperature.
In addition, upon comparing the carbonate content with mean annual temperature data
from Pingliang and Zhuanglang meteorological stations (Figure 6), we observed a positive
correlation between them (Figure 6A,B), reinforcing our view that variations in authigenic
carbonate content in Lake Chaonaqiu sediments can be employed as an indicator of regional
temperature. When temperature rises, evaporation is enhanced, leading to an increase in
Ca2+ and HCO3

− concentrations of lake water and promoting carbonate supersaturation,
and thus resulting in higher carbonate contents in Lake Chaonaqiu sediments. Conversely,
unsaturation causes the carbonate content of lake sediments to decline when temperature
drops. Therefore, we interpret the carbonate content in Lake Chaonaqiu sediments as a
proxy index for temperature changes in this region, with increased carbonate content is
related to higher temperature, and vice versa.

4.2. Temperature Variations at Lake Chaonaqiu over the Past 300 Years

As shown in Figure 6, the carbonate content of lake sediments is relatively low for
the periods 1743–1750, 1770–1780, 1792–1803, 1834–1898, 1930–1946, and 1970–1995, which
we interpret as reflecting cooler temperatures at Lake Chaonaqiu. It is noteworthy that
low values in the period of 1834–1898 coincided with the final cold stage (1830–1890)
of the Little Ice Age (LIA) in China [9,47,48]. According to Wen [49], several extremely
cold events in Zhuanglang County have been described in historical documents (No. 1
and 18 in Table 1). For example, “On 1 October, the 7th year of the region of Emperor
Tongzhi, Qing Dynasty (the traditional Chinese calendar, equivalent to 14 November 1868),
Zhuanglang County was seriously impacted by a snowstorm, which buried roads and
crushed vegetation.”

The carbonate record also exhibits elevated values in 1813–1822, 1910–1928, and since
2000, which reflect periods of relatively higher temperatures in the Lake Chaonaqiu region.
According to Wen [49], extremely warm events in Huating County (~40 km southeast of
Lake Chaonaqiu) were also reported in historical accounts (No. 19 in Table 1): “In Autumn,
the 3rd year of the reign of Emperor Xuantong, Qing Dynasty (1911), vegetation bloomed
again in Huating”.

4.3. Temperature Variations on the Western Loess Plateau over the Past 300 Years

The pattern of temperature variability at Lake Chaonaqiu over the last few centuries
is similar to those reconstructed for other regions in China [7,50]. For example, the com-
parison of our carbonate dataset to tree-ring records from Kongtong Mountain [22], Helan
Mountain [20], and the mid-eastern Tibetan Plateau [51] reveals a considerable degree of
convergence among the various datasets over the past 300 years (Figure 6). Specifically, vari-
ations in carbonate content at Lake Chaonaqiu are broadly synchronous with fluctuations
in tree-ring width, confirming that our record is a robust indicator of regional temperature.
Due to dating uncertainties, sampling resolution, and site characteristics, the cold periods
1743–1750, 1770–1780, and 1970–1995 are not represented in the tree-ring records. Nonethe-
less, three cold periods (1792–1803, 1834–1898, and 1930–1946) and two warm intervals
(1813–1822 and 1910–1928) are clearly documented in tree-ring and lake carbonate records
alike (Figure 6). Although tree-ring-inferred temperatures exhibit subordinate fluctuations
during the 1834–1898 cold episode, most likely owing to site-specific factors, the majority of
regional cold extremes occurred during the cold intervals (Figure 6). This pattern suggests
that the thermal signature of the LIA in China [9,47,48] was prevalent throughout the WLP,
and indicates that this regional variability is captured in the Lake Chaonaqiu sedimentary
record on a decadal scale.
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Figure 6. Comparison of the core CNQ12-1 carbonate record and tree-ring-inferred temperatures on
the WLP. A. Carbonate content (this paper), extreme cold events (blue triangles) and warm events
(red triangles) [49,52]. B. Annual mean temperature from Pingliang (orange line; 11-year running
average) and Zhuanglang (dark red line; 11-year running average) meteorological stations since
1960. C. February–September air temperatures reconstructed from the Kongtong tree-ring record [22].
D. May–July air temperatures reconstructed from the Dulan–Wulan tree-ring record [51]. E. January–
August air temperatures reconstructed from the Helan tree-ring record [20]. The green and yellow
shadings indicate cold intervals and warm intervals, respectively.

A total of 33 extreme cold or frost events (details see Table 1) on the WLP recorded
in historical literature [49,52] occurred during the six cold periods described above. For
example, one of them stated (No. 23 in Table 1): “On 8 April the 22nd year of the Republic
of China (the traditional Chinese calendar, equivalent to 2 May 1933), Jingyuan County was
impacted by a blizzard and intense cold, with more than five feet (equivalent to 155 cm) of
snow falling in the Longshan Mountains.”

In addition to cold events, five episodes of extreme warmth (details see No. 7, 8, 9, 19,
20 in Table 1) on the WLP were also recorded in the historical literature [49], specifically
during the intervals of 1813–1822 and 1910–1928. For example, one of them stated (No. 8
in Table 1): “In November, the 22nd year of the reign of Emperor Jiaqing, Qing Dynasty
(November, 1817), peach trees were blooming in Zhenyuan”. In general, peach trees bloom
in March or April and lie dormant in November. However, when the temperature rises
suddenly in November (a meteorological phenomenon known as Daochunyang), dormancy
is interrupted and the peach trees can bloom again as in the spring. This out-of-season
blooming of peach trees, along with the rejuvenation of vegetation (details see No. 20 in
Table 1) that is typically dying off during the autumn, is indicative of a warm climate.
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4.4. Possible Forcing Mechanisms of WLP Temperature Variations over the Past 300 Years

It is well known that the sun is the ultimate source of energy for Earth’s climate [53–57],
and myriad studies have demonstrated the close link between solar irradiance and ter-
restrial temperature variability [9,10,12,43]. For example, the low temperatures over the
northern Tibetan Plateau (NTP) are broadly synchronized with the classical solar min-
ima during the past several hundred years [9,10,12]. Moreover, atmospheric circulation,
such as the “El Niño–Southern Oscillation” (ENSO) [8,58,59] and Pacific Decadal Oscilla-
tion (PDO) [22,60–62] might also influence regional temperature variations. For instance,
ENSO-induced changes in regional hydrological cycles are expected to alter patterns of
latent heating, thereby impacting temperatures on the southeastern margin of the Tibetan
Plateau (S-ETP; [59]). Tollefson [61] argued that warm PDO phases coincide with periods
of rapid global warming (e.g., 1920s to 1940s; 1980s and 1990s). As shown in Figure 7A,
we note similar trends in low-frequency variability between the Chaonaqiu temperature
record and total solar irradiance (TSI; [55]) curves, potentially indicating that TSI is a key
driver of WLP temperatures on centennial timescales. This is not the case, however, on
decadal/multi-decadal timescales. We speculate that the low altitude of the WLP relative
to the TP makes the former less sensitive to changes in solar radiation, despite the weak
influence of the ASM in this region. If so, atmospheric circulation might be the dominant
factor impacting temperatures on decadal timescales on the WLP.

The PDO has been described by some as a long-lived El Niño-like pattern of North
Pacific climate variability [63], which influences climate throughout the Pacific basin [60,63].
Indeed, 50 years of statistical data demonstrates a clear PDO signature both in atmospheric
circulation over East Asia and decadal climate fluctuations in China, whereby the warm
PDO phase coincides with elevated temperatures and reduced precipitation in northern
China, and vice versa [60]. Based on monthly average precipitation and temperature data,
Ma [62] also identified elevated precipitation and depressed temperatures in northern
China during cold PDO phases, with the opposite being true during warm phases. To
further evaluate the role of PDO on temperature changes in Lake Chaonaqiu, we compared
our record with (i) temperature data from northern China [64], (ii) temperature anomalies
in northwestern/northern China [65], (iii) Northern Hemisphere temperature [8], and
(iv) the PDO index [66] for the past 300 years. As illustrated in Figure 7, the cold pe-
riods in the Lake Chaonaqiu record correspond to depressed temperatures in northern
China and the Northern Hemisphere in general, with negative temperature anomalies
in northwestern/northern China and cold PDO phases and vice versa (Figure 7). This
suggests that the temperature variations inferred from Lake Chaonaqiu can represent the
patterns of climate variations over the past 300 years in northern China, possibly even
on a hemispheric scale. More importantly, it reveals that the PDO is closely related to
decadal climate change in northern China. This result aligns with earlier studies [22,60]
that suggest that a developing El Niño event during the cold PDO phase is related to more
precipitation and lower temperatures in northern, northeastern, northwestern [60], and
central China [22].
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Figure 7. Temperature variations on the WLP and potential drivers. (A) Authigenic carbonate content
in Lake Chaonaqiu sediments (blue line; this study) and total solar irradiance (TSI) reconstructed from
polar ice 10Be (red line; [55]). (B) Temperature anomalies in northern China [65]. (C) Temperature
anomalies in northwestern China [65]. (D) Temperature in northern China [64]. (E) Northern
Hemisphere (NH) temperature anomalies [8]. (F) PDO index [66]. Gray shadings highlight intervals
of decreased temperature and cold PDO phase.

5. Conclusions

This study employed the content of authigenic carbonate in Lake Chaonaqiu sediments
to reconstruct regional temperature variability on decadal timescales, and to investigate
possible forcing mechanisms for such variability over the past 300 years. Our results
revealed six cold and three warm periods that are consistent with other paleoclimate
records from throughout the WLP and northern China, and more broadly across the
Northern Hemisphere. This close agreement suggests that temperature variations recorded
in the Lake Chaonaqiu region are representative not only of northern China, but also
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the Northern Hemisphere. We propose that the PDO is the dominant factor influencing
temperature variability on the WLP on decadal timescales.
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Abstract: Atmospheric concentrations of CO2 are the most important driver of the Earth’s climate
and ecosystems through CO2-radiative forcing, fueling the surface temperature and latent heat flux
on half-century timescales. We used FGOALS-s2 coupled with AVIM2 to estimate the response of
net primary production (NPP) to spatial variations in CO2 during the time period 1956–2005. We
investigated how the induced variations in surface temperature and soil moisture influence NPP and
the feedback of the oceans and sea ice on changes in NPP. The spatial variations in the concentrations
of CO2 resulted in a decrease in NPP from 1956 to 2005 when we included ocean and sea ice dynamics,
but a slight increase in NPP without ocean and sea ice dynamics. One of the reasons is that the
positive feedback of sea temperature to the surface temperature leads to a significant decrease in
tropical NPP. Globally, the non-uniform spatial distribution of CO2 absolutely contributed about
14.3% ± 2.2% to the terrestrial NPP when we included ocean and sea ice dynamics or about 11.5%
± 1.1% without ocean and sea ice dynamics. Our findings suggest that more attention should be
paid to the response of NPP to spatial variations in atmospheric CO2 through CO2-radiative forcing,
particularly at low latitudes, to better constrain the predicted carbon flux under current and future
conditions. We also highlight the fundamental importance of changes in soil moisture in determining
the pattern, response and magnitude of NPP to the non-uniform spatial distribution of CO2 under a
warming climate.

Keywords: non-uniform CO2; CO2-radiative forcing; net primary production; surface temperature;
soil moisture; sea surface temperature

1. Introduction

Atmospheric CO2 concentrations are one of the most important drivers of climate in
earth system models [1,2]. It can affect the global average surface temperature, the global
water cycle, global sea-levels, the loss of Arctic sea ice and the atmospheric vapor pressure
deficit through radiative forcing [3–5]. Changes in CO2 concentrations indirectly affect the
growth of land plants and the productivity of terrestrial vegetation (gross primary produc-
tion) [6]—for example, the gross primary production of terrestrial vegetation decreased
after the late 1990s as a result of the increased vapor pressure deficit [5].

There is large uncertainty in the magnitude and spatial distribution of the radiative
effect of atmospheric CO2 concentration (±20%) based on multi-model simulations [7,8].
These models come from the fifth stage of the coupled model comparison project (CMIP5) [9]
using the uniformity of atmospheric CO2 concentration without spatial varying. Although
the spatial heterogeneity of atmospheric CO2 concentrations varies widely on a regional
scale [10,11], the contribution of spatially non-uniform CO2 to the Earth’s climate and the
terrestrial carbon cycle through CO2-radiative forcing is largely unknown [12].

Sustainability 2021, 13, 10897. https://doi.org/10.3390/su131910897 https://www.mdpi.com/journal/sustainability

81



Sustainability 2021, 13, 10897

Several studies have reported the impacts of varying atmospheric CO2 concentrations
directly through CO2-radiative forcing on climate state [13,14]. Furthermore, it can also
disturb the carbon balance [15] and accumulation of carbon on land [16]. For instance,
the variations in surface temperature, precipitation and soil moisture [17] influence the
rate of photosynthesis and limit net primary production (NPP) and soil respiration [15].
Thus, changes in the Earth’s climate through CO2-radiative forcing therefore constrain the
processes of the carbon cycle [2].

However, predictions of the rise in temperature under historical conditions remain
highly uncertain, ranging from about 0.4 to 1.3 ◦C, mainly due to historical radiative
forcing of greenhouse gases [18]. One of the uncertainties results from the lack of a clear
understanding about the feedback of spatial variations in atmospheric CO2 and the lack of
reliable measurements of this process in the field. Modeling approaches are therefore vital
to constrain climate variables and the carbon fluxes resulting from the spatial varying of
CO2 concentration.

On the other hand, most conventional methodologies do not consider the influence of
spatial varying of CO2 concentrations on the Earth’s climate system and biogeochemical
cycles. We would focus to quantify the response of terrestrial NPP to the spatial varying
of CO2 concentration through CO2-radiative forcing. To further assess the significance
of the non-uniform spatial distribution of CO2 on NPP, we compared simulations with
fully coupled atmosphere–land–ocean–sea ice components (simulation A) and coupled
atmosphere–land components (simulation B) in the Flexible Global Ocean–Atmosphere–
Land System Model Spectral Version 2 (FGOALS-s2) [19] coupled with the Atmosphere–
Vegetation Interaction Model (AVIM) [20]. Specifically, we evaluated NPP in FGOALS-
AVIM with the implementation of these two different simulations forced by a uniform or
non-uniform spatial distribution of atmospheric CO2 with or without active ocean and sea
ice during the time period 1956–2005. We addressed three principal questions: (1) how
much does the climate-driven feedback caused by the non-uniform spatial distribution
of CO2 through CO2-raiative forcing affect climate variables and NPP; (2) how does the
estimated NPP with and without ocean and sea ice dynamics differ as a result of the non-
uniform spatial distribution of CO2 through the radiative forcing associated with spatial
variations in the climate variables; and (3) what are the implications of a non-uniform
spatial distribution of CO2 on the global NPP during the time period 1956–2005.

2. Methods and Simulations

The Student’s t-test used in this study is used to estimate of the statistical significance
between the variables from different simulations, which are calculated as follows:

ti =
xi − yi

SPi

√
1

n1
+ 1

n2

(1)

where xi or yi is the averaged NPP from simulations with spatial varying of CO2 concentra-
tion or without spatial varying of CO2 concentration of the i-th grid cell during 1956−2005,
SPi is the weighted average of the standard deviations of NPP from the two simulations
during the same period in the i-th grid cell. n1 or n2 is the equivalent sample sizes of two
simulations.

Based on the absolute contribution of each region (each grid cell or PFT) to global
NPP, we further classify global NPP into different categories (Figure 1). To this end, we
adopted an index to score each geographic location based on consistency. The magnitude
of the absolute change in local NPP flux relative to the global NPP under CO2 uniform
distribution was calculated as the following, which was also estimated by [21]:

Cj =
∑n

t=1
∣∣ΔNPPjt

∣∣
∑n

t=1 NPPt
(2)
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where |ΔNPPjt| is the absolute change in NPP caused by the non-uniform spatial distribu-
tion of CO2 relative to a uniform spatial distribution of CO2 through CO2-radiative forcing
for the jth region at the tth time (units: g C yr−1) and NPPt is the NPP for the tth time period
using forcing by a uniform spatial distribution of CO2 for the whole terrestrial ecosystem.
Cj is the contribution of a non-uniform spatial distribution CO2 through CO2-radiative
forcing for the jth region relative to the global NPP using forcing by a uniform spatial
distribution of CO2.

  

Figure 1. Geographical distribution of the 10 plant function types in FGOALS-AVIM. ENF, evergreen
needle leaf forest; EBF, evergreen broadleaf forest; DBF, deciduous broadleaf forest.

FGOALS that we used here participated in the CMIP6 and was used as an assessment
tool in the 6th Assessment Report of the Intergovernmental Panel on Climate Change. It is a
fully coupled earth system model and is composed of four separate models simultaneously
simulating the Earth’s atmosphere (SAMIL2), oceans (LICOM2), land surface (AVIM)
and sea ice (CSIM). FGOALS includes one central coupler component (CPL6). It has an
interactive carbon cycle model in the land component and an ecosystem–biogeochemical
module in the ocean component. The simulated atmospheric CO2 concentrations are
fully coupled to the land CO2 fluxes and are used directly to compute radiative forcing.
The release of methane from the melting of permafrost potentially has a huge impact on
warming, but FGOALS-AVIM currently has only very simple carbon permafrost models
and no release of marine methane is included.

We used FGLOAL-AVIM at a resolution of (2.81◦ × 1.66◦) [22]. This version of
FGOALS has previously been used to assess the effects of CO2-radiative forcing on the
total cloud fraction, temperature and water vapor under different abruptly quadrupling
CO2 concentrations [23]. Evaluation of the mean summer evapotranspiration and mean
annual runoff in the Lake Baikal basin [24], and major global biogeochemical fluxes and
pool sizes of carbon [25–28].

Time series of the atmospheric CO2 concentrations (i.e., fossil fuel burning, cement
manufacturing and gas flaring in oilfields) from CMIP6 are available from 1850 to 2014 at
a monthly resolution. The atmospheric CO2 variable from CMIP6 only considers spatial
variations in terms of latitude rather than longitude. We therefore used the Open-Data
Inventory for Anthropogenic Carbon dioxide (ODIAC) [29] at a resolution of (1◦ × 1◦)
to establish a quantitative relationship between the carbon emissions in each pixel and
the latitudinally averaged carbon emissions to fully reflect the spatial heterogeneity of
atmospheric CO2 and to describe the impact of anthropogenic carbon emissions on its
spatial distribution in the atmosphere. We assumed that this quantitative relationship is

83



Sustainability 2021, 13, 10897

also applicable to the relationship between the atmospheric CO2 variable of each pixel and
the latitudinally averaged atmospheric CO2 from CMIP6. The CO2 variable was produced
by fully considering the spatial heterogeneity, which reflected the effect of anthropogenic
carbon emissions. The CO2 variables for 1850–2005 were generated by re-gridding from a
spatial resolution of (1◦ × 1◦) to (2.81◦ × 1.66◦). The CO2 variable was then used as input
data for our model.

To quantify the effects of a non-uniform spatial distribution of CO2 on the carbon flux
through CO2-radiative forcing, we carried out two different simulations using FGOALS-
AVIM with one of the two different components used to estimate NPP. We ran each
experiment for a simulated 156 years from 1850 to 2005 (Table 1). Simulation A1 includes
the non-uniform space–time-varying atmospheric concentrations of CO2 based on the active
atmosphere–land–ocean–sea ice components. Simulation A2 fixes only one atmospheric
CO2 level at the global scale with only the time-varying atmospheric concentrations of
CO2 without the spatial variations described by [30] and fully considers the interactions
of the atmosphere–land–ocean–sea ice components. Simulation B1 uses the non-uniform
time–space-varying atmospheric concentrations of CO2 and the coupled atmosphere–land
interactions without ocean and sea ice dynamics. Simulation B2 uses the uniform time-
varying atmospheric concentrations of CO2 and the coupled atmosphere–land interactions
without ocean and sea ice dynamics.

Table 1. Forcing data for simulations.

Simulation CO2 Forcing Component

A1 Spatial and temporal variations Fully coupled atmosphere–land–ocean–sea ice
B1 Only temporal variations Fully coupled atmosphere–land–ocean–sea ice
A2 Spatial and temporal variations Only atmosphere–land coupling
B2 Only temporal variations Only atmosphere–land coupling

The difference in the land NPP between simulations A1 and A2 or simulations B1
and B2 represents the effect of the non-uniform spatial distribution of atmospheric concen-
trations of CO2. It is well known that physiological forcing is a robust driver influencing
terrestrial plants and the accumulation of carbon on land [17,31], but we did not consider
physiological forcing in the land component, in which atmospheric concentrations of CO2
were fixed at the current level of ~355 ppmv.

Simulated NPP from TRENDY used in this study can be freely downloaded from
TRENDY|Dynamic Global Vegetation Model Projects (ceh.ac.uk) (see Table 2). The selected
models mainly include CLM4C, CLM4CN, LPJ, LPJGUESS, OCN, SDGVM, TRIFFID and
CABLE. The natural response of NPP across the terrestrial ecosystem is one of our focuses.
Thus, S2 experiment from TRENDY was chosen, which did not include the impact of land
use. For more detailed information about TRENDY simulation protocol could be seen
in [32,33]. Previous studies have proved that results of TRENDY perform well and are also
widely used to estimate the global carbon budget [6]. Compared with the observed data,
TRENDY reproduced variations in carbon fluxes of the terrestrial ecosystem to a certain
extent [34,35].

Table 2. Datasets used in this study.

Variable Project Period Website Ref.

NPP TRENDY 1956–2005 TRENDY|Dynamic Global Vegetation Model
Projects (ceh.ac.uk) [32]

CO2 emission ODIAC 1980–2014 https://db.cger.nies.go.jp/dataset/ODIAC/DL_
odiac_v1.7.html (accessed on 19 August 2019). [29]
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3. Results

Under historical conditions from 1956 to 2005, NPP from simulations A1, A2, B1, and
B2 was estimated. The spatial distribution of PFT is shown in Figure 1. In the following
results, at the PFT level, the changes in NPP caused by the non-uniform distribution of
CO2 would be given.

3.1. Estimates of CO2 Concentrations and NPP

There was a large spatial heterogeneity in atmospheric concentrations of CO2 between
the northern and southern hemispheres in the time period 1956–2005. The non-uniform
spatial distribution of CO2 was lower in Australia, most of Africa and southern South
America, but higher in southern Europe, the eastern USA and southeast Asia. During
the same time period, simulations A1 and B1 were driven by the same CO2-radiative
forcing and simulations A2 and B2 were enforced by the same CO2 data. The spatial
variations in CO2 ranged between 339 and 351 ppmv (Figure 2a). Greater differences
between simulations A1 and A2 or B1 and B2 were mainly located in southern Europe, the
eastern USA and southeast Asia (Figure 2b).

 

Figure 2. (a) Spatial variation in the mean annual atmospheric CO2 concentrations during the time
period 1956-2005 estimated by FGOALS-AVIM. (b) Mean annual changes in CO2 concentrations
during the time period 1956–2005 estimated by simulation A1 relative to A2 or simulation B1 relative
to B2.

The NPP was estimated for simulations A1, A2, B1 and B2 during the time period 2000–
2005 under current conditions. This period was chosen so that our results were comparable
with NPP data from the TRENDY datasets. The TRENDY dataset consists of an ensemble of
seven process-based terrestrial ecosystem model simulations [36]. We selected experiment
S2 without land use changes and fires and including CLM4C, CLM4CN, LPJ, LPJ-GUESS,
OCN, SDGVM and TRIFFID [37] from 1901 to 2010.
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Our estimated land NPP for the four simulations of 51.39–56.47 Pg C yr−1 was lower
than the estimates of about 70 Pg C yr−1 of [38], but higher than the 41 Pg C yr−1 estimated
by [39]. The estimated NPPs of the four simulations were closer to the observed estimate
of about 56.02 Pg C yr−1 of [40]. Globally, the mean annual NPP in the historical period
from CMIP5 was about 62.6 Pg C yr−1 [41], whereas it was 55.53 ± 1.69 Pg C yr−1 from the
TRENDY dataset. The mean annual NPP in the historical period simulated by FGOALS-
AVIM was 53.80 ± 2.54, 53.75 ± 2.95, 58.75 ± 1.46 and 59.36 ± 2.73 Pg C yr−1 from
simulations A1, A2, B1 and B2, respectively (Figure 3).

 

  

Figure 3. From 1956 to 2005, comparison of different estimates of net primary production based on the TRENDY ensemble
(TREN, orange bar) taking into consideration the spatial heterogeneity of atmospheric CO2 concentrations in the fully
coupled atmosphere–land–ocean–sea ice components of FGOALS-AVIM (A1, red bar), the fully coupled atmosphere–land–
ocean–sea ice components of FGOALS-AVIM without the spatial heterogeneity of atmospheric CO2 concentrations (A2, blue
bar), the spatial heterogeneity of atmospheric CO2 concentrations with only atmosphere–land coupling in FGOALS-AVIM
(B1, prink bar) and only atmosphere–land coupling without the spatial heterogeneity of atmospheric CO2 concentrations
(B2, green bar).

3.2. Estimates of Climatic Variables under Present Conditions

Over the simulation period 1956–2005, the non-uniform spatial distribution of CO2
through CO2-radiative forcing resulted in a global increase in low cloudiness of about 0.002%
± 0.005% (Figure 4a), a net solar flux of 0.52 ± 0.55 W m−2 including the atmosphere–land–
ocean–sea ice dynamics (Figure 4e) and a terrestrial latent heat flux of 0.36 ± 0.97 W m−2 at
the global scale (Figure 4c). At the global scale, the climate variables varied considerably
among the different components in response to the non-uniform spatial distribution of
CO2 through CO2-radiative forcing. During the time period 1956–2005, the non-uniform
spatial distribution of CO2 through CO2-radiative forcing based on only atmosphere and
land interactions caused an increase in the net solar flux of about 0.45 ± 0.31 W m−2 and a
decrease in global low cloudiness of 0.001% ± 0.003%, especially over the ocean (Figure 4b;
Table 3). By contrast, the simulated global latent heat flux based on atmosphere and land
interactions decreased by about −0.64 ± 0.93 W m−2 (Figure 4d).
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Figure 4. (a,b) Response of the mean annual low cloudiness to the spatial heterogeneity of CO2 concentrations over the time
period 1956–2005 estimated from simulation A1 or B1 relative to A2 or B2, respectively. (c,d) Spatial changes in the mean
annual net solar flux at the Earth’s surface estimated from simulation A1 or B1 relative to A2 or B2, respectively. (e,f) Spatial
changes in the mean annual latent heat flux estimated from simulation A1 or B1 relative to A2 or B2, respectively.

Table 3. Response of variables to CO2-radiative forcing as a result of the non-uniform spatial distribution of CO2.

Variable Range A1–A2 B1–B2

CO2 Global −0.0007 ± 0.0037
Precipitation (mm yr−1) Land 6.77 ± 21.45 −9.26 ± 14.72

Ocean 5.89 ± 14.15 −9.58 ± 9.92
Surface temperature (◦C) Land 0.57 ± 0.45 0.02 ± 0.05

Ocean 0.45 ± 0.38 0.07 ± 0.08
Latent heat flux (W m−2) Land 0.59 ± 1.23 −0.64 ± 0.93

Ocean 0.38 ± 0.80
Sensible heat flux (W m−2) Land −0.29 ± 0.46

Ocean −0.20 ± 0.42
Net radiation flux at Earth’s surface (W m−2) Land 0.79 ± 0.69

Ocean 0.59 ± 0.63
Soil evaporation (kg m−2 yr−1) Land 3.99 ± 7.52

Vegetation evaporation (kg m−2 yr−1) Land 0.43 ± 4.90
Soil transpiration (kg m−2 yr−1) Land 1.91 ± 5.70

Surface runoff Land 3.00 ± 6.18
Soil moisture (kg m−2) Land 0.03 ± 0.04

To further analyze the causes of the differences in the estimated NPP resulting from the
non-uniform spatial distribution of CO2 through CO2-radiatvie forcing, we estimated the
changes in the vital variables (e.g., surface temperature, precipitation, evapotranspiration
and soil moisture in the different components) for the historical time period 1956–2005. Non-
uniform CO2 from simulations fully coupled atmosphere–land–ocean–sea ice components
caused an increase in surface temperature ranging from 0.57 ± 0.45 ◦C in the terrestrial
ecosystem, where it from simulations only coupled atmosphere and land without active
ocean and sea ice components led to less increased surface temperature of 0.02 ± 0.05 ◦C.
The changes in the surface temperature at the regional level correspond well to the changes
in the non-uniform spatial distribution of CO2 considering only the atmosphere–land
interactions (Figure 5b). The responses of the surface temperature in tropical regions to the
non-uniform spatial distribution of CO2 through CO2-radiative forcing based on the fully
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coupled atmosphere–land–ocean–sea ice components were up to >0.2 ◦C, especially in the
Amazon basin, central Africa and tropical Asia. By contrast, the simulations with only the
atmosphere–land interactions simulated a small increase or even decrease in these regions.

 

Figure 5. (a,b) Response of the mean annual surface temperature to the spatial heterogeneity of CO2 concentrations over
the time period 1956–2005 estimated from simulation A1 or B1 relative to A2 or B2, respectively. (c,d) Spatial changes
in precipitation estimated from simulation A1 or B1 relative to A2 or B2, respectively. (e,f) Spatial changes in the mean
evapotranspiration estimated from simulation A1 or B1 relative to A2 or B2, respectively.

In the time period 1956–2005, precipitation over the land surface increased in most
of the northern hemisphere, but not in southern Europe, the eastern USA and southeast
Asia. This was a response to the non-uniform spatial distribution of CO2 through CO2-
radiative forcing (Figure 5c) compared with the uniform spatial distribution of CO2 in the
same period. The simulated increase in precipitation influenced by non-uniform spatial
distribution of CO2 considering the full atmosphere–land–ocean–sea ice interactions was
much greater than that which considered only atmosphere–land interactions, apart from
in the Amazon basin and tropical Asia. This was a result of the larger increase in the
net radiation flux from surface warming and latent heat flux over land, especially in the
northern hemisphere.

Correspondingly, the responses of the simulated change in evapotranspiration by
the two differently coupled components differed considerably in both the direction and
magnitude of change for most terrestrial ecosystems (Figure 5d,e). The two different
components predicted an increase in evapotranspiration affected by the non-uniform
spatial distribution of CO2 through CO2-radiative forcing relative to the uniform spatial
distribution of CO2 for most land surfaces. The simulated response of evapotranspiration
to changes in the non-uniform spatial distribution of CO2 differed at the regional scale. For
example, evapotranspiration north of 50◦ N in the northern hemisphere was predicted to
increase as a response to the uniform spatial distribution of CO2 through CO2-radiative
forcing based on the fully coupled atmosphere–land–ocean–sea ice model, but to decrease
in southern Europe, the eastern USA and southeast Asia. By contrast, evapotranspiration
influenced by the non-uniform spatial distribution of CO2 considering only the atmosphere–
land interactions showed a much greater increase than the fully coupled atmosphere–land–
ocean–sea ice interactions at low latitudes and in the eastern USA.
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3.3. Responses of NPP to Spatial Varying of CO2 Concentrations through Radiative Forcing

To quantify the impact of the non-uniform spatial distribution of CO2 on NPP, we
simulated the NPP for the time period 1956–2005 with or without the uniform spatial
distribution of CO2 after 1850. Specifically, we ran FGOALS-AVIM with CO2 held at the
same value at the global level for each land grid point in simulation A2 or B2 and compared
the results with the non-uniform spatial distribution of CO2 for each land grid point in
simulation A1 or B1 for the time period 1956–2005.

We estimated that the decrease in NPP caused by the non-uniform spatial distri-
bution of CO2 through CO2-radiative forcing during the time period 1956–2005 was
−3.39 ± 12.33 g C m−2 yr−1 or about −0.5 ± 1.88 Pg C yr−1 for the fully coupled atmosphere–
land–ocean–sea ice components (simulation A1 minus A2). The increase was about
0.88 ± 8.86 g C m−2 yr−1 or 0.1 ± 1.35 Pg C yr−1 when considering only atmosphere–land
interactions (Figure 6a,b).

 

Figure 6. (a,b) Response of the mean net primary production to the spatial heterogeneity of CO2 concentrations over the
time period 1956–2005 estimated from simulation A1 or B1 relative to A2 or B2, respectively. (c,d) Spatial changes in soil
moisture estimated from simulation A1 minus A2 or B1 minus B2, respectively.

The fully coupled atmosphere–land–ocean–sea ice components estimated a decrease
in NPP caused by the non-uniform spatial distribution of CO2 through CO2-radiative
forcing for terrestrial ecosystems (Figure 6a), whereas the coupled active atmosphere–
land components predicted an increase (Figure 6b). The mechanism contributing to the
estimated change in NPP was similar between the two simulations. With the simulated
decrease in soil moisture (Figure 6c), the model based on the fully coupled atmosphere–
land–ocean–sea ice components estimated a decrease in NPP for southern Europe, the
eastern USA, southeast Asia, the Amazon basin and central Africa (Figure 6a). However, the
simulation considering only the atmosphere–land interaction estimated an increase in soil
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moisture (Figure 4d) for the eastern USA, the Amazon basin and central Africa (Figure 6d).
The estimated increase in NPP for these regions using only the active atmosphere–land
components was attributed to the relatively higher increase in NPP (Figure 6b).

We used the present vegetation cover for the period of the 1990s based on the plant
functional types (PFTs) of the International Geosphere Biosphere Program (IGBP) data [42].
At the PFT-level, the NPP simulated by simulations A due to spatial varying in CO2
concentrations were reduced for EBF, DBF, C4 and crop, but increased for tundra. The
variations in NPP simulated from simulations A and B were feeble for ENF. Globally, the
changes of annual NPP from 1956 to 2005 resulting from varying in CO2 concentrations
was ~−0.5 Pg C yr−1 from simulations A or estimates of ~0.1 Pg C yr−1 from simulations
B (Supplementary Materials Figure S1).

The non-uniformity of CO2 leads to substantial changes in surface temperature and
water fluxes, and the changes caused by non-uniformity of CO2 in NPP depend on changes
in surface temperature and soil moisture, rather than the impact of CO2, which may lead
to changes in the spatial distribution of NPP (Figure 7). Figure 7b,e show how much
change in NPP is locally related to changes in surface temperature, especially in the tropics
and the Southern Hemisphere. Obviously, these two variables are significantly correlated,
which indicates that changes in surface temperature can explain the changes in NPP in
these regions. For example, considering that the fully coupled land-atmosphere-ocean-ice
interaction, rising surface temperature leads to negative changes of NPP in tropics due to
non-uniform CO2. On the contrary, in most terrestrial ecosystems, there is a significantly
positive correlation between soil moisture and local NPP (p < 0.05) (Figure 7c,f). Therefore,
our results indicate that the competition between the impacts of surface temperature and
soil moisture on NPP is one of the mechanisms leading to changes in NPP in the tropics.

Although the absolute change in CO2 at the global scale was estimated to be only about
0.3%, the model based on coupled components A1 minus A2 or B1 minus B2 estimated
an additional change in NPP caused by the non-uniform spatial distribution of CO2 by
14.26% or 11.51% during the time period 1956–2005 (Figure 8). This reflects that the impact
of CO2 heterogeneity on carbon cycle was amplified by the climate effect. In addition, the
difference between the two different coupled components probably reflects the contribution
of the ocean and sea ice to the climate system. With global warming caused by the non-
uniform spatial distribution of CO2 through CO2-radiative forcing, the model based on
the fully coupled components A1 minus A2 estimated absolute variations in NPP caused
by the non-uniform spatial distribution of CO2 relative to the global NPP driven by a
uniform spatial distribution of CO2 ranging from 0.97 to 1.53% for C3 and from 2.92 to
4.03% for crops. The simulation with only atmosphere–land interactions ranged from
1.76 to 2.23% for C3 and from 2.56 to 3.32% for crops. For different PFTs (e.g., crops), the
absolute changes in CO2 from 0.05 to 0.10% were estimated to be higher than those for
other PFTs. The impact of the non-uniform spatial distribution of CO2 was largest for
deciduous broadleaf forest, for which simulation A1 minus A2 estimated higher absolute
changes in NPP from 2.53 to 4.65% for evergreen broadleaf forest due to the non-uniform
spatial distribution of CO2, compared with simulation B1 minus B2 from 1.93 to 3.05%. For
crops, both simulations A1 minus A2 and B1 minus B2 estimated high absolute changes
ranging from 2.56 to 3.32%.
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Figure 7. (a–c) Linear correlation coefficients of changes in CO2 concentrations, the surface temperature (TS), soil moisture
(MRSO) to NPP over the time period 1956–2005 estimated from simulation A1 relative to A2, respectively. (d–f) Linear
correlation coefficients of changes in CO2 concentrations, the surface temperature (TS), soil moisture (MRSO) to NPP over
the time period 1956–2005 estimated from simulation B1 relative to B2, respectively. Dotted areas are areas with statistically
significant changes at the 5% level using Student’s t-test.
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Figure 8. Changes in (a) CO2 concentrations (units: %) and (b) net primary production (NPP) (units: %) over the time
period 1956–2005 from simulation A1 or B1 relative to A2 or B2 as estimated using FGOALS-AVIM over different plant
function types. ENF, evergreen needle leaf forest; EBF, evergreen broadleaf forest; DBF, deciduous broadleaf forest; C, C4;
Cr, crop; Gl, global. Error bar are ±SD calculated from model simulations over the same time period.

4. Discussion

At present, few studies have considered effect of radiative forcing of spatial varying
of CO2 concentrations in the atmosphere on NPP. Our results showed that the non-uniform
spatial distribution of CO2 through CO2-radiative forcing has important implications for
carbon fluxes. We estimated that the non-uniform spatial distribution of CO2 contributed
to a decrease in NPP, although most other studies have not considered this. The CMIP5
provides an ensemble mean annual NPP of 62.6 Pg C yr−1 over the time period 1995–
2004 [41]. However, this analysis did not consider the feedbacks from the non-uniform
spatial distribution of CO2 to the Earth’s climate system. Our analysis showed an effect
of the non-uniform spatial distribution of CO2 on NPP without considering land use of
up to 14.26 ± 2.22% of the NPP simulated by a fully coupled model. This highlights the
tremendous leverage of a non-uniform spatial distribution of CO2 on the global carbon
cycle and we recommend a more substantial focus on understanding this process in the
biosphere through the influence of the climate system based on coupled models that include
dynamical sea ice and ocean components.
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In the past 30 years, there has been an increase in NPP at the global scale, which is
likely driven by CO2 fertilization [34,35]. However, the increase in CO2 radiative forcing
limits this positive effect [1]. The exact impact of spatial varying in CO2 concentration
on the carbon cycle through radiative forcing is not yet fully understood. Our study
illuminates that from 1956 to 2005, the spatial varying in the CO2 concentration resulted
in a reduction of NPP, which mainly occurred in the tropics and the middle-latitudes of
the Northern Hemisphere. Nevertheless, as shown in Figure 7, a relationship between
variations in CO2 concentration and NPP could not pass a significant level. It might result
due to not considering the impact of CO2 fertilization. On the contrary, spatial varying in
CO2 concentration through the radiation effect influences temperature, precipitation and
soil moisture, which ultimately affects NPP. The northern hemisphere accounts for nearly
68% of the global area, which has a higher CO2 concentration than the globally averaged
level. Higher temperature has a negative impact on NPP in tropics and mid-latitudes of the
Northern Hemisphere [33,38,43,44]. In addition, considering ocean feedback, an increase
in temperature could reduce NPP in these regions. Conversely, when the ocean feedback is
shielded, increases in temperature is slight in tropics. At the same time, in this condition,
the increase in the soil moisture would offset the negative impact of warming in tropics.

To estimate the contribution of the ocean and sea ice influenced by the spatial varying
of CO2 concentrations through CO2-radiative forcing to the terrestrial NPP, we carried out
simulations B1 and B2, in which the effect of CO2-radiative forcing was assessed using fixed
the sea surface temperature (SST) in 1980. The additional increase in SST was estimated
to be 0.45 ± 0.38 ◦C using the fully coupled model, compared with 0.07 ± 0.08 ◦C based
on only the coupled active atmosphere–land components. This can be understood by the
positive feedback from a greater increase in the SST (Figure 9a) to surface temperature from
simulations A1 minus A2 relative to from simulations B1minus B2 without varying SST. The
response of NPP in low-latitudes of terrestrial ecosystem to changes in surface temperature
might be asymmetric. This may also lead to asymmetric NPP changes related to SST
changes. For example, in some tropical terrestrial regions, increased SST has a negative
impact on NPP under warmer changes [45]. Therefore, more detailed quantification is
needed to understand the asymmetric response of NPP to SST changes.

 

Figure 9. Modeled patterns for zonal changes in (a) ocean temperature with depth (units: ◦C) and
(b) the fraction of ice area (units: %) in the time period 1956–2005 in FGOALS-AVIM simulation A1
relative to A2.

The spatial response of soil moisture differed widely, although the SST had a key
influence soil moisture [46]. Under warmer conditions, a non-uniform spatial distribution
of CO2 decreased soil moisture across the eastern USA, southern Europe and southeast
Asia in the fully coupled model. This is consistent with previous research [47], which
showed that an increased SST in the tropics would increase the depletion of soil moisture
in the eastern USA, southern Europe, southeast Asia and the tropics.
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At high latitudes (e.g., the Arctic), the decrease in the area of ice as a result of the
non-uniform spatial distribution of CO2 through CO2-radiative forcing is >2% (Figure 9b).
An additional increase in precipitation has been shown in most of this region. This change
can be explained by emergent positive feedbacks between the increasing area of melted
ice and the increased water vapor at high latitudes in the fully coupled model. Recent
studies have found that a decrease in Arctic sea ice has an important role in the Earth’s
climate and ecosystems [48]. Specifically, stronger warming results in an increased loss
of sea ice, which, in turn, simulates more melting through a reduced albedo [48]. Ice-
loss feedback could amplify changes in the Earth’s climate at high latitudes [48,49]. We
estimated larger increases in surface temperature and precipitation for tundra regions
using the fully coupled model including sea ice dynamics than the model without sea ice
dynamics. There is a positive feedback from an increase in melted sea ice in a warmer and
wetter climate, which enhances the NPP by the non-uniform spatial distribution of CO2
through CO2-radiative forcing in the tundra regions.

This finding is consistent with a previous study of CO2-radiative forcing and has
important implications for our understanding of the changes in carbon flux associated with
climate change [50]. Changes in the non-uniform spatial distribution of CO2 concentrations
influenced changes in the heat budget (Figure 4), then continued to regulate the spatial
distribution of surface climate variables. Changes in the atmospheric circulation (Figure 10)
introduced by the non-uniform spatial distribution of CO2 also could influence the water
balance and, in turn, affect soil moisture. Therefore, the patterns and responses of the water
budget at the regional scales triggered by the non-uniform spatial distribution of CO2
determine the patterns and responses in NPP. In particular, near-global increases in specific
humidity do not mean that this increase necessarily results in an increase in precipitation.
The simulation using the fully coupled model estimated that weaker westerlies reduced the
input of humid air from the Atlantic Ocean to southern Europe, which reduced precipitation
and then increased the depletion of soil moisture. The eastward radial circulation in the
eastern USA was strengthened. Such a circulation pattern does not favor precipitation. The
eastward radial circulation was also enhanced in East Asia and suppressed the monsoon
from the Eastern Pacific Ocean, limiting precipitation and inducing droughts.

CO2-physiological forcing could also have significant impact on the spatial variation
of NPP [51]. However, it was not included in our results, because our main focus is on
the impacts of CO2 radiative forcing on NPP. For terrestrial processes, atmospheric CO2
was uniformly applied to all PFTs at a fixed level of 355 ppmv. The impact of a spatial
variation in CO2 concentrations was masked in our analysis. Results may be different
if we include a variation in the spatiotemporal distribution of atmospheric CO2 through
CO2-physiological forcing in the land component. This needs further investigation.
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Figure 10. (a,b) Spatial changes in the mean specific humidity (units: g kg−1) and 850 hPa winds
(vectors; m s−1) over the time period 1956–2005 estimated using FGOALS-AVIM from simulation A1
or B1 relative to A2 or B2, respectively. Dotted areas are areas with statistically significant changes at
the 5% level using Student’s t-test.

5. Conclusions

This study investigated the regulations of spatial varying in atmospheric CO2 con-
centration through radiative forcing to annual NPP. The results implied that soil moisture
resulting from spatial varying in CO2 concentration dominates the changes of annual NPP,
and the increased SST substantially reduced NPP in tropics. As a consequence, spatial
varying of atmospheric CO2 concentration did change the spatial pattern of NPP under the
historical conditions from 1956 to 2005. In addition, our results showed the current offline
terrestrial models only considering land and atmosphere interactions did not reproduce
the feedback of ocean and sea ice to changes in NPP. In general, this study represented the
key role of spatial varying in CO2 concentration in regulating variations in NPP.
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Supplementary Materials: The following are available online at https://www.mdpi.com/article/
10.3390/su131910897/s1, Figure S1: (a) NPP and (b) soil moisture (MRSO) for the globe (GL),
evergreen needle leaf forest (ENF); evergreen broadleaf forest (EBF); deciduous broadleaf forest
(DBF); crop (C) and tundra (Tun) during the period 1956–2005 caused by the impact of spatial varying
of CO2 concentrations. Horizontal lines in the bars show the maximum and minimum NPP or soil
moisture with considering feedbacks of ocean and sea ice (orange) and without considering feedbacks
of ocean and sea ice (light blue) from 1956 to 2005.
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Abstract: Soil organic carbon (SOC) is widely recognised as pivotal in soil function, exerting impor-
tant controls on soil structure, moisture retention, nutrient cycling and biodiversity, which in turn
underpins a range of provisioning, supporting and regulatory ecosystem services. SOC stocks in
sub-Saharan Africa (SSA) are threatened by changes in land practice and climatic factors, which
destabilises the soil system and resilience to continued climate change. Here, we provide a review of
the role of SOC in overall soil health and the challenges and opportunities associated with maintain-
ing and building SOC stocks in SSA. As an exemplar national case, we focus on Tanzania where we
provide context under research for the “Jali Ardhi” (Care for the Land) Project. The review details
(i) the role of SOC in soil systems; (ii) sustainable land management (SLM) techniques for maintaining
and building SOC; (iii) barriers (environmental, economic and social) to SLM implementation; and
(iv) opportunities for overcoming barriers to SLM adoption. We provide evidence for the importance
of site-specific characterisation of the biophysicochemical and socio-economic context for effective
climate adaptation. In particular, we highlight the importance of SOC pools for soil function and
the need for practitioners to consider the type of biomass returns to the soil to achieve healthy,
balanced systems. In line with the need for local-scale site characterisation we discuss the use of
established survey protocols alongside opportunities to complement these with recent technologies,
such as rapid in situ scanning tools and aerial surveys. We discuss how these tools can be used to
improve soil health assessments and develop critical understanding of landscape connectivity and
the management of shared resources under co-design strategies.

Keywords: Soil organic carbon; systems thinking; whole system; interdisciplinary; sustainable
land management

1. Introduction

Sustainable management of soils is critical to underpin food, energy and water se-
curity for future generations. In sub-Saharan Africa (SSA), these facets are threatened by
increasing rates of soil degradation underpinned by a complex interaction between natu-
ral vulnerability and anthropogenic activities [1]. In SSA, detrimental land management
practices can be traced across a series of governance shifts through history, often stemming
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from disruption to indigenous systems at the start of the colonial period, and a change to
rigid structures, which lacked adaptive capacity at the community scale [2]. Together with
changing land use, a rise in global surface temperature is linked to increased occurrence of
extreme weather events, which is predicted to intensify with continued warming [3,4]. This
exacerbates soil degradation resulting in a destabilised soil system leading to fracturing
of the provisioning, regulatory and supporting ecosystem services provided by healthy
systems [5]. Soil degradation can be broadly classified as physical (e.g., loss of organic
matter, impacts to soil structure and aggregate stability with subsequent erosion), chemical
(e.g., contamination, nutrient depletion or salinization) and biological (loss of biological
diversity), and the rate and processes by which these occur is highly site-specific in re-
lation to both socio-economic drivers and environmental conditions [6]. In East Africa,
soil loss has been largely attributed to erosion by water with an estimated mean soil loss
of around 6.3 t/ha/yr, half of which is likely to be derived from croplands [7]. Efforts
to reduce erosion by water must consider landscape connectivity in a holistic manner,
which considers social and economic frameworks alongside an understanding of landscape
hydrology [8–10]. Crucially, assessment and development of sustainable land management
(SLM) must be embedded within a participatory approach, drawing on local knowledge
and building practical systems of change from within the local community, ultimately
fostering community-led management, which is not reliant upon but supported by external
services [10–15].

Soil organic carbon (SOC) is a fundamental component for healthy soil function,
exerting important controls on soil structure, water retention, biodiversity and nutrient
cycling [16]. Maintaining and building effective SOC pools can, therefore, play a key role
in climate change adaptation strategies, offering an opportunity to build resilience with
triple-win (productivity-ecosystem-livelihood) benefits [17]. However, with conversion
of natural vegetation to agriculture and subsequent intensive practice, biomass outputs
often outweigh inputs, leading to a deficit in soil organic matter (SOM) and associated
SOC [18,19]. In turn this impacts upon soil structure and drainage properties, facilitating
overland flow and further soil and SOC loss, which lowers fertility and increases suscepti-
bility to drought. Owing to SOC importance, building and maintaining healthy SOC pools
is acknowledged in the United Nations Convention to Combat Desertification (UNCCD)
as essential for unlocking the full potential of soil ecosystem services and achieving many
targets under the global Sustainable Development Goals (SDG) framework [16]. Focus on
SOC also serves to address United Nations Climate Change Conference of the Parties 2021
(COP26) action on adaptation agendas. The pivotal role of SOC in soil function has placed it
as a key component in soil degradation assessments (e.g., Bunning et al. [20]), particularly
given its sensitivity to land use change [19,21]. In 2017, the sub-Saharan Africa (SSA) Soil
Fertility Prioritization Summit was designed to identify key barriers to improving soil
fertility and, working with stakeholders across SSA, develop interdisciplinary, evidence-
based strategies to overcome these barriers and implement change [22]. Summarising the
findings of the summit, Stewart et al. [23] argued that previous attempts to overcome soil
fertility issues in Africa have not adequately invested in overall soil health since the ap-
proaches have not considered broader social, regulatory and economic factors influencing
the soil fertility supply chain, emphasising the importance of holistic, evidence-driven
approaches to alleviating poverty associated with low soil fertility. A survey undertaken at
the summit revealed that stakeholders regarded SOC deficiency as a key limiting factor in
improving soil fertility in SSA, with identified barriers to improvement including the need
for site-specific research, access to training and extension services, gender equality issues
and access to local soil assessment tools.

Against that background we explore the role of SOC in underpinning climate change
adaptation and resilience in SSA. We focus on Tanzania as an exemplar national case
in the context of a continuing research programme, the “Jali Ardhi” (Care for the Land)
Project [13,15,24], which adopts a participatory and interdisciplinary approach to agro-
pastoral land management assessment. Herein, this contribution aims to provide an
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overview of the importance of SOC components for soil functioning followed by meth-
ods to improve and maintain SOC. In addition, an evaluation of barriers to change and
opportunities for improved integrated assessment and SLM implementation is provided.

2. The Role of SOC in Climate Smart Agriculture

There is increasing recognition of the role of SOC functions in ecosystem service provi-
sion [16], with regard to regulatory services, such as carbon sequestration, flood regulation
and contaminant immobilisation; cultural services, such as recreation; supporting services
via healthy nutrient and microbial pools, and resulting provisioning services in the form of
food, fuel and water supplies [5,25]. Healthy soil function supported by SOC can, therefore,
be used as tool for adapting to climate change and building resilience in rural communities
through appropriate SLM practice [26,27]. SOC is often conceptualised as comprising
different pools, each with distinct roles and residence times in the soil system. The ‘active’
or labile pool is derived from organic matter (OM), which is highly susceptible to microbial
decomposition and rapidly cycled (mineralised) (~1–2 years) to underpin soil nutrient
supplies. This pool is largely influenced by the addition of recent material with relatively
low C:N ratios and low molecular weight compounds, which can be readily decomposed
and assimilated by soil microbes [28]. The ‘slow’ SOC pool relates to carbon which has been
assimilated into microbial biomass and partially stabilised via mineral matrix interactions
or within soil aggregates [29,30], with decadal residence timescales. A further highly stable
or ‘passive’ pool comprises recalcitrant material with residence times > 100 years, exerting
an important influence on soil cation exchange capacity (CEC) owing to a large number
of charged functional groups [16]. The active SOC component, whilst critical for nutrient
cycling, is also important for ensuring SOC stabilisation through microbial uptake and
subsequent cycling to organo-mineral complexes in the slow pool [29]. Both the slow and
passive pools play a key role in developing healthy soil structure with associated benefits
such as aggregate stability and improved moisture retention. A functioning soil system
maintains an effective balance between nutrient release and subsequent carbon loss via
mineralisation, and SOC stabilisation.

Numerous studies highlight the decline of SOC under intensive agricultural systems
in SSA [26,30–32] owing to a destructive spiral of degradation in which a lack of biomass
return to the soils under cropping regimes, or loss of vegetation via overgrazing or land
use change, impacts upon key soil functions, leaving soils vulnerable to erosion by wind
and water, further exacerbating SOC reduction [17]. The soil functions underpinned by
SOC are well documented (Figure 1) and include maintaining healthy soil structure and
moisture retention, enhancing CEC, pH buffering, provision of nutrient pools and microbial
diversity [33]. SOC depletion can, therefore, lead to physical, chemical and biological
degradation. For example, Pabst et al. [31] assessed the impact of changing land use
upon organic carbon and microbial activity in a range of systems on the southern slopes of
Kilimanjaro, Tanzania. The authors studied representative systems such as savannah, coffee
plantations, maize plantations and traditional home gardens, with findings highlighting
depleted organic carbon and less stable microbial activity under intensive cropping systems,
owing to a lack of organic matter supply and exacerbated by lower rainfall conditions in
drier areas. Healthy microbial activity and carbon pools in home gardens reflected the use
of agroforestry techniques, which involved adding mixed residues to soils, thus increasing
available substrate for microbes.
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Figure 1. Soil functions (inner circle) and ecosystem services (outer circle) underpinned by soil
organic carbon. Adapted from Laban et al. [34].

In many smallholder agricultural communities there is often a trade-off between
available biomass to return to soils and the need for fodder, with crop residues often used
for the latter [18]. It is important, therefore, that systems are developed whereby OM can
be effectively allocated to soils to build the SOC resource during cropping regimes, whilst
maintaining needs for fodder and fuel. In a study of SOC in a range of Tanzanian soils,
Winoiecki et al. [21] demonstrated a linear relationship between SOC and total nitrogen,
and showed that cultivation practices had led to depletion of soil C by around 50% in
comparison to semi natural sites. Similarly Solomon et al. [19] showed clearing woodland
for cultivation of maize and beans without fertiliser inputs led to > 50% reduction in N and
C in Tanzanian Luvisols, with improvements shown for homestead systems where manures
and fallow rotations were applied. This is in line with the findings of others whereby,
in time, routine allocation of OM to the soil can increase yields, potentially offsetting
shortfalls in biomass allocation [35]. At the global scale, meta-analyses suggest a positive
linear relationship between SOC and cereal yields to around 2% SOC, beyond which yield
improvements tend to plateau [36]. Analyses show a general tendency for higher yields
with effective combination of quality SOC inputs and mineral fertiliser [36,37]. In dryland
environments, achieving SOC concentrations to around the 2% threshold is likely to be
challenging although, where SOC is < 1%, there is evidence to suggest that relatively minor
increases can have a positive effect on yield [36].

Despite the well-documented benefits of OM allocation to soils in SSA, interactions
between OM and the surrounding environment are complex, with functional benefits
depending upon a number of physicochemical factors and appropriate management de-
cisions. The active SOC pool is readily influenced by the addition of OM with relatively
low C:N ratios, such as legume crops, and it is this rapidly cycled component which has
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been shown to have a positive effect on crop yield, and which is more sensitive to land use
change [19,31,33]. In contrast, studies focusing upon the relationship between different
SOC pools and crop yield have shown negative relationships between mineral associ-
ated (slow) SOC pools and yield in experimental plots, possibly owing to organo-mineral
complexes reducing plant available nutrient supplies [30]. This highlights the need to
consider the role of specific SOC pools in land management planning rather than total
SOC per se, through additions of effective types of OM. However, long-term soil structural
benefits obtained from stabilised SOC pools are particularly important in the context of
soil aggregate formation and stability. Aggregate stability is often a key focus in land
degradation assessment and SOC can promote soil aggregation through a variety of mecha-
nisms, such as clay-humic complexes with polyvalent cations, and via the binding effects of
microbial products [38]. Hydrophobicity of organic substances can also reduce the wetting
of aggregates and promote stability [33]. Additionally, the type of OM amendments and
soil textural class are both important factors in determining the size of aggregates [38].
Other studies highlight the importance of SOC interactions with sesquioxides, particularly
Al-sesquioxides, which most likely exert an important influence on SOC stability and soil
aggregation in low activity clay soils in SSA [39].

It follows, then, that management programmes require a thorough assessment of (i)
soil properties and (ii) the types and quantity of OM available for application. With regard
to the latter, and in relation to benefits to soil fertility, OM can be classified according to its
ability to provide available nutrients and, thus, its benefits to crop yield. Palm et al. [40]
suggested a plant residue quality index for tropical agroecosystems based upon the nitro-
gen, lignin and polyphenol content of a range of residues, deriving predictors of available
nutrient release to underpin farm applications of OM. Those classed as higher quality
residues generally displayed lower lignin and phenol and higher nitrogen content, and
were likely to be effective as direct land applications. It was suggested that those with
higher lignin and phenol content should be applied in conjunction with higher quality
residue or mineral fertilisers. Integrated soil fertility management (ISFM) approaches are
a common component of SLM programmes in SSA, and the quantity and types of OM
applied, and their interaction with mineral fertilisers is of key importance in determining
crop yields [37,41,42]. For example, Gram et al. [37] assessed the effect of OM type and
mineral N applications upon maize yields in SSA. Here, the authors applied the OM quality
index of Palm et al. [40] with the addition of a subgroup for manures, to include materials
such as animal manure and composts. Highest yields were achieved where mineral N was
combined with high quality OM, and where 50% of the available N was derived from OM.
Interestingly, positive linear relationships were found between sole applications of OM and
yield for the high quality OM and manure. A linear response was not shown for the low
quality residues (e.g., maize and groundnut residues), which when applied alone, showed
a limited effect upon yield and relied upon a higher application of mineral N for any
marked yield increase. At higher application rates the use of lower quality residues led to
a decline in yield potentially owing to N immobilising effects of phenols [41]. Additionally,
sole application of mineral fertiliser did not show a linear response in yield likely owing
to thresholds in plant uptake beyond applications of ~100kgN/ha. Overall agronomic
efficiency (application rate versus yield) and yield response were found to be more stable
with sole applications of quality OM, likely reflecting wider benefits associated with other
factors such as moisture retention. Only applications of OM had a positive effect on SOC
and it was assumed that any biomass increase from sole applications of mineral N was not
returned to the soil, and that excess available N may have facilitated SOC decline.

Clearly the type and quantity of OM amendments needs consideration in relation
to the local environment and the challenge in many smallholder systems is stimulating
and maintaining biomass inputs to, ideally, achieve a balanced system, less reliant upon
external inputs. Sole applications of OM can lead to significant yield improvements but the
quality of inputs is of key importance. Attention must, therefore, be upon fostering SLM
practice which can provide a broad range of quality organic matter of sufficient quantity
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to underpin food security. The application of lower quality residues in the context of soil
erosion control should not be ignored, however, given the potential for residue barriers to
reduce soil loss and, in turn, maintain SOC stocks [43,44]. In time, soils can achieve healthy
microbial communities to assist with nutrient supply, root growth and disease resistance as
well as structural improvements to aid moisture retention, infiltration and aeration. These
factors combine to support resilience to uncertain climatic regimes. Building soil health in
degraded systems is, however, likely to take time and it can often take a number of years
to accrue benefits associated with SOC targeted approaches [27]. It is, therefore, important
to incorporate carefully calculated ‘quick win’ incentives within management schemes to
maintain perceptions of effectiveness and cost–benefit [45].

Understanding the role of SOC highlights the importance of undertaking detailed
local–level land evaluations to assess land suitability and potential within an integrated
management context. That is, one in which the physicochemical requirements are con-
sidered alongside social and economic structures, to enable the selection of optimal SLM
practices [20]. It is crucial that resource planning is undertaken with stakeholders at all
stages, supported by an enabling and policy-responsive framework. Ziadat et al. [46]
describe the importance of a land resource planning (LRP) approach to foster the adoption
of appropriate land use measures, aligned with the local ecological, economic and social
context to support resilience to climate change and promote sustainable development. This
integrated approach involves targeting key areas for change, assessing land potential, iden-
tifying appropriate SLM measures and implementing change, supported by appropriate
financial mechanisms and performance monitoring. Cataloguing SLM measures in relation
to a range of environments is an important decision support component, offering stake-
holders a means to access data relating to potential SLM options, their effectiveness and,
importantly, challenges and opportunities relating to their implementation. An example
of such a database is the World Overview of Conservation Approaches and Technologies
(WOCAT) Global SLM Database; a search engine enabling case study information to be
accessed for a range of SLM technologies and approaches. Below, we provide a synthesis of
typical SLM practices applied within agro-pastoral communities in SSA, documenting their
application and effectiveness in terms of enhancing SOC and climate change resilience.

3. Common SLM Methods to Maintain and Enhance SOC

There is a general lack of empirical data comparing the effects of land management
techniques upon SOC in SSA, hampered further by differences in the approaches to mea-
suring and reporting SOC across existing studies [47]. The effects of land management are
also likely to be highly varied according to a range of environmental factors, presenting
challenges for comparison between studies and highlighting the importance for site-specific
assessments [48,49]. Nevertheless, the impacts of agriculture and poor management prac-
tice upon SOC are well documented and, site-specific variability aside, there is a broad
body of evidence to support both the importance of SOC in dryland environments and
the conservation measures that can be implemented to provide positive changes to soil
health [34,50]. Sustainable management practices require an integrated approach to pro-
vide synergy between soil moisture, nutrients and structure to maintain and build SOC
stocks and prevent net loss. Here, we summarise a range of approaches applied in rural
communities, which specifically document the effects of land management upon SOC.

Diverse climatic zones in SSA naturally influence background SOC stocks such that
upland humid areas with higher rainfall and biomass will often see greater SOC relative
to semi-arid lowlands, where rainfall shortage and fluctuation is a limiting factor [36].
In semi-arid rangeland environments, livestock grazing pressure can lead to loss of total
vegetation cover, leaving soils exposed and vulnerable to water and wind erosion. In
turn this impacts upon the root systems and seed banks of native plants and stimulates
encroachment by invasive species [10]. Management practice is focused upon restoration
of native vegetation cover by improving mobility across varied grazing lands or through
enclosure schemes, which may be combined with reseeding of native species. Exclusion
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zones can be implemented by physical barriers, an agreed set of communal rules or,
in some cases, established bylaws in more extensive grazing lands (often hundreds of
hectares) [15]. Mixed systems may also effectively combine stall feeding with soil-stabilising
plants used on hillslope cropland [51]. Where management strategies are functioning,
the benefits associated with enclosure systems are well reported in the literature, with
evidence of successful regeneration of palatable, perennial vegetation [17,52]. In turn
this can effectively increase the SOC stock in comparison to overgrazed open areas [51]
(Table 1), and improve drought resilience through provision of fodder and diversification
of income [53,54]. Traditional mobile corral systems (Boma) have also been shown to
provide benefits for vegetation cover and SOC even after short periods of use [51,55].

In croplands, reduced tillage, planting of cover crops and effective crop rotation form
the basis of conservation agriculture (CA), which has been shown to provide benefits asso-
ciated with improved SOC [50]. High erosion risk crops, such as maize, can be interplanted
with a variety of cover crops, most notably legumes (e.g., Mucuna pruriens; Lablab purpureus),
to increase vegetation cover both during crop growth and post-harvest. Cover crops have
been shown to have multiple benefits in cropping systems by reducing rainsplash erosion,
increasing SOM, improving overall fertility and providing an additional source of palatable
produce, particularly useful in mixed farming systems [56,57]. Application of OM mulches
(e.g., crop residues) can also be beneficial for reducing runoff and providing improvements
to soil health and crop yields [45,58,59]. As previously discussed, however, the quality of
OM is an important consideration [47] and difficulties of returning crop residues to the
soil often arise where fodder is required [18]. The use of multiple cropping systems and
agroforestry schemes may provide additional fodder sources, enabling crop biomass to be
reinvested in the soil, and a balanced livestock-cropping system also presents opportunities
for manure application to soils, which may have benefits for plant nutrient uptake [18,59].

In the literature, the benefits associated with CA appear to be highly site-specific,
linked to climate and soil type (e.g., Swanepoel et al. [49]), and small-scale management
of available OM resources. For example, Castellanos-Navarrete et al. [60] showed that
integrated applications of crop residue and manure did not provide adequate nutrients to
cropland, with large nutrient losses from manure supplies owing to poor storage practices.
Residues and manures are also often inadequate for supplying plant available P, and in
SSA effective P application via OM mulch requires careful consideration of the type and
source of available plant material [61]. In the short-term, some studies report that CA has
overall limited influence upon crop yield and food security for the smallholder in SSA (e.g.,
Corbeels et al. [62]), often linked to failure to adapt systems to local settings in terms of
environmental factors and socio-economic needs and constraints [63]. In the context of
climate change resilience, however, the role of CA for SOC management requires a shift in
profitability assessment to include longer-term environmental, social and economic gains
likely to be seen with well-adapted CA systems, particularly in drylands where drought
resilience is going to be of increasing importance [49,62,63].

SLM can be implemented to reduce soil and SOC loss by various runoff interception
techniques; forms of physical barriers designed to directly break the structural connectivity
components in the landscape and, in doing so, act as rainwater harvesting (RWH) methods.
These methods can draw upon in situ, micro-scale structures, capturing water and sediment
at the planting zone [64–66] or be larger, macro-scale structures, which are designed to
channel water into the cropped area [64,67]. Both approaches have the capacity to increase
and maintain SOC by reducing soil loss, capturing sediment and associated SOM, and by
improving moisture and nutrient retention, which benefits microbial pools and biomass.
Water storage structures, such as reservoirs, can also help to maintain biomass during the
dry season. To offset labour costs associated with larger structures, novel techniques utilise
existing structures acting as runoff pathways, such as roads and tracks, to harvest overland
flow [68].
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4. Examples of Barriers to SLM Adoption in SSA

Land degradation in SSA has many drivers [74] and, in the past, a top-down approach
to SLM has led to failures in effective implementation often owing to a lack of considera-
tion for differing community structures and the environment at the local level. It is now
generally recognised that SLM must be targeted to specific communities in participatory
approaches, which consider the unique socio-economic and governance contexts as well as
environmental factors [15,17,24]. These approaches focus on empowering local communi-
ties to identify, manage and ultimately reverse land degradation practices to restore soil
health and boost resilience to climate change.

Adoption of SLM is heavily influenced by the perception of benefits associated with
carrying out alternative practices, owing to a lack of capital which often evokes a risk
averse attitude in rural communities [75]. The use of field-based training and trial plots
has become a useful tool for influencing SLM uptake through direct, evidence-led schemes
whereby benefits associated with sustainable land practice can be clearly demonstrated
[76]. Education and awareness is a common barrier to SLM (Table 2) and, therefore, field-
based projects also serve as an important outlet for training and experiential learning to
provide the foundation for change at the community level. Once facilitated, there are
numerous indicators that social capital, such as shared learning and trust, is important for
underpinning community cohesion, with the development of community groups strongly
facilitating education and diffusion of knowledge relating to SLM [76–78]. Such groups
may also be effective in offsetting opportunity costs associated with labour shortages,
another common barrier to SLM uptake [79]. In contrast, however, where systems are
based on kinship networks, adoption of SLM can be hindered owing to the perceived
insurance role of the network and the sharing of any individual gains during periods of
hardship [78].

Although the perception of benefits is highly influential, of crucial importance is the
nature in which these benefits are obtained throughout the year, with cash flow and fluidity
identified as vital factors in SLM adoption. The ability of poorer households to generate
benefits at key times of the year, rather than the magnitude of benefits per se, influences
the choice (or combination of choices) of SLM practice [80]. Since many SLM practices
accrue direct or indirect benefits with time [63] this often becomes a barrier where poor
communities have to rely upon short term gains. This highlights the need for ‘quick win’
opportunities to work alongside longer-term goals in SLM programmes [53]. The situation
can be exacerbated where land tenure is insecure, with rented land often less likely to be
invested in for the long-term [78]. Insecure land tenure and resulting land conflicts can
impact upon long-term soil health, hindered by a lack of land policy targeted at the local
level, which fails to adequately address cultural norms and transboundary relationships
between land users [81]. There are additional problems associated with willingness to
contribute to the management of shared, common land resources, particularly in pastoral
communities, where motivating individual actions for the benefit of a community can
create challenges. Exploring the social dynamic in Massai communities in Tanzania,
Rabinovich et al. [82] found willingness to protect shared resources was strongly linked to
the development of group norms and community identity focused on sustainable practices,
with participation in decision making and access to group discussions likely to play a key
role in enhancing SLM adoption.

Numerous studies identify inadequate access to reliable, local markets as a barrier to
income, in turn, impacting as an opportunity cost upon SLM adoption (Table 2). Problems
associated with a lack of variety of produce can mean that markets become flooded with
certain produce, leading to price reductions. Additionally, larger markets are often at dis-
tance from smallholders who then rely on intermediate traders to purchase their products.
Rural communities often receive low prices in such situations and a lack of storage facilities
for perishable produce enhances the need to sell upon harvest and further reduces the
bargaining power of rural communities [83]. There are, however, contrasting findings
with regard to the link between income and SLM adoption. In some examples, accessible
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local markets enable income generation and allocation of funds into soil conservation mea-
sures [84], or perceived income increases likelihood of SLM adoption [76]. In other areas,
income is negatively correlated with SLM adoption, particularly where income is generated
from off-farm activities, with surplus likely to be allocated to basic household needs rather
than to SLM practice [85,86]. This shows the importance of considering opportunity costs
associated with capital surplus rather than capital surplus per se. Relationships between
income and SLM adoption can also be influenced by land unit distinction where more
profitable fields in, for example, more favourable growing locations, are less likely to be
targeted for SLM practice [86]. This could potentially create challenges with regard to land
management that enhances landscape unit connectivity and subsequent loss of soil and
nutrients to erosion [10].
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5. Opportunities to Support SLM Adoption through Interdisciplinary and
Cross-Sector Collaboration

Clearly successful regeneration and maintenance of SOC for healthy soils requires a
detailed understanding of the complex interaction between people and landscape resources
at the local-scale [17]. For context here, we describe the approach to assessing climate
adaptation gaps and building resilience within the “Jali Ardhi” (Care for the Land) project
in Tanzania [13]. Fundamental to this project, and elsewhere, is a participatory approach
to developing sustainable land use programmes, aimed at empowering communities to
build resilience to soil erosion challenges from the bottom-up, in a system that, whilst
receiving external support, ultimately becomes self-sustaining. Kessler et al. [89] describe
the importance of building resilience-based stewardship at the village level, underpinned
by motivation and stewardship principles, which are both closely linked with awareness
of the natural environment, and people-land-resource connectivity [10]. Kessler et al. [89]
make a distinction between extrinsic motivation, relating to externally derived incentives,
and intrinsic motivation, which is a self-driven appreciation for natural systems. Whilst
extrinsic motivation can play an important role in the protection of soil resources (e.g.,
Kelly et al. [15]), the Jali Ardhi project also aims to build intrinsic motivation by reducing
awareness barriers and highlighting landscape-people connections at the village-scale. The
preceding sections have described the importance of SOC in underpinning soil health
and, in turn, healthy functions and services, which support community resilience. It has
also been highlighted that the effectiveness of SLM practices is highly site-specific and
detailed environmental (social, economic and natural environment) surveys are, therefore,
crucial to support planning. Such surveys should be used to characterise the site to ensure
effective targeting of SLM practice and to provide a benchmark against which to assess
the effectiveness of SLM. Although we recognise the importance of tailoring these surveys
to the local setting, to support knowledge exchange it is important for practitioners to
standardise assessment criteria as far as is practicable and the local level land resources
assessment methodology (LADA-Local) detailed by Bunning et al. [20] provides one such
format. This survey aligns closely with reporting templates developed by WOCAT and
offers an opportunity for projects to contribute to the Global SLM Database, providing a
valuable open-access resource for decision support.

Within the Jali Ardhi suite of projects we have identified opportunities to supplement
the LADA-Local approach with other survey technologies to help to develop a broader
understanding of the landscape features and, importantly, to help connect the land users’
understanding of their activities to landscape processes and subsequent gain in terms of
climate change resilience. For example, Blake et al. [10] describe the use of unmanned
aerial vehicle (UAV) surveys and geographic information system (GIS) outputs to identify
hydrological connectivity between landscape units. The resulting outputs highlighted the
need to consider transboundary linkages across landscape units to reduce soil loss, which
ultimately requires inter-community cooperation for effective mitigation. Identification
of transboundary connections also offers an opportunity for practitioners to explore the
development of payment for ecosystem services (PES) approaches to SLM [17,90,91]. Aerial
outputs can provide an important platform for community-based resource mapping exer-
cises and a catalyst for wider debate on community decision making, which are important
components in participatory SLM programmes [20,46,89]. Other examples draw on GIS for
effective targeting of mitigation practice by considering hydrological pathways and soil
type in conjunction with planning for water storage zones [92].

More recently, rapid in situ assessment tools have been developed, which offer user
friendly platforms to assist in the assessment of soil health and management. An example
is the Land-Potential Knowledge System (LandPKS), a smart phone application technology
which aids the collection of local-level biophysical data, including soil carbon and wider
soil health characteristics, to support effective land use planning [93]. The LandPKS tool
has been trialled in Tanzania with potential to be integrated into national and regional land
planning policy frameworks [94]. The wider adoption of such approaches has obvious
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limitations in terms of access to smart phone services although there is evidence to support
growing access to mobile phones amongst rural communities in Tanzania and their use in
enhancing agricultural productivity [95]. An additional, complementary technique used
in the Jali Ardhi project is rapid screening of SOC and nutrients using a near infrared soil
scanner (AgroCares, Netherlands) [96], which enables high spatial resolution measure-
ments of total SOC and nutrients to be obtained in situ. Both the LandPKS and soil scanner
can be used, not only to complement the LADA-local process, but also to raise awareness
of soil health and functioning as part of a participatory, ‘citizen science’ approach [96].
We, therefore, adopt a two-way process of undertaking the necessary site characterisa-
tions alongside joint learning with the local community using ‘new’ technologies, helping
to negate barriers associated with awareness and building motivation and stewardship
potential. Importantly, the combination of survey approaches applied helps to identify
SOC pools by considering the active SOC component [20] as well as total SOC and soil
nutrients (soil scanner). Potential solutions for land management improvements can then
be supported by the use of LandPKS and OM indices (e.g., Palm et al. [40]), together with
community collaboration to identify appropriate strategies for change. This approach
does require collaboration and support from local institutions for supply and training
in the use of the technologies, at least initially, to build knowledge and capacity at the
local level. Quantitative analyses can also be integrated with more qualitative local-scale
indicators such as soil colour, which can be adopted by communities and used more readily
going forward.

The Jali Ardhi approach is summarised in Figure 2 and encapsulates the need for
whole farm systems assessment to build resilience within rural communities [12]. The land-
people-resource assessment step described above is followed by a selection of potential
SLM options (the SLM ‘toolbox’) for the local environment, drawing upon survey outputs
and valuable knowledge exchange databases such as the WOCAT Global SLM database,
which provides a platform for cataloguing SLM options and, importantly, a range of
mechanisms to offset the common barriers identified in Table 2. Hence, such databases can
be effectively utilised for decision support. The process can also be complemented by input
from local agricultural advisors. The biophysical survey results and community input
derived in step one are then presented with the SLM options ’toolbox’ to the community
during a participatory co-design process to define achievable SLM targets. It is crucial
that all stakeholders are actively involved in this process to identify barriers and solutions
from the outset. If transboundary connectivity issues have been identified in step one,
then this stage should also involve an inter-community discussion to identify common
goals. It is also important for extension officers to take part in the co-design process
to ensure future support is in line with community targets, and to help to overcome
institutional barriers, particularly those associated with market access and effective credit
strategies [12]. Implementation strategies can then be agreed within the community
with field-led demonstrations playing an important role in facilitating community group
formation and shared learning, and an opportunity to overcome risk aversion.
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Figure 2. Pathway to change under the Jali Ardhi project.

6. Conclusions

Soil organic carbon plays a pivotal role in soil health and supports a range of ecosys-
tem services crucial for building climate change responses in rural communities in SSA.
SOC has been prioritised as a key component for improving soil fertility in SSA with
failure to adequately assess local-level social, economic and biophysical factors identified
as key barriers to change. Here, we focus upon the importance of SOC as a foundation
for soil health and resilience with a key focus upon Tanzania as an exemplar national case.
Significant SOC loss through unsustainable agricultural practice leads to soil degradation
spirals, exacerbated by climate change, with rural communities often facing challenges
associated with returning biomass back to soils to underpin healthy soil functions. Whilst
returning adequate OM quantity to soil systems is crucial, practitioners should also focus
upon OM quality as a foundation for nutrient pools and fertility, and stimulating soil
stability within balanced, diverse farm systems. Here, we present a whole-system approach
which draws upon standardised local level assessment procedures, supplemented by more
recent technologies, which are utilised in participatory soil systems learning programmes
alongside local biophysical assessments. Reliable community level assessments are used as
the foundation for developing community co-design and implementation of SLM strategies
to build resilience to a range of challenges through SOC pools. With predicted intensifying
of climate challenges, the approach offers an opportunity to assess climate change adap-
tation gaps and promote the adoption of locally relevant SLM strategies. Restoring and
maintaining soil ecosystems through effective SOC management can protect livelihoods
and contribute to the action on adaptation targets under the United Nations Climate Change
Conference of the Parties 2021 (COP26) agenda.
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Abstract: Ongoing urban expansion has accelerated the explosive growth of urban populations and
has led to a dramatic increase in the impervious surface area within urban areas. This, in turn, has
exacerbated the surface heat island effect within cities. However, the importance of the surface heat
island effect within urban areas, scilicet the intra-SUHI effect, has attracted less concern. The aim
of this study was to quantitatively explore the relationship between the spatial heterogeneity of a
built environment and the intra-urban surface heat island (intra-SUHI) effect using the thermally
sharpened land surface temperature (LST) and high-resolution land-use classification products. The
results show that at the land parcel scale, the parcel-based relative intensity of intra-SUHI should be
attributed to the land parcels featured with differential land developmental intensity. Furthermore,
the partial least squares regression (PLSR) modeling quantified the relative importance of the spatial
heterogeneity indices of the built environment that exhibit a negative contribution to decreasing the
parcel-based intra-SUHI effect or a positive contribution to increasing the intra-SUHI effect. Finally,
based on the findings of this study, some practical countermeasures towards mitigating the adverse
intra-SUHI effect and improving urban climatic adaption are discussed.

Keywords: built-up environment; spatial heterogeneity; urban thermal environment; blue–green
space; land use pattern

1. Introduction

Since the era of the industrial revolution, driven by capital flows and labor transfers,
urban agglomerations and metropolitan areas have become the preferred destinations for
urban–rural and cross-border migrants worldwide [1–3]. At present, global urban areas
house more than 50% of the total population and 70–90% of all economic activities [4],
resulting in unprecedented urban expansion and explosive growth of urban populations.
The United Nations Department of Economic and Social Affairs has reported that about
55% of the global population lives in urban areas. By 2050, global urban residents will
increase by 2.5 billion, of which 255 million will be in China, such that the urban population
will account for 68% of the country’s total population [5].

During urban expansion, impervious surfaces, such as buildings, roads, squares,
bridges, and parking lots, dominate the land-use structure of the built environment. They
consequently occupy and replace the area proportion of the pre-development landscapes
(e.g., water bodies and vegetation) [6]. The intensive human activities in cities lead to
severe ecological degradation [7], which has the consequence of artificial modification of
the urban climate; in particular, the urban heat island (UHI) effect and its influences on
human health have been of wide concern. To restore the urban natural environment and
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improve urban resilience, artificial blue and green space (BGS), including water bodies,
vegetation, and recreational landscapes, can be created and managed in order to deliver crit-
ical ecosystem services (e.g., air purification and climate modification) within cities [8–10].
Unfortunately, in most cases, impervious surfaces dominate the urban built environment’s
land-use structure and landscape pattern. Intensive urban land development usually alters
the surface thermal energy radiation, biological characteristics, and hydrological cycle,
resulting in changes in the absorption and emission of solar radiation and the surface
heat flux [11–13]. Meanwhile, due to its relatively small area proportion within cities, the
BGS that promotes local cooling effects is insufficient to offset the overwhelming heat
emissions from the impervious surfaces, which heat the lowest layer of the air [14]. Such
surface-to-air heating processes have been proven to profoundly impact the urban thermal
environment [15–17]; for instance, artificial modification of the urban climate is closely
related to the UHI effect, as measured in terms of air temperature (AT) and land surface
temperature (LST).

To date, existing studies on the urban thermal environment have mainly focused
on the UHI effect, including the boundary layer urban heat island (BLUHI) and canopy
urban heat island (CUHI), characterized by AT, as well as the surface urban heat island
(SUHI) effect, characterized by LST. The AT can generally be easily measured and used for
assessing human thermal comfort, but the sparsity of weather stations within cities and
in the urban fringe makes it difficult to characterize the spatial variation of AT, BLUHI,
and CUHI in the study area. In contrast, satellite- or air-borne thermal remote sensing
platforms, with sizable spatial cover, can provide alternative approaches for monitoring
urban climates.

Since the 1970s, spaceborne thermal remote sensing technology has become a prac-
tical approach for monitoring regional and local SUHI effects. Previous studies on the
multi-scale SUHI effect using spaceborne thermal infrared (TIR) data have produced
fruitful results, ranging from low-resolution(~km) sensors, such as the Geostationary
Operational Environmental Satellite (GOES), the Advanced Very High-Resolution Ra-
diometer (AVHRR), and the Moderate-Resolution Imaging Spectroradiometer (MODIS),
to high-resolution (60–120 m) sensors, such as Landsat 5 (Theme Mapper, TM), Landsat
7 (Enhanced Theme Mapper Plus, ETM+), Landsat 8 Operational Land Imager/Thermal
Infrared Sensor (OLI/TIRS), and the Advanced Spaceborne Thermal Emission Reflection
radiometer (ASTER) [18–20]. At present, given that most urban residents live in intensively
developed land lacking green infrastructure, few studies have been carried out on the
intra-SUHI effect, which indicates the SUHI effect within urban functioning zones (UFZs)
and is closely related to human health and urban climate adaptation. In the context of
urban settings characterized by complex land-use structure and landscape configuration,
the formation of the intra-SUHI effect largely depends on the fine-scale land developmental
features (e.g., land-use types, floor area ratio, building distances and heights, and landscape
patterns of specific land parcels) [21,22]. It should be noted that, for these above-mentioned
spaceborne TIR sensors, due to the problem of mixing pixels of land surfaces, they are still
too coarse to generate detailed information regarding the LST and heat flux and, thus, it is
impossible to depict the fine-scale pattern of the urban thermal environment when using
such data. In contrast, the airborne high-resolution TIR imaging systems, such as NASA’s
advanced thermal infrared and land application sensor (ATLAS) and unmanned aerial
vehicle (UAV)-borne TIR cameras, can effectively detect the fine-scale thermal effect of ur-
ban settings. However, the apparent shortcomings of ATLAS (e.g., fixed navigation routes
and low cost-effectiveness) and UAV systems (e.g., flexible navigation routes but short
flying durations) limit their applicability in the practice of detecting the variations in the
urban thermal environment. Alternatively, recent studies have attempted to combine ther-
mally sharpened satellite-retrieved data with commercial high-resolution optical images
in order to provide a practical approach for evaluating the intra-SUHI effect [23,24]. Such
an approach can provide a better understanding of the relationship between the spatial
heterogeneity of the built environment and the urban thermal environment, considering
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that the recent literature emphasizing such relationships is relatively scarce. Moreover, the
robustness and applicability of such approaches in practice need further testing in a variety
of case studies.

In this study, Shanghai—one of the fast-growing megacities suffering from extreme
summertime heat events—was taken as a case study. Our research goals were (1) to quanti-
tatively analyze the spatial heterogeneity of the built environment and its impact on the
summertime intra-SUHI effect within the city, and (2), based on the findings of this study,
to provide the operational choices for decision making towards enhancing urban planning
practices, mitigating the intra-SUHI effect, and improving urban climate adaption.

2. Study Area

Shanghai is located between latitudes 30◦40′ N–31◦53′ N and longitudes 120◦52′
E–122◦12′ E, in the front of the alluvial plain of the Yangtze River Delta (see Figure 1).
The whole city is low-lying and flat, dominated by plains (with an area of 93.91%) and
an average altitude of 2.19 m. Shanghai is located in the north sub-tropical monsoon
climate zone, with abundant sunshine, abundant rain, and four obvious seasons. Local
vegetation types are dominated by evergreen broad-leaved forest and evergreen deciduous
broad-leaved mixed forest [25]. At present, the wetland stock is 464,600 hectares, and
the forest coverage rate of the whole city reaches 17.6%. In this study, four typical urban
functioning zones (UFZs), which represent the socio-economic features and urban land-use
patterns within downtown Shanghai (Table 1), were used to investigate the relationship
between the urban built environment and intra-SUHI effect.

Figure 1. Location of the study area and four UFZs.

Table 1. Description of four UFZs within downtown Shanghai.

UFZ Area (km2) Description

Wujiaochang 7.09 This UFZ includes a shopping center, university campus, research and development institutions,
innovative enterprises, high-tech parks, and residential areas.

Peace Park 2.00 This UFZ includes parks and recreational landscapes, a university campus, research and
development institutions, innovative enterprises, and residential areas.

Urban Core 5.97 This UFZ includes parks and recreational landscapes, the municipal administration, central
business district, and residential areas.

Xujiahui 2.58 This UFZ includes parks, a commercial center, historical and cultural relics, higher education
institutes, a health care center, high-tech enterprises, and residential areas.
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3. Materials and Methods

3.1. Materials

Landsat 8 OLI/TIRS (Level 1T) and Quickbird imagery were used as the major data
sets. Excluding the cloud contaminations, two cloud-free Landsat 8 OLI/TIRS images
(path/row: 118/038, cloud cover < 10%) acquired during typical summer days (dated
13 August 2013 and 3 August 2015) were used for the retrieval of the LST and further
exploration of the pattern of the urban thermal environment. Quickbird commercial high-
resolution imagery covering the four UFZs was used to classify the fine-scale land-use
structure. The auxiliary data sets included a commercial vector map data of Shanghai
city (roads, buildings, land-uses, and so on) and an aerial remote sensing atlas of the
Shanghai central area. A standard digital map of Shanghai downtown (Beijing Digital
Space Technology Co., LTD, 2015, Beijing, China), an aerial atlas of Shanghai (Shanghai
Academy of Surveying and Mapping 2015, Shanghai, China), Google Earth, and Baidu
Map were used as further auxiliary data sets.

3.2. Methods
3.2.1. Land-Use Classification

To better depict the fine-scale land-use characteristics from the Quickbird high-
resolution imagery, the object-oriented classification (OOC) method, which has higher
classification accuracy than regular methods, such as spectral feature extraction and clas-
sification and regression trees (CART) [26], was used for land classification within the
four UFZs.

For the Quickbird high-resolution imagery covering the four UFZs, classification with
the OOC method was performed with the use of PIE-Basic® (version 6.0) software by
PIESAT International Information Technology Limited. The overall accuracy of classifica-
tion was 80.03%, and the accuracy of the post-classification was determined to be 93.01%
with a manual check using Google Earth and Baidu Map layers, as well as a field survey.
The validated land-use classification product and its classification scheme are shown in
Figure A1 and Table A1, respectively.

In this study, considering the simplicity, representability, and availability of the data
sets, the spatial heterogeneity of the built environment was measured using the two- and
three-dimensional indices of urban morphology and land surfaces.

Table 2 lists several heterogeneity indices that may positively or negatively contribute
to the urban thermal environment (for details, see Table A2). According to the National
Standard for Urban Residential Planning and Design of China (GB50180-2018) [27], building
heights, distances between buildings, and the SVF were calculated from data collected
through in situ measurements. The land surfaces, including the impervious surfaces and
BGS, were extracted from the land-use classification maps. Specifically, for BGS, the parcel-
based land-use information was used to calculate the class-level pattern indices—namely,
the mean patch size (MPS), the number of patches (NP), the largest patch index (LPI),
and the SPLIT index—using Fragstats 4.2.1 software [28]. The three-dimensional green
volume (3DGV) of the BGS, which refers to the total volume of vegetation with stratified
layers, was estimated using several empirical models, ground measurements, and aerial
photogrammetry [29].

3.2.2. Generation of Thermally Sharpened LST and Cross-Validation

The process for generating the thermally sharpened LST consisted of four steps. First,
the 10 gray value thermal band Landsat 8 Level 1T data was converted to the top of
atmosphere (TOA) radiance using the rescaling factors in the MTL file [30].

Secondly, co-Kriging interpolation was employed to generate the high-resolution TOA
radiance by combining the Quickbird high-resolution land-use classification products and
the raw TOA radiance [31]. Given the different resolutions of these two data sets, the
high-resolution land-use classification products were resampled with multiple resolutions
(1–9 m) and set as base maps to overlap and delimit the raw TOA radiance layer. We
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assumed that the same or similar surfaces would have the same or similar radiance val-
ues. Then, for each scene of the TOA radiance layer, tedious sampling of random points
(ranging between 300 and 6000 points per km2) was carried out in order to generate the
co-Kriging interpolation results. By comparing the pairwise bias curve between the raw
and interpolated TOA radiance values, we found that the threshold of 3000 points was
reasonable, as the curve flattened and was nearly unchanged when the number of points
was over 3000 [32]. Subsequently, the interpolated TOA radiance layer was resampled to
multiple resolutions (1–9 m).

Table 2. Statistical description of indices used in this study.

Classification Metrics Abbr. Unit Range Median Mean Sd

Urban
morphology

Building height Height m 2.7–165.0 11.00 16.470 15.21
Building spacing Distance m 4.3–107.1 19.82 23.030 14.72
Sky view factor SVF % 2.48–26.38 13.19 12.053 6.0

Area of impervious surface ImperSurf ha 0.47–24.96 5.08 6.016 4.16

Land surface

Area of blue–green space BGS ha 0.13–15.89 1.66 2.393 2.38
Mean patch size MPS ha 0.00–0.44 0.01 0.030 0.05

Largest patch index LPI - 8.61–99.25 34.40 40.210 22.800
Number of patches NP - 8.00–840.00 96.500 124.340 110.870

SPLIT SPLIT - 1.015–37.299 6.005 7.383 5.938

3D green volume 3DGV m3 8001.702–
834,316.313 92,085.870 133,118.807 135,579.551

Third, based on the multiple-resolution land-use maps, a surface emissivity correc-
tion for the land surfaces was performed according to empirical studies and laboratory
testing [33,34]. The multiple-resolution interpolated TOA radiance and corrected surface
emissivity layers were used to retrieve the thermally sharpened LST using the Range Trans-
fer Equation (RTE) [35], which requires atmospheric correction for the thermal band [36].

Finally, cross-validation of the thermally sharpened LST products was performed
by comparing the pixel-based root-mean-square error (RMSE) between the target LSTs
(sharpened) and referencing LSTs [37]. To do so, all the thermally sharpened LST products
were resampled to the same resolution as the unsharpened LST products (30 m). Then, by
overlapping the 30 m unsharpened LST products and the LST products resampled from
the sharpened products, the pixel-to-pixel 10-fold RMSEs were used for cross-validation of
the thermally sharpened LST products. As shown in Figure A3, there were no significant
differences in the RMSEs of the LST products (resampled from the 1–9 m sharpened LST
products) and the original 30 m LST products; however, as they exhibited the best visual
quality and the lowest RMSE, the 1 m resolution sharpened LST products were used for
further analysis.

3.2.3. Calculation of Intra-SUHII

Rather than using the generalized concept of the UHI effect as measured by the
LST difference between urban and rural areas, the intra-SUHI intensity in this study is
defined as the LST difference between the impervious surfaces and the BGS (vegetated
land and water bodies) in a given land parcel. The parcel-based intra-SUHII is calculated
as follows [38]:

Intra − SUHII = LSTIS−LSTBGS (1)

where the unit of intra-SUHII is Kelvin (K), LSTIS represents the average LST of the
impervious surfaces, and LSTBGS represents the average LST of the BGSs.

At the land parcel level, according to the statistical description and analysis method,
the intra-SUHIIs were divided into six levels, according to the percentile threshold on the
cumulative probability curve of their normal distribution, as follows: Level 1—very low
(≤5%); Level 2—low (5–25%); Level 3—low to slightly high (25–50%); Level 4—medium-
high (50–75%); Level 5—high (75–95%); Level 6—very high (≥95%).
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3.2.4. Statistical Analysis

This section mainly describes hierarchical cluster analysis (HCA) and partial least
squares regression (PLSR) modeling. The former was used for the overall characterization
of the land parcel clusters with differential land developmental intensity, while the latter
was used for exploring the relationship between the intra-SUHII and multiple independent
variables, particularly in the case of multi-collinearity. Essential data analysis was per-
formed, including a normality test, outlier detection, Box–Cox transformation for skewed
data, and Pearson’s correlation. With the indices described in Table 2, HCA was performed
using the Euclidean distance method. Seven typical land parcel clusters representing
differential land developmental intensity were obtained (see Table A3).

The statistically significant correlation coefficients (see Table 4) revealed the existence
of multi-collinearity between the independent variables. According to the result of Pearson
correlation analysis, as there are many possible forms of PLSR models that involve the
independent variables, it is time-consuming to establish the PLSR models. To avoid
overfitting and determine a reasonable model, the leave-one-out (LOO) method was
adopted, setting 90% of the randomly selected data as the training data and the rest
as the test data. Finally, the optimal PLSR model, satisfying the highest determination
coefficient (R2) and minimum root mean square error (RMSE), was selected. The PLSR
model, indicating the relationship between the intra-SUHII and the impervious surfaces,
was written as follows:

Intra-SUHII = α1 + β1·X1 + β2·X2 + β3·X3 + β4·X4 + β5·X5 + ε1 (2)

where α1 is the intercept/constant item, β1–β5 are the partial coefficients; X1–X5 are the
height, distance, SVF, ImperSurf, and parcel area, respectively; ε1 is the error term.

Similarly, the PLSR model, indicating the relationship between the intra-SUHII and
the BGS, was written as follows:

Intra-SUHII = α1 + β1·X1 + β2·X2 + β3·X3 + β4·X4 + β5·X5 + β6·X6 + β7·X7 + ε1 (3)

where α1 is the intercept/constant item, β1–β7 are the partial coefficients; X1–X7 are the
3DGV, BGS, MPS, NP, LPI, SPLIT, and parcel area, respectively; ε1 is the error term.

In this study, all the essential statistical processes were performed using R statistical
software 4.0.3 (developed at Bell Laboratories (formerly AT&T, now Lucent Technologies,
Paris, France) by John Chambers and colleagues), and PLSR modeling was performed
using the library ‘pls’ [39].

4. Results

4.1. Spatial Distribution Characteristics of the Urban Thermal Environment

Overall, Figure 2 reveals the spatial distribution of the urban thermal environment
indicated with parcel-based LSTs and intra-SUHII levels on two summer days of 2013 and
2015, respectively. Figure 2a–h shows the remarkable pixel-based LST difference between
the land parcels dominated with impervious surfaces and BGS. Figure 2 (a-1–h-1) shows
the variations of the parcel-based intra-SUHII levels, which exhibit the similar spatial
patterns shown in Figure 2a–h.

Table 3 shows the statistics of parcel-based LST associated with seven typical land
parcel types featured with different land developmental intensities (see Table A3). As
shown, Type I and VII parcels exhibited the lowest and second-lowest mean LSTs, followed
by Type IV parcels. Apparently, these Type I, IV, and VII parcels, which featured dominant
BGS and lower impervious surfaces, exhibited much lower mean LSTs than the other land
parcel types. It is noteworthy that Type III, V, and VI parcels exhibited much higher mean
LSTs, indicating that the adverse thermal effect is related to higher developmental intensity
and lacking BGS. However, for Type V parcels, their temporally highest mean LSTs could
be alleviated if newly BGS are created in their later management.
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Figure 2. Spatial pattern of pixel-based LSTs and distribution pattern of parcel-based intra-SUHII
levels at four UFZs (unit: K).

4.2. Relationship between the Spatial Heterogeneity of the Built Environment and the Urban
Thermal Environment

Table 4 shows the significant positive and negative correlations between the spatial
heterogeneity indices of the built environment, indicating the complicated relationships
between the BGS and urban morphological characters. As shown, a competitive land-use
structure exists between the ImperSurf and BGS across the land parcels. The significant
negative coefficients between the ImperSurf and the BGS, LPI, MPS, and 3DGV indicate
that the dominance of the ImperSurf is inclined to decrease the BGS, LPI, MPS, and 3DGV.
The significant positive coefficient between the ImperSurf and the SPLIT indicates that the
ImperSurf is inclined to increase the SPLIT since the dominance of the ImperSurf usually
causes the absence of BGS and, consequently, an uneven pattern of BGS. On the other hand,
the significant positive coefficients between the building distances and BGS, LPI, MPS,
and 3DGV indicate that, to a certain extent, wider distances between buildings help shape
a better BGS landscape configuration since the former provides available space for the
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creation of BGS. Moreover, the significant positive coefficients between the BGS, LPI, MPS,
and 3DGV indicate the overall high standard of creation and management of the existing
BGS, particularly under the pressure of ecological land scarcity in urban settings.

Table 3. LST statistics of seven characteristic types of land parcels.

Clustered Land Parcel Type Min LST (K) Max LST (K) Mean LST (K) Range (K)

Type I: Parks and
recreational landscape 307.503 319.376 312.151 11.873

Type II: Mixture use of
high-density residential and

commercial areas
314.296 328.853 316.804 14.557

Type III: Poorly-planned
old residential 315.793 320.829 319.193 5.036

Type IV: Well-planned
modern residential 313.718 321.178 315.584 7.46

Type V: Mixture of land under
construction and high-density

low-rise (residential)
314.076 321.196 319.293 7.12

Type VI: Mixture of medium
and high-density residential

and commercial area
316.215 321.357 318.432 5.142

Type VII: University and
college campus 309.212 316.346 313.324 7.134

Table 4. Pearson correlation coefficients between heterogeneity indices.

3DGV BGS NP LPI SPLIT MPS Height Distance ImperSurf SVF

BGS 0.733 **

NP 0.105 0.063
LPI 0.311 ** 0.442 ** −0.417 **

SPLIT −0.301 ** −0.498 ** 0.435 ** −0.756 **

MPS 0.672 ** 0.605 ** −0.493 ** 0.591 ** −0.617 **

Height −0.090 −0.091 0.089 −0.092 0.135 −0.178 *

Distance 0.290 ** 0.293 * −0.069 0.363 ** −0.236 ** 0.392 ** 0.123
ImperSurf −0.692 ** −0.953 ** 0.065 −0.491 ** 0.552 ** −0.662 ** 0.100 −0.342 **

SVF −0.177 * −0.123 0.156* −0.151 * 0.18 * −0.242 ** 0.969 ** −0.071 0.146
Parcel-area −0.733 ** −0.538 ** 0.400** 0.009 0.020 −0.402 ** −0.069 0.110 0.631 ** −0.101

Note: Except for height, the other indices were Box–Cox transformed. * and ** indicate the significance levels of 0.05 and 0.01, respectively.

Table 5 quantifies the relationship between the impervious surfaces’ two- and three-
dimensional indices and parcel-based intra-SUHII on two summer days. Herein, consider-
ing the independent variables were measured in different units, the standardized regression
coefficients (S-Coefs) were used to interpret the results of the PLSR models. As shown,
the PLSR models account for approximately 48.7–49.8% of the variance of parcel-based
intra-SUHII in response to the independent variables. The positive and negative S-Coefs
indicate their relative importance or strength in determining the variance of parcel-based
intra-SUHII. The positive S-Coefs of ImperSurf indicate it exerted a much higher influence
on increasing the parcel-based intra-SUHII. When controlling the other independent vari-
ables, each standard deviation increase in ImperSurf resulted in a 0.455~0.480 standard
deviation increase in parcel-based intra-SUHII on two typical summer days. In contrast, the
small positive S-Coefs of the parcel area indicate its very weak contribution to the increase
in the parcel-based intra-SUHII. The negative S-Coefs of distance, height, and SVF indicate
their descending ordinal of relative importance in negatively contributing to the variance
of parcel-based intra-SUHII, as each standard deviation increase measured in these indices

128



Sustainability 2021, 13, 11302

caused −0.368~−0.360, −0.135~−0.111, and −0.066~−0.082 standard deviation decreases
in the parcel-based intra-SUHII, respectively.

Table 5. Coefficients of PLSR models focusing on impervious surfaces.

Intra-SUHII2013 Intra-SUHII2015

Coef S-Coef Coef S-Coef

Constant 7.673 0.000 6.583 0.000
Distance −3.338 −0.368 −3.161 −0.360
Height −0.180 −0.135 −0.144 −0.111

SVF −0.028 −0.082 −0.021 −0.066
ImperSurf 0.000 0.455 0.000 0.480
Parcel area 0.128 0.042 0.216 0.072

Variance explained 48.7% 49.8%
Note: Coef and S-Coef represent the unstandardized and standardized coefficients, respectively.

Table 6 shows the PLSR models account for approximately 41.7–43.1% of the variance
of parcel-based intra-SUHII in response to the independent variables. The positive S-Coefs
of SPLIT, parcel area, and MPS indicate their influence on increasing the parcel-based
intra-SUHII. When controlling the other independent variables, each standard deviation
increase in the SPLIT and parcel-area resulted in 0.186~0.198 standard deviation increases
and 0.079~0.105 standard deviation increases in parcel-based intra-SUHII, respectively. In
contrast, the smaller S-Coefs of MPS indicate its very weak importance in increasing the
parcel-based intra-SUHII. Meanwhile, the descending sequence of negative S-Coefs of LPI,
BGS, NP, and 3DGV indicate their differential relative importance in negatively contributing
to the variance of parcel-based intra-SUHII, as each standard deviation increase measured
in these indices caused −0.169~−0.159, −0.142~0.137, −0.064~−0.028, and −0.047~−0.026
standard deviation decreases in the parcel-based intra-SUHII, respectively.

Table 6. Coefficients of PLSR models focusing on BGS.

Intra-SUHII2013 Intra-SUHII2015

Coef S-Coef Coef S-Coef

Constant 10.028 0.000 8.738 0.000
LPI −1.288 −0.159 −1.323 −0.169
BGS −0.374 −0.137 −0.375 −0.142
NP −0.381 −0.064 −0.164 −0.028

3DGV −0.098 −0.047 −0.053 −0.026
SPLIT 1.058 0.186 1.087 0.198

Parcel area 0.244 0.079 0.312 0.105
MPS 0.171 0.039 0.113 0.027

Variance explained 41.7% 43.1%
Note: Coef and S-Coef represent unstandardized partial regression and standardized partial regression
coefficients, respectively.

5. Discussion

The findings of this study show that, to an extent, the goal of alleviating the intra-SUHI
effect can be achieved via optimizing land parcel design, for instance, by increasing the
building distance/spacing and SVF, increasing the area proportion of BGS and 3DGV, and
improving the spatial configuration of BGS. Taking the Cui-hu-tian-di (CHTD) modern
residence (well planned) and the neighboring old residence (poorly planned) as examples,
Figures 3 and 4 show the contrasting intra-SUHI effects between these two land parcels at
the Urban Core UFZ. As can be seen, the CHTD modern residence, with higher building
spacing (averaged 46 m) and higher BGS cover (39%), exhibits overall lower LSTs (ranging
between 307 K and 318 K, and averaging 309 K). Moreover, together with the trees, the
higher buildings with wide spacing help create shadow areas and ventilation corridors
for cooling. In contrast, the neighboring old residence, with poorly planned building
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spacing (averaging 5 m) and lacking BGS, exhibits much higher LSTs (ranging between
309 and 330 K, and averaging 317 K). Obviously, for such an old residence, if future urban
regeneration is performed with the land parcel design attributes of the CHTD modern
residence, then the intra-SUHI effect will be substantially enhanced.

Figure 3. Comparison of fine-scale LSTs of two neighboring land parcels located at the Urban
Core UFZ.

Figure 4. Comparison of fine-scale LSTs of two neighboring land parcels.

In the sense of urban resilience and urban planning, our findings exemplify the relative
importance of land parcel design attributes in positive or negative contributions to the
intra-SUHI effect. However, there are some shortcomings of this study. Firstly, due to the
16-day revisiting interval of the Landsat 8 satellite and cloud contamination [30], the TIRS
data captured within the instantaneous field of view (IFOV) could not provide sufficient
a time series of thermal images for studying the seasonal variation of the intra-SUHI
effect. Secondly, until now, the satellite-borne thermal sensors could not generate the ~m
resolution data. We used thermally sharpened LSTs, which lack in situ measurements
for validation since there are no weather stations or long-term observation sites of the
four UFZs in downtown Shanghai [6,37]. Thirdly, the focus of this study was on the
possible linkage between solar radiation and the thermal effect of land surfaces in built
environments, regardless of the influence of the micro-climatic conditions. Thus, the
interpretation power of the PLSR models is somewhat low. Fourthly, the findings of this
study ignore the influence of anthropogenic heat emission, considering the complicated
relationship that exists between the LST-based intra-SUHI effect and the AT-based UHI
effect at a small scale.

Given the above shortcomings, future research should focus on the multi-point distri-
bution of data monitoring and improve the empirical research system. Data assimilation
processes, including three-dimensional modeling, computational fluid dynamics (CFD),
machine learning methods and other technologies, the long-term in situ observation data,
thermal infrared remote sensing data, and numerical simulation results, can provide en-
sured outputs with cross-validation and improve the accuracy of the prediction modeling.
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6. Conclusions

In this study, we quantitatively examined the spatial heterogeneity of the built envi-
ronment and its impact on the summertime intra-SUHI effect using the high-resolution
land-use classification products and thermally sharpened LSTs. The findings are summa-
rized as follows:

1. There are remarkable variations of LSTs and intra-SUHII among seven typical land
parcels with different land developmental intensities. Overall, land parcels featured
with dominant BGS and lower impervious surfaces, particularly parks and recre-
ational landscapes, a university/college campus with a higher green cover, and
well-planned modern residences exhibited much lower mean LSTs than the other
land parcel types with dense buildings and lacking BGS.

2. The PLSR models quantitatively revealed the relative importance of the main effect
of the urban built environment in determining the variances of the urban thermal
environment. The results show that the building distance/spacing, SVF, LPI, and BGS
are major negative contributors to decreasing the variance of the parcel-based intra-
SUHI effect. In contrast, the ImperSurf and SPLIT are major positive contributors to
increasing the variance of the parcel-based intra-SUHI effect.

To sum up, based on the findings, this study provides some practical implications
towards alleviating the adverse UHI effects via potentially optimizing the land parcel
design attributes, particularly focusing on increasing the two- and three-dimensional
indices of BGS and reducing the influence of impervious surfaces. Future urban decision-
making processes of mitigating UHI effects and improving cities’ adaption to climate
change should sufficiently embody these key points and produce scientifically sound
countermeasures.
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Appendix A

Table A1. Land-use classification using the OOC method.

Categories Land-Use Introduction
Assigned Surface

Emissivity [40]

Blue–green space
(BGS)

Water River, creeks, lakes, and ponds 0.9925

Tree Evergreen trees, deciduous trees, and a mixture of both 0.95

Shrub Forest nurseries, hedges, and ornamental plants 0.95

Lawn Green land, mainly turf 0.95
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Table A1. Cont.

Categories Land-Use Introduction
Assigned Surface

Emissivity [40]

Impervious
surface

Plastic runway Athletic tracks paved with plastic compounds, and so on 0.92

Hard-top pavement Asphalt and concrete pavement 0.85

Cement pavement Traffic road paved with cement mortar 0.90

Demolition of open space Closed construction site or temporarily vacant land
for demolition 0.83

Light-weighted steel roof Light steel roofs, mostly mobile houses or simple houses 0.66

Bituminous roof Asphalt paper waterproof roofs, more common in low-
and high-density old residential areas 0.85

Glass curtain wall Glass exterior wall of high-rises used as office premises 0.94

Light-colored wall Building walls furnished with light-colored
coating materials 0.90

Shadow Shadow of buildings and tall trees -

Table A2. The class-level landscape pattern indices of BGS.

Indices and Abbreviation Unit Formula Introduction

LPI—Largest Patch Index % LPI =
max

i=1

i
aij

Ai
aij: Patch ij area;

Ai: Total landscape area

Maximum patch percentageLandscape area ratio

NP—Number of Patches -
NP = ni

ni: Total area of category i
landscape elements

The number of patches in the study area

MPS—Mean Patch Size ha
MPS = Ai/NP

Ai: Total landscape area;
NP: number of patches

Mean patch size

SPLIT—Splitting Index %
SPLIT = Di

Ai
Di: Distance index of landscape type i;

Ai: Total landscape area
Degree of patch dispersion

Table A3. Illustrations of seven typical land parcel types with differential land developmental intensity.

Type Introduction

Type I: Park and recreational landscape

Park and recreational landscape featured with high
vegetation cover (≥60%) and low impervious cover
(ranging between 5 and 20%).
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Table A3. Cont.

Type Introduction

Type II: Mixture of high-density residential and commercial area

Mixture of high-density low-rise, multi-story residential and
commercial areas. Building cover varies between 49 and
60%.

Type III: Poorly planned old residential areas

Old residential areas with a construction age of more than
50 years because the overall area has not been properly
planned (e.g., in terms of roads, greening, housing). Mainly
includes two types, 2–3 high-density old residential areas
with a building density of 50–88% (averaged 61%), or
single-story bungalows or 3–6 floors of old residential
apartments with a building density of 46–66%
(approximately averaged 56%).

Type IV: Modern residential area

Modern residences with scientific and complete overall
planning concepts, large distances between high-rise
buildings, high vegetation coverage, and complete public
service facilities. The building density varies between 25
and 35% (approximately averaged 26%).

Type V: Mixture of land under construction and
high-density low-rise

Mixture of urban development land, including land to be
demolished for reconstruction, land used for demolition and
reconstruction, and land under construction. After the
original building is demolished, temporary construction site
housing is often built to facilitate construction.
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Table A3. Cont.

Type Introduction

Type VI: Mixture of medium-density residential and
commercial area

In the mixed area of medium-density residential
communities and commercial districts, the building density
varies between 27 and 51% (approximately averaged 40%).

Type VII: University campus with high green cover and low- to
medium-density buildings

Except for parks, areas with high green coverage, mainly
low-rise, multi-story buildings, with building density
varying between 15 and 30%.

Figure A1. Land-use classification of the four UFZs. (a–d) represent Wujiaochang, Peace Park, Urban
Core, and Xujiahui, respectively.

134



Sustainability 2021, 13, 11302

Figure A2. Hierarchical clustering dendrogram showing seven LUF types.

Figure A3. Pairwise RMSEs between the original 30 m LST and the resampled 30 m LSTs from the
thermally sharpened products (1–9 m). Different symbols (a/b) indicate significant differences at the
0.05 level.
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Abstract: The emerging risks and impacts of climate change and extreme weather events on forest
ecosystems present significant threats to forest-based livelihoods. Understanding climate change and
its consequences on forests and the livelihoods of forest-dependent communities could support forest-
based strategies for responding to climate change. Using perception-based assessment principles,
we assessed the effects of climate change and extreme weather events on forests and forest-based
livelihood among the forest-dependent communities around the Mchinji and Phirilongwe Forest
Reserves in the Mchinji and Mangochi districts in Malawi. Content analysis was used to analyze
qualitative data. The impact of erratic rainfall, high temperatures, strong winds, flooding, and
droughts was investigated using logistic regression models. The respondents perceived increasing
erratic rainfall, high temperatures, strong winds, flooding, and droughts as key extreme climate
events in their locality. These results varied significantly between the study sites (p < 0.05). Erratic
rainfall was perceived to pose extended effects on access to the forest in both Phirilongwe in Mangochi
(43%) and Mchinji (61%). Climate change was found to be associated with reduced availability of
firewood, thatch grasses, fruits and food, vegetables, mushrooms, and medicinal plants (p < 0.05).
Erratic rainfall and high temperatures were more likely perceived to cause reduced availability
of essential forest products, and increased flooding and strong winds were less likely attributed
to any effect on forest product availability. The study concludes that climate change and extreme
weather events can affect the access and availability of forest products for livelihoods. Locally
based approaches such as forest products domestication are recommended to address threats to
climate-sensitive forest-based livelihoods.

Keywords: forest dependent communities; essential forest products; sensitivity; binary regression
model; forest-based livelihoods; climate change

1. Introduction

Climate change and variability are some of the most overwhelming challenges facing
humanity in the 21th century, thereby threatening the attainment of sustainable devel-
opment goals [1]. Although the major impacts of climate change are evenly distributed
around the globe, some parts of the world are projected to experience the worst impacts due
to several factors. Sub-Saharan Africa, for instance, as elsewhere in developing countries,
is more vulnerable to climate change due to poverty and poor infrastructure develop-
ment [1–3]. In addition, sub-Saharan Africa is more dependent on rain-fed agriculture and
land-based resource use such as forests, freshwater, and riverine systems as sources of
potable water, fish, and transport [4]. Specifically, the Miombo woodlands of southern
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Africa support the livelihoods of over 100 million rural and 50 million urban residents
apart from sustaining the national economies of these countries [5].

The FAO [6] reports that global food production systems have greatly been affected
by climate change. This problem is exacerbated by the low adaptive capacities of poor
communities, which reduces their resilience [7]. As such, forest products have been used
to bolster the low food production of the rural communities since time immemorial [5].
Thus, rural household livelihoods in most developing countries are highly dependent on
forest resources. Oeba et al. [8] affirm that forests and tree-based systems complement
agricultural production in providing better and more nutritionally balanced diets. In
addition, forests provide wood fuel for cooking and a greater variety of food consumption
choices such as wild food and vegetables, fruits, and fodder for livestock, particularly
during lean seasons and periods of vulnerability [8–11]. To the marginalized groups such
as forest communities, forests deliver a broad set of ecosystem services, which enhance and
support crop production [12].

It has been estimated that approximately 20 per cent of the world population is forest-
dependent [13]. In Malawi, as elsewhere in developing countries, the majority of the
rural household livelihoods and the large proportion of the urban households are highly
dependent on forest resources to meet their nutritional, energy, cultural, and medicinal
needs [5,6,10,14]. Forest resources are crucial for rural development in Malawi. The dom-
inant rural livelihood activities in Malawi, as elsewhere in Africa, are farming, animal
husbandry, and harvesting and trade in forest resources [15]. For example, Makungwa [16]
reported that 63% of the rural population in Malawi continues to rely on traditional
medicine to cure ailments. This translates into 9.5 million people being dependent on
traditional medicine in Malawi. However, in addition to forest degradation and deforesta-
tion, climate change and extreme weather events present a huge challenge to forest-based
livelihoods. Concerning deforestation, Ngwira and Watanabe [17] estimated that about
30,000–40,000 hectares of forest land in Malawi is lost annually due to increased agricultural
activities and excessive wood and charcoal biomass consumption.

Sein et al. [18] indicated that some of the extreme weather events that affect agriculture
production include increased global temperatures and erratic rainfall (both unpredictable
increase and decrease in rainfall amounts). Other studies have revealed that erratic rainfall
as climate variability is the main trigger of some extreme weather events such as droughts
and floods [1,18,19]. To support this assertion in the forestry sector, Ofoegbu et al. [11]
revealed that forest-based households were very likely to perceive that drought reduces
the availability of firewood in Vhembe, South Africa. In another study in Zambia, Robledo
et al. [20] found that flooding positively influences mushroom reproduction and harvesting
and negatively affects honey production. The study further revealed that drought, if not
severe, can boost honey production due to its positive impacts on inducing flowering.
However, extended droughts were revealed to kill bees, thereby negatively affecting honey
production [20].

The risks and impacts of climate change and extreme weather on forest ecosystems
are increasingly becoming serious threats to forest-dependent communities [1,21,22]. The
observed and predicted impacts of climate change is projected to have an extensive range
of consequences, which include droughts, floods hailstorms, and erratic rainfall, ultimately
reducing crop productivity, among others [1,11,15,23,24]. These impacts also present
significant threats to forests, livelihoods, and rural development, which may lead to
increased poverty levels. In a recent assessment of the future impacts of climate change
on Malawi forests, Edward et al. [15] reported that Malawi’s current dry forests will be
replaced by thorn woodland forests with a significant reduction in the living biomass of
the forests. This presents many challenges and opportunities for individuals, households,
and the wider society.

Klein [25] argued that even though climate change and variability are considered as a
common occurrence, their manifestation is local. Ofoegbu et al. [11] call for the compre-
hensive understanding of the forest community’s demographic features and their level of
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reliance on vulnerable forest resources as paramount. This understanding is envisaged to
assist in construing how climate change would manifest in the forest community being
considered. Malone [26] observes that climatic events and extremes produce different
levels of socio-economic impact in the same community. Davison et al. [27] also argued
that the variations in the climatic impacts emanating from similar climatic events do not
solely depend on the location and time of the manifestation of the event but also people’s
level of interaction with the forest resources in their locality.

The concern of the impact of climate change, whether physical or socioeconomic in
the forestry sector, has led to the urgent need to develop and implement national and re-
gional forest-based strategies for responding to climate change [3]. Reducing vulnerability,
increasing resilience, and improving adaptation to climate change is vital in various sectors,
including health and forestry [22]. However, what shapes the vulnerability, resilience, and
adaptability to climate change in the forestry sector is poorly understood. This is evident
in how the policy documents are framed, leaving out the forest dependents’ inputs at the
local level. Therefore, it is important to understand how forest-dependent communities
perceive and understand the impacts of climate change on the forest for their livelihood and
sustenance. This will help to address their immediate needs, which will incentivize their
full participation in the implementation of forest programs that address climate change
and variability [28].

Studies have shown that forest-based livelihoods are insecure due to the long history
of marginalization, exclusion, unclear property rights, and remoteness [5,6,9,29]. Taini
et al. [30] assert that vulnerability assessments globally have been concentrated on dry
regions, leaving forest people out. This phenomenon has not spared Malawi, where
forest-dependent communities have not been adequately represented in the climate policy
development process. Mostly, forest-dependent people are marginalized and considered
unimportant, leading to their exclusion. For example, Velded et al. [31] reported that
forest-dependent communities are ranked the lowest economically within the communities
as compared to their fellow villagers who relied on agricultural and non-farming activities
in the Chiradzulo district of Malawi. However, findings from the research conducted
in Malawi and Zambia revealed that increasing agriculture production and productivity
reduces the reliance of forest-dependent communities on forest resources for livelihoods,
thereby contributing to forest conservation [32,33].

In Malawi, studies on the impact of climate change on forest ecosystems and the
contribution of the forest ecosystems services to people’s livelihoods are limited. However,
amongst the available literature, Jumbe [34] noted that much of it dwells on the biological
aspect, rendering the social aspect not much explored. In response to this gap, a prolif-
eration of research studies emerged with much focus on the contribution of the forest
ecosystems services to the livelihood of the people [9,31,35–38]. Recently, an attempt to
link climate change and variability to forestry and forest-dependent communities has been
made [15,32,39,40]. However, most of these studies fail to provide critical insights in terms
of effectively analyzing the perceived vulnerability of forest-dependent communities and
adaptation strategies at the household level. As a result, policy-makers are not fully aware
of the vulnerability of the forest people to climate change and variability.

The impacts of climate change on the livelihoods of forest-dependent communities
have been documented by various authors in Malawi [35], South Africa [11], India [21,41],
Ethiopia [42], China [43], Mozambique [44], and Bhutan [45]. However, no study explicitly
addresses the question of which forest products, amongst those used for livelihoods by
forest-dependent communities, have been affected by which climate change and extreme
weather events in space and time. We anticipate those policy makers may specifically
devise deliberate climate change measures and policies targeting issues at the local level.
This study was therefore designed to explore the local perceptions of the impacts of
climate change and variability on forests and forest communities around the Mchinji and
Phirilongwe Forest Reserves in the Mchinji and Mangochi districts, respectively. To address
this objective, the paper is organized into the following main sections and themes: observed
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climate change and extreme events by the forest-dependent communities over the past
20 years, effects of the observed climate change and extreme weather events on forest access
for forest-based livelihoods, and assessing the sensitivity of the priority forest products to
identify the key climatic impact factors.

2. Materials and Methods

2.1. Study Location

The study was conducted at two sites in Malawi (Figure 1) involving communities
around Mchinji and Phirilongwe Forest Reserves in Mchinji and Mangochi districts, re-
spectively. Mchinji Forest Reserve is found between latitudes 13◦51′26′′ East and longitude
32◦51′26′′ South, whereas Phirilongwe Forest Reserve is found between the latitude of
14◦34′45′′ South and the longitude of 34◦57′52′′ East. In these two reserves, no government
intervention or project is being implemented. According to GoM [46], Mchinji district
has a total land area of 3131 km2 with a total population of 602,305 people and a pop-
ulation density of 192 persons per square kilometre. Mangochi district has a total land
area of 6729 km2 with a total population of 1,148,611 people and a population density of
171 persons per square kilometre [46]. Mchinji forest reserve was gazetted in 1924 with a
total forest area of 20,885 ha, whereas Phirilongwe forest reserve, situated on the western
side of Mangochi district was gazetted in the year 1924 with a total forest area of 16,129 ha.
Vegetatively, both Mchinji and Phirilongwe forest reserves and the surrounding customary
forest are covered with Miombo woodland with Brachystegia as a dominant tree species.
The common tree species in these reserves are Brachystegia julbernadia species such as Jul-
bernadia paniculata (Benth) Troupin, Julbernadia globiflora (Benth), Uapaca kirkiana (Müll.Arg),
Pericopsis angolensis (Baker) Meeuwen, and Pterocarpus angolensis DC. On the other hand, a
major available non-timber forest product being harvested in the Phirilongwe forest reserve
is the Oxytenanthera abys-sinica (A. Rich) Munro (local bamboo), which commonly grows
naturally on the escarpment of the Phirilongwe Mountain.

Figure 1. Map of the location of Mchinji and Phirilongwe Forest Reserves in Malawi.

2.2. Study Design and Statistical Analysis

We used a cross-sectional observational study design using a sample survey to collect
data from select households. From each of the two districts considered in this study, one
forest reserve was selected, namely, Mchinji Forest Reserve in Mchinji district and Phiri-
longwe Forest Reserve in Mongochi district. There were 134,799 households in Mchinji and
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152,879 households in Mangochi. The lists of households surrounding Mchinji and Phiri-
longwe forest reserves were accessed from their respective district councils. For sample size
calculations, we used the equation in Krejcie and Morgan [47] and considered a stratified
sample design where the required number of households for each forest reserve was deter-
mined independently. There is a lack of data locally on levels of reduced availability of
the essential forest products. Thus, we assumed for each of the six forest-based livelihood
products, they were equally likely to be reduced or not reduced, so we set the prevalence
of being reduced to be 50%, with a level of precision at 5% and confidence level at 95%.
These assumptions were for both forest reserve communities. Hence, a total of 227 and
195 households were to be sampled from Mchinji and Mangochi, respectively. The number
of households to be sampled in each district were further allocated into the respective
traditional authorities and subsequent villages proportionally to the size of those forest
communities. For Mchiniji, 71 households were allocated to T/A Mlonyeni, 75 households
to T/A Nyoka, and 81 households to T/A Mkanda. For the Mangochi district, 64 house-
holds were from T/A Mponda, 64 households from T/A Chilipa, and 67 households from
T/A Mtonda. Thus, we interviewed 422 household heads and/or their representatives in
total, and the interviews were conducted between April and November 2019.

2.3. Data Collections

A household questionnaire was used to collect data on forest-dependent communities’
perceived effects of climate change and extreme weather events on forests and forest-
based livelihoods. The questions were adopted from the Climate Risk Assessment Guide
Framework developed by the UNDP [48]. In the UNDP Risk Assessment Framework, the
first part focuses on identifying the climate extreme events occurring in the study area. The
questionnaire uses a rating technique in the assessment of the climate impact on forests.
This assessment framework was also previously employed in various studies such as Lazo
et al. [49], Williamson et al. [50], and Asherleaf et al. [51] in analyzing the impacts of climate
change on Canadian forests. Recently, Ofoegbu et al. [11] and Basu [21] adopted the same
rating techniques in assessing the impacts of climate change on the forest-based livelihood
of Vhembe district and West Bengal in South Africa and India, respectively. In this paper,
we only analyzed and used the data sets of the responses of participants whose ages were
35 years and above because the study had set 20 years as a recall period. Studies have
shown that the probability of recalling major climate events in an area is increased by the
age and experience of individuals [4,7,28,52]. Limuwa et al. [7] observed that a 20-year
recalling period might be sufficient to validate the climate events of an area.

2.4. Data Analysis

Descriptive statistics for continuous data were expressed as means (SD) or as median
and interquartile ranges for skewed distributions. Discrete or categorical data were sum-
marized using frequencies and percentages. The independent t-test was used for the com-
parison of normally distributed data; otherwise, non-parametric alternatives were used.

The analysis of the perceived increase and decrease of each climate and the extreme
event was performed to identify key priority climate hazards of the study sites. Erratic
rainfall, serious floods, high temperatures, prolonged dry spells, hailstorm incidences,
strong winds, and landslides were the climate variables and extreme weather events tested.
In our study, we adopted the definition for climate variability by Thornton et al. [19] as the
fluctuation to the natural climate system and the extreme weather events as the weather
events significantly different from the usually considered normal pattern. These evaluated
climate variables were compiled using the previous literature on climate extreme events in
Malawi [53–56].

On the other hand, the main essential products tested were firewood, wild fruits and
food, wild vegetables, bee honey, mushrooms, medicinal plants, and thatch grasses. These
were the essential forest products that were revealed to contribute to forest-dependent
communities’ livelihoods. Each of these was taken as an outcome variable and was coded

143



Sustainability 2021, 13, 11748

as 1 (reported reduced availability) and 0 (no change in the availability). Associations
between discrete or categorical data were assessed using Chi-squared tests.

Associations between reduced availability (for each of the essential products) and
potential predictor factors adverse climate and the extreme event (erratic rainfall, serious
floods, high temperatures, prolonged dry spells, and strong winds) and sociodemographic
factors (age, gender, employment, and education) were quantified by odds ratios (OR) with
95% confidence intervals (CI) from fitting multivariate logistic regression analyses. Thus,
suppose Yij denotes the perceived reduction in essential forest product by the respondent,
say in Mchinji, where i = 1, 2, . . . , 227; j = 1, 2, . . . , F) and where F is the number of the
essential products. Furthermore, let Pij = Prob

(
Yij = 1

)
be the probability that household i

perceived product j to be in reduced availability, then the effects of climatic and adverse
events and socioeconomic factors are modelled by a logit link function as follows:

log(
Pij

1 − Pij
) = β0 + βT

C × Climate Factors + βT
SES × SES Factors (1)

where βT
C and βT

SES are vectors of regression coefficients for the climatic (weather) events
and socio-economic factors. We used SPSS version 25 for all the statistical analyses. Quali-
tative data collected through focus group discussion and key informant interviews were
analyzed using content analysis.

3. Results

3.1. Demographic Characteristics of the Respondents

The results of the demographic characteristics of the respondents revealed that Mchinji
was dominated by male (53%) respondents, while Mangochi was dominated by female
(56%) respondents (Table 1). This might be attributed to the fact that most men in Mangochi
are fishermen and therefore spend most of their time on the lake while their male coun-
terparts in Mchinji are mostly farmers. Concerning age >35 years, Mangochi had 76.92%
compared to 68.3% in Mchinji. However, we only analysed the responses of participants
whose ages were 35 and above to understand their local climate trends because the study
had set 20 years as a recall period. In terms of household size, 45.7% (n = 195) of the
households in Mangochi had a household size greater than 6 compared to 32.6% in Mchinji.
The results also indicate that 84% of respondents in Mangochi were married compared
to 75% in Mchinji. In terms of education, 33% of the study population in Mchinji had
accessed secondary education compared to only 10% in Mangochi. Furthermore, 24% of
the respondents in Mangochi had no formal education compared to only 8% in Mchinji.

Table 1. Demographic characteristics of the respondents.

Proportion of Respondents in % Chi-Square Results

Variable Mchinji (n = 227) Mangochi (n = 195) X2 p-Value

Age of respondents
3.909 0.04820–34 31.7 23.08

≥35 68.3 76.92

Gender
3.554 0.059Male 53.3 44.1

Female 46.7 55.9

Marital status

6.224 0.183

Single 4.8 4.1
Married 75.3 83.6

Separated 4 2.6
Divorced 7.9 3.1
Widowed 7.9 6.7
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Table 1. Cont.

Proportion of Respondents in % Chi-Square Results

Variable Mchinji (n = 227) Mangochi (n = 195) X2 p-Value

Level of Education

40.846 0.000
No formal education 8.4 24.1

Primary 59 65.6
Secondary 32.6 10.3

Household size

13.843 0.003
<3 7.9 6.2

3 to 5 59.5 48.2
6 to 8 26.4 43.1

>9 6.2 2.6

Employment status
2.521 0.112Self-Employed 63 55.38

Unemployed 37 44.62

3.2. Observed Climate Change and Extreme Weather Events

The results on the observed climate variability and change show that participants
from both study sites perceived a general increase in all the climate extreme events apart
from hailstorms and landslides in their locality (Table 2). Erratic rainfall, which refers to
the unpredictable and out of season rainfall, was perceived to have increased over the past
20 years by 83.3% and 95.4% in Mchinji and Mangochi, respectively. The chi-square test
reveals that these results are statistically significant (p = 0.000) across the study sites.

Table 2. Perceived climate change and extreme weather events across the sites.

Variable Response
Proportion of Respondents (%) Chi-Square Results

Mchinji (n = 155) Mangochi (n = 150) X2 p-Value

Erratic
Rainfall

Increase 83.3 95.4
17.699 0.000Decrease 11.9 4.6

Constant 4.8 0

Flooding
events

Increase 81.5 84.1
5.612 0.060Decrease 8.8 11.8

Constant 9.7 4.1

High tem-
peratures

Increase 71.4 79.5
8.020 0.018Decrease 9.7 11.3

Constant 18.9 9.2

Prolonged
dry spells

Increase 74.4 84.6
11.120 0.004Decrease 14.1 4.6

Constant 11.5 10.8

Hailstorms
Increase 29.6 46.2

21.918 0.000Decrease 60.4 53.8
Constant 10.0 0.0

Strong
Winds

Increase 75.8 89.7
20.934 0.000Decrease 8.8 7.7

Constant 15.4 2.6

Landslides
Increase 28.2 36.2

9.483 0.009Decrease 51.6 53.8
Constant 20.2 10.0

Though not statistically different, flooding events have increased in frequency by
81.5% in Mchinji compared to 84% in Mangochi. On the other hand, incidences of high
temperatures have increased by 79.5% in Mangochi compared to 71.4% in Mchinji. The
other notable perceptions on climatic events in the study are the reduction in the incidences
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of hailstorms in Mchinji (60.4%) and Mangochi (53.8%) and landslide incidences in Mchinji
(51.6%) and Mangochi (53.8%). The results further revealed a significant increase in the
frequency of strong winds (p = 0.000) and prolonged dry spells (p = 0.004).

3.3. Effects of Observed Climate Change and Extreme Weather Events on Access to Forests

The results of the analysis of the observed extreme weather events to understand
how they have affected access to essential forest products for the livelihood of the forest
communities in the study sites are presented in Table 3. Generally, all the observed extreme
weather events were perceived to have affected and reduced access to the forest for more
than three months for essential forest products for livelihoods of 65–94% (n = 150) of
forest-based households in Mangochi and 59–92% in Mchinji (n = 155). However, it was
only erratic rainfall that was perceived to pose extended reduced access to the forest for
essential forest products to 61.2% and 42.5% of forest-based households in Mchinji and
Mangochi, respectively. Likewise, a small proportion of forest-based households in Mchinji
(32.6%) and Phirilongwe in Mangochi (42.5%) perceived extended reduced access to the
forest due to prolonged droughts. The results further record that high temperatures did not
affect access to forests for the livelihoods of 41% of forest-based households in Mchinji and
35% in Mangochi. All these results were statistically significant (p = 0.05) apart from the
results on prolonged drought. However, the results from both the Focus Group Discussions
(FDGs) and key informant interviews recorded that increased high temperatures are not a
concern for the forest-dependent communities in both sites.

Table 3. Perceived effects of climate variability and change on access to forests.

Climate Events Responses
Proportion of Respondents in % Chi-Square Results

Mchinji (n = 155) Mangochi (n = 155) X2 p-Value

Erratic rainfall

not effected 8.4 6

15.137 0.001
Temporary reduced access (3–4 months) 30.4 51.3

Extended reduced access
61.2 42.5(>5 months)

Flooding

not effected 26.9 15.9

6.014 0.048
Temporary reduced access (3–4 months) 45.8 60

Extended reduced access
27.3 24.1(>5 months)

High temperatures

not effected 41 35.4

9.492 0.009
Temporary reduced access (3–4 months) 36.6 47.7

Extended reduced access
22.4 16.9(>5 months)

Prolonged Drought

not effected 18.9 12.3

1.802 0.406
Temporary reduced access (3–4 months) 48.5 51.8

Extended reduced access
32.6 35.9(>5 months)

Strong winds

not effected 27.8 11.8

19.745 0.000
Temporary reduced access (3–4 months) 48 69.7

Extended reduced access
24.2 18.5(>5 months)

3.4. Sensitivity of the Priority Forest Products to Key Climatic Impact Factors

The perceived threat of climate change and extreme weather events on essential forest
products used for their livelihoods were investigated. Table 4a,b present the results of
fitting a logistics regression on whether a particular essential product was threatened or not
by the effects of key observed extreme climatic events. The results show that the likelihood
of perceiving a reduction in the availability of firewood was more likely due to increasing
erratic rainfall (OR = 4.965, CI = 2.5–9.86). On the other hand, increased flooding incidences
were less likely to be perceived to result in reduced firewood availability (OR = 0.562,
p = 0.033). The likelihood of perceiving reduced availability of wild fruits and food was
more likely attributed to increased dry spells (OR = 1.979, CI = 1.136–3.449) and was
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less likely perceived as a result of increased flooding events (OR = 0.62, CI = 0.407–0.946).
Similarly, the reduced availability of thatch grasses was more likely perceived as the adverse
effects of increased erratic rains (OR = 7.584, p = 0.000) and increased high-temperature
events (OR = 1.985, CI = 1.129–3.490). However, the likelihood of reduced availability
of thatch grasses due to severe flooding was less likely perceived by the respondents
(OR = 0.33, CI = 0.211–0.516). Forest-based communities further perceived the reduced
availability of mushrooms due to the adverse effects of severe erratic rainfall (OR = 6.480,
CI = 2.722–15.429). Nevertheless, the likelihood of reduced mushroom availability due to
increased strong winds and flooding events were significantly less likely perceived by the
communities OR = 0.544, p = 0.044 and OR = 0.395, p = 0.000, respectively. The likelihood
of reduced availability of wild vegetables was more likely attributed to the increasingly
erratic rainfall events (OR = 3.154, p = 0.010). However, communities perceived that wild
vegetables were significantly less threatened by increasing flooding events (OR = 0.552,
CI = 0.351–0.870). Reduction in availability of medicinal plants was more likely perceived
to be a result of adverse effects of increasing erratic rainfall (OR = 5.992, p = 0.000) and
high temperatures (OR = 2.436, CI = 1.136–4.376). On the other hand, increased flooding
events were less likely to be perceived to cause a reduced availability of medicinal plants.
The results of drought, education, and gender were not statistically significant at a 95%
Confident interval. However, older respondents were less likely to report the reduced
availability of fruits and food, thatch grasses, mushrooms, and vegetables. Self-employed
forest residents were more likely to perceive the reduced availability of firewood, wild
fruits and food, wild vegetables, and medicinal plants. Missing on the list of essential forest
products is honey, where results for all predictors were statistically non-significant at a 95%
Confident Interval, apart from districts in Mchinji where the reduced availability of honey
was more likely perceived with OR = 3.692, CI = 2.211–6.168 and a p = 0.000. In addition,
the likelihood of reporting the reduced availability of wild vegetables was significantly
more perceived in the Mchinji district (OR = 1.684, p = 0.025).

Table 4. (a) Odd ratios for predictor variables of reduced firewood, fruits and food, and thatch grass. (b) Odds ratios for
predictor variables of reduced mushrooms, wild vegetables, and medicinal plants.

(a)

Firewood Wild Fruits and Food Thatch Grass

Independent Predictor
Odds Ratio

(95% CI)
Odds Ratio

(95% CI)
Odds Ratio

(95% CI)

Age (≥35 years vs. <35 year) 0.623 (0.352–1.104) * 0.606 (0.381–0.963) 0.46 (0.286–0.755)
Gender (Male vs. Female) 0.986 (0.604–1.611) * 1.442 (0.950–2.186) * 1.095 (0.703–1.704) *
Uneducated (Yes vs. No) 1.572 (0.745–3.313) * 0.907 (0.508–1.620) * 1.053 (0.572–1.94) *
Employment (Yes vs. No) 1.659 (1.056–2.601) 1.796 (1.178–2.739) 1.054 (0.77–1.641) *

District (Mchinji vs. Mangochi) 0.63 (0.376–1.053) * 0.758 (0.496–1.160) * 1.108 (0.711–1.727) *
Erratic rainfall (Yes vs. No) 4.965 (2.215–16.205) 2.268 (1.141–4.51) 7.89 (2.892–21.328)

Flooding (Yes vs. No) 0.434 (0.277–0.678) 0.62 (0.407–0.946) 0.33 (0.211– 0.516)
High Temperatures (Yes vs. No) 2.436 (1.356–4.376) 0.695 (0.415–1.166) * 1.985 (1.129–3.49)

Strong winds (Yes vs. No) 1.752 (0.929–3.302) * 0.687 (0.390–1.208) * 1.599 (0.863–2.963) *
Drought (Yes vs. No) 0.748 (0.379–1.476) * 1.736 (0.982–3.070) * 0.602 (0.329–1.101) *
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Table 4. Cont.

(b)

Mushroom Wild Vegetable Medicinal Plant

Independent Predictor
Odds Ratio

(95% CI)
Odds Ratio

(95% CI)
Odds Ratio

(95% CI)

Age (≥35 years vs. <35 year) 0.51 (0.319–0,826) 0.547 (0.335–0.891) 0.746 (0.459–1.213) *
Gender (Mala vs. Female) 0.966 (0.628–1.487) * 0.739 (0.469–1.165) * 0.93 (0.596–1.452) *
Uneducated (Yes vs. No) 1.147 (0.631–2.087) * 0.616 (0.315–1.205) * 0.677 (0.36–1.274) *

Employ (Yes vs. No) 1.132 (0.732–1.751) * 2.44 (1.521–3.915) 1.659 (1.059–2.601)
District (Mchinji vs. Mangochi) 0.962 (0.622–1,487) * 1.684 (1.067–2.657) 1.093 (0.703–1.701) *

Erratic rainfall(Yes vs. No) 6.48 (2.72–15.43) 3.15 (1.31–7.594) 5.99 (2.215–16.206)
Flooding(Yes vs. No) 0.395 (0.256–0.61) 0.552 (0.351–0.87) 0.434 (0.277–0.678)

High temperatures(Yes vs. No) 1.642 (0.955–2.823) * 1.641 (0.917–2.936) * 2.436 (1.356–4.376)
Strong winds (Yes vs. No) 0.544 (0.301–0.984) 1.62 (0.836–3.136) * 0.916 (0.494–1.698) *

Drought (Yes vs. No) 0.777 (0.433–1.394) * 1.616 (0.837–3.120) * 1.744 (0.922–3.299) *

* not significant at 95% CI.

4. Discussion

This study set out to use perception-based assessment principles to assess the impact
of climate change and extreme weather events on forests and forest-based livelihoods,
adjusting for the influence of socioeconomic factors in Malawi. Two forest-dependent com-
munities in two purposively chosen districts in Malawi were used. The section discusses
the observed climate change and extreme events over the past 20 years, the effects of these
observed climate change and extreme weather events on forest access for forest-based
livelihoods, and the sensitivity of the priority forest products to identify the key climatic
impact factors. For each of the six main essential products (firewood, wild fruits and food,
wild vegetables, mushrooms, medicinal plants, and thatch grasses), a logistic regression
model was used to identify its independent predictors.

4.1. Observed Climate Variability and Extreme Events

The study has found that the majority of the forest-dependent communities across the
two study sites have perceived an increase in the assessed frequencies of various climatic
factors and extreme weather events such as erratic rainfall, flooding events, strong winds,
droughts, and high temperatures. These findings are in line with the results of the study
by Fujisawa et al. [56], Edward et al. [15], Limuwa et al. [7], Munthali et al. [28], and
Chisale [23]. Forest-based households have proven to know their local climate system in
our study. This is a positive revelation as far as climate intervention adaptation is concerned.
Studies have shown that perceiving local climatic changes is the first stage of the adaptation
process to reduce the impacts of the perceived changing climate [21,57–59]. On the other
hand, this study shows that forest-dependent communities failed to perceive the increase
in the frequencies of hailstorms and landslides events of the past years. Although these
might be construed as contradictory results to the findings of Msilimba and Holmes [60]
and Omran et al. [61], this might be attributed to their interaction and their long term
exposure to the extreme events and local climate and environment. This supports the
proposition that, although climate change can be considered at regional and national level,
its manifestation is always locally felt, thereby calling for in-depth empirical studies at a
local level [21]. However, findings on reduced hailstorms and landslides events in Mchinji
and Mangochi best explain and support the findings of Msilimba [62], which attributed
hailstorms as the cause of landslides. Thus, reduced hailstorms result in reduced landslides.
Furthermore, Msilimba [62] argued that landslides are frequently occurring in mountainous
terrains and result in minimal socioeconomic impacts on the society and are thus not well
noticed by the locals. This might also apply to the hailstorm that their impacts have not
been well noticed by the forest-dependent communities in the studied sites.
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4.2. Effects of Observed Climate Change and Extreme Events on Access to Forests

Our study has further revealed disparities in the perceptions of the effects of climate
change on access to various forest products used for livelihood. Although these findings
may expose the failure on the abilities of forest-based communities to correctly identify
the impacts of climate change on their livelihood [11], it gives a true insight of what
these communities consider as attributes of concern from climate change impacts for their
livelihood in the study sites. Arndt et al. [63] argue that local people have experience
and knowledge of local climatic patterns accumulated over the years, which might not
be noticed by scientific research. It may be imperative to start harnessing the use of this
accumulated knowledge and experience in real-time before they become obsolete. Local
communities in this study generally perceived that all the observed extreme climate events
affected their access to forest products for their livelihood for over three months. It was
revealed during the focus group discussion that mushrooms and medicinal herbs have been
heavily affected. In addition, honey production has dwindled due to the drying of rivers.
On the other hand, erratic rainfall was perceived to have an extended impact, whereas
temperature has not affected their access to forest products. The results of high temperature
posing no risk on forest-based livelihood in our study corroborate the findings of Ofoegbu
et al. [11] and contradict the empirical findings elsewhere [64,65]. These results suggest that
increased temperatures are not of concern to the local communities in Malawi and parts of
Southern Africa. Furthermore, local people will always be concerned with those climate
attributes that directly affect their livelihoods [21]. However, it could also be attributed to
the underestimation of the climate change impacts by the local communities, as proposed
by [11], which increases their vulnerability levels to the non-perceived climate trends.

4.3. Essential Forest Products Sensitivity and Vulnerability to Climate Variability

The study has further shown that the forest-dependent communities perceived the
sensitivity of some of their forest-based livelihoods to some specific climatic events. For
example, respondents perceived that the reduced availability of most essential forest prod-
ucts such as firewood, forest fruits and vegetables, thatch grasses, and mushrooms were
more likely due to the adverse effects of increased erratic rainfall and high temperatures.
Nevertheless, increased flooding and strong winds were less likely perceived to cause
reduced availability of essential forest products. This suggests that not all climatic events
pose the same threats to forest-based livelihood. These results support the findings of the
study by Ofoegbu et al. [11] and Basu [21] in Vhembe, South Africa and Bengal in India,
respectively. In this context, the study also suggests that there are different ways through
which climate change affects essential forest products for livelihoods, which are perceived
differently by forest-based households. Particularly, high temperatures and erratic rainfall
were the only climatic events that were perceived to pose significant threats to firewood.
Generally, the rest of the essential forest products significantly perceived to be threatened
are all non-wood forest products, such as wild fruits and vegetables as threatened by erratic
rainfall and high temperatures. Unlike the findings of Ofoegbu et al. [11], where flooding
and erratic rainfall were perceived to pose no significant threat to any forest products,
our study unveiled that bee honey is perceived to be threatened by flooding, and thatch
grass is threatened significantly by erratic rainfall. We may speculate that their findings in
Vhembe were largely influenced by the prevailing climatic conditions of the area, which is
conspicuously drier as compared to the Mchinji and Mangochi districts in our study. These
results may support the findings of Chilongo [9] which indicated that most high-valued
wood products of the forests, such as timber, with high potential to bail them out of poverty,
are beyond the reach of the local forest-dependent households in Malawi. This might be the
reason for the non-perception of the timber and the construction wood products’ sensitivity
to climate change and variability in our study.

Generally, the findings of the sensitivity of the various essential forest products to
specific climatic events provide insights on the opportunity to develop strategies and
interventions to manage the forests by taking into consideration the prevailing climatic
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events. As suggested by other scholars, these results support the proposition that the per-
ception of the impacts of climate variability and extreme events on forest-based livelihoods
and natural resources are more influenced by other socioeconomic factors [11,21,32,56,60].
Thus, forest-dependent communities are more likely to perceive the sensitivity of those
forest products that contribute more to their social welfare. Specifically, it is the heightened
interaction of the climate and the social-economic pressure that affects forest use and
management. This suggests that the resilience of the forest-based livelihood cannot be
considered in isolation from the socio-economic needs of the forest-dependent commu-
nities. There is a need to look at it holistically, employing the systems thinking model to
completely address the sustainability of the forest-based livelihood.

5. Conclusions

We assessed the perceived effects of climate change and extreme weather events
on forests and forest-based livelihoods of the forest-dependent communities around the
Mchinji and Phirilongwe Forest Reserves in Malawi. The forest-dependent communities
identified increasing incidences of erratic rainfall, flooding, high temperatures, prolonged
dry spells, and strong winds as key climate variability and extreme events of the study
sites. Generally, all five observed extreme climate events reduced the access of the forest
to forest-dependent communities for varying periods. However, only erratic rainfall was
perceived to pose an extended reduction in access to the forest for livelihood. Mixed
results were revealed regarding the sensitivity of essential forest products to increased
extreme climate events. Respondents perceived that the reduced availability of most
essential forest products was more likely due to adverse effects of increasingly erratic
rainfall and high temperatures. Nevertheless, increased flooding and strong winds were
less likely perceived to cause the reduced availability of essential forest products. The
study has shown that climate change and extreme weather events can affect the access and
availability of forest products for livelihoods. We, therefore, recommend concerted efforts
and systems approaches to addressing the sensitivity of identified forest-based livelihoods
to climate change and socioeconomic pressures. We further call for site-based adaptation
and mitigation measures targeting the identified vulnerable forest products such as forest
product domestication and respective climate threats in these study sites. We recommend
further studies to understand forest use as a climate change coping strategy and assessing
the adaptive capacity of these forest-based households.
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Abstract: Inclusive approaches have been applied in many areas, including human resources, inter-
national development, urban planning, and innovation. This paper is a systematic literature review
to describe the usage trends, scope, and nature of the inclusive approach in the climate change
adaptation (CCA) context. We developed search algorithms, explicit selection criteria, and a coding
questionnaire, which we used to review a total of 106 peer-reviewed articles, 145 grey literature docu-
ments, and 67 national communications to the United Nations Framework Convention on Climate
Change (UNFCCC); 318 documents were reviewed in total. Quantitatively, the methodology reveals a
slight increase in usage, with a focus on non-Annex 1 countries, gender issues, and capacity building.
Qualitatively, we arranged the key insights into the following three categories: (1) inclusion in who
or what adapts; (2) motivating inclusive processes; and (3) anticipated outcomes of inclusive CCA.
We conclude, with the observation, that many issues also apply to Annex 1 countries. We also argue
that the common language nature of the word ‘inclusive’ makes it applicable to other CCA-relevant
contexts, including government subsidies, science policy, knowledge integration and mobilization,
performance measurement, and the breadth of the moral circle that a society should adopt.

Keywords: climate change adaptation; climate justice; inclusiveness; national communications;
systematic review

1. Introduction

Climate change adaptation (CCA) designates the process of adjustment to actual or
expected climate effects, intended to avoid harm or exploit beneficial opportunities [1]. Suc-
cessful adaptation requires an approach in which all stakeholders are involved, to ensure
that all needs will be considered and all outcomes will be just [2–4]. The terms “participa-
tion”, “stakeholder engagement”, “public involvement”, “bottom up”, and “community-
based” have been referred to widely in the discourse of the adaptation [5,6]. A participatory
approach to CCA has been advocated by many international organizations [1,7–9], and
has been embedded in CCA policies worldwide [10–12]. The idea of inclusion is firmly
embedded in this established debate.

Simply creating spaces for public participation does not ensure the broader involve-
ment of stakeholders [1,13]. Pre-existing power asymmetries reinforce the existing priv-
ileges of some stakeholders and suppress minority perspectives [14–16]. In the case of
CCA, this situation is particularly problematic, because less powerful populations are often
harmed more severely by global warming. Adaptation solutions resulting from inequitable
processes cannot be responsive to the needs of the weak, and adaptation outcomes often fall
short in the criteria of equity, fairness, and justice [17,18]. In addition, the interests of future
generations and of sentient non-human animals are often underrepresented. Scholars have
described this situation as “non-inclusive participation”, “adverse inclusion”, or “limited
inclusion” [19–21]. Applying the goal of inclusiveness as applied to opportunities, needs,
risks, benefits, costs, and profits is even more ambitious than addressing the challenge
of participation.

Sustainability 2021, 13, 10617. https://doi.org/10.3390/su131910617 https://www.mdpi.com/journal/sustainability

155



Sustainability 2021, 13, 10617

The concept of inclusion was popularized in classical social science research, with
the ideas of social inclusion and an inclusive society [22,23]. In recent decades, it has been
reconceived by researchers and policy makers to apply to contemporary issues, including
inclusive growth or development [24,25], inclusive/exclusive governance or decision
making [26,27], inclusive cities or urbanization [28–31], and inclusive innovation [32–34].
In these contexts, it is of the utmost importance to realize that inclusion is a universal
value, referring to the right of people to access regular things and participate in mainstream
society. Besides, inclusion opens a new way of thinking that influences our beliefs and
actions. Inclusion is about people gaining social acceptance, having positive interactions
with their peers, and being valued for who they are [22,23]. As such, it must be internally
motivated and caused by embracing the belief that all people have both the right to belong
and the responsibility to respect the right of others to belong [22]. Inclusion values diversity
and provides real opportunities for people (both with and without disabilities) to improve
their lives [24,27,31].

The interest in inclusive approaches to climate change began some time ago [2,15,35,36].
However, there has been no coherent understanding of what form this inclusion should
take [6,37]. There is a need for both conceptual and empirical work on the issue of inclusive
CCA. This literature review contributes to this work. We refer to ‘inclusiveness’ throughout
this text, because it is more commonly used than the synonymous ‘inclusivity’, but the
literature search covers all related concepts.

A number of previous systematic literature reviews have specifically focused on CCA,
including characterizing adaptation actions [38,39], governance of adaptation [40], and
adaptation in different locations or sectors [41,42]. However, there are no reviews focusing
on the inclusiveness of CCA. The purpose of this literature review is to systematically chart
the usage of ‘inclusiveness’ in the CCA context. We believe that it is a useful concept that
can complement related ideas, such as climate justice, equity, participation, respect for
diversity, bias, and discrimination.

Multiple perspectives on inclusiveness flow into the issue of climate justice that gained
momentum in the late 1990s [43]. There are several definitions of climate justice, and they
often express the idea of (a lack of) inclusiveness. Hughes [44] (p. 51, our emphasis), for
example, proposes the following three criteria for climate justice: 1. representation of
vulnerable groups in adaptation planning processes; 2. priority setting and framing that
recognize the adaptation needs of the vulnerable groups; and 3. impacts of adaptation
that enhance the freedoms and assets of vulnerable groups. The Routledge Handbook
on Climate Justice has put the need to embrace equity and inclusiveness at the core
of the discussions on climate justice and how it can be achieved [43]. Many existing
studies on issues of inclusiveness in CCA planning and policy-making processes posit that
adequate representation and participation of the most marginalized and vulnerable—in
both developed and developing countries—will yield more recognition, procedural justice,
and distributive justice, which inter alia can define climate justice [45–49].

To address the climate emergency that has recently entered mainstream debates,
scholars are reconceptualizing climate justice in a more inclusive way, advocating for the
reemergence of intra-generation justice and multispecies justice. This is a conceptual expan-
sion of the use of the term, decentering the human and recognizing the human relationship
with other inter- and intra-generational people and more-than-human beings [50–52]. More
inclusive approaches move the climate justice discourse into multi-temporal and multi-
scalar realms. In the context of CCA, this scope delineates what systemic transformations
may involve (and with whom), how to adapt to inevitable and possibly intolerable losses,
and how to prefigure and enact alternative and just futures.

Our present interest in exploring the ‘inclusiveness’ concept more deeply is two-fold.
First, it is an integral part of “EDI” (equity, diversity, inclusion), which is increasingly
important in various contexts. The integration of EDI into the daily life of public ser-
vants, academics, and employees of non-government organizations makes it hard to ignore.
Second, and ultimately more important, is the great versatility of the common language
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concept ‘inclusiveness’. It is understood without great theoretical background or meta-
physical justification. Additionally, it is applicable to a wide and growing range of relevant
contexts, as we will show.

We use the methodology of systematic literature reviews because it provides a trans-
parent, reproducible and rigorous approach to dealing with large information sets [53]. This
approach provides quantitative results, such as trends and numerical comparisons, as well
as a systematic input into summaries and analyses [38,54]. Because it is systematic, it is also
constrained. The search algorithms define what may be included, and the questionnaire
for data collection defines how the analysis is structured [41,42]. The upside is that the
greater transparency and reproducibility of the search render future updates very feasible
and improve the disclosure of the value judgments made by us. The downside is that it
limits on snowballing and the search for the best references to support the emerging story.
We cover the most current peer-reviewed literature, grey literature, and policy documents,
with 318 documents in total.

In this paper, we deal with the following two main research questions: (i) How has the
concept of inclusive CCA been used in the literature? (ii) What are the main components
of CCA proposed in the literature? In order to answer these questions, we will describe
the data selection, collection, and analysis (Section 2), demonstrate the trend of using this
concept in the literature (Section 3), reveal a framework of inclusive CCA (Section 4), argue
for the importance of this concept in the national adaptation climate change policy of both
developed and developing countries (Section 5), and conclude our paper by discussing the
concept’s main contributions, limitations, and recommendations for future research.

2. Materials and Methods

A systematic review refers to a focused review of the literature that seeks to answer
(a) specific research question(s) using predefined eligibility criteria for document selection
and explicitly outlined and reproducible methods [38,53,54]. Systematic reviews have been
increasingly used in the environmental change research context [38–42,55,56].

2.1. Data Selection

The following three data sources were used: the peer-reviewed literature, grey liter-
ature (reports by consultants, governments, and NGOs), and national communications
(NCs) to the United Nations Framework Convention on Climate Change (UNFCCC).

For peer-reviewed articles, we used the following search query in Scopus (https://www.
scopus.com/) (accessed on 22 May 2021):

TITLE-ABS-KEY (inclusi* AND (“climate chang*” OR “changing climate” OR “climate
warm*” OR “warm* climate” OR “global warm*” OR “global chang*” OR “environment*
chang*” OR “environment* warm*” OR “warm* environment”) AND (adapt* ORinter-
ven*)) within the following subject areas: environmental science, social science, earth and
planetary science, art and humanities, and multidiscipline.

A total of 614 articles were retrieved for title and abstract scanning to select papers
with clear relevance to CCA and inclusiveness. Based on the inclusion/exclusion criteria
(see Table 1 and Figure 1, below), 106 documents met the final relevance screening criteria
and underwent data extraction.

This review also gives extensive consideration to grey literature and policy documents
because restricting a review to only peer-reviewed literature can miss key trends and
insights with significant implications for biasing the results [38,53]. Relevant grey literature
was identified using the following focused search in Google:

(“climate change” OR “changing climate” OR “global warming” OR “environmental
change”) AND (“adapt” OR “adaptation” OR “intervene” OR “intervention”) AND (“in-
clusive” OR “inclusion” OR “inclusivity” OR “inclusiveness”) filetype:pdf. We restricted
included documents to PDF files only to limit hits to a manageable number. The titles
and descriptions provided within the standard Google search engine were reviewed to
determine the relevance of each result.
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Table 1. Inclusion and exclusion criteria for document selection.

Inclusion Criteria Exclusion Criteria

Text in English Text in other languages
Full text available Only abstract or partial text available
Human response to climate change Biological response to climate change
Adaptive response to climate change Vulnerability, mitigation only
Refers directly to inclusiveness Does not refer to inclusiveness
Sufficient detail for data extraction Insufficient detail for data extraction

Figure 1. Document triage process.

A total of 517 search results met the initial screening (Mendeley has been used to
remove duplicates compared to the Scopus search). A first page screen, followed by a
full-text review, was applied to confirm eligibility using inclusion/exclusion criteria, and a
total of 145 grey literature documents were retained and included for data extraction.

For policy documents, the most recent national communications were selected as the
data source for this analysis. The NCs were considered the most appropriate data source
for several reasons. First, national governments play key roles in adaptation planning
and implementation by protecting vulnerable groups, supporting economic diversifica-
tion, providing information, creating policy frameworks, making laws, and distributing
financial support [1,57–60]. Second, NCs constitute a consistent source of English language
information available for many developed and developing countries [42]. Third, national
governments submit these documents to report their policy priorities and progress, which
renders them official records [53].

A total of 198 NCs were extracted from the UNFCCC website, including 44 NCs of
Annex 1 countries (NC6 reports of the US and Ukraine and NC7 reports of others), and

158



Sustainability 2021, 13, 10617

the 154 most recent available NCs submitted by non-Annex 1 countries (the NC of Libya
was not available). Annex 1 of the convention lists developed countries and economies
in transition, whereas non-Annex 1 parties are mostly low-income, developing countries.
All the reports were screened based on the inclusion and exclusion criteria, and a total
of 67 NCs (22 from Annex 1 countries and 45 from non-Annex 1 countries) underwent
data extraction.

2.2. Data Collection and Analysis

Following document screening, 318 articles from all three data sources (peer-reviewed,
gray, and NC) were retained for full review (Figure 1, above). Peer-reviewed and grey
literature were reviewed in full, while NCs were reviewed only where they concerned
adaptation.

To achieve greater consistency, we developed an article review questionnaire (see
Table 2, below) documenting how inclusive CCA is understood and occurs in the selected
articles [39,53]. The general characteristics of the article in terms of authorship, year
published, region of interest, and (conceptual/practical) approach provided a foundation
for the quantitative portion of the systematic literature review. To support the qualitative
portion, we structured the analysis of the literature by separating three themes, inspired by
the adaptation assessment frameworks proposed by Smit and Pelling [4,61,62], as follows:
(1) who or what adapts; (2) how to adapt (adaptation activities and adaptive capacity
required to adapt); and (3) adaptation outcomes. Data were entered into a Microsoft Excel
spreadsheet for descriptive statistics on quantitative trends.

Table 2. Questionnaire for data collection.

General Questions

Lead author?

Year published?

Region of interest: Annex 1?
Non-Annex 1?

Approach: Conceptual?
Practical (Example or Case)?

Specific questions

Who or what to include

Scale:

Local and community?
National?
Regional?
International scales?
Necessity to cooperate across scales?

Stakeholders:

A broader spectrum of actors?

Local people and local communities?
Governments, including local and
national levels?
The private sector?
Experts and research communities?
NGOs and civil society?
International actors, networks,
and agencies?

Vulnerable groups?

The poor?
People with disabilities?
The indigenous?
Women and girls?
Resource-dependent people?

More than human–others?
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Table 2. Cont.

Specific questions

Knowledge: Traditional?
Expert?

Techniques or tools:

Participatory (action) research approaches?
Qualitative scenarios?
A programming model?
Adaptation design tool?
Social ecological inventory (SEI)?

How to include (adaptation activities and capacity required to adapt)

Governance?
Institution?
Social capacity?

Outcomes

Consideration of the vulnerable groups?
Adequate participation?
Just results?
A status of resilience, inclusive development, and sustainability?

3. Usage of Inclusiveness in Climate Change Adaptation

3.1. Growing Usage

Of the 318 reviewed documents, only about 10% (29) date back to 2010 or earlier (see
Figure 2, below). Ninety percent of the reviewed documents are dated 2011–2020, with an
increasing trend that may have peaked in 2018. The data for 2021 are incomplete and only
represent the first quarter—an extrapolation to the full year would lead to the same number
as in the peak year 2018. We should note that an increase in the usage of “inclusive climate
change adaptation” will likely be in line with any increase in the usage of the broader term
“climate change adaptation”.

 

Figure 2. Number of publications by year.

3.2. Predominance of Practical Contexts

We used the following definitions to distinguish practical and conceptual contexts.
Practical approaches include substantive reporting or discussion of an adaptation activity
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in place, excluding proposed strategies, empirical testing, and predictive modeling [39]. In
contrast, conceptual approaches specify sequential relationships and feedback for adap-
tation processes in general, or for sectors or applications, providing the framework or
structure for research, analyses, or modeling [62].

As shown in Figure 3, below, we categorized nearly two-thirds (199/318) of the
reviewed literature in the practical category. This is agreement with Agrawal [63] and
Oulu [59], who conclude that climate change adaptation is still a relatively new field, in
which policy and practice tend to precede theory or advance simultaneously. They also
argued that the lack of middle-range adaptation theories and comparative empirical studies
is a glaring challenge. The results in Figure 3 may indicate that conceptual work in inclusive
climate change adaption is lagging behind the progress made in practical research.

 

Figure 3. Theoretical vs. practical approaches.

Practical approaches include substantive reporting or discussion of an adaptation
activity in place [39]. In other words, practical approaches describe cases or examples of
how adaptation inclusiveness is happening in practice. This study is intended for a wide
audience of development and CCA practitioners, to support their daily work. Moreover,
the findings and good practice principles on inclusive CCA create good opportunities
for researchers to test and complete the related theoretical issues that have not been
well developed yet, and have applications extending well beyond the CCA field. Out
of 199 documents using practical approaches, we identify 331 cases and examples. The
following part presents some findings from our review of the cases and examples on
inclusive CCA.

3.3. Predominance of Gender Issues

As shown in Figure 4, below, more than 43% (144/331) of the cases or examples in the
reviewed literature are related to gender issues. Less than 20% referred to other vulnerable
groups, such as the poor, people with disabilities, the indigenous, resource-dependent
people, future generations, or non-human actors.

The significance of gender issues in adaptation inclusiveness can be explained in
several ways.

First, vulnerability to climate change is not gender neutral. The inequitable distribu-
tion of rights, resources, and power increases the vulnerability of women, as do social rules
and norms. Women often find themselves in a vicious cycle, in which limited access to
resources amplifies their susceptibility to climate change, and vice versa [16,64].

Second, the terms “gender-inclusive adaptation” and “gender-responsive adapta-
tion” have been used regularly by UN organizations and international donors, including
UNDP, UNEP, UNFCCC, GCF, and ADB [65–70]. These organizations have developed
very detailed toolboxes or checklists on how to integrate gender and climate change into
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policy and practice, and have encouraged all countries to integrate gender into national
communication reporting [71–74]. This approach to CCA directly addresses the issues of
gender inequality, provides strengthened supports to women, empowers them, and places
them at the center of CCA processes. Better support to these groups would help to prevent
further depletion of their resilience to climate change, and ensure that climate change does
not accentuate or perpetuate existing gender inequities [75].

 

Figure 4. Cases with gender or non-gender foci.

3.4. Predominance of Non-Annex 1 Countries

In the CCA context, it is common to use the UNFCCC’s classification of parties as
“Annex 1” and “non-Annex 1” countries. As shown in Figure 5, below, nearly three-fourths
(267/331) of the examples and cases originated in non-Annex 1 countries. As clarified by
the UNFCCC, non-Annex 1 countries are mostly low-income, developing countries, while
Annex 1 lists industrialized countries and economies in transition.

 

Figure 5. Cases in Annex 1 and non-Annex 1 countries.

Resurrección et al. [76] found similar results when conducting a review of the relevant
peer-reviewed research and grey literature on gender and CCA, leaning more towards
adaptation contexts in the global south, due, in large, to the availability of the literature.
Populations that lack the resources for planned migration experience greater exposure to
extreme weather events, particularly in developing countries with low income. Climate
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change can indirectly increase the risks of violent conflicts, by amplifying well-documented
drivers of these conflicts, such as poverty and economic shocks [1].

3.5. Inclusiveness at the Intersection of Development, Gender and Capacity in
National Communications

The non-Annex 1 countries considered inclusiveness to be a target/an aspiration. A
group of countries (Bangladesh, Dominica, Belize, Indonesia, Kyrgyzstan, and Moldova)
referred to inclusiveness in CCA as a broad-based strategy to empower every citizen or all
stakeholders to participate fully and benefit from the adaptation process. In contrast, some
countries emphasized the inclusion of related stakeholders in the adaptation process, such
as local communities (Equatorial Guinea), the private sector (Fiji), multiple government
entities (Jamaica), or the most vulnerable segments of the society (Namibia, Pakistan).

Another group of non-Annex 1 countries uses ‘inclusiveness’ in the context of CCA
education. Efforts should be undertaken to develop materials and promote teacher training
that is focused on climate change, linking education and awareness of climate change
(Antigua and Barbuda, Bangladesh, Kuwait, Laos, Lesotho, South Africa).

Gender issues are at the center of inclusive CCA in many non-Annex 1 countries
(Bosnia and Herzegovina, Jamaica, Nauru, Nigeria, Moldova, Tonga, Uganda). Gender
inequalities intersect with climate risks and vulnerabilities, and climate change is likely
to magnify the existing patterns of gender disadvantage. A meaningful adaptation or
resilience-building effort would, therefore, involve the inclusion of a sex-disaggregated
data management system, so gender can be mainstreamed into climate change planning
and policies. In addition, there are capacity-building initiatives aimed at bridging the
gender gap, by empowering women in climate change responses.

In NCs from Annex 1 countries, inclusiveness commonly focused on international
development activities. According to the principle of forward-looking responsibility that
is explicit in the UNFCCC’s Article 4, the developed country parties shall support the
development and enhancement of endogenous capacities and technologies of developing
country parties, as well as assist them in meeting the costs of adaptation to climate change’s
adverse effects [77,78].

Annex 1 countries also recognize the intersectionality of development, gender, and
inclusiveness. For example, the US and Australia provide adaptation leadership and
training to women in Pacific countries and Peru, increasing their influence in driving
solutions for CCA in international negotiations (UNFCCC) or municipal councils. The
UK and Canada give funding to protect the poorest, most marginalized people across
Bangladesh, Burma, Cuba, Nepal, Kenya, and Rwanda, from adverse climate effects,
through poverty reduction and inclusive economic development. Japan and the UK
provide financing to encourage multiple stakeholders’ inclusion in CCA action in Vietnam
and Nepal.

Italy, the Netherlands, Portugal, Switzerland, and the UK support developing partners
in building national, institutional, community, and household capacity, to improve the
inclusiveness in CCA. The UK aims to improve planning, budgeting, human resource man-
agement, performance management, and citizen engagement in Kenya. Switzerland and
the Netherlands assist North Macedonia and Mozambique in the sustainable management
of natural resources, through the practical application of conservation measures. The UK
supports the capacity and systems development of financial service providers that serve
the livelihoods and well-being of low-income people in Rwanda.

4. Three Components of Inclusive Climate Change Adaptation

In the adaptation assessment frameworks proposed by Smit and Pelling [4,61,62], the
following four components are commonly distinguished: (1) Adaptation to what? (2) Who
or what adapts? (3) How does adaptation occur? (4) How good is the adaptation? We
converted these questions to the following three components of inclusive CCA: (1) inclusion
in who or what adapts; (2) motivating inclusive processes; and (3) anticipated outcomes of
inclusive CCA.
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4.1. Inclusion in Who or What Adapts

The literature on inclusiveness in CCA focuses on local and community scales, but
it also recognizes the importance of national, regional, international scales, as well as
the necessity to cooperate across scales [6,18,36,79–87]. The implementation of projects
conducted in a bottom-up process is normally facilitated by national policy, strategy,
and, especially, financial resources directed by governments to support the local-level
implementation of adaptation actions. International adaptation commitment and national
adaptation strategies must be translated into local adaptation action programs and mostly
implemented in the local context [88,89].

Who is included should remain a central question to be addressed in planning pro-
cesses [36]. CCA calls for inclusive engagement across a broader spectrum of actors [90–95].
These stakeholders include, but are not limited to, local people and local communities;
governments, including local and national levels; the leaders across administrations, min-
istries, and departments; experts and research communities; the private sector, NGOs, and
civil society; and other international actors, networks, and agencies. Inclusive CCA favors
vulnerable groups, and strengthens support of the poor, indigenous people, women, small-
holder farmers, members of lower castes, and resource-dependent people [87,91,96–102].
They must be fully involved in decision-making processes for reasons of both justice and
efficiency [6,75]. Some authors have considered non-humans and humans as an intimately
coupled system within CCA [103–105].

Adaptation should be inclusive of both scientists and local communities, to form an
integrated response to bridge traditional and expert knowledges, providing critical infor-
mation that is key to the success of inclusive interventions [89]. Local forms of knowledge,
including traditional knowledge, traditional ecological knowledge [83], indigenous knowl-
edge [106], and experiential knowledge [99,107], have been highly recommended to bring
a distinct and relevant point of view from vulnerable stakeholders to CCA. Conversely,
scientific knowledge has many advantages, especially when attempting to understand
biophysical processes at broad spatial and temporal scales.

Inclusiveness in CCA also refers to inclusive techniques or tools that range from
participatory (action) research [82,108,109] to qualitative scenarios [110], inexact fuzzy
multi-objective programming models, adaptation design tools, social ecological inventories
(SEI), and ecological risk assessments (ERA) [111]. These approaches are means to explore
the public’s perception of, knowledge about, and participation in CCA [112,113].

4.2. Motivating Inclusive Processes

Although participation may be encouraged by law, established institutional frame-
works might be reluctant to cede decision-making power. Inclusive processes for adaptation
require inclusive institutions and can only be facilitated in organizational structures that
foster stakeholder involvement in management [20,75,83,100,101,114]. One example of
an institution for inclusive CCA is a multilevel and multisector institutional design. The
multilevel institutional arrangements consider the local context and require a focus on
effective cooperation across levels [115]. Chu et al. [37,116] indicated that more inclusive
planning processes correspond to higher climate equity and justice outcomes in the short
term, and an emphasis on building multisector governance institutions can enhance long-
term program stability, while ensuring that diverse civil society actors have an ongoing
voice in climate adaptation planning and implementation.

The literature on inclusive CCA also highlights governance as a significant contribu-
tion to inclusiveness, equity, and justice [84,88]. Several models of governance have been
recommended to promote inclusiveness in CCA, including polycentric climate governance,
collaborative climate governance, networked climate governance, and deliberative climate
governance [92,117–119]. Ayers and Huq [120], Ayers [13], and Glavovic [121] argued
for the potential contributions of inclusive governance approaches in CCA, including
(i) creating safe arenas for public deliberation, to enable participants to explore and develop
a shared understanding of adaptation concerns and to engage in different types of knowl-
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edge and knowledge claims; (ii) building a common purpose and stimulating participation
in community activities; (iii) deepening the community problem-solving capacity, by im-
proving participants’ understanding and involving them constructively in community life,
on a sustained basis; and (iv) facilitating intercommunity collaboration through cross-scalar
and multilevel processes of authentic and inclusive dialogue, visioning, negotiation, and
cooperation. Addressing risk and adapting to climate change cannot progress meaningfully
without being framed in this broader governance milieu [121].

Adaptive capacity refers to the ability of systems, institutions, humans, and other
organisms to adjust to potential damage, to take advantage of opportunities, or to respond
to consequences [11]. While all types of capital (natural, social, and economic) are critical
for building resilience and fostering adaptation to environmental stresses, inclusiveness
in CCA refers mostly to social capital, defined as the value of relationships that facilitate
cooperation and collective action [122]. At its core, social capital describes relations of trust,
reciprocity, and exchange; the evolution of common rules; and the role of networks [14,123].
Social capital can be particularly important for promoting inclusiveness in adaptation
processes to climate change threats, by enabling people to act collectively.

Lee [97] identified existing networks among community-based organizations, local
groups, households, and individuals, emphasizing how these networks can bolster both
farmer willingness and farmer ability to actively participate in CCA programs, provide the
added benefit of increasing smallholder well-being and resiliency and adaptive capacity,
and potentially contribute to adaptation inclusiveness, in terms of both broader inclusion
and more just outcomes. Mittag [16] and Keessen et al. [124] related the concept of adapta-
tion inclusiveness to the social norms of functioning communities, especially a sense of
solidarity. Adaptation to climate change can be an inclusive and collective, rather than
individual, effort [125]. Solidarity addresses how different actors can constructively work
together to promote the resiliency and adaptation of a social system. The other factor of
social capital that is strongly linked to inclusiveness in adaptations is place embeddedness
or person–place bonds in local contexts [126]. Place identity contributes to shaping social
values at a collective level, and opportunities for and/or barriers to collective action based
on shared or divergent understandings of place. Person–place bonds can influence an
individual’s willingness to become engaged in collective climate change initiatives. The
attempt to recognize and incorporate place identity into dialogue and decision making
around adaptation will increase public participation, and foster trust between those engag-
ing in planning and those impacted by decisions. When place-based meanings and values
are incorporated into any planning process, the process and its outcomes become more
place appropriate, as well as more relevant and useful to specific communities.

4.3. Anticipated Outcomes of Inclusive CCA

The literature covered in this review highlights four positive outcomes of inclusive
CCA [37,47,115,116,127].

First, the social, economic, and political interests of the poor, underrepresented mi-
norities, and other vulnerable groups are considered in the adaptation process. This is a
positive outcome from the perspective of climate justice.

Second, the inclusion of all interests in the adaptation process improves knowledge
collection and management, by involving the public in framing climate risks, vulnerabilities,
and adaptation priorities. This facilitates access to climate information and knowledge,
and addresses existing class, gender, caste, age, and wealth hierarchies in political decision
making.

Third, formal or institutionalized adaptation projects and programs achieve just results,
benefiting the greatest number of people, especially the most vulnerable people in these
communities.

Fourth, building on the outcomes of inclusive adaptation processes, several authors
have considered inclusiveness in CCA as a component of resilience, development, and sustain-
ability. Inclusiveness allows local people and communities to improve their resources and
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capacity, making them more resilient [84]. Inclusiveness also fosters inclusive development,
in which people’s well-being is enhanced by advancing the equality of opportunity for all
members of society, with attention to the poor, the vulnerable, and those disadvantaged
groups who are normally excluded from the process of development [102]. Wamsler and
Brink [128] referred to inclusive adaptation as a status of sustainability in adaptive and
social systems. In this case, inclusiveness encourages the use of all potential adaptation
measures, to ensure that all types of risk factors are addressed. A sustainable system
can assist an individual, household, or community in reducing its level of risk, while
maintaining or enhancing local adaptive capacities, both now and in the future, and thus
not compromising the ability of future generations to meet their own needs.

5. Implications for National Climate Change Adaptation Policy

Most of the papers emphasized inclusive CCA in the context of developing or non-
industrialized countries. There is a universal belief that developing countries are the most
affected areas, and the poor in developing countries are the most vulnerable group to
climate change adversity [8,11,129,130]. This belief derives from the dependence of that
group on climate-sensitive sectors, such as agriculture, tourism, fisheries, and forestry;
climate-sensitive infrastructure, such as houses, buildings, municipal services, and trans-
portation networks; and limited adaptive capacity to cope with impacts [131] (p. 801).
The global climate risk index 2020 found that all ten of the most affected countries during
1999–2018 were developing countries in the low-income or lower–middle-income country
group. These results emphasize the vulnerability of poor countries to climatic risks [132].
Therefore, inclusive approaches should be utilized to engage and empower smallholders,
women, and poor resource-dependent communities in developing countries [102].

However, the recent literature on adaptation has called attention to all vulnerable
communities and the inequities arising from the uneven distribution of climate impacts,
which are likely to be reflective of the conditions within developed countries. Adaptation
to climate change consists of individual and collective choices that are undertaken at dif-
ferent levels of decision making, in the context of different social concerns and priorities,
particularly the existing institutional frameworks for resources, wealth, and power dis-
tribution. All adaptation decisions thus compete for attention and resources with other
pressing choices in society [133]. Adaptation is not a neutral process, but instead has equity
dimensions that are part of the larger adaptive challenge of climate change, and are present
in all types of countries and regions, including highly urbanized, developed countries,
such as the United States, Canada, and many of the countries of Western Europe [134,135].
One highly cited example is Hurricane Katrina, which struck the United States in 2005, and
the enduring legacy of racial segregation and poverty. Statistics showed that the storm’s
impacts weighed more heavily upon racial minorities and the poor, and the recovery of
socially and economically vulnerable storm victims continues to lag behind that of main-
stream society. The patterns of settlement exposed poor communities to increased damage
and erected barriers to disaster precautions and reconstruction. In the other words, social
and economic disparities heavily affected the impacts of Katrina on the most vulnerable
groups, especially African Americans and the poor. Climate change impacts are expected to
exacerbate poverty and create new poverty pockets in countries with increasing inequality,
including developed countries [1].

Inclusive approaches to adaptation address gender inequality (for women), income
inequality (for the poor), minority groups (for example, indigenous people), and underrep-
resented, disfavored, or marginalized groups (for example, communities of color, refugees,
migrants, and the stateless). These groups clearly exist and are even growing in developed
countries, due to the global economic crisis and recent migrant crisis. Involving less ad-
vantaged people properly in adaptation processes has been urgently required, not only to
address human rights issues, but also to ensure the sustainable prosperity of industrialized
nations. Therefore, the necessity of inclusive approaches emerges not only in developing
countries, but also in industrialized countries [104]. However, inclusive approaches vary
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significantly in different contexts, due to the different characteristics of economic, social,
and political systems.

6. Conclusions

The purpose of this literature review was to systematically chart the usage of ‘in-
clusiveness’ in the climate change adaptation context. ‘Inclusion’ has been gaining in
interest and usage in several other contexts, in particular, human resources (EDI), as well
as urban planning, international development, and innovation. A clear interest is also
reflected in this literature review, although our quantitative analysis does not indicate a
steep or consistent increase in usage. This review has shown common usage of the term
in practical contexts, particularly development, knowledge mobilization, gender issues,
marginalization, and poverty.

The common connotation of the word ‘inclusion’ is very broad and goes beyond
public participation and even the idea of justice. Following the typology of CCA, provided
by Smit et al. [62], the inclusion lens could be applied to all aspects of climate change
and climate change adaption, as follows: (1) inclusive identification of the causes of
CC; (2) inclusive identification of the effects of CC; (3) inclusive goals and processes
of CCA; and (4) inclusive evaluation of CCA. The word can be used to diagnose both
omission (neglect) and commission (discrimination) in a wide array of contexts, including
subsidies for knowledge creation (science policy), processes during knowledge creation
(HR), the translation of knowledge, the availability and accessibility of knowledge, the use
of knowledge, the beneficiaries of providing solutions, the measurement of performance,
the beneficiaries of providing performance measurement, corrective actions, and so forth.

Inclusion is also a central idea within the circle of moral attention that has historically
widened. Over time, in western history, policies have been enacted, to include into the
moral circle slaves, different races, women, sentient animals, and endangered species.
Inclusive approaches to CCA could be used to emphasize the important role of the nat-
ural environment in adaptation and assessing the potential outcomes of human climate
adaptation for the natural environment. Many societies have traditionally treated climate
as a background for human activities, and climate change as an environmental problem
or development issue, in which human beings attempt to stimulate, take advantage of,
or harmonize with the non-human world. Inclusive adaptation, thus, provides a suitable
intellectual framework and connotation to include non-anthropocentric viewpoints in
debates and policy development.

Possibly the greatest value of ‘inclusiveness’ lies in the fact that it is a fairly clear,
common language word. Compared to words such as ‘justice’, ‘participation’, ‘equity’,
or even ‘community’ and ‘democracy’, it has relatively little metaphysical content. This
makes it suitable for checklists and indicators for all policies and activities associated with
CCA. Do we live up to the goals and promises of justice, impartiality, non-discrimination,
equity, and diversity? If we consider inclusiveness, then we are off to good start.

We conclude this paper by discussing the limitations and suggestions for future
research. One limitation lies in the data collection. In particular, we limited our search to
documents in English that exclude the usage and understanding of inclusiveness expressed
in non-English documentation. An artefact of the systematic method used here is that
the uniformity and clarity of results is lower when compared to literature reviews that
rely on cherry-picked sources. Future research will focus on broader conceptual analyses
that are based on comparisons with other contexts, such as urban planning, innovation,
and education. This broader conceptual understanding will then be applied to real-world
case studies. The ultimate goal is to better understand the conditions and incentives that
promote inclusiveness and climate justice.
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Abstract: In order to evaluate the greenhouse gas (GHG) emissions from a reservoir or from several
reservoirs in a country or a climatic zone, simpler or more complex models based on measurements and
analyses of emissions presented in the literature were developed, which take into account one or more
reservoir-specific parameters. The application of the models in the assessment of GHG emissions from
a multipurpose reservoir gave values that are more or less close to the average values reported in the
literature for the temperate zone reservoirs. This is explained by the fact that some models only consider
emissions caused by impoundment and not degassing, spillway emissions, and downstream emissions,
or those that use different calculation periods. The only model that calculates GHG emissions over
the life cycle that occur pre-impoundment, post-impoundment, from unrelated anthropogenic sources
and due to the reservoir construction is the model used by the G-res tool. In addition, this tool is best
suited for multipurpose reservoirs because it allocates GHG emissions for each use, thus facilitating the
correct reporting of emissions. The G-res tool used to calculate GHG emissions from the Stânca-Costes, ti
Multipurpose Reservoir shows that this is a sink of GHG with a net emission of −5 g CO2eq/m2/yr
(without taking into account the emissions due to dam construction).

Keywords: emissions; greenhouse gas; multipurpose reservoirs; temperate climate

1. Introduction

Reservoirs are manmade lakes created by building dams on rivers for various pur-
poses: flood control, electricity generation, irrigation, water supply, aquaculture, environ-
mental services, recreational activities, navigation etc.

In freshwater ecosystems, several mechanisms are involved in the natural carbon cycle.
They receive carbon from terrestrial ecosystems through drainage, capture the carbon
through primary production, bury the carbon in sediments, emit GHG through biomass
degradation and respiration, and transport the carbon downstream to the seas or oceans.
GHG emissions can be increased by human activities around the ecosystem through sewage
and agricultural pollution. Dams affect the natural carbon cycle in freshwater ecosystems
through floods of terrestrial vegetation and soils. The flooded organic matter decomposes
causing additional GHG emissions, especially in the first years after the reservoir creation.
Flooding can also increase sedimentation and decomposition in the reservoir, due to longer
water residence times, which can lead to higher GHG emissions [1]. In addition, reservoirs
can have large fluctuations in the water level, especially hydroelectric reservoirs that store
large volumes of water to be used during drought. It can, therefore, be said that artificial
reservoirs differ from natural lakes by riverine nutrient inputs, the flooding of terrestrial
organic carbon, and water-level fluctuations; they also may have different GHG emissions.
Reservoirs present, from a social, economic and environmental point of view, not only
advantages, but also disadvantages.
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Reservoir use can serve single or multiple purposes. According to the International
Commission on Large Dams (ICOLD), 70% of large reservoirs are designed for single-
purpose usage. Around 11% of large reservoirs have been built only for hydropower
generation and 14% for hydropower generation plus other uses. These high figures show
why GHG emissions from reservoirs should be accounted for. In addition, the study of
these emissions indicates ways to reduce them.

The main greenhouse gases emitted by a reservoir are CO2, CH4 and N2O. They have a
different global warming potential (GWP). For the time period of 100 years, GWP for CO2 is 1;
for CH4, it is 34 times higher than that of CO2, and for N2O, it is 298 times that of CO2 [2].

The CO2 is generated by the decomposition of organic material and nutrients trans-
ported in the reservoir by affluent or by rainfall and overland flow, by the decomposition
of dead organic matter stored in the soil of the reservoir, by the respiration of vegetation
present in the reservoir, from CO2 dissolved in water and from the oxidation of CH4. The
sediments in drawdown areas are also a source of CO2 emission, due to their exposure to
air during water level fluctuations.

The emission of CH4 comes from the decomposition of organic matter and vegetation
under anaerobic conditions in the soil or sediment layer of the reservoir.

Nitrous oxide (N2O) arises as a by-product of the aerobic nitrification reaction or of the
anaerobic denitrification that occurs in lake riparian areas. The few measurements of N2O
emission from reservoirs showed a variation similar to that of CH4 in terms of generation.
The contribution of N2O to the total GHG emission expressed as an CO2 equivalent is low,
compared to CH4 s, i CO2 (N2O—17 mg CO2eq/m2/d; CH4—275 mg CO2eq/m2/d and
CO2—1585 mg CO2/m2/d) [3].

GHG (CO2 and CH4) reaches the atmosphere through the following channels: diffu-
sive flow from the reservoir surface, through degassing when passing through the hydraulic
turbine and spillway (due to pressure drop), through diffusive flow at the downstream
river surface. Methane can also reach the surface of the reservoir through bubbling in
shallow areas of reservoir.

The main factors influencing GHG emissions are the carbon stock in soil and flooded
biomass or that transported by the upstream rivers in reservoirs; the concentration of
dissolved oxygen in the reservoir; water quality and nutrient content; the inflow and shape
of the reservoir; the water depth and extension of the littoral zone; the wind speed at the
reservoir surface; and the water temperature and configuration of dam intake and outlets [3].
These factors influence the biochemical processes of organic matter formation, respiration,
methanogenesis, CH4 oxidation, gas exchange between the reservoir and the atmosphere.
The GHG measurements showed a variation in time and space within a reservoir and also a
seasonal variation and a decrease in general with the age of the reservoir.

There are many studies on the evaluation of GHG emissions from reservoirs, which
differ by the methodologies used, the lifespan considered, and the size and type of reser-
voir [1,4–39].

Most studies have analyzed GHG emissions from hydropower reservoirs. The few
studies performed on natural lakes have shown that there are no significant differences
between reservoir surface emissions from hydropower reservoirs, compared to non-
hydropower reservoirs [10]. At hydropower reservoirs, there are also degassing emissions,
downstream emissions and emissions from drawdown zones.

From the analysis of GHG emissions from 85 different hydroelectric reservoirs with
a global distribution, it was observed that all the reservoirs are sources of CH4 to the
atmosphere, the majority (88%) are also a source of CO2 (only 12% of reservoirs are net
sinks of CO2) and that there is a large variation in emissions [5].

Knowing the GHG emissions generated by reservoirs is an important factor in making
decisions to finance future projects and discerning how environmentally friendly they are.

The purpose of this study is to review the main methodologies for assessing GHG
emissions from a reservoir, find the most appropriate model to estimate GHG emissions
from a multipurpose reservoir, and present the complete environmental performance of
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a reservoir placed in the temperate zone of Eastern Romania, a country for which data
are limited. On the Romanian territory, there are about 400 large reservoirs totaling 6300
million m3. The chosen Stânca-Costes, ti reservoir is one of the representative reservoirs,
being the second largest in the country.

The models used both for reservoirs for any purposes other than power generation and
for hydropower reservoirs are presented. The results obtained are presented comparatively
to help stakeholders in identifying and choosing the calculation method.

2. Assessment of GHG Emissions from the Reservoirs

Because measuring GHG emissions from reservoirs is not an easy task due to the large
variation in time and space, especially of CH4 emissions, several methodologies for their
evaluation were developed. All methodologies are based on measurements of emissions from
reservoirs located in different climatic zones. The different emission values reported in the
literature show the influence of specific reservoir factors, such as type, climate zone, age and
depth of the reservoir, neighboring land cover types, land uses before flooding and others.

Table 1 shows the estimated GHG emissions from different types of reservoirs and
freshwater ecosystems [10].

Table 1. GHG emissions from reservoirs and freshwater ecosystems [10].

System Type
GHG Areal Rate, (mg/m2/d) CO2 Equivalent Emissions, CO2eq,

(g/m2/yr)CH4 CO2

All reservoirs
160.8 1207.8 2436.38

110–128 1822.68 2695.66–2253.76
Hydroelectric reservoirs 32.16–150 1412–2415 914.49–2742.98

Lakes 53.6 790.56 953.73
Ponds 36.18 1544.52 1012.74
Rivers 8–131 29,111.64 10,725.03–12,251.46

Wetlands 20–84 - 248.20–1042.44

In paper [16], an average global GHG emission is reported (reservoir surface plus
drawdown area emissions and reservoir downstream emissions) from the hydropower
reservoirs of 92 g CO2/kWh and 5.7 g CH4/kWh.

As stated in [32], the lifecycle GHG emissions from hydropower plants range from 1 g
CO2eq/kWh to 2200 g CO2eq/kWh with an average value of 24 g CO2eq/kWh.

A distribution by the source of GHG emission from hydropower reservoirs from
different climatic zones is presented in Table 2 [16,28]. The large variation from one climate
zone to another can be seen as well as the higher contribution of emissions from drawdown
areas and the contribution of CO2 emissions to the total emissions.

Table 2. GHG emissions from hydroelectric reservoirs [16,28].

Climate Zone
Carbon Emission, (mg/m2/d)

CO2 CH4

Reservoir surface

Boreal 753 9.1

Temperate 1500 [16] 20 [16]

386 [28] 2.8 [28]

Tropical 3097 91.3

Drawdown area

Temperate 2110 110

Tropical 3500 [16] 300 [16]

13,000 [28] 235 [28]

The contribution to GHG emissions related to reservoir construction, meaning those from
the activities related to dam construction (raw material extraction, equipment manufacturing,
transportation, and building process of dam), is estimated to be (2.3–37.9) gCO2eq/kWh [27].
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In paper [26], an average global emission of 173 kg CO2/MWh and 2.95 kg CH4/MWh
was estimated after the emissions from over 1400 hydroelectric power plants were analyzed.
The study emphasizes the importance of analyzing each hydropower plant and the need for
standardized measurement procedures, taking into consideration carbon burial, drawdown
areas and methane bubbles. Additionally, in this paper [26], the following models were
developed using generalized linear models:

• CO2 emission expressed in kg CO2/MWh as a function of the area-to-electricity ratio
(ATER, km2/GWh) and reservoir area (S, km2):

CO2 = −169.73 + 241.86 × ATER + 120.34 × ln(S), kg CO2/MWh (1)

• CH4 emission expressed in kg CH4/MWh as a function of the reservoir age (A, years),
area-to-electricity ratio (ATER, km2/GWh) and maximum temperature (Tmax, ◦C):

ln(CH4) = −9.81 − 0.75 × ln(A) + 1.18 × ln(ATER) + 4.5 × ln(Tmax), kg CH4/MWh (2)

GHG emission expressed in mg C/m2/d, which can also be used in the case of reservoirs
with a use other than energy production, depending on the reservoir age (A, years), erosion
rate (Er, t/ha/yr), reservoir area (S, km2) and maximum temperature (Tmax, ◦C):

CO2 = 494.46 − 4.07 × A + 8.09 × Er, mg CO2/m2/d (3)

ln(CH4) = −12.84 − 0.03 × A + 0.21 × ln(S)− 0.01 × Er + 4.88 × ln(Tmax), mg CH4/m2/d (4)

In [5], CO2 and CH4 emissions from 85 reservoirs between 68◦ N and 25◦ S were
analyzed. The reservoir surface emissions were estimated, correlated to reservoir age (A,
years) and latitude (L, ◦), dissolved organic carbon (DOC, mg/L) and mean reservoir depth
(h, m). Based on the measured data, the CO2 and CH4 emissions were predicted, using the
following multiple-regression equations:

log(CO2 + 400) = 3.06 − 0.16 × log(A)− 0.01 × L + 0.41 × log(DOC), mg CO2/m2/d (5)

log(CH4) = 1.33 − 0.36 × log(A)− 0.32 × log(h) + 0.39 × log(DOC)− 0.01L, mg CH4/m2/d (6)

Ref. [38] presented a calculation tool called HydroCalculator, which, in addition to
calculating financial indicators, also calculates greenhouse gas emissions. The biome carbon
loss (BCL) model based on the initial carbon stock is used to calculate GHG emissions:

Ct = C0

(
e−0.3t

5
+

e−0.03t

3
+

1
2

)
, tonne C/yr (7)

where Ct is the amount of carbon (CO2 and CH4) in tonnes in the year t, C0 is the initial
amount of organic carbon in soil and vegetation in tonnes, and t is the time in years.

This model calculates only GHG emissions from the decomposition of organic matter,
not GHG emissions from turbines and spillway.

Paper [38] calculated the proportion of carbon emitted as CO2 and CH4, observing
that CO2 emissions are 73% of carbon emissions and CH4 emissions are 27%. Carbon
emissions can be converted to CO2 and CH4 by multiplying the values by 44/12 and 16/12,
respectively. CH4 emissions are converted to CO2 equivalents by multiplying the global
warming potential of CH4 specified in IPCC’s Fifth Assessment Report [33].

Ref. [39] presented, in addition to Equation (7), two other calculation equations of CH4
emissions, from the organic matter cycle (OMC model) (Equation (8)) and downstream
emissions (from turbines and spillways) (downstream emission model) (Equation (9)):

EOMCM = 10
(

15.5S0.841 + 1.73S0.927 + 35.2A0.649
)

, g CH4/yr (8)

EDEM = Q × d × c × t, g CH4/yr (9)
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where S is the reservoir surface area (m2); Q is the waterflow (m3/d); d is the effective emission
assumed to be 50% to 80%; c is the CH4 concentration in turbine/spillway water intakes
(g/m3); and t is the annual operation of spillways (1/4 year) and turbines (3/4 year) (days).

In paper [6], their own measurements of methane emissions from reservoirs were
analyzed together with the emissions from 49 other reservoirs from temperate and boreal
zones in order to find the best mathematical relations for estimating emissions according
to the characteristics of the reservoirs. The following regression equations for bubbling,
diffusive and storage emissions were proposed:

• CH4 bubbling emission:

(CH4)bub = 100.838+0.934×log (S)+0.881×log (TP), g CH4/yr
)

(10)

• CH4 diffusive emission:

(CH4)diff = 100.234+0.927×log (S), g CH4/yr (11)

• CH4 storage emission:

(CH4)stor = 107.068+3.304×log (TP)−1.904×log (DOC), g CH4/yr (12)

where S is the reservoir area (m2), TP is the concentration of total phosphorous (μmol/L),
and DOC is the concentration of dissolved organic carbon (mg C/L).

The International Energy Agency Hydropower Implementing Agreement on Hy-
dropower Technologies and Programs (IEA Hydro) developed a framework, which de-
scribes the steps for data collection and analysis and the modeling tools to estimate the
GHG emissions from a reservoir on the principles of net emissions defined by the IPCC.
The estimation of GHG emissions from reservoirs is based on the analysis of the collected
data and four elements of the new reservoir projects (flooded area, reservoir, upstream
catchment area, reservoir outflow facilities, downstream river) [35].

The International Government Panel on Climate Change guidelines [2] recommend
estimating the diffusion emission of CO2 from reservoirs by using the following equation:

(CO2)diff = P × E(CO2)diff × S × 10−3, tonne CO2/yr (13)

where (CO2)diff is the total CO2 emission from the reservoir, tonne CO2/yr; P is the number
of days without ice cover during a year, days/yr; and E(CO2)diff is the average daily
diffusive emissions, kg CO2/ha/d (Table 3).

Table 3. CO2 measured emissions for flooded land [2].

Climate
Diffusive Emission (Ice-Free Period)

E(CO2)diff (kg CO2/ha/d)
Range and Median Values

Boreal wet (0.8–34.5) 11.8
Cold temperate, moist (4.5–86.3) 15.2

Warm temperate, moist (−10.3–57.5) 8.1
Warm temperate, dry (−12.0–31.0) 5.2

Tropical, wet (11.5–90.9) 44.9
Tropical, dry (11.7–58.7) 39.1

To these emissions must be added the degassing emissions, which represent up to
30% of the total CO2 emissions from reservoirs in a temperate moist region and less than
5% in cold temperate regions.

For a preliminary estimate of the total annual CH4 emissions (reservoir surface emis-
sions plus emissions originating from reservoir but emitted downstream of dam) from
reservoirs older than 20 years, the 2019 Refinement to the 2006 IPCC Guidelines for Na-
tional Greenhouse Gas Inventories, Volume 4: Agriculture, Forestry and Other Land Use
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(Chapter 7: Wetlands) [36] recommend the following equation with the emission factors
derived from the G-Res model given in Table 2:

(CH4)tot = (CH4)res + (CH4)downstream = α× EFCH4 × S + α× EFCH4 × S × Rd, kg CH4/yr (14)

where (CH4)res is the annual reservoir surface emissions of CH4 from reservoirs > 20 years
old, kg CH4/yr; (CH4)downstream is the annual emissions of CH4 emitted downstream of
dam, kg CH4/yr; EFCH4 is the emission factor for CH4 emitted from the reservoir surface,
kg CH4/ha/yr (Table 4); Rd is a constant equal to the ratio of total downstream emission of
CH4 to the total flux of CH4 from the reservoir surface, (median value of Rd is 0.09); α is
the emission factor adjustment for the trophic state in the reservoir (it can be estimated
from the trophic index (TI), total phosphorus (TP), total nitrogen (TN) and Secchi depth
(SD), and mean annual chlorophyll-a concentration in the reservoir (Chl-a)) (Table 5).

Table 4. CH4 Emission factors EFCH4 age > 20 [36].

Climate Zone Average Values (kg CH4/ha/yr)

Cool temperate 54.00
Warm temperate/dry 150.90

Warm temperate/moist 80.30

Table 5. Relationship between TI, Chl-a, TP, TN, SD, trophic class and trophic state adjustment factor [36].

TI
Chl-a
(μg/L)

TP
(μg/L)

TN
(μg/L)

SD
(m)

Trophic
Class

Trophic State
Adjustment Factor, α

Range and
Recommended Values

<30–40 0–2.6 0–12 -<350 >4 Oligotrophic 0.7 (0.7)
40–50 2.6–20 12–24 −350–650 2–4 Mesotrophic 0.7–5.3 (3)
50–70 20–56 24–96 650–1200 0.5–2 Eutrophic 5.3–14.5 (10)

70–100+ 56->155 96->384 >1200 <0.5 Hypereutrophic 14.5–39.4 (25)

Paper [36] also recommends the use of the greenhouse gas reservoir (G-res) model as
“currently the only easily and widely applicable model” that uses empirical relationships
between environmental drivers and emissions to estimate reservoir GHG fluxes. The
International Hydropower Association (IHA) in cooperation with the UNESCO Chair in
Global Environmental Change has developed a detailed measurement guide for net GHG
assessment [37] and the powerful and user-friendly G-res tool to assess GHG emissions [21].
Scientists from the University of Quebec at Montreal (UQAM), the Norwegian Foundation
for Scientific and Industrial Research (SINTEF) and the Natural Resources Institute of
Finland (LUKE) have also contributed to the development of the G-res tool [22]. The free
online G-res tool (https://g-res.hydropower.org/ accessed on 5 May 2021) estimates the
GHG emissions resulting from the impoundment of an existing or planned reservoir and
emissions related to human activities and infrastructure. The modeling of GHG emissions
(diffusive CO2 flux, diffusive CH4 flux, bubbling of CH4 and CH4 degassing) is based on
the statistical analysis of gross emissions from 223 reservoirs in all climatic zones consider-
ing the following key governing variables: temperature, reservoir age, littoral area, solar
radiance, phosphorous concentration in the reservoirs, soil carbon content, operating regime
of reservoir, climate zone, land cover, reservoir area and soil type. The user of the G-res tool
should prepare the input data before accessing the tool. The estimated net annual GHG
emissions from a hydropower reservoir result from subtracting the pre-impoundment emis-
sions and emissions from the reservoir due to unrelated anthropogenic sources (activities
within the catchment as sources of nutrients and carbon flowing into the reservoir) from the
post-impoundment emissions. The total annual GHG emissions are calculated by adding to
the net annual emissions the emissions related to reservoir construction.
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3. Case Study: The Stânca-Costes, ti Multipurpose Reservoir

The Stânca-Costeşti (Figure 1) multipurpose reservoir is located on the middle course
of the Prut River, on the border between Romania and the Republic of Moldova. It was
built between 1973 and 1978. It has an area of 6000 ha at normal retention level (NRL)
and a maximum volume of 1400 million m3. In the Romanian Register of Large Dams,
the Stânca-Costeşti reservoir appears on the 49th place in order of height and on the
second place, according to the useful volume of the reservoir (1290 million m3, after the
Iron Gates I with 2100 million m3). The length of the reservoir, at normal retention level
(NRL 90.80 m), is 70 km, and the length at maximum level (Nmax 99.50 m) is 90 km. The
surface of the reservoir at normal retention level (NRL), is of 6000 ha and at maximum level
(Nmax) is of 9200 ha. The reservoir has a reserve provided for flood control of 550 million
cubic meters, which ensures the removal from flood risk of 100,000 ha of agricultural land,
irrigation of 140,000 ha (70,000 on each shore), ensuring the necessary flows for water supply
downstream (10–16 m3/s) and energy production with the help of two power plants with a
hydro unit of 15 MW, at a flow rate of 2 × 65 m3/s with an average annual energy supply
of 2 × 65 GWh [40,41].

To build the reservoir, eight villages were relocated on both banks of the Prut River.
The surface of the river basin of the Prut River in the Stânca-Costesti section is about
12,000 km2, and the average multiannual flow is 81 m3/s.

The dam, made of concrete and local materials, uses the favorable morphological
situation due to the presence of calcareous reefs, which reduce the average width of the
major riverbed from 3–4 km to 400 m.

The GHG emission from the multipurpose reservoir Stânca –Costes, ti is estimated by
using the above mentioned modeling methodologies and the powerful web-based tool G-res.
The input data required by the G-res tool are given in Table 6, and the input data for the
other models are the following: dissolved organic carbon concentration in reservoir water
(DOC = 6.5 mg/L), maximum temperature (Tmax = 30 ◦C); ice-free period (IFP = 319 days/yr);
mean annual chlorophyll-a concentration in reservoir (Chl-a = 10 mg/L) [41] organic carbon
in soil and vegetation (C0 = 50 tonne C/ha) [42]; erosion rate (Er = 0.5 t/ha/yr) [43]; and
concentration of total phosphorous in reservoir water(TP = 0.97 μmol/L).

To determine the average water volume of the Stânca-Costeşti reservoir, the daily
records made by the “Romanian Waters” National Administration (“Prut-Bârlad” Water
Basin Administration) in the period 2002–2018 were used.

 

Figure 1. Cont.
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Figure 1. Stânca-Costes, ti multipurpose reservoir. Reprinted with permission from ref. [44]. Copyright
2021 www.planiada.ro (accessed on 15 January 2021).

Table 6. Data on the multipurpose reservoir Stânca-Costes, ti [45].

Catchment Information Value

Catchment area 12,000 km2

Population in the catchment 150,000
Precipitation 380 mm/yr

Catchment annual runoff 10 m3/s [46]
Community wastewater treatment None

Industrial wastewater treatment None
Land cover in the catchment area Post-impoundment Pre-impoundment

Croplands 64% 64%
Grassland 18% 19%

Forest 16% 16%
Water bodies 2% 1%

Reservoir Information

Country Romania
Longitude of dam 27◦14′00” E
Latitude of dam 47◦51′30” N

Climate zone Temperate

Water uses flood control, water supply (10 m3/s), irrigation (0.8 km3/yr),
hydroenergy, aquaculture (2.9 m3/s)

Impoundment year 1978
Power generation 30 MW
Power connection 110 V

Yearly electricity generation 130 GWh
Reservoir area 59 km2

Reservoir volume (multiannual average) 1.4 km3

Water Level (m above sea level) 126 m
Maximum depth 32 m

Mean depth 23.33 m (Calculated by the G-res Tool)
Littoral area 3.59% (Calculated by the G-res Tool)

Water intake depth 28 m
Soil carbon content under impounded area 0.8 kg C/m2

Annual wind speed at 10 m 6.6 m/s
Water residence time 11.68 yr (Calculated by the G-res Tool)

Annual discharge from the reservoir 3.8 m3/s (Calculated by the G-res Tool)
River Length before Impoundment (m) 70,000 m

Reservoir mean global horizontal radiance 3.24 kWh/m2/d
Mean annual air temperature 13.3 ◦C
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Table 6. Cont.

Catchment Information Value

Construction information

Material excavated and/or used
for construction 500,000 m3

All concrete brought to site for the dam,
tunnels, foundations 4,000,000 m3

All steel brought to site for reinforcement,
pipelines, mechanical and

electrical equipment
5000 tonne

4. Results and Discussions

Using the models presented above and the G-res tool to evaluate the GHG emissions
from the Stânca-Costes, ti multipurpose reservoir, we obtained the results given in Table 7.

Table 7. Comparison of different approaches to estimate reservoir emissions.

Model

Emissions

CO2 CH4
CO2eq

(GWP100 for CH4 = 34)

mg/m2/d kg/MWh tonne/yr mg/m2/d kg/MWh tonne/yr mg/m2/d kg/MWh tonne/yr

Scherer 2016 [26] 327.56 155.88 - 28.57 5.93 - 1298.94 210.72 27,972.67

Barros 2011 [5] 414.35 - - 1.15 - - 453.65 73.59 9769.44

IPCC 2006 [2] 520 - 10,124.4 - - - 520 77.88 10,124.4

IPCC 2019 [36] - - - 13.11 - 287.10 445.73 72.31 9761.40

Total 520 - 10,124.4 13.11 - 287.10 965.73 150.19 19,885.80

Bastviken
2004 [6]

Bubbling - - - 2.46 - 53.88 83.65 13.57 1831.91

Diffusion - - - 1.27 - 27.82 43.19 7.01 945.86

Storage - - - 0.18 - 3.93 6.10 0.99 133.51

Total - - - 3.91 - 85.63 132.93 21.56 2911.27

Vilela 2017 [38] - - 1141.04 19.27 - 422.03 3497.3 567.34 15,490.06

Bergier
2007 [39]

OMCM - - - 39.24 - 859.321 1334.11 216.42 29,216.91

DEM - - - 18.25 - 399.72 620.57 100.67 13,590.48

G-res tool
[22]

Post-
impoundment 205.48 - 4425.00 2.98 - 64.21 306.85 50.83 6608.00

Pre-
impoundment 216.44 - 4661.00 3.06 - 65.94 320.55 53.10 6903.00

Unrelated
Anthropogenic
Source (UAS)

0.00 - 0.00 2.98 - 64.21 101.37 16.79 2183.00

Net reservoir
emission −10.96 0.00 −236.00 −3.06 0.00 −65.94 −115.07 −19.06 −2478.00

There are only three models (Scherer; Barros, Villela) and the G-res tool that calculates
both CO2 and CH4 emissions. The only model that calculates the net GHG emission
(post-impoundment emission minus pre-impoundment emission minus emissions from
unrelated anthropogenic sources) is the G-res tool. It is also the only model that allows
estimating GHG emissions related to reservoir construction, and which calculates the
emissions related to each use of the reservoir (in the case of multipurpose reservoirs).

Regarding the CO2 emission, the IPCC 2006 model (based on measured emissions)
gave the largest emission (520 mg CO2/m2/d), followed by the Barros model (which takes
into account the reservoir age and dissolved organic carbon (414.35 mg CO2/m2/d)), the
Scherer model (which takes into account the reservoir age and erosion rate (327.56 mg
CO2/m2/d)), and the G-res tool (which gave the lowest emission (205.48 mg CO2//m2/d))
(post-impoundment) (Figure 2).
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Scherer [26]            Barros [5] G-res tool  [22]      IPCC 2006 [2]

Figure 2. Estimated CO2 emission from the Stânca-Costes, ti multipurpose reservoir.

The values obtained for methane emission can be divided into two groups: a group
of high values and a group of low values. The first group includes the Vilela plus
Bergier model with 76.52 mg CH4/m2/d, the Scherer model with 28.57 mg CH4/m2/d
and the IPCC 2019 model with 13.11 mg CH4/m2/d. The second group includes the
Bastviken model with 3.91 mg CH4/m2/d, the G-res tool with 2.42 mg CH4/m2/d (post-
impoundment) and the Barros model with 1.16 mg CH4/m2/d (Figure 3).

Scherer [26]           Barros [5]      Vilela [38]    G-res tool [22]    Bastviken [6]   IPCC 2019 [36]

Figure 3. Estimated CH4 emission from the Stânca-Costes, ti multipurpose reservoir.

The G-res tool indicates that the reservoir has a negative net GHG emission of −819 mg
CO2eq/m2/d, which means that the reservoir is a carbon sink, with a lower emission after
impoundment (403 mg CO2eq/m2/d) than before impoundment (1222 mg CO2eq/m2/d).

Among the models that calculate the annual global GHG emission, the G-res tool gave
the lowest emission (6608 tonne CO2eq/yr) (post-impoundment), followed by the Barros
model with 9769.44 tonne CO2eq/yr and the Scherer model with the highest emission of
27,972.67 tonne CO2eq/yr, more than four times higher than the lowest emission.

The calculation of GHG emission from a multipurpose reservoir as function of energy
produced (expressed in kg CO2eq/MWh) is not conclusive, as energy generation is one of
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multiple uses. For the studied multipurpose reservoir, given the reduced installed capacity
of only 30 MW (and therefore the reduced amount of energy produced, 130 GWh/yr) the
calculated amount of GHG emitted per unit of energy produced resulted in being two
times higher than the IHA estimated emission of hydropower [47] (50.83 kg CO2eq/MWh
versus of 23 kg CO2eq/MWh).

The G-res tool solves this shortcoming because it compares the GHG emissions obtained
by using it with the emissions of reservoirs of the same type from the same climate zone.

The net reservoir footprint of −9 g CO2eq/m2/yr is placed at the base of the Gaus-
sian distribution, which ranges from −90 to +1960 g CO2eq/m2/yr and has a peak near
+210 g CO2eq/m2/yr. CH4 diffusive emissions of +43 g CO2eq/m2/yr is very close to the
value that gives the peak of the Gaussian distribution (+40 g CO2eq/m2/yr). CH4 bubbling
emissions of +3 g CO2eq/m2/yr is very close to the value that gives the peak of the Gaussian
distribution (0 g CO2eq/m2/yr). CO2 diffusive emissions of +75 g CO2eq/m2/yr are very
close to the value that gives the peak of the Gaussian distribution (+90 g CO2eq/m2/yr).
CH4 degassing emissions could not be calculated because the reservoir has a deep water
intake. However, its contribution to the overall GHG footprint is relatively small (mean:
14%, median: 4%) [23]. The allocated GHG emissions intensity of 4.1 g CO2eq/kWh is very
close to the value that gives the peak of the Gaussian distribution (0 g CO2eq/kWh). The
CH4 post-impoundment emissions have the following distribution: 93% CH4 diffusive
emissions and 7% CH4 bubbling emissions. The contribution of each use of the reser-
voir is as follows: 26.7% flood control; 5% fisheries; 15% irrigation; 26.7% water supply;
and 26.7% hydroelectricity.

Of course, for a preliminary and rapid estimate of GHG emissions from a reservoir,
simple models can be used that require only a few reservoir-specific factors. For a more
accurate assessment, it is necessary to use a more complex and complete model, such as
the G-res tool. The G-res tool offers the possibility to find out the potential impact that the
creation of a reservoir can have and also to find out if measures are needed to reduce GHG
emissions from a certain reservoir (regardless of the reservoir purpose), or to find out that the
emissions of a reservoir may be the result of human activity that is not related to the reservoir
creation. When the necessary time and tools are available, it is most desirable to perform
long-term measurements to report the actual values of emissions from all sources related to
reservoirs (drawdown area, reservoir surface, turbines, spillway and downstream river).

Taking into account the lifecycle GHG emission intensity from Table 8, if the energy
produced by the Stânca-Costesti reservoir is produced by a coal-fired power plant, ad-
ditional GHG emissions of 103,610 tonnes CO2eq/yr would be generated, and if it was
produced by a natural gas-fired power plant, additional GHG emissions of 60,710 tonnes
CO2eq/yr would be generated.

Table 8. Lifecycle GHG emissions for different electricity generation technologies [47].

Technology
Lifecycle GHG Emission Intensity

kg CO2eq/MWh

Thermal–coal 820
Thermal–natural gas 490

Biomass 230
Solar–PV 48

Hydropower 23
Nuclear 12

Wind 12

5. Conclusions

Built to meet human needs, multipurpose reservoirs increase human well-being, but they
cause changes in the water quality, ecosystem and flow regime of river networks. They are
considered neutral in terms of GHG emissions, but they may become considerable sources of
GHG depending, especially, on the climatic zone in which they are located and their uses. The
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creation of a water reservoir on a river leads to the generation of GHG, due to biogeochemical
processes in the reservoir. The calculation of GHG emissions of the studied reservoir, which is
placed in a temperate zone and has multiple uses of water, shows that they are lower than
those of a lake (306.85 g CO2eq/m2/yr versus 953.73 g CO2eq/m2/yr).

Knowing the GHG emissions from the reservoir is useful to accurately report the
greenhouse gas (GHG) emissions. To calculate the CO2 emission, four models were used;
to calculate the CH4 emission, six models were used. If the difference between the highest
(520 mg CO2/m2/d) and the lowest CO2 emission value (205.48 mg CO2/m2/d) is more
than two-fold, the difference between the highest CH4 emission (76.52 mg CH4/m2/d) and
the lowest emission value (1.16 CH4 mg CH4/m2/d) is much larger, by about 65 times.

Because not all the methodologies reviewed make an overall assessment of GHG
emissions and because some are used only for hydropower reservoirs—except the G-res
tool, which estimates the GHG emissions from the reservoir surface, drawdown, turbines
and spillway—it is difficult to compare the results obtained by applying the methodologies
to the multipurpose reservoir, Stânca-Costes, ti.

In the absence of a standardized methodology for calculating GHG emissions from the
reservoirs, the reviewed models can be used in correlation with the available data on reservoirs.
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Abstract: Addressing environmental issues has been a significant challenge. Malaysia is one of
the fastest-growing countries in terms of economic, social, and land use development but high in CO2

emission rates. The introduction of a carbon tax is seen to reduce greenhouse gases emission (GHG),
but the uncertain extent of implementation, based on economic theory, remains unknown. Hence,
the current study’s objectives are to assess residents’ knowledge and attitude towards GHG. It is also
to analyse the factors influencing residents’ Willingness to Pay (WTP). Three hundred and eleven
(311) residents from Klang were selected using convenience sampling. The result shows that most
of the respondents were willing to pay and had medium knowledge and a high level of attitude
towards GHG. Poisson regression analysis results showed that gender, age, income, education,
number of households, and marital status variables significantly influenced the maximum WTP.
Overall, the residents’ WTP for a carbon tax was estimated at RM36.31 per year for open-ended
(CVM): RM36.96 and double bound (CVM): RM35.65. A mechanism such as investment in green
technology, eco-transportation, and green energy using the tax can be applied. This study is pivotal
towards achieving SDG 13: Climate action.

Keywords: greenhouse gases emissions; willingness to pay; carbon tax; knowledge; attitude; contin-
gent valuation method

1. Introduction

1.1. Introduction and Problem Statement

Addressing environmental issues has been a significant challenge for many countries
striving for sustainable economic development [1]. Carbon dioxide is identified as one of
the main components of greenhouse gases and can be used to produce diesel fuel [2,3].
These days, the use of fossil fuels has become a worldwide issue. Human activity in devel-
opment has released large quantities of carbon dioxide (CO2) and other greenhouse gas
into the atmosphere [4].

Human activities, including burning fossil fuels, deforestation, land development,
and electricity production contribute to climate change. In the end, this climate change
will cause a greenhouse effect. Atmospheric greenhouse gases concentrations, such as
CO2, methane (CH4), and nitrous oxide (N2O) have been attributed to human activity
since the 1750’s [5,6]. Emissions of greenhouse gases have contributed significantly to air
pollution and affected climate changes by increasing the atmosphere’s temperature [7,8].
The release of CO2 gas, resulting from fossil fuels while producing fuel worldwide, has
also contributed to global warming [1].

The most significant increase in energy consumption and CO2 emissions occurred
in cities, especially where growing populations enjoyed higher living standards and mate-
rial prosperity [9]. Increasing demand for energy resources also affects living standards
through urbanisation and industrialisation [10]. This is because the increase in demand for
energy resources, especially fossil fuels, will increase CO2 emissions. As a response, about
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40 national jurisdictions and more than 20 cities, states, and regions have implemented or
planned an explicit carbon price, covering approximately 7GtCO2e, accounting for about
12% of global annual greenhouse gas emissions [8,11]. The number of carbon pricing tools
implemented or planned has increased from US$20 to US$38 [12]. There has been concern
that carbon pricing will damage industrial competitiveness. As such, most clear prices are
still low, about less than US$10 per ton of carbon dioxide only, and there is no mechanism or
plan to increase them [11]. Some countries also provided exemptions or special treatment
for their most polluting energy-intensive industries, thereby limiting the effectiveness of
the carbon price [11]. For example, the British Government pledged to reduce greenhouse
gas emissions by at least 80% by 2050 [13]. In order to reduce the emissions, they introduced
the Contracts for Difference (CFD), Renewable Obligation (RO), and Feed in Tariff (FIT)
exemption schemes to all the industries [13].

In Southeast Asia, Malaysia is one of the fastest-growing countries in terms of eco-
nomic, social, and land use development [14]. The CO2 emission rate in Malaysia in 2018
measured 2210.6 ton, while in 2017 it was only 2123.3 ton. In 2016, the CO2 emission
rate measured 2044.1 ton [15]. Many sources of CO2 have led to increased emissions
in Malaysia [16]. Coal power plants function as one of Malaysia’s major sources of
CO2 emissions [17]. Expanding tourism development will also increase CO2 emissions
in Malaysia [18]. This is because tourist arrivals in Malaysia will increase CO2 emissions
through transportation services [19]. Industrialisation in Malaysia can also create pollution
in the environment, resulting in rising CO2 emissions [20].

Malaysia’s CO2 emissions are mainly caused by electricity consumption, mobility,
and municipal solid waste accumulated in landfills [21]. CO2 emissions in Malaysia
are associated with fossil fuels for the production of commodities and from the house-
hold sector’s demand [22]. Not only that, but particulate matter 10 (PM10) also exceeds
the Malaysian air quality guideline in Petaling Jaya, Gombak, Kelang, Kajang and Kuala
Lumpur. This is affecting human health already [23]. The primary contributor sources
of PM10 in Malaysia include power generation, motor vehicles, and industries [24,25].
Usually, the elderly, children, patients with respiratory problems, heart disease, and allergy
patients are the victims of the effects of particulate matter [26,27]. When air pollution
rises to a dangerous level, the fatality rate will peak [28]. In order to raise standards and
enact pollution control measures, local and national governments increasingly gather cost
and benefit information about the level of pollution levels to support them in overcoming
the issue [23]. Hence, a WTP study is helpful to estimate the economic benefits of air
pollution reduction.

Economic valuation is defined as a measurement of the economic value of the benefit
of conservation. It reveals a price for ecosystem services to provide information to decision-
makers, and hence, facilitates quantification of the trade involved and help in the decision-
making process [29]. Willingness to Pay (WTP) measures the maximum amount of money
an individual is willing to pay to increase the quality of an item or service that can be
experienced [30].

Few countries’ citizens also faced issues about citizen acknowledgement about air
pollution. In China, most of the public had little knowledge level concerning the impacts of
air pollution on natural resources availability and people’s health [31]. Attitudes towards
air pollution is low, especially towards climate change and WTP for reducing air pollu-
tion [32]. In Germany, consumers lacked knowledge and information about air pollution
and the voluntary carbon offset market [33]. The citizens there also experienced low or zero
knowledge of voluntary carbon offsetting. Knowledge about carbon offset will influence
the demand for voluntary carbon offsets [34]. The resident’s or citizen’s attitudes may lead
to good intentions. However, it must be noted that certain elements such as social norms,
lack of knowledge, change of behaviour, and education may act as a barrier in combating
air pollution [35].

In Malaysia, many citizens did not acknowledge aspects of air pollution. Many
Malaysians did not have any experience or ideas about carbon reduction programmes
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in combating air pollution [36]. Some Malaysians also did not know about the origin
and source of air pollution [37]. They also lacked sufficient knowledge of environmental
protection and conservation [38]. The typical citizen attitude towards air pollution is
somewhat thoughtless. Only a few Malaysians have experience buying a carbon offset
initiative [36]. Most of them were not interested in paying for air quality improvement
because they lack environmental awareness [39]. Malaysian citizens also have a negative
attitude towards public transportation as they preferred to drive their private vehicles [39].
Overall, knowledge about and attitudes towards air pollution will affect the WTP, which
is particularly important [40]. The citizen’s understanding of air pollution may influence
their attitudes towards the effectiveness of those policies set by The Intergovernmental
Panel on Climate Change. The citizen’s practices and lifestyle could influence the emission
of greenhouse gases [41].

There are scant studies done in Malaysia on the WTP for a carbon tax that involves
the residents’ greenhouse gas emissions reduction. This is because a large majority of stud-
ies focused on the developed country only. No study or research evidence has investigated
the issue in Malaysia, or developing countries, on a carbon tax.

Therefore, Klang, Selangor was chosen as the research area due to the air pollution
index of Malaysia. Klang holds the highest air pollution index among Kuala Selangor,
Petaling Jaya, Shah Alam, and Banting [42]. The statistic by the Department of Statistics
Malaysia stated that, throughout the year 2018, Klang holds the highest record in August,
which is 227API. The overall result in Selangor is the status index of air quality in Klang,
where 271 days is good, 91 days is moderate, and two days is unhealthy [43]. The cargo
and container traffic in Port Klang, also known as the busiest port in Malaysia, has many
imports and exports, and contributes to this situation [44].

The choice of the area was considered strategic because there are many residents
in Klang. As the country grows, the population will also increase. In 2018, there were
1,025,000 people in Klang, of which 552,400 were male, and 472,700 were female, compared
to 2017 and 2016, where the population had a total of 1,008,000 and 991,600 individuals, re-
spectively [43]. The annual population growth rate in Klang was 1.6% in 2018, 1.7% in 2017,
and 1.8% in 2016 [43]. However, of 1,025,000 individuals, 117,000 are non-citizens [43].
The rise in population will increase the emissions rate due to cascade effects serving peo-
ple’s needs [7]. Pollution, such as fossil fuel use, increases the number of buildings and
cars, will cause a rise in greenhouse gas emissions [45].

Hence, this study focuses on estimating the WTP for a carbon tax in Malaysia using
the double bound CVM and the open-ended CVM method for comparison purposes.
The specific objective of the study is to assess Klang residents’ knowledge and level of
attitude towards greenhouse gases emission. It is also to analyse the factors influencing
the residents’ willingness to pay for a carbon tax generally and estimate their willingness to
pay for a carbon tax in Klang specifically. It will guide future consideration in determining
the carbon tax and hopefully help achieve sustainable development for future generations.
Not only that, but this research will also help to achieve the Sustainable Development
Goals (SDG) in Malaysia, principally SDG 13: Climate Action, which is mainly focused on
reducing GHG emissions [8].

1.2. Literature Gap

Existing studies as shown in Table 1 include general studies on WTP for air quality
improvements through greenhouse gases emissions reduction [31,32,39,45–51]. Some
studies focused on specific aspects of transportation with a focus on vehicle owners, such
as those by Brouwer, Brander, and Van Beukering [52]; Gupta [53]; Rotaris and Danielis [54];
Rizali et al. [30]; Schwirplies et al. [34] and airline services by Jou and Chen [55]; Shaari
et al. [36]. Other aspects include companies’ carbon emissions trading schemes [56]. Hence,
in terms of a literature gap, following Zhang; Wang; Sun and Liu [57], only 12% of the total
world publications on carbon tax were from 1991 to 2014. In addition, general studies found
on WTP for greenhouse gas emissions reduction are slightly outdated and not getting much
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attention in ASEAN countries per se, including Malaysia. Therefore, there is a need to
conduct a study that focuses on the residents’ willingness to pay for a carbon tax to ensure
the knowledge on this subject matter is updated from time to time.

Table 1. Summary of existing literature on carbon tax.

Author Country
Type of

Carbon Tax
Method of Study Factors

WTP (Price per
Unit)

Brouwer et al.
(2008) United Kingdom Emission based CVM (Open ended,

Double bounded)

Nationality, Flying frequency,
Awareness, Price ticket,

Household income

€25 (RM122.02) per
ton CO2-eq

Carlsson et al.
(2010)

Sweden, China,
United States Emission based CVM (Open ended,

Payment card)

Gender, Age, Household size,
Education, Income, Religious,

Political affiliation

2000 SEK (RM972.88)
per year per
household

Diederich and
Goeschl (2011) Germany Emission based CVM (Single bounded,

Payment card)

Cash prize, Gender, Age,
Number of children, Education,
Personal benefit, Future benefit,

Lifestyle, Carbon footprint

€6.30 (RM30.75) per
ton of CO2

Tsang and Burge
(2011) United Kingdom Emission based CVM (Iterative

bidding)
Level of income,

Social-economic background

Between £1.45
(RM7.97) and £2.97
(RM16.33) per year

Blasch (2013) Switzerland Emission based CVM (Single bounded,
Payment card)

Age, Gender, Academic level,
Monthly gross income, Marital
status, Knowledge of offsetting

78 CHF (RM349.35)
per tCO2

Duan et al. (2014) China Emission based CVM (Open ended,
Iterative bidding)

Gender, Annual income,
Education, Political orientation,

Member of environmental
organisation, House ownership,

Car ownership

CNY201.86
(RM124.29) per year

or CNY16.82
(RM10.36) per month

for each person

Jou and Chen
(2015) Taiwan Emission based CVM (Open ended,

Single bounded)

Education level, Annual
number of flights, Monthly

income, Age, Gender

NT$39.05 (RM5.91)
per passenger

Tolunay and
Başsüllü (2015) Turkey Emission based CVM (Open ended,

Payment card)

Unplanned urbanisation,
Residence, Age, Gender, Marital
status, Occupation, Number of
household members, Income

per capita

US$23.52 (RM94.61)
per consumer

Gupta (2016) India Emission based CVM (Open ended,
Single bounded)

Interest, Environmental
activeness, Use of public

transport, Quality of public
transport, Age, Education,

Family size, Individual income

Rs581.5 (RM32) per
people

Bazrbachi et al.
(2017) Malaysia Emission based CVM (Single bounded)

Gender, Age, Efficiency of
public transport, Education

level, Health index, Income, Air
pollution concern

RM4.99 per trip

Akhtar et al.
(2017) Pakistan Emission based CVM (Open ended,

Single bounded)

Gender, Age, Education level,
Marital status, Number of

children, Number of
households, Monthly income,

Air quality area

US$9.86 (RM39.66)
per month or US$118
(RM474.65) per year

Jones et al. (2017) United States Emission based CVM (Open ended,
Single bounded)

Age, Education, Gender,
Ideology, Income, Attitudinal

belief

US$3.66 (RM14.72)
per year per
household

Kotchen et al.
(2017) United States Emission based CVM (Single bounded,

Double bounded)
Education, Gender, Household

size, Income, Age
US$177 (RM711.98)

annually

Rizali et al.
(2017) Indonesia Emission based Open ended CVM

Car ownership, Level of
education, Car insurance

availability

Rp 432.182,70
(RM1225.12) average

per year

Schwirplies et al.
(2017) Germany Emission based CVM (Iterative

bidding)

Level of contribution, Politics,
Religious, Age, Gender,

Number of children, Education
level, Residents, Compensation

scheme

€52 (RM253.80) or
€53 (RM258.68) per

tCO2e
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Table 1. Cont.

Author Country
Type of

Carbon Tax
Method of Study Factors

WTP (Price per
Unit)

Nastis and
Mattas (2018) Greece Emission based CVM (Open ended,

Single bounded)

Age, Education level, Level of
income, Household size,

Gender

€81 (RM395.34) per
household

Zhao et al. (2018) China Emission based CVM (Open ended,
Double bounded)

Types of company, Carbon
market, Potential, Sector type,

Company size, Experience

35 yuan (RM22.81)
per tCO2e

Rotaris and
Danielis (2019) Italy Emission based CVM (Single bounded,

Double bounded)

Attitudes and belief,
Environmental awareness,
Political affiliation, Place of
residents, Car ownership,
Gender, Age, Education,

Employment status, Income
level

€101 (RM492.95) to
€154 (RM751.63) per

litre

Shaari et al.
(2020) Malaysia Emission based CVM (Open ended,

Double bounded)

Bid price, Income, Gender, Age,
Education, Job, Offset

information, Occupation

RM86.00 per
passengers

2. Materials and Methods

2.1. Research Location

The study was conducted in Klang, Selangor, as shown in Figure 1. Klang is part
of Klang Valley, which is the primary economic zone in Malaysia [58]. The land area of
Klang is 632 km2 [59]. There are nine districts in Klang Valley which include Gombak,
Hulu Langat, Hulu Selangor, Klang, Kuala Langat, Kuala Selangor, Petaling, Sabak Bernam
and Sepang [60]. The state legislative area consists of Kota Anggerik, Batu Tiga, Kota
Kemuning, Sungai Kandis, Sentosa, Pandamaran, Bandar Baru Klang, Pelabuhan Klang,
Selat Klang, Sementa and Meru.

 
Figure 1. Geographical map of Klang, Selangor. Source: Klang Land and District Office [60].

2.2. Model Specification for Double Bound CVM and Open-Ended CVM

Table 2 shows the variables used in the analysis of WTP.

191



Sustainability 2021, 13, 10118

Double Bound CVM

WTP = β0 + β1Price + β2Environment attitude + β3Gender + β4Age +

β5 Monthly gross income + β6Education + β7Household size +

β8Marriage status + E
Open-Ended CVM

MAX WTP = β0 + β1Environment attitude + β2Gender + β3Age +

β4 Monthly gross income + β5Education + β6Household size +

β7Marriage status + E

Table 2. Variables-variables used in the analysis are listed below.

Dependent Variable with 1 If a Respondent Is Willing to Pay for the Amount Asked
to Them, 0 Otherwise

Maximum (MAX) WTP

Initial BID Bid price levels set out in the CVM question (Dichotomous choice format) RM 5, RM 10,
RM 15, RM 20

BID2 Follow-up the bid assigned

Environment attitude Likert scale

Gender 1 for male, 2 for female

Age Age of the respondent (years)

Monthly gross income Income of the respondents (RM/month)

Education 1 for primary, 2 for secondary, 3 for diploma, 4, degree, 5 for master/PhD, 6 for others

Family size Household size of the respondents (people)

Marital status 1 for single, 2 for married

E Random error

2.3. Research Design
2.3.1. Data Sources

This study uses primary data and secondary data. For secondary data involved the use
of reading sources: libraries, texts, journals, magazines, and reports to assist in collecting
data and information to facilitate the process of completing research. For example, the re-
searcher obtained additional information from the Klang Town Planning Department that
is unavailable in the written material in libraries or published on a website.

For all the objectives, primary data were collected. This research uses quantitative
methods to obtain data. This method only involved the use of questionnaires. The ques-
tionnaire was distributed to the targeted respondents. Researchers distributed the ques-
tionnaires online using an online platform to the targeted respondents living in the vicinity
of Klang, Selangor. Internet surveying is expected to obtain higher response rates and
is more affordable than face to face or phone based surveying [61]. Online platforms
such as Facebook, Messenger and WhatsApp were used to distribute the questionnaire.
Besides that, the chain referral technique was used, where friends and family members
who reside at Klang can fill and subsequently refer to their friends, colleagues, and neigh-
bours. Email services were also used to email the questionnaire to the government and
non-governmental offices to boost the response rate. Before that, a letter of application
of distribution was sent to the authorities to approve distribution to make sure proper
permissions were obtained and the flow of data collection was smooth. Finally, with all
parties’ cooperation, all the data were collected and analysed, supported, and presented.
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2.3.2. Questionnaire Design and Structure

The questionnaires were provided in English. The questionnaires consist of closed
and open-ended questions.

The questionnaire has five main sections. Section one covers the air quality in Klang,
Selangor. Section two is the residents’ knowledge of greenhouse gases emission. Section
three involved the residents’ attitude towards greenhouse gases reduction. Section four
covers their willingness to pay. Section five includes respondent demographics.

In the questionnaire, both the Open-ended and Single Bound and Double Bound CVM
elicitation techniques were used for the willingness to pay part. For the latter technique,
the dichotomous choice format question was used. A double-bounded logit model is more
efficient than the single-bounded as the value obtained is deemed to be more reliable about
the respondent’s willingness to pay [62]. For Double Bound CVM: four different sets were
used in which the WTP price is different in terms of the starting bid price for CVM question
which set A (RM5), set B (RM10), set C (RM15), and set D (RM20). Based on Bid 1: RM5
(Set A), if the option “yes” is chosen, the WTP amount will be increased by RM5 for each
bid. If the option “no” is chosen, then the bid’s lower amount will be presented as shown
in Table 3. Next, for open-ended CVM, the respondents were asked about the maximum
value they are willing to pay for air pollution as shown in Table 3. The respondents were
given a scenario about air pollution as shown below:

Table 3. Willingness to Pay (WTP).

D1.Let us say a household must pay RM 5 a year for a carbon tax in Klang, Selangor.
Are you willing to pay?

� Yes (please proceed to question D2)
� No (please proceed to question D3)

D2. Let us say a household must pay RM 10 a year for a carbon tax in Klang, Selangor.
Are you willing to pay?

� Yes (please proceed to question D4)
� No (please proceed to question D4)

D3. Let us say a household must pay RM 2.50 a year for a carbon tax in Klang, Selangor.
Are you willing to pay?

� Yes (please proceed to question D4)
� No (please proceed to question D4)

D4. What is the maximum amount that you are willing to pay for a carbon tax Klang, Selangor?
(please state)

• Maximum payment is RM per year.

Example of scenario:
Klang is well known for being the most polluted city in Selangor state, with the highest

index of Air Pollution Index (an air quality measurement) almost every day. Klang also has
the third-highest population in Selangor. The increase in population in Klang throughout
the years also will result in further impacts on the environment, especially air pollution.
With the money collected through a carbon tax, activities such as investment in new
sustainable energy, technology (e.g., solar energy, wind energy, energy-efficient cars),
awareness program, policy, and many more will be proposed to help in greenhouse gases
reduction.

This study will help understand residents’ willingness to pay for a carbon tax in Klang,
Selangor.

Before answering the following question, think about:

• The amount of willingness to pay is based on the ability to pay once every year.

Based on the scenario above, please mark (
√

) how much you are willing to pay for
a carbon tax in Klang, Selangor.
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2.4. Validity and Reliability Analysis

Before distributing the questionnaire to respondents, the questionnaire was validated
by five experts in the field.

Validity is an instrument in which an idea is precisely measured in quantitative
research [63]. Validity is also an essential term in instrument development [64]. Validity
only calculates what it wants to measure. There are three types of validity: criterion validity,
content validity, and construct validity [63,64]. For this study, only content validity was
used to minimise the potential error for the questionnaire.

Content validity refers to the extent to which the study instrument measures all
aspects of the structure accurately [63]. Content validity can help improve the possibility
of obtaining the effectiveness of the support structure at a later stage [65].

The researchers selected a total of five panels of experts in economics to measure
the instrument. Each panel received a questionnaire to provide their comments and
evaluate them. The personnel from the panels conducted a four-point scale questionnaire
to rate them by. The point scale used was 1 = not relevant, 2 = somewhat relevant, 3 =
relevant, 4 = very relevant. All these scales were used in all sections of the questionnaire
for each question. Content Validity Index (CVI) and Aiken’s V method was conducted to
analyse the point filled by the panel to obtain the accurate result. However, Scale-level-CVI
(S-CVI) was calculated using the number of items in the tool that received a “very relevant”
rating [66]. It is recommended that scales with excellent content validity be 0.78 or higher
for I-CVI while for S-CVI/UA and S-CVI/Ave for 0.8 and 0.9 or higher, respectively [67].
In addition, ideally, a value of 1.00 in I-CVI should be present if there are five or fewer
judges, and in the case of six or more judges, I-CVI should not be less than 0.78 [65].
Furthermore, another researcher supported that an S-CVI/Ave value of more than 0.9 has
excellent content validity [66]. It is recommended that a minimum S-CVI should be 0.8 for
reflecting content validity [65]. Otherwise, the question will have to change or be removed
to gain better validity.

Fifty items were identified in the questionnaire. The result shows the average validity
for all sections using Aiken’s formula gained 0.73 for all sections. However, S1 gained 0.74,
followed by S2, S4, and S5, each gaining 0.73. Lastly, S3 gained 0.68 only. Overall, the re-
sult shows that content validity is slightly lower than the proposed 0.78 [65]. Therefore,
an adjustment towards the questionnaire was made.

After validation, comments, and suggestions were shared, the researcher made the nec-
essary correction. After correction, the final questionnaire was distributed to the respondents.

Next, for reliability, a pilot study was conducted with 40 respondents. For Section 2:
knowledge, the reliability was Kuder-Richardson coefficient of reliability (K-R20). The re-
sult shows that the value obtained is 0.6347, which ranked strong (0.61–0.79), as shown
in Table 4.

Table 4. Kuder-Richardson coefficient of reliability rank.

Reliability Coefficient Level of Reliability

0.81 or more Near complete agreement
0.61–0.80 Strong
0.41–0.60 Moderate
0.21–0.40 Fair
0.00–0.20 Poor agreement

Source: Kuder and Richardson [68].

Next, for section three (Residents’ attitude towards greenhouse gas emissions), Cron-
bach’s Alpha strength analysis tested the reliability. The result showed that the Cronbach’s
Alpha values obtained is 0.804 for only 12 questions in total, whereby the level of reliability
is good. Therefore, after removing two questions, question number five and eight, the re-
sults of Cronbach’s Alpha values turn out to be 0.860, suggesting that the level of reliability
is very good, as shown in Table 5.
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Table 5. Cronbach’s Alpha.

Reliability Coefficient Level of Reliability

0.90 or more Very good
0.80–0.89 Good
0.60–0.79 Normal
0.40–0.59 Doubted
0.00–0.39 Rejected

Source: Faizal, Lee, Leow, Wei; Pallant [69,70].

2.5. Open-Ended CVM

Mean WTP can be easily affected by the assumed formation of the end of the dis-
tributions [71]. Mean WTP will be measured by confirming no negative amount from
the respondents for a carbon tax using the equation proposed by Honu [72] as shown
in Equation (1).

Mean WTP =
1
N

N

∑
i

WTPi (1)

Source: Honu [72].

2.6. Sampling Technique

The total population in 2018 in Klang, Selangor was 1,025,000 people, and 552,400
were male while 472,700 were female [15]. Thus, after computing using the formula by
Yamane [73], as shown in Equation (2), the total number of respondents needed for this
research was 400. The study respondents were selected using non-probability sampling,
which is an easy sampling method to select respondents. The sampling procedure was
taken using convenience sampling, where the respondent was easier to reach. The lack of
a sample size frame is suitable for this type of sampling [74].

n =
N

1 + N(e)2 (2)

Source: Yamane [73].
n = 1025000

1+1025000(.05)2

= 399.844
≈ 400

(3)

Nonetheless, the study could not obtain the required sample size, which was possible for
311 only. Although the study did not meet the requirement as proposed by Yamane [73], using
the G* Power 3.1 application for sample size calculation, the minimum sample size required
for a multiple regression analysis such as Poisson regression was estimated at only 89 samples
based on (Effect size: f2) = 0.15, α err prob: 0.05, Power (1-β err prob) = 0.95 and (6) number of
predictors. Therefore, 311 respondents were sufficient for analytic purposes.

2.7. Data Analysis

The analysis used in this study was descriptive analysis and inferential statistical
analysis. This research used percentage statistics, mean scores, standard deviations, fre-
quency, crosstab, central tendency distribution, and standard deviation for descriptive
analysis. The data were retrieved and analysed using descriptive analysis of mean scores
using the Statistical Package for Social Sciences (SPSS) software version 25 to obtain the fre-
quency and mean scores and then draw a conclusion to obtain the results. The mean
score value was determined based on Lendal’s [75] guidance, which interprets the mean
score according to the mean score average set. The overall result was used to carry out
the answer for objectives one and two. For inferential statistical analysis, this research
used Poisson regression for open-ended CVM and logit regression for double bound CVM.
The data was prepared and analysed using the STATA software version 15 to identify
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the coefficient and p-values by looking at the variables. Descriptive analysis was used to
answer objective one for knowledge and attitude, covering percentage statistics, frequency,
and mean scores. However, inferential statistics analysis was used to answer objectives two
and three, involving a regression model. Both analyses were used to answer the objectives
and research questions.

3. Results and Discussion

3.1. General Information on Respondent Demographic

Table 6 shows the respondents’ demographic data. The result shows that female
respondents were 57.6% (179) of the respondents, while male respondents were 42.4%
(132). Female respondents are more sensitive and worry about health and environmental
problems [36]. This is different from the result from Chang [41]; Diederich and Goeschl [51],
whereby male respondents were more common than females, as females said they were
not familiar with such a statement and are unwilling to participate in the survey. As for
the age factor, the result shows that the highest category is age 18–25 years, which was
35.4% (110) of the respondents. However, the lowest category is the age higher than
56 years at 8% (25) of the respondents. The elderly are unwilling to pay for air quality
improvement as it will not benefit them [23]. Age is also one of the variables determining
the willingness to pay [36]. The result also shows that 79.1% (246) of the respondents
have a degree in education. However, only 0.3% (1) of the respondents choose other
qualifications in their qualification level. The higher the respondents’ level of education,
the higher the willingness to pay for carbon offset [36]. The result also shows that marital
status shows few differences, in which marital status was 50.5% (157) of the respondents,
and a single status was 49.5% (154) of the respondents. The marital status does not influence
the willingness to pay to improve air quality [39].

Table 6. Respondent demographic.

Gender
Frequency
(n = 311)

Percent

Male 132 42.4
Female 179 57.6

Age

18–25 110 35.4
26–35 84 27
36–45 56 18
46–55 36 11.6
>56 25 8

Education level

Primary 5 1.6
Secondary 7 2.3
Diploma 14 4.5
Degree 246 79.1

Master and PhD 38 12.2
Others 1 0.3

Marital status

Single 154 49.5
Married 157 50.5

Number of individuals within a household (including you)

1–3 people 59 19
4–6 people 217 69.8
>7 people 35 11.2
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Table 6. Cont.

Gender
Frequency
(n = 311)

Percent

Employment status

Student 76 24.4
Self-employed 44 14.1

Government sector 69 22.2
Private sector 95 30.5

Retired 22 7.1
Others 5 1.6

Monthly gross household income (overall)

B40 (<RM4360) 190 61.1
M40 (RM4361–RM9619) 75 24.1

T20 (>RM9619) 46 14.8

Monthly gross income

<RM2000 92 29.6
RM2001–RM3000 59 19
RM3001–RM4000 46 14.8
RM4001–RM5000 31 10

>RM5001 83 26.7

Results also show that the number of households from four to six people has the high-
est percentage, which was 69.8% (217) of the respondents. In comparison, the number
of households with more than seven people have the least respondents, at only 11.2%
(35) of the respondents. The increasing number of adults will decrease the willingness
to pay for improving air quality [39]. Approximately 30.5% (95) of respondents work
in the private sector, while only 1.6% (5) work in the others sector. Most of the respondents
who work in the professional sector are willing to pay more than the non-professional
sector [23,36]. There are 61.1% (190) of the respondents whose monthly gross income is
in the B40 category, while there were 14.8% (46) of the respondents whose monthly gross
income is in the T20 category. A respondent with a higher income is willing to pay more
since they can afford it even at a higher price [36]. People in a high-income category, have
an illness, or are able to witness the depletion of air quality are more likely pay to improve
the air quality [39]. As much as 29.6% (92) of the respondents earn a monthly gross income
less than RM2000, while only 10% (31) of the respondents earn a monthly gross income
from RM4001 to RM5000. This is supported by Fong et al. [7] that the higher the income,
the higher the energy used, and emission produced.

3.2. General Information on Air Quality in Klang, Selangor

Table 7 shows a total of 311 respondents from the distribution of the questionnaire.
Regarding satisfaction with air quality in Klang, results show that 69.5% (216) of the overall
respondents were not satisfied with the air quality. In comparison, 30.5% (95) of the respon-
dents were satisfied with the air quality. This is because Klang is currently undergoing
an urbanisation process, which leads to an increase in population. The increase in popu-
lation will eventually lead to the occurrence of many pollutions, including air pollution.
This is supported by Fong et al.; Tolunay and Başsüllü and Chen [7,45,76] who argued that
the rapid increase in population will increase the emissions rate.
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Table 7. Air quality in Klang, Selangor.

Are you satisfied with the air quality in Klang?
Frequency
(n = 311)

Percent

Yes 95 30.5
No 216 69.5

Are you concerned about the air pollution in the community
where you live?

Yes 253 81.4
No 58 18.6

How severe would you say is the air pollution in the community
where you live?

Low 49 15.8
Moderate 230 74

High 32 10.3

How would you feel about the quality of air pollution?

Worried 246 79.1
Not worried 65 20.9

Who do you think should be primarily responsible for
the reduction of air pollution?

Government 11 3.5
Citizen 13 4.2

Industries 41 13.2
Non-Governmental Organisation 9 2.9

All the above 237 76.2

What is your most favourite way to obtain knowledge related to
air pollution and related protective measures?

Television 42 13.5
Internet 227 73
Books 7 2.3

Newspaper 9 2.9
Lecturer 4 1.3
Friends 21 6.8
Others 1 0.3

Are you aware of the greenhouse gases emission reduction
measure?

Yes 236 75.9
No 75 24.1

If you were responsible for designing a plan to address
greenhouse gases emission reduction, which of the following
technologies would you use? (Multiple responses possible)

Solar energy 189 13.5
Energy-efficient appliances 120 73

Energy-efficient cars 123 2.3
Wind energy 82 2.9

Nuclear energy 26 1.3
Carbon capture and storage 53 6.8

Note: For the last questions, the respondent may choose more than one answer.

For the concern about air pollution in the respondents’ community, results show that
81.4% (253) of respondents were concerned about the air pollution in the community they
lived, while only 18.6% (58) respondents were not concerned. This is because air pollution
can lead to various illnesses and diseases. This is supported by Gupta [53] that the increase
in local air pollution can become a dilemma in health and welfare impacts.
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About 74% (230) of the respondents rank their air pollution level in their community
to be moderate. This is because the areas in which they reside are not exposed to anthro-
pogenic activities. This is supported by Chang [41] that most of the respondents answered
that man-made activities cause pollution. However, 15.8% (49) of respondents ranked their
air pollution level in the community as low. This is because their community area might be
considerably far from the industrial or town area. Air pollution can contribute to many
adverse side effects, especially in human health, agriculture, and industrial production [39].
Only 10.3% (32) of respondents ranked their air pollution level in the community they live
in as high. This is because they live near urban areas exposed to pollution, as the city’s
heart tends to cause air pollution resulting from more anthropogenic activities. This is
supported by Rotaris and Danielis [54] that urban communities are more vulnerable to air
pollution resulting from transportation and others.

There were 79.1% (246) of respondents worried about air pollution quality, while only
20.9% (65) were not worried about the quality of air pollution. Exposure to significant air
pollution can lead to many dangerous diseases that contribute to various health problems.
Thus, respondents are very aware of it. This is supported by Krupnick, Rowe, Lang;
Cropper, Simon, Alberini, Arora, Sharma [77,78] who argued that the rise in air pollution
levels will lift the public concern rate. Individuals that live in highly polluted areas are
willing to pay more than the slightly polluted area [23].

Taking responsibility for the reduction in air pollution is essential in combating air
pollution. A total of 76.2% (237) of respondents selected “all of the above” that everyone (gov-
ernment, citizen, industries, non-governmental organisation) should be primarily responsible
for reducing air pollution. This is because air pollution can be solved with the cooperation of
all parties. However, only 2.9% (9) of the respondents selected that non-governmental organi-
sation should be responsible for reducing air pollution. This is because non-governmental
organisations such as The Clean Air Forum Society of Malaysia (MYCAS) can help share more
information effectively throughout the whole nation. Companies and the authorities should
work together to control air pollution [36]. This is supported by Chang [41] that the central
and local governments, industrial firms, non-governmental organisations, international or-
ganisations, and individuals and families should be responsible for air pollution. This is also
supported by Fong et al. [7] that researchers and policymakers oversee reducing air pollution.
Research by Akhtar et al. [39] shows that 65.5% of the respondents believe that every citizen
should be responsible for pollution.

A total of 73% (227) respondents prefer to obtain knowledge related to air pollution
and related protective measures by the Internet; nowadays, getting information online is
much more efficient and affordable. Internet surveys tend to obtain higher response rates
than face to face and phone surveys [61]. This is supported by Chang [41] that 70% of his
respondents obtain awareness through mass media. However, only 0.3% (1) of respondents
obtained such knowledge and measure through family members.

For awareness of greenhouse gas emission reduction measures, 75.9% (236) of re-
spondents are aware of it, while only 24.1% (75) respondents are unaware of it. This is
because the air pollution issue is prevalent globally. Thus, it became a hot topic in news
coverage. This is supported by Ameyaw and Yao [79] that global environmental change
is crucial for humans. Among those technologies provided to address greenhouse gas
emission reductions, those 236 respondents choose solar energy to be their highest priority
at 31.87% (189). This is because solar energy is clean and renewable. The majority of
the respondents support the ideology that solar energy is one of the ways to reduce carbon
from the atmosphere [61].

Secondly, an energy-efficient car was an option chosen by a total of 20.74% (123) of
respondents. This is because energy-efficient cars primarily use electrical energy, which
produces less pollution and is better for the environment than fossil fuel-based cars. Eco-
friendly transportations can reduce air pollution significantly [7,80]. This is supported
by Chang [41] that his respondents can help reduce pollution by bringing down daily
transportation. Thirdly, energy-efficient appliances are chosen by 20.23% (120) of respon-
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dents. This is because energy-efficient appliances use lesser energy to operate. Thus, it can
help reduce electricity bills. This is also supported by Chang [41] who showed that his
respondents were willing to pay for green products. Wind energy was selected by 13.82%
(82) of respondents supporting it. This is because wind energy can produce electricity
that can minimise the use of burning fossil fuels. The local support for wind energy is
highly supported as it will decrease the annual electricity costs [81]. Subsequently, carbon
capture and storage only accumulate 8.93% (53) of respondent choice. This is because this
strategy is too expensive in terms of capturing it. Curry [61] mentioned that a majority of
the respondents did not know about carbon capture and storage before. Lastly, nuclear
energy has the lowest percentage, with only 4.38% (26) of the respondents. This is because
nuclear energy is too dangerous if it is not managed correctly and professionally. Therefore,
it is firmly rejected by the respondents. This is supported by Curry [61] that the public is
puzzled about using nuclear power plants to solve climate change issues.

3.3. General Information on Residents’ Knowledge of Greenhouse Gases Emission

Table 8 shows the residents’ knowledge of greenhouse gases emissions. From the re-
sult, we can identify that 98.4% (304) of respondents know that global warming is one of
the issues most countries face, while only 0.3% (1) of the respondents are unsure about
this. Fong et al. [7] also mentioned that global warming is one of the issues most countries
face. The majority of the respondents acknowledged global warming and its consequence
of increasing temperature [61]. This is also supported by Shah et al. [1] that the release
of carbon dioxide gases contributed to global warming worldwide. Next, respondents
also know that the costs for carbon sequestration service can ensure that future genera-
tions live healthily when most of the respondents, or 69.1% (215), answered yes. This is
different from the research by Curry [61] that carbon sequestration terms are unfamiliar
to the respondents. Therefore, most of them are unsure about it. However, only 5.5%
(17) of respondents do not know about it. In addition, the result shows that 61.4% (191)
of the respondents know that political changes will affect climate regulation, while only
13.8% (43) of the respondents are unsure about this statement. This is supported by Rotaris
and Danielis [54] that political understanding is one factor affecting environmental policy.
Besides that, 37.3% (116) of the respondents know about carbon offset, while 29.3% (91)
of the respondents are unsure about carbon offset. This is not supported by Blasch [47]
who showed only 17% of the respondents are aware of carbon offset. The same goes for
research by Shaari et al. [36] that almost half of the respondents have no idea about carbon
offset, and only a few got involved in it.

Furthermore, the result shows that 83.6% (260) of the respondents do not know that
temperature has not increased globally. However, only 8% (25) of the respondents were
unsure about this statement. This is different from research done by Harris Interactive [82],
whereby 74% of the respondents believe that carbon dioxide and other harmful gases
can contribute to global warming and finally lead to an increase in temperature. Plus,
83.9% (261) of the respondents know that the emission of the carbon monoxide causes
air pollution, while only 4.5% (14) of the respondents are unsure of such a statement.
Emission of carbon monoxide from transportation, industrial and power plants released
into the atmosphere will result in air pollution [61].

Moreover, the result shows that 93.2% (290) of the respondents know that the emis-
sion of waste gases causes air pollution. However, only 1.3% (4) of the respondents do
not know about that. Furthermore, 88.4% (275) of the respondents know that investing
in energy-saving technology can aid in combating air pollution, while only 3.2% (10) of
the respondents do not know about this statement.
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Table 8. Residents’ knowledge of greenhouse gases emission.

Item
Frequency (n = 311)

Ranking
Yes No Do Not Know

Knowledge 1 306 (98.4) 4 (1.3) 1 (0.3) 1
Knowledge 2 215 (69.1) 17 (5.5) 79 (25.4) 6
Knowledge 3 191 (61.4) 77 (24.8) 43 (13.8) 12
Knowledge 4 116 (37.3) 104 (33.4) 91 (29.3) 8
Knowledge 5 26 (8.4) 260 (83.6) 25 (8) 10
Knowledge 6 261 (83.9) 36 (11.6) 14 (4.5) 5
Knowledge 7 290 (93.2) 4 (1.3) 17 (5.5) 4
Knowledge 8 275 (88.4) 10 (3.2) 26 (8.4) 11
Knowledge 9 290 (93.2) 16 (5.1) 5 (1.6) 2
Knowledge 10 86 (27.7) 209 (67.2) 16 (5.1) 7
Knowledge 11 32 (10.3) 263 (84.6) 16 (5.1) 9
Knowledge 12 286 (92) 18 (5.8) 7 (2.3) 3

Knowledge 1: Global warming is one of the issues faced by most countries. Knowledge 2: Costs for carbon
sequestration service can ensure that future generations live in a healthy manner. Knowledge 3: Political changes
will affect climate regulation. Knowledge 4: I know about carbon offset. Knowledge 5: The temperature has not
increased globally. Knowledge 6: Emission of carbon dioxide causes air pollution. Knowledge 7: Emission of
waste gases causes air pollution. Knowledge 8: Investing in energy-saving technology can help in combating air
pollution. Knowledge 9: Global climate change is already taking place. Knowledge 10: Global climate change
is not happening now, but it will happen in the future. Knowledge 11: Global climate change will not occur at
all. Knowledge 12: Humans have caused the temperature to increase. Note: The ranking ranges from 1 to 10,
signifying participants’ knowledge from most to least knowledgeable.

Results also show that 93.2% (290) of the respondents know that global climate change
is already taking place. This is supported by research done by Rotaris and Danielis [54]
that most of their samples believe that climate change has occurred. On the other hand,
only 1.67% (5) of the respondents do not know about this statement. Besides that, we can
identify that 67.2% (209) of the total respondents do not know that global climate change
is not happening now. However, considering if it will happen in the foreseeable future,
only 5.1% (16) of respondents do not know about this statement. In addition, the result
shows that 84.6% (263) of the respondents do not know that global climate change will
not occur at all, while only 5.1% (16) of the respondents are unsure about this statement.
Lastly, humans have caused the temperature increase; the result shows that 92% (286) of
the respondents know about it, while only 2.3% (7) of the respondents are not sure about
this statement.

3.4. General Information on Residents’ Attitude towards Greenhouse Gases Emission Reduction

Table 9 show residents’ attitude towards greenhouse gas emission reduction. First,
it clearly shows that every effort towards climate protection is effective because almost
all the respondents strongly agree with this statement and obtain the highest percentage,
which is 36.7% (114) of respondents. In comparison, only 1.9% (6) of the respondents
strongly disagreed with this statement. Next, we can also notice that the residents would
also contribute part of their income if they were sure that the money would be used to
prevent atmospheric pollution with 36.7% (114) of the respondents agreeing with it. How-
ever, there are only 4.5% (14) of the respondent who strongly disagreed with the statement.
Respondents would pay more if they were convinced that quick action would prevent
pollution [61]. Besides that, for statements educating younger generations about environ-
mental protection is important shows that 72.7% (226) of the respondents strongly agree
with it (e.g., encourage carpool). However, only 0.3% (1) of the respondents disagreed
with this statement. Promoting environmental education should be implemented during
primary school age [36].
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Table 9. Shows residents’ attitude towards greenhouse gases emission reduction.

Item
Frequency

Mean Ranking Score
Level1 2 3 4 5

Attitude 1 6
(1.9) 16 (5.1) 74 (23.8) 101 (32.5) 114 (36.7) 3.9678 5 High

Attitude 2 14 (4.5) 23 (7.4) 91 (29.3) 114 (36.7) 69 (22.2) 3.6463 7 Medium

Attitude 3 1 (0.3) 0
(0) 8 (2.6) 76 (24.4) 226 (72.7) 4.6913 1 High

Attitude 4 2 (0.6) 9 (2.9) 77 (24.8) 80 (25.7) 143 (46) 4.1350 4 High
Attitude 5 25 (8) 43 (13.8) 128 (41.2) 66 (21.2) 49 (15.8) 3.2283 10 Medium
Attitude 6 9 (2.9) 43 (13.8) 112 (36) 78 (25.1) 69 (22.2) 3.4984 9 Medium
Attitude 7 11 (3.5) 14 (4.5) 89 (28.6) 108 (34.7) 89 (28.6) 3.8039 6 High
Attitude 8 6 (1.9) 51 (16.4) 90 (28.9) 87 (28) 77 (24.8) 3.5723 8 Medium

Attitude 9 0
(0)

3
(1) 44 (14.1) 112 (36) 152 (48.9) 4.3280 2 High

Attitude 10 3
(1)

3
(1) 44 (14.1) 131 (42.1) 130 (41.8) 4.2283 3 High

Attitude 1: Every single effort towards climate protection is effective. Attitude 2: I would contribute part of my income if I were certain
that the money would be used to prevent atmospheric pollution. Attitude 3: Educating younger generations about the knowledge of
environmental protection (ex. encourage carpool) is important. Attitude 4: Reduction in the use of air-conditioning can be made by me
to improve the current atmospheric situation. Attitude 5: Protecting the environment should be given priority, even it might increase
the unemployment rate. Attitude 6: I often cut back on driving a car to protect the environment. Attitude 7: Protecting the environment is
necessary, even if it will slow down economic growth. Attitude 8: Government must bear the full cost of reducing air pollution. Attitude 9:
Citizen is responsible for climate change. Attitude 10: I feel obligated to protect the climate.

Moreover, the result shows that there are 46% (143) of the respondents who know that
reducing of the use of air-conditioners can be made with an improvement of the current
atmospheric situation, while only 0.6% (2) of the respondents strongly disagreed with
this statement. Reducing pollution is a more efficient way than energy conservation
to prevent climate change [61]. Furthermore, we can also identify that 41.2% (128) of
the respondents feel neutral about the statement that protecting the environment should
be given priority even though it might increase the unemployment rate. However, only
8% (25) of the respondents strongly disagreed with this statement. This is supported by
Fong et al. [7] who showed it is essential to regulate environmental quality, although it may
reduce job opportunity, education, and quality of life. Enhancing the environment quality
can offer more job opportunities [83].

Plus, we can know that 36% (112) of the respondents feel neutral about cutting back
often on driving a car to protect the environment. Meanwhile, there are only 2.9% (9)
of the respondents who strongly disagreed with this statement. This result is supported
by Fong et al. [7] that reducing the transportation sector can protect the environment.
In addition, the result shows that 34.7% (108) of the respondents agreed that protecting
the environment is necessary, even it will slow economic growth, while only 3.5% (11)
of the respondents strongly disagreed with that. Air pollution can result in economic
loss. Therefore, the public put pressure on the authorities to approach the situation with
action [39].

On the other hand, the result shows that 28.9% (90) of the respondents feel neutral
about the government’s statement that the government must bear the total cost of reducing
air pollution. In comparison, only 1.9% (6) of the respondents strongly disagreed with this
statement. Respondents believe that they should not bear the cost of reducing air pollution,
but the authorities and companies of service should instead [36]. Authorities must put
effort into controlling pollution [39].

Furthermore, the result shows that 48.9% (152) of the respondents strongly agreed
that the citizens are responsible for climate change, whereas only 1% (3) of the respondents
disagreed with such a statement. Ideally, passengers and the public must be well educated
about climate change [36]. Lastly, 42.1% (131) of the respondents agreed that they feel
obligated to protect the climate. However, only 1% (3) of the respondents strongly disagreed
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with this statement that they feel obligated to protect the climate. This is supported by
Akhtar et al. [39] that most respondents worry about the air quality as it is crucial towards
their health.

3.5. General Information on the Willingness to Pay Responses
3.5.1. Single Bound CVM and Double Bound CVM

The variables used from the single bound CVM and double bound CVM are gen-
der, age, number of households, income, education, marital status, knowledge, attitude,
and gross income to identify the p-value. However, the result shows that all the variables
are insignificant, whereby the WTP estimations using the bid 1 and bid 2 variables is
acceptable. Hence, to solve this situation, this study was conducted using the Poisson
regression for open-ended CVM, where the dependent variables are the maximum WTP.
Poisson regression can allow no random item in the variables, and the variance does not
contain an error component [84]. Therefore, most of the p-value results show significance
at level 1% and 10%.

Table 10 shows the Poisson regression residents’ maximum WTP as the dependent
variable. All the results below are based on the collection of 311 respondents from the ques-
tionnaire. The result shows that the variable gender is significant at a 1% level. A negative
coefficient for gender means that the male is more willing to pay more than the female.
This shows that male respondents are more willing to pay for environmental improvement.
This result is inconsistent with Safian and Hamzah; Shaari et al. [36,80] that females are
more willing to pay for environmental conservation. The result shows that variable age
is also significant at the 1% level. A negative coefficient for age means that the younger
respondents are more willing to pay for a carbon tax. This is supported by Safian and
Hamzah; Lu and Shon [40,80] that younger respondents believed in paying for environ-
mental protection. However, this is different from the research done by Shaari et al. [36]
that the older respondents are more willing to pay for a carbon tax to ensure the future
generations’ environment is conserved. The result shows that variable income is also signif-
icant at the 1% level. A positive coefficient for income indicates that the higher the monthly
gross income of the respondents, the more they are willing to pay for a carbon tax. This is
supported by Fong et al. [7] that a passenger with high earning is willing to pay for carbon
prevention to minimise emissions and pollution.

Table 10. Poisson regression.

Variables Coef. Std. Err. z p > |z| [95% Conf. Interval]

Gender −0.0991372 0.0191298 −5.18 0.000 *** −0.136631 −0.0616434
Age −0.007413 0.0009105 −8.14 0.000 *** −0.0091975 −0.0056285

Income 0.0000177 2.30 × 10−6 7.68 0.000 *** 0.0000132 0.0000222
Education 0.1040986 0.0155919 6.68 0.000 *** 0.0735391 0.1346581

Number of households −0.046041 0.0060985 −7.55 0.000 *** −0.0579939 −0.0340881
Attitude −0.0141071 0.0199381 −0.71 0.479 −0.0531851 0.0249709

Marital status −0.0376537 0.0213806 −1.76 0.078 * −0.0795588 0.0042514
_cons 3.840645 0.1167101 32.91 0.000 *** 3.611898 4.069393

Note: *** significant at 1% level of confidence; * Significant at 10% level of confidence.

The result shows that variable education is significant at a 1% level. A positive coeffi-
cient for education means that the higher the level of education obtained by the respondents,
the more the willingness to pay for a carbon tax. This is because educated respondents
know more aspects concerning environmental issues [36]. This is supported by Masud,
Al-Amin, Akhtar, Kari, Afroz, Rahman MS, Rahman [85] that education level plays a role
in determining the willingness to pay a respondent for a carbon tax. The result shows that
a variable number of households is significant at the 1% level. A negative coefficient for
the number of households means that when the number of households is lower, the more
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willing they are to pay a carbon tax. This is because it will cause a burden to a big family,
especially low-income families. Akhtar et al. [39] proved that the increasing number of
family members decreases the willingness to pay for improved air quality. The result
also shows that the attitude of the respondents is not significant. The result shows that
the marital status of the respondents is significant at the 10% level. A negative coefficient
for marital status means that if the respondents are singles, they are more willing to pay
a carbon tax. Tolunay and Başsüllü [45] proved that the singles would be willing to pay for
air quality improvement than those who are married, divorced, or widowed.

3.5.2. Estimation of WTP for Open-Ended and Double Bound CVM

The result shows that the mean WTP (based on the open-ended CVM) for this re-
search is RM36.97 per year, while double bound CVM is RM35.65 per year. Comparing
with the double bound WTP result, this defines that the amount of WTP is higher by
RM1.32 only. The proposed average value is RM36.31 per year. Parts of Malaysians based
in Klang, Selangor, are willing to pay more money and contribute part of their income for
environmental protection [86].

The mean WTP findings by Safian and Hamzah [80] show that Malaysian consumers
are willing to pay about RM6.5 yearly towards environment protection, which is lower than
our result. In addition, the mean WTP findings worth a total of US$3.66 (RM14.82) over
20 years are willing to pay by the respondents in Colorado River, United States, to reduce
greenhouse gas emissions [50]. Compared to our study, the result is lower than our mean
WTP. However, the mean WTP findings from a study by Shaari et al. [36] mentioned that
passengers in Malaysia are willing to pay RM86 per trip for a carbon offset, which is higher
than our result to reduce the emissions. Lastly, the mean WTP findings from Tolunay and
Başsüllü [45] study is higher with a maximum of US$23.52 (RM95.26), with a willingness
to pay by the community in Turkey to implement carbon sequestration services.

Overall, the result is acceptable. Therefore, the average maximum WTP for a carbon
tax is RM36.31 per year.

3.5.3. Open-Ended CVM

The mean WTP can be calculated by dividing the sum of WTP, starting with WTPi
and ending with WTPN , with the total number of items of WTP where 1 is the total amount
of WTP, N is the total number of respondents, i is the exponential function.

Mean WTP = 1
311 (11497)

= 36.97

3.5.4. Double Bound CVM

Table 11 shows the double bound CVM. Maximum WTP is the dependent variable
in this study. The result shows the maximum willingness to pay by the respondents
towards carbon tax based on double-bound contingent valuation methods worth RM35.65
only. The government can levy as much as this amount per year if the carbon tax proposal
is proposed.

Table 11. Double bound CVM.

Coef. Std. Err. z p >|z| [95% Conf. Interval]

Beta_cons 35.64819 3.2316 11.03 0.000 *** 29.31437 41.98201
Sigma_cons 21.98887 3.072689 7.16 0.000 *** 15.96651 28.01123

Note: *** significant at 1% level of confidence.

3.5.5. Reasons

Figure 2 shows the reasons why people are willing to pay. There are many reasons why
people are willing to pay a carbon tax. Based on this research, the result shows that the main
reason that people are willing to pay for a carbon tax is that they feel responsible for their
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contribution to climate change, which shows a total of 37%. This is supported by Shaari
et al. [36] that a traveller is presumably willing to pay extra for their airfare to minimise
emissions. The second reason that influences them is that they care about the environment
in general, which accumulate 32.5%. The younger generations are more responsible for
the environment [36]. The third reason, which obtained 14.1% of the respondents, was
to avoid future natural disasters. People wish to preserve the forest to ensure that future
generations are safe from future disasters [45,51]. The fourth reason, which has a percentage
of 7.4% from the respondents, states that the environment has the right to be protected
irrespective of the costs. The rest of the reasons, to reduce future economic damage costs
and not willing to share their opinion, each obtained 6.8% and 2.3% from the respondents.

Figure 2. Reasons why people are willing to pay.

Figure 3 shows some reasons why people are not willing to pay. There are many
reasons why people are not willing to pay a carbon tax. Based on this research, the result
shows two main reasons why people are not willing to pay for a carbon tax, which each
accumulates a total of 33.8%. First is their income being too low. This is supported
by Chang [41] that the low-income level would become a burden for the respondents,
especially when the prices are too high. The second is that they do not believe that such
a program would have any real impact. This is supported by Rotaris and Danielis [54] that
the failure of government programmes on environmental motive has reduced the public’s
confidence towards those programmes. However, this is not supported by Blasch [47] that
the respondents appreciate the authority’s effort on carbon offset. The third reason which
obtains a 17.4% from the respondent is that they prefer to spend their money on other
things. The fourth reason is that they are unwilling to share their opinions, which shows
7.1% of the respondents. The rest of the reason is that climate change does not affect them
or their family, and they feel irresponsible for their contribution to climate change which
each obtain a result of 4.2% and 3.9%. Some respondents think that emissions reduction is
not their responsibility [36]. Women are more willing to pay and be responsible for their

205



Sustainability 2021, 13, 10118

children to ensure their future [36]. This is supported by Chang [41], whereby an estimation
of 30% of his respondents said that global warming is not their responsibility, and it is
something they cannot control. Research by Shaari et al. [36] mentioned that respondents
are also not willing to pay as airfare costs are already high.

 

Figure 3. Reasons why people are not willing to pay.

Figure 4 shows the administrator deemed to be appropriate to collect the money
obtained from this carbon tax. This research shows that the Ministry of Science, Technology
and Innovation has the highest percentage, 61.4% of the respondents. The second adminis-
trator hat is appropriate to collect the money obtained from this carbon tax is the Inland
Revenue Board Malaysia. This is the second highest which obtain a percentage of 21.2%
from the respondents. Next, the result shows that 10.3% of the respondents think that
the Ministry of Finance should collect the carbon tax. Followed by a total of 5.8% of the re-
spondents think that other entities should collect the carbon tax. Lastly, the respondents
believe that the Royal Malaysian Customs Department should collect it, which only obtains
1.3% of the total percentage.
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Figure 4. Administrator deemed appropriate to collect the money obtained from this carbon tax (ONE only).

4. Conclusions

This study assessed the knowledge and level of attitude towards greenhouse gases
emissions and estimated the willingness to pay for a carbon tax. Most of the respondents
were willing to pay because they feel responsible for their contribution to climate change.
Most of the respondents are not willing to pay because their income is too low, and they do
not believe that such a program would have any real impact. Most of the respondents are
not satisfied with the air quality in Klang, and most of the respondents are also concerned
and worried about the air pollution in their respective community areas. Moreover, respon-
dents also rank their air pollution level in the community they live in as moderate only.
Many of the respondents also think that all the above parties, including the government,
citizens, industries, and non-governmental organisations, should be primarily responsible
for reducing air pollution. They prefer to obtain their knowledge related to air pollution
and related protective measure from the internet. Most of them are also aware of the mea-
sures concerning greenhouse gases emission reduction. Moreover, they supported the idea
that solar energy is the perfect technology to address greenhouse gas emissions reduction.
The result shows that the variables that significantly influenced the maximum WTP were
gender, age, income, education, number of households at 1% level, and marital status
at 10% level. Overall, the conclusion revealed that the average maximum of residents’
WTP for a carbon tax is RM36.31 per year. The CVM was used to estimate the number
of residents willing to pay for a carbon tax. The respondents also think that the Ministry
of Science, Technology and Innovation should be the one who is appropriate to collect
the money from this tax.

As a recommendation, the decision-makers should consider residents’ preference on
WTP for a carbon tax. This is to make sure that the amount is acceptable by the residents
and worth the value. For example, the results derived from the residents’ WTP amount
from this research can be proposed as a start to the implementation process in Malaysia.
Thus, it will be acceptable among Malaysians.

Other than that, the result suggests that governments can conduct awareness cam-
paigns to expose residents to environmental issues and the importance of a carbon tax.
By exposing the information about an environmental issue and the importance of car-
bon tax, residents will get involved in more environmental conservation activities that
contribute to the environment more. For example, campaigns can be conducted using
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various mediums such as newspapers, social media, broadcasts, and talks to reach a diverse
audience. Thus, it will be highly informative and accessible to all parties.

Another suggestion is that the current education curriculum can also be reformed.
This is to instil and expose younger generations of students or citizens about the importance
of the environment. Not only that but additionally, knowledge about the current environ-
mental issues will also be led to their acceptance of carbon taxation and its importance.
In the foreseeable future, they are more willing to accept the implementation of a carbon
tax. For example, reforming the education curriculum at the primary school stage can
provide greater insight and awareness during early age.

Lastly, the government should serve as a role model towards citizens about carbon
emission reduction. With the amount of tax collected, subsidies should be allocated to
green technologies to promote clean technology. This can help build a solid and promising
potential in reducing carbon emission socially and, most importantly, serve as a trial before
making it mandatory. For example, the government can reduce or set green technologies to
a more affordable price to encourage more citizens to invest in it to ensure a better future
generation and life.

In conclusion, this research is limited in scope because it was only conducted in resi-
dents around Klang, Selangor. Therefore, it is recommended that future studies should be
implemented throughout the Klang Valley or within Malaysia. Thus, all various opinions
can be collected. Not only that, but it also required more respondents to gain more accurate
results for this study. It is suggested that a larger number can improve the validity and
reliability of the research result.
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Abstract: Bicycle usage is significantly affected by weather conditions. Climate change is, therefore,
expected to have an impact on the volume of bicycle traffic, which is an important factor in the
planning and design of bicycle infrastructures. To predict bicycle traffic in a changed climate in the
city of Berlin, this paper compares a traditional statistical approach to three machine learning models.
For this purpose, a cross-validation procedure is developed that evaluates model performance on the
basis of prediction accuracy. XGBoost showed the best performance and is used for the prediction of
bicycle counts. Our results indicate that we can expect an overall annual increase in bicycle traffic of
1–4% in the city of Berlin due to the changes in local weather conditions caused by global climate
change. The biggest changes are expected to occur in the winter season with increases of 11–14% due
to rising temperatures and only slight increases in precipitation.

Keywords: bicycle traffic; time series; weather; climate change; machine learning

1. Introduction

Cities around the world are facing challenges due to climate change and are increas-
ingly required to formulate and implement adaptation strategies for changed climate
conditions [1]. In transportation planning, this is particularly important for trips that are
greatly affected by weather conditions, such as cycling trips. Many cities promote cycling
as a mode of transport as it does not emit carbon or any other harmful air pollutants
and contributes to a healthier lifestyle by increasing the amount of daily physical activ-
ity [2]. Therefore, planning future bicycle infrastructure will benefit from understanding
the variations in bicycle usage brought about by the characteristics and the extent of climate
change.

However, the scholarly literature on the impacts of climate change on bicycle usage
is rather thin. Indeed, it is well understood how cultural, infrastructural, economic, and
sociodemographic factors affect bicycle usage [3–9]. Furthermore, many studies looked
into the impact of weather conditions on cycling rates and found significant effects of
temperature [10–14], precipitation [9,15–17], wind speed [18–20], snow [21,22], and hu-
midity [6]. Rising temperatures generally tend to increase bicycle traffic, while adverse
weather conditions such as precipitation, snow, and high humidity usually have a negative
impact on bicycle usage. Ref. [23] provides a more comprehensive review of the weather
conditions whose impact on bicycle traffic was analysed.

In contrast, only two studies explicitly address the potential impact of climate change
on bicycle usage with different approaches. Ref. [24] compared people’s mobility behaviour
in years that weather-wise resemble the conditions that are expected to be brought about by
climate change to that in years which resemble average seasonal weather conditions at the
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moment in order to highlight the differences. Ref. [25] trained a negative binomial model
on bicycle count station data and current weather conditions and applied it to predict
future cycling rates on the basis of future weather conditions generated by climate models.

Against this background, this study aims at enriching the scholarly literature by using
machine learning prediction algorithms and data from regional climate models to analyse
the potential impact of climate change on bicycle usage. For this purpose, we focus on
the changes in air temperature, precipitation, and wind speed as predicted by regional
climate models, while keeping constant all other relevant factors such as infrastructure,
economic development, etc. In this way, it is analysed how we would cycle today if we
had the weather of tomorrow.

Hence, we follow the conceptual framework put forward by [25] but attempt to
improve its accuracy by using machine learning models, which are known for their excellent
prediction accuracy [26,27]. We first train four different time series models (seasonal
autoregressive integrated moving average with exogenous factors (SARIMAX), Facebook
Prophet (Prophet), XGBoost, long short-term memory neural network (LSTM)) on local
weather and bicycle count data for the city of Berlin. Hence, we compare the traditional
statistical approach SARIMAX to three are machine learning models suitable for analysing
time series data. In a second step, we select the model with the highest prediction accuracy
(XGBoost) and apply it to predict bicycle traffic based on the altered weather conditions
that we expect in the future due to climate change.

The study is organised as follows. Section 2 presents the database and highlights
necessary pre-processing and data fusion. Section 3 introduces the modelling approach.
Section 4 presents the results, which are further discussed in Section 5, before conclusions
for practitioners are drawn in Section 6.

2. Materials

Bicycle counts, weather, and climate data constitute the primary database for our
study, which is described in more detail in the following two subsections. First, we explain
how the data from the bicycle count stations in Berlin were prepared and aggregated to the
daily level for further analysis. Thereafter, we provide a brief overview of the sources of
weather and climate data used in this paper. In particular, we explain how the projections
of future weather conditions for regional climate models are used in combination with
the local weather conditions measured in Berlin in 2017, 2018, and 2019 to generate three
scenarios of future weather conditions that we expect to be brought about by climate
change.

2.1. Bicycle Count Data

Bicycles constitute an important means of transport in Berlin and account for 15%
of the modal split of all trips conducted on a typical day [28]. For a more precise picture
of its bicycle traffic, the city of Berlin started to install automatic bicycle count stations
in 2012 [29]. Altogether, 26 bicycle count devices were installed throughout the city by
2020. Each device automatically detects the bicycles passing by and reports the aggregated
number of cyclists per hour.

After data preparation and the exclusion of count stations with too many missing
values (see Appendix A for more details), 17 bicycle count devices remained. Figure 1
shows the locations of the remaining bicycle count devices.

The count stations cover the whole area of the city including central, northern, eastern,
southern, and western parts. Furthermore, most of the count stations are located in areas in
which large shares of the population of Berlin live (see also Figure A2 in the Appendix A).
Therefore, we assume that they represent the entire volume of bicycle traffic in Berlin quite
well so that daily, weekly, monthly, seasonal, or yearly variations in the actual volume
of bicycle traffic are also present in our data. Our rather conservative approach to data
preparation gave rise to a data set with consistent patterns across the different count
stations.
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Figure 1. Locations of bicycle count stations in Berlin and corresponding infrastructure type.

After data preparation, various statistical tests were performed to check the stationarity
of the time series and to analyse whether the bicycle counts at the different count stations
follow similar seasonal patterns and react to weather conditions in a similar manner. In
particular, we looked at the mean and variance of the different count stations, computed
correlation matrices and correlation coefficients, and conducted the Augmented Dickey–
Fuller Test and the Kwiatkowski–Philipps–Schmidt–Shin Test. The details of this procedure
are described in Appendix A.

All of these analyses have shown that our data can be regarded as stationary. In
general, stationarity is an important concept in time series analysis and denotes that the
statistical properties of a time series such as the mean and the variance do not change
over time. Stationarity also implies that there is no trend in the time series data such as a
linear growth trend, for example, which leads to increasing values in the data from year
to year. In our case, stationarity implies among other things, that the volume of bicycle
traffic measured at each count station reacts in a very similar way to changes in weather
conditions over the entire period of time covered by our data.

The bicycle counts from these remaining devices were aggregated to a daily level
for two reasons. First, we are interested in predicting the impact of climate change on
the total volume of bicycle traffic in Berlin and not on the number of bicycle counts at
individual stations. Second, the climate change data are generally provided on that level.
There are procedures to narrow the data down to the hourly level but these would increase
the uncertainty considerably.

Our data show a mean of 34,452 bicycle rides per day with a standard deviation of
479. The maximum number of bicycle rides was recorded on 21 June 2017 at 71,367, while
the minimum was detected on 8 January 2017 at 2864. The total number of bicycle counts
per year varied from 11.7 million in 2017 to 13.1 million in 2018 and 13.0 million in 2019.
Figure A1 in the Appendix A provides a graphical illustration of our data with plots of the
daily bicycle counts at each station as well as the aggregated number of counts over all
stations.

2.2. Using Outputs from Regional Climate Models to Generate Future Weather Scenarios

In order to predict the impact of climate change on the volume of bicycle traffic, we
generate changed local weather conditions for the year 2050 according to the three different
Representative Concentration Pathways of the IPCC: RCP2.6, RCP4.5, and RCP8.5. RCPs
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are trajectories of greenhouse gas concentration in the atmosphere describing different
climatic futures adapted by the IPCC.

These emission scenarios for climate change should not be seen as forecasts or pre-
dictions of future climate conditions but rather as expert judgements of plausible future
emissions based on socioeconomical, environmental, and technological developments
incorporated in integrated assessment models. Since the future evolution of anthropogenic
factors cannot be known in advance, the possible effects are presented in different scenarios
describing several possible emission pathways [30].

RCP2.6 (meaning the radiative forcing is 2.6 Watts per square metre (W/m2) in 2100)
shows a peak in greenhouse emission concentration around 2040 and then declines, RCP4.6
stabilises at ~4.5 (W/m2) after 2100, and RCP8.5 increases constantly even after 2100.
Therefore, RCP8.5 can be regarded as a “business as usual” scenario in which no climate
protection actions are realised, even after 2100. RCP2.6 represents a “moderate” emission
scenario and RCP2.6 can be seen as a “climate protection” scenario. For more detailed
information on RCPs and their societal and environmental implications, see [30].

This study uses outputs of a regional climate model (domain: EUR-11, driving model
name: MPI-ESM-LR, realisation: r1i1p1, frequency: day) developed and calculated by
the EURO-CORDEX initiative, which aims at downscaling global climate projections to a
regional scale (12 km ground resolution) for the European continent [31–33]. In fact, the
EURO-CORDEX initiative ran many different simulations with various regional climate
models downscaling the output of 10 different global climate models. In order to decrease
uncertainty and to avoid biases due to the features of a particular model, this study uses
the output of one of those models whose simulations of maximum air temperature, sum
of precipitation, and mean wind speed most often fell into the range of median values
of the outputs of the different models for the three RCPs. To produce realistic climatic
scenarios, the characteristics of their weather conditions need to be consistent with the
actual weather in Berlin. Realistic refers to yearly distributions of weather conditions
in terms of their mean, variance, and range as well as the number of extreme weather
events such as hot days (≥30 ◦C) or days with heavy rain (≥10 mm). To do this, we adapt
the output of regional climate models that predict the expected climatic changes to local
weather conditions that were measured in Berlin in 2017, 2018, and 2019.

Therefore, we carry out the following data preparation steps: First, we link daily
measurements from a local weather station to the bicycle counts to generate the training
basis for the forecast model (see Section 3.2). Second, we calculate the absolute changes in
weather conditions between historical and forecast periods from a regional climate model
to extract the expected impact of climate change. Third, we adapt these expected changes
to the weather conditions measured in Berlin in 2017, 2018, and 2019 in order to generate
realistic local weather conditions for 2050. The details of this procedure are described in
Appendix B.

The results of the data processing are synthetic distributions of the weather variables
for each day of the year, reflecting the expected changes in weather from the future climate
scenarios of RCP2.6, RCP4.5, and RCP8.5. These synthetic distributions will be fed into
our time series model to predict the volume of bicycle traffic in 2020 under the changed
weather conditions that we expect climate change to bring about. Figure 2 illustrates the
results of our adaptation procedure for the RCP8.5 scenario and outlines the synthetic
future values generated in relation to the weather station’s average daily maximum air
temperature, sum of precipitation, and mean wind speed values in 2017, 2018, and 2019.
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Figure 2. Yearly distributions of the synthetically generated future weather conditions and averaged weather station data
from 2017, 2018, and 2019. The dashed blue line shows the reference value of the respective weather variable (top: maximum
air temperature averaged over 2017, 2018, and 2019; centre: absolute precipitation averaged over 2017, 2018, and 2019;
bottom: absolute wind speed averaged over 2017, 2018, and 2019). The orange line illustrates the yearly distributions of the
synthetically generated weather variables based on the data from the RCP8.5 scenario. The RCP2.6 and RCP4.5 scenarios
are excluded from the figure for illustrative purposes.

As can be seen, our adaptation procedure resulted in realistic yearly distributions of
the three weather variables: maximum air temperature, sum of precipitation, and mean
wind speed (see also the Section 4 for a more quantitative comparison). Realistic in this
case means two things. First, the data meet the expected changes to be brought about by
the different climate change scenarios in the number of extreme weather events as defined
by the German Weather Service [34,35], such as hot days (≥30 ◦C) or days with heavy rain
(≥10 mm) (see [33]). Second, the mean, the variation, and the range of the daily values of
the three weather variables also reflect the expected changes to be brought about by the
different climate change scenarios [33]. Hence, our adaptation procedure resulted in three
different yearly distributions for 2020 that realistically portray the mean changes in local
weather conditions in Berlin that can be expected until 2050 on the basis of RCP2.6, RCP4.5,
and RCP8.5.
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3. Methods

In this section, we explain our methodological framework in more detail. For this
purpose, we first illustrate the general research design of this study. Subsequently, the
four time series models that were chosen for comparison are described before we illustrate
the cross-validation procedure developed for model selection. Finally, it is outlined what
independent variables were used (see Table 1) and how the different models were tuned
on the basis of the cross-validation procedure.

3.1. Research Design

Figure 3 illustrates the research design of this study including model selection, data
preparation, and prediction.

Figure 3. Research design. Green arrows indicate processes that refer to model selection and training, while red arrows
denote data preparation steps and blue arrows refer to prediction processes.

We chose to compare three machine learning models to one traditional statistical
approach for time series analysis which can be seen as a sort of benchmark. For this
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comparison, a cross-validation procedure was developed based on the bicycle count data
of 2017–2019 which were enriched with the measured weather conditions for the same
period. The cross-validation procedure was used to tune the four models and to select the
best model on the basis of prediction accuracy.

The trained algorithm is then used to predict bicycle counts for a future year using
synthetically generated weather conditions. As we have measured weather data and
bicycle counts for 2017, 2018, and 2019, we predict the bicycle traffic volume of 2020 under
the changed climatic conditions of 2050 considering the three climate change scenarios
RCP2.6, RCP4.5, and RCP8.5 in order to generate a consistent time series. This means that
we use the different models to predict bicycle volume in 2020 in combination with weather
data for 2050.

3.2. Forecast Models

In the following, we describe the four models that we chose to compare in this study.
All four methods were selected due to their ability to model time series data. As the
objective is to find the best method for the prediction of bicycle counts, prediction accuracy
was used as the central benchmark in the cross-validation procedure. This suggests the
use of machine learning models instead of traditional statistical approaches, as the former
are directly optimised on increasing the prediction accuracy, while the latter are optimised
on improving model fit [36]. Thus, three machine learning models and one traditional
statistical approach are compared with regard to their prediction accuracy in this paper.

Seasonal autoregressive integrated moving average with exogenous factors (SARI-
MAX) constitutes the classic statistical approach for modelling time series data with sea-
sonality [37]. SARIMAX models are parametric approaches based on the concepts of
autoregression and moving averages [37]. As such, they allow a relatively straightforward
interpretation of the relationships between the independent and the dependent variables
and constitute a popular tool for analyses of time series data which aim at clarifying these
relationships [6].

Prophet is a generalised additive model developed by Facebook for time series anal-
yses [38]. It is a non-parametric approach in which the dependent variable is estimated
by an addition of functions of the trend in the data, the seasonality, and the holidays as
well as an error term [38]. While the trend function uses either a logistic or a linear growth
model to capture the trend in the data accurately, the seasonal function relies on Fourier
series to model periodic seasonality [38]. The holiday function incorporates the changes
induced by specific, reoccurring events such as public holiday by assigning each holiday
a parameter corresponding to its impact on the dependent variable [38]. These features
make prophet models more flexible in terms of detecting complex relationship patterns in
the analysis of time series data than SARIMAX approaches, while preserving some degree
of the interpretability.

XGBoost constitutes a regression tree-based ensemble algorithm with a gradient
boosting framework [39]. Hence, XGBoost is used for fitting multiple regression trees, each
based on a random subsample of the data, which are pooled into a so-called ensemble.
The boosting principle denotes that each tree is built on previous trees with particular
emphasis on the mis-modelled values so that the overall prediction performance improves
gradually. Thus, each tree constitutes a separate function and the final prediction output of
the dependent variable is the sum of these functions [39]. These mechanisms increase the
predictive power of XGBoost, yet they also decrease its interpretability. While approaches
to measure the importance of the independent variables in predicting the dependent one
have been developed, these interpretations rely solely on the data used and do not make
any assumptions on general distributions of the variables beyond the data set [40].

Long short-term memory is an artificial recurrent neural network architecture which
is well suited for predictions based on time series data due to its reliance on sequences
rather than single values [41,42]. As all neural networks in general, lstm is a highly flexible
model able to adapt to diverse and complex patterns in different kinds of data ranging
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from tabular data (as in our case) to audio or visual data [41,42]. Yet, this flexibility comes
at the price of decreased interpretability. Indeed, in spite of increasing efforts to open up
the black box of neural networks [43], it still remains difficult to reveal the detected patterns
in the data analysed in an understandable manner.

3.3. Cross-Validation

For selection of the best model, we developed a cross-validation procedure based on
the concepts of simulated historical forecasts and rolling windows. This means that first,
we had to specify a cut-off date. Then, we performed the first training on the data from the
first date the data provide up to this cut-off date, and we made predictions for a specified
time period of the remaining data after the cut-off date, called the forecast horizon. During
consecutive training, the cut-off date was shifted forward in time by half the number of
days of the forecast horizon and we repeated training based on the increased training data
set before making predictions for the new forecast horizon, which extended into the future
from the new cut-off date.

The development of this cross-validation procedure included the testing of many
different specifications. It was, for instance, also tried to shift the cut-off date forward day
by day, by a week, a month, a quarter of the year, etc. In fact, often the results in terms of the
prediction accuracy did not differ that much between different cross-validation approaches.
However, the cross-validation procedure presented in this paper is the one that generally
led to the best results, even if not by large margins.

To provide an example of the cross-validation procedure developed: If 1 July 2017
was chosen as the first cut-off date and the forecast horizon was specified by 30 days, then
the first training was performed on data from 1 January 2017 to 1 July 2017 and predictions
were made for the first 30 consecutive days after 1 July 2017. For the next training, the
cut-off date was shifted by half the number of days of the forecast horizon to 16 July
2017, the algorithm was trained on data from 1 January 2017 to this new cut-off date, and
predictions were made for the first 30 consecutive days after 16 July 2017. This process was
repeated until the shift of the forecast horizon extended beyond the last date of our data
set (31 December 2019).

The final step in our cross-validation procedure was to calculate the mean absolute
percentage error. This was realised by first calculating the mean absolute percentage error
for each specific day of the predictions in consecutive order, then taking the mean of the
mean absolute percentage error for the same days of the different prediction rounds, and
finally taking the mean of the mean absolute percentage error for each day of the forecast
horizon. In the example above, this means first calculating the mean absolute percentage
error for the first day of the forecast horizon for the different predictions, then taking the
mean of these calculations, repeating the same procedure for each other day of the forecast
horizon, and finally taking the mean of the mean absolute percentage errors for each day
of the forecast horizon.

3.4. Model Tuning

Based on our cross-validation procedure, we tuned the four different methods with
the ambition of minimising the mean absolute percentage error for a forecast horizon of
365 days because our objective was to use the best model for the prediction year of 2020.
All models were initially tested with the same set of features, including the numerical
variables maximal air temperature, sum of precipitation, and mean wind speed as well
as the categorical variables day of the week, month, and year, and the dummy variables
public holiday and school holiday. Table 1 provides an overview of the independent and
dependent variables:
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Table 1. Independent and dependent variables.

Name Data Type Unit Temporal Resolution

Independent variables
Maximal air temperature Numeric ◦ Celsius Daily (maximum)
Sum of precipitation Numeric Millimetres Daily (sum)
Mean wind speed Numeric Metre per second Daily (mean)
Day of the week Categorical - Daily
Month Categorical - Monthly
Year Categorical - Yearly
Public holiday Dummy - Daily
School holiday Dummy - Daily

Dependent variable
Bicycle counts Numeric - Daily

As single days constitute our temporal level of analysis, each feature comprises
1095 observations that together cover the three years 2017, 2018, and 2019. As there is
no linear trend in the bicycle counts in Berlin (see Section 2.1), we do not have to apply
differencing transformations to our data. Consequently, it also means that our predictions
for the year 2020 will have no linear trend that would predict a rise or decline in the bicycle
counts, irrespective of the weather.

We applied the auto.arima function from the forecast package in R to evaluate the
SARIMAX method. As the auto.arima function automatically detects the best combinations
of p (autoregression order), d (difference order), and q (moving average order) values as
well as the seasonal components P (seasonal autoregression order), D (seasonal difference
order), Q (seasonal moving average order), and m (the number of time steps for a single
seasonal period) based on the Bayesian Information Criterion (BIC), we did not perform
any further manual parameter tuning for the SARIMAX method. The best model had the
configuration of SARIMAX (3, 1, 1) (0, 1, 0 (365)) and a BIC of 15,826.

Prophet was developed with the specific intention of providing a tool that works
quite well out of the box. Thus, using its implementation in the prophet package in R, we
allowed the model to automatically detect the yearly, weekly, and daily seasonalities in
our data set (with the default Fourier order of 10). We also tested the model by manually
adding monthly seasonalities with a Fourier order of 12 and chose the additive instead of
the multiplicative seasonal effect because we did not observe any changes in the strength of
the seasonal patterns over the three years in our data set. We also chose the linear growth
model because in general, it still seems more appropriate for the development of bicycle
counts than the logistic growth model, although we did not detect a linear trend in the
three years of our data.

For XGBoost, implementation in the library named likewise in Python was used. We
chose the “dart” booster and linear regression as the objective. Since XGBoost was not
developed to automatically detect specific patterns in time series data, categorical variables
for the day of the week, month, and year were added to the training data set as well as the
first lag of our bicycle count data.

For training of the LSTM, based on the keras and tensorflow packages in R, variables
such as day of the week, month, and year were transformed into binary subvectors using
one-hot-encoding. Together with the numerical features (air temperature, precipitation,
and wind speed), these one-hot-encoded variables were then scaled based on the minimum
and maximum of the training data to a range of −1 to 1. In a manual trial and error
approach, different configurations with one and two hidden layers; a batch size of one,
five, and 73; SGD, Adam, and Adamax as optimisers; dropout rates of 0.05, 0.1, 0.2, 0.3,
and 0.5; varying numbers of units in the first and the second hidden layer were tested with
50, 100, 500, 1000, and 2000 epochs. All algorithms were tested with and without weather
information.
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4. Results

This section first describes the results of our model comparison and selection. There-
after, the prediction results of the XGBoost model are illustrated for the bicycle traffic in
2020 under the synthetically generated weather conditions.

4.1. Model Performance, Comparison and Selection

We used our cross-validation procedure to perform an exhaustive grid search for
Prophet and XGBoost to find the optimal configuration of hyperparameters. For Prophet,
this resulted in 5 for seasonality.prior.scale, 0.05 for changepoint.prior.scale, and 20 for
holidays.prior.scale. The optimal values for XGBoost were 0.01 for eta, 0 for gamma, 15
for max_depth, 5 for min_child_weight, 0.5 for subsample, and 1 for colsample_bytree.
The manual trial and error approach applied for the LSTM resulted in two hidden layers
with 100 and 50 units, dropout rates of 0.2, a batch size of 5, the Adam optimiser, the mean
absolute error as loss function, the hyperbolic tangent activation function, and 50 epochs
yielding the lowest mean absolute percentage error.

Figure 4 shows the results of our cross-validation procedure for the best model specifi-
cations of all four methods for six different forecast horizons.

Figure 4. Cross-validation results for different forecast horizons. The colours represent the different methods compared.
The dashed lines show the mean absolute percentage error when only the bicycle counts were used for prediction. The solid
line illustrates the mean absolute percentage error for the predictions based on bicycle counts and weather variables.

The prediction accuracy of all four methods improves considerably if not only the
bicycle count data are used for training but also the weather station measurements on daily
maximum air temperature, sum of precipitation, and mean wind speed. This illustrates
once more the importance of including weather conditions when modelling bicycle traffic.
In particular, the parametric SARIMAX approach improves considerably when the weather
conditions are included as further independent variables in the model. Furthermore, it
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can be seen that the prediction error increases for all methods if the forecast horizon is
extended to 365 days.

Our XGBoost configuration, trained on the bicycle counts and the weather station
measurements, clearly yields the best prediction accuracy for all six forecast horizons.
Its mean absolute percentage error is 11% for the forecast horizon of 365 days, while the
errors for LSTM, Prophet, and SARIMAX are 20%, 25%, and 38% respectively. XGBoost
was therefore chosen for prediction of the future bicycle counts based on the synthetically
generated future weather conditions derived from global and regional climate science
models.

Unfortunately, the relatively high prediction accuracy of machine learning approaches
comes at the disadvantage of a more difficult interpretation of the results. Indeed, it is rather
difficult to illustrate why one model performs better than the other. We assume, however,
that the structure of our data in terms of size and heterogeneity is not complex enough to
fully exploit the advantages of neural network approaches such as LSTM. These constitute
generally the most flexible machine learning methods being able to adapt relatively well to
complex non-linear relationships in the data. Yet, our data only comprised a very limited
number of variables and cases by machine learning standards.

In contrast, XGBoost is based on regression-trees which in our case appears to better
capture the underlying relationships in our data. This might be due to the fact that the
relationship between temperature and bicycle traffic is of a rather linear nature. However,
the relatively bad performance of the SARIMAX approach indicates that there are revenant
non-linear relationships in our data that are better captured by non-parametric machine
learnings methods than by traditional parametric statistical approaches.

4.2. Predictions

Figure 5 illustrates the actual bicycle count data of 2017, 2018, and 2019 and the
predicted bicycle counts per day for the year 2020 on the basis of the weather conditions of
the three different RCPs in 2050.

Figure 5. Actual daily bicycle counts and future predictions. The black line illustrates the actual bicycle counts detected in
2017–2019. Therefore, these values are the same ones for all three RCPs. The light blue line shows the prediction of the
bicycle counts which different among the RCPs due to different weather conditions.
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Our model seems to capture the general seasonal patterns quite well and to some ex-
tent also accounts for the expectable daily variations. Table 2 summarises the synthetically
generated future weather conditions for 2020 and the predicted bicycle traffic for the three
representative concentration pathways compared to the weather station measurements
and the actual bicycle count data of 2017, 2018, and 2019.

Table 2. Weather station measurements, synthetically generated future weather conditions, actual bicycle counts, and
prediction results.

Season 2017 2018 2019 2020 (RCP2.6) 2020 (RCP4.5) 2020 (RCP8.5)

Maximal daily air temperature in ◦Celsius (mean)

Spring 15.35 16.38 15.21 15.94 16.34 16.98
Summer 24.18 27.19 27.30 26.43 27.65 27.92
Autumn 14.22 16.11 15.17 16.18 15.92 17.19
Winter 4.19 5.17 6.65 5.74 5.97 6.52

Daily precipitation in mm (sum)

Spring 89.8 103.5 91 120.92 116.36 129.18
Summer 400.4 97 198.6 393.33 349.76 401.68
Autumn 191.4 55.7 140.1 194.54 246.66 208.18
Winter 114.8 119.7 94.8 137.18 113.84 125.99
Total 796.4 375.9 524.5 845.86 825.61 865.01

Daily wind speed in m/s (mean)

Spring 3.85 3.88 4.23 3.95 3.90 3.92
Summer 3.35 3.47 3.26 3.23 3.17 3.24
Autumn 3.62 3.39 3.22 3.41 3.32 3.35
Winter 3.91 3.86 3.87 3.76 3.71 3.70

Specific weather events (number of days)

Hot days * (≥30 ◦C) 8 31 26 16 24 26
Dry days * 171 240 207 213 227 209
Days with heavy rain * 22 7 13 20 17 19
Days with moderate or
strong winds * 40 34 37 37 37 34

Bicycle counts (sum)

Spring 3,189,554 3,369,275 3,301,122 3,215,209 3,317,420 3,340,132
Summer 4,014,512 4,487,628 4,386,066 4,281,880 4,317,930 4,377,109
Autumn 3,004,748 3,487,274 3,268,441 3,285,980 3,222,224 3,396,897
Winter 1,450,916 1,755,762 2,009,325 1,931,819 1,974,888 1,982,382
Total 11,659,730 13,099,939 12,964,954 12,714,888 12,832,461 13,096,522

* Hot days refers to days with a maximum air temperature of at least 30 ◦C. Dry days are days with less than 0.1 mm precipitation. Days
with heavy rain refers to days with a precipitation of at least 10 mm. Days with moderate or strong winds refers to days with a mean wind
speed of at least 5.5 m/s (Beaufort 4).

In a nutshell, the results indicate that climate change will contribute to an overall rise
in bicycle traffic in Berlin if all other relevant factors are held constant. More specifically,
we expect an increase in bicycle traffic compared to the mean total of 12,574,874 for the
three years 2017, 2018, and 2019 for all representative concentration pathways (RCP2.6:
+140,013; RCP4.5: +257,587; RCP8.5: +521,647). This corresponds to an overall expected
relative increase of 1.1% for RCP2.6, 2.1% for RCP4.5, and 4.1% for RCP8.5. This general
increase, however, varies significantly between the seasons and is slowed down partly by
the expected increase in precipitation.

We expect the highest rise in bicycle traffic in the winter season. Compared to the
mean bicycle traffic for the winters of 2017, 2018, and 2019, our model predicts an increase
of 11.1% in RCP2.6, 13.6% in RCP4.5, and 14.0% in RCP8.5. The main reason for this is
the expected increase in air temperature in winter. Its positive impact on bicycle traffic
outweighs the negative impact of the increase in precipitation that is also expected. In
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addition, comparison of the future predictions with the actual bicycle counts highlights the
very high bicycle traffic in the exceptionally warm and dry winter months of 2019. Only the
winter conditions in RCP8.5 lead to similar bicycle traffic, while the bicycle traffic predicted
for a typical winter season in RCP2.6 and RCP4.5 remains below the level of 2019.

This large increase in bicycle traffic expected during winter outweighs all the changes
in bicycle traffic predicted for the other seasons together. In a typical spring season in
RCP2.6, we expect a decrease in bicycle traffic by 2.2% due to relatively high precipitation.
In RCP4.5, the average maximum air temperature rises a bit, while precipitation is a bit
lower than in RCP2.6, so an increase of 0.9% in bicycle traffic is predicted. In a typical
spring season in RCP8.5, bicycle traffic is predicted to increase by 1.6% as the effects of
higher air temperatures outweigh the impact of the increasing precipitation.

In fact, the relative changes in air temperature and precipitation due to climate change
are the most important factors affecting the increase or decrease in bicycle traffic predicted
for the different seasons. In summer and autumn in RCP2.6 and RCP4.5, the average
maximum daily air temperature is expected to rise a bit but the expected relative increase
in precipitation is even higher with the result that the predicted overall changes in bicycle
traffic remain at a low level. For a typical summer season, our model predicts a decrease
of 0.3% in RCP2.6 and an increase of 0.5% in RCP4.5, while in autumn, bicycle traffic is
predicted to increase by 1.0% in RCP2.6 and to decrease by 1.0% in RCP4.5. In contrast, in
RCP8.5, bicycle traffic is predicted to increase by 1.9% in summer and by 4.4% in autumn,
reflecting, above all, the higher increases in the average maximum daily air temperature in
comparison to RCP2.6 and RCP4.5.

5. Discussion

Our results show that climate change will lead to an overall increase in annual bicycle
traffic in Berlin of between 1% and 4%. During winter, in particular, bicycle traffic might
increase by 11–14% due to higher air temperatures and only a relatively low increase in
precipitation. Although increases in air temperature are also expected in the other seasons,
their positive effect on bicycle traffic is offset by relatively high increases in precipitation,
which can even lead to a decrease in predicted bicycle traffic for some seasons, considering
the representative concentration pathways 2.6 and 4.5.

This overall positive effect of climate change on bicycle usage in Berlin corresponds to
the findings of [24] for the region of Randstad in the Netherlands. In addition, [24] also
found that climate change might lead to a higher bicycle usage in winter due to milder
temperatures and only slightly more precipitation. However, the results of [24] for the
summer season show a decrease in bicycle traffic due to more intense precipitation expected
to be brought about by climate change. The findings of our study also differ a bit from
those of Wadud [25], produced for bicycle traffic in London. First, our expected annual
increase with 1–4% is larger than his of 0.5% [25]. Second, he predicts the largest seasonal
increase of 2.5% for the season of summer, while we expect the largest increases to occur in
future winters [25].

The differences in our results and the other two studies could be based on the different
historical weather data for Berlin, London, and Randstad, on different changes in the local
weather expected to be brought about by climate change due to geographical differences,
or on different reactions of cyclists to weather conditions in the three locations. Thus, the
comparison of the results should be treated with care and rather illustrates the importance
of further research on the impact of weather conditions on mobility behaviour in different
climate zones.

However, given the fact that nearly all studies worldwide observe similar effects of
weather patterns on cycling rates [23], it can be assumed that cities with similar climatic
conditions (humid continental climate with dry winters and warm summers [44]) as Berlin
and similar expected changes due to climate change can also expect similar impacts on
cycling rates. This counts especially for European cities with a continental climate such as
Prague, Warsaw, Vienna, Bratislava, Budapest, Kiev, etc.
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Furthermore, it should be kept in mind that the annual changes in bicycle traffic might
also be affected by population growth. Based on the data of the Office for Statistics for the
region of Berlin and Brandenburg [45], we calculated annual growth rates of 1.08%, 0.87%,
and 0.68% for the years 2017–2019. These are modest growth rates but other cities might
have a more dynamic population growth, in which case, this factor should definitely be
addressed in the analysis and also in the comparison with the results of this study.

Finally, the reliability of the results of this study also depends on the outputs of the
climate change models. As already illustrated, regional and global climate models rely on
various assumptions about ecological, economic, social, and technological developments
and thus naturally come with a lot of uncertainties. To account for this uncertainty, various
regional climate models based on the output of different global climate models simulating
three different scenarios were run and compared with each other. This constituted the
state-of-the-art procedure in climate science at the moment when this study was conducted.

6. Conclusions

In this paper, we introduce machine learning methods for the prediction of future
bicycle traffic based on bicycle count, weather station, and regional climate model data.
Our results have shown a higher prediction accuracy of machine learnings methods in
comparison to a traditional statistical approach for time series modelling. This should
be considered by future studies that are more interested in predicting accurate results
based on well-known relationships between dependent and independent variables than on
exploring the nature of these relationships.

Furthermore, in contrast to model fit measures such as the Akaike information cri-
terion, which is often used for model selection in traditional statistical approaches, but
which cannot be directly calculated for non-parametric approaches, we developed a cross-
validation procedure with the mean absolute percentage error as the central benchmark for
model selection. This increases the comparability of the performance of our methodological
framework to future studies as the mean absolute percentage error can easily be calculated
for both parametric and non-parametric approaches.

Our results show that bicycle traffic in Berlin will most likely increase due to the
effects of climate change, if all other factors remain constant. City planners should consider
these findings since they need to prepare infrastructures that are suitable for changes in
demand and allow for increased requirements for more sustainable mobility. In particular,
the expected increase in cycling in the darker winter months contributes to a higher traffic
load on bicycle lanes throughout the year, providing an additional argument for the further
extension of street lighting and bicycle infrastructure in general. This might also increase
public and political acceptance of the need to redistribute public space for bicycle usage.

In addition to the specific results, our research also highlights the importance of in-
cluding weather conditions in any analysis of mobility behaviour in general. The prediction
accuracy of all four methods compared improved considerably if not only bicycle count
data were used for training but also the weather information regarding maximum daily
air temperature, sum of precipitation, and mean wind speed. This not only illustrates the
importance of weather conditions for bicycle traffic but also paves the way for further
research which might investigate what other modes of transport benefit or suffer from
increases or decreases in bicycle traffic due to climate change, and to what extent different
groups of people, in terms of age, gender, etc., adjust their mobility behaviour to weather
conditions.

However, the inclusion of weather variables has also illustrated the limitations of
our approach. Our findings on the potential impact of climate change on bicycle traffic
in Berlin are hardly comparable to the results of similar studies on other locations due to
different present weather conditions and differing impacts of climate change. Therefore,
more studies in different geographic and climatic regions are needed to better understand
the impacts that climate change might have on mobility behaviour in different parts of the
world.
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Appendix A

As the count devices were installed at different points in time and as some of them
were occasionally out of operation or showed unreasonable results, some data preparation
was needed to produce a consistent data set for our analysis. As our objective was to
predict the volume of bicycle traffic for each day of an entire year, we decided to train our
algorithm on data available for entire years. This left us with data for the years 2017, 2018,
and 2019, as around half of the stations went into operation in 2016. Four count devices
were excluded from further analysis because they showed missing values over several
days, weeks, or months in a row.

Missing values at the remaining stations were imputed by taking the mean of the
previous and following hour. If missing values occurred at 11 pm on 31 December 2019,
the value of the previous hour was used. Days with zero bicycle counts were regarded as
extremely unlikely under regular conditions and thus taken as an indicator for irregularities.
Three stations showed consecutive days with zero bicycle counts over several months. Two
other stations showed extremely low or extremely high values over several months. In
both cases, these time periods were deemed too long for data imputation and thus, all five
stations were excluded from further analysis.

Figure A1 illustrates the sum of the bicycle counts per day per stations for the remain-
ing 17 devices after data preparation.

227



Sustainability 2021, 13, 10254

Figure A1. Bicycle counts for each count station per day from 2017 to 2020. * The aggregated number of all stations on the
bottom right of the figure was divided by ten in order to fit on the same scale as the counts from the individual stations.

228



Sustainability 2021, 13, 10254

We first analysed whether the bicycle counts at the different count stations follow
similar seasonal patterns and react to weather conditions in a similar manner. For this
purpose, various statistical tests were conducted to check the stationarity of the time series
of the different count stations. As can be seen in Figure A1, each station shows the same
general seasonal trend with peaks in summer and the lowest number of bicycle counts
during the winter months and has a relatively constant mean and variance per year. In
addition, the Augmented Dickey–Fuller Tests and Kwiatkowski–Philipps–Schmidt–Shin
Tests performed had p-values smaller than 0.05, allowing us to reject the null hypotheses of
a unit root or trend-stationarity being present. Therefore, the time series of the different
count stations can be regarded as stationary. This allows us to investigate the correlation
between the bicycle counts per day at the different stations directly without the need of
detrending the data first.

In fact, the lowest value in the correlation matrix of all count stations is the Pearson
correlation coefficient of 0.87 between the count stations of Alberichstrasse and Frankfurter
Allee West. For the combinations of the large majority of all count stations, the correlation
coefficient has a value higher than 0.9. Consequently, the seasonal patterns of the individual
count stations are also visible in the bicycle counts aggregated over all stations, shown in
the bottom right corner of Figure 2.

The count station data are not just highly correlated between the individual stations
but also the counts of the different stations show a very similar correlation to the weather
variables taken from the weather station Berlin-Tempelhof of the German Weather Service.
Pearson’s correlation coefficient between the maximum daily temperature and the daily
bicycle count of each station falls into the range of 0.60 to 0.82. Moreover, the correlation
between the bicycle counts of the individual stations per day and the sum of precipitation
per day and the mean wind speed per day fall into the rather narrow ranges of −0.08 to
−0.12 and −0.21 to −0.26. This shows that the volume of bicycle traffic measured at each
count station reacts in a very similar way to changes in weather conditions.

We also inspected whether the locations of the remaining count stations after data
preparation correspond to the population distribution in Berlin:

Figure A2. Count station locations and population distribution.
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As can be seen in Figure A2, most of the count stations are located in areas where also
large shares of the population reside. Only some areas with relatively many inhabitants in
the north and in the east and southeast are not covered or not covered well.

Appendix B

Two types of weather and climate data were used in this paper: daily measurements
from a nearby weather station (further called weather station measurements) and weather
projections of a regional climate model for the time periods 1970–2000 (further called
historical data) and 2035–2065 (further called forecast data). All data sources include the
three weather variables of maximum air temperature, sum of precipitation, and mean wind
speed for each day of the year (see Figure A2).

The weather station measurements are taken from the Berlin-Tempelhof station for
2017, 2018, and 2019. The station is operated by the German Weather Service (DWD) and
provides data on an hourly and daily basis. For this study, we use the daily measurements
for each day of the three years considered. These data are linked to the daily bicycle count
data by their date to provide the basis for training the time series models.

To make reasonable assumptions about future changes in the weather, this study
applies outputs from the regional climate model (REMO) [46] (domain: EUR-11, driving
model name: MPI-ESM-LR, realisation: r1i1p1, frequency: day) for the historical data and
the forecast data, considering the three different Representative Concentration Pathways
(RCP): RCP2.6, RCP4.5, and RCP8.5.

The data of regional climate models are available in approximately 12.5 × 12.5 km
ground resolution. In order to reflect the local uncertainties of the climate models, a mask
of 6 × 6 pixels (appr. 75 × 75 km) is placed around Berlin. Finally, we use the mean of the
resulting data.

Figure A3 illustrates the need to adapt the outputs of the regional climate model to
the local weather conditions. This is performed by comparing the yearly distribution of the
historical and forecast results from the regional climate model with the distribution of the
measured values from the weather station in Berlin in 2018. Generally, the daily maximum
air temperature from the regional climate model shows higher values than the measured
weather data in 2018 since they illustrate the highest values of a 30-year interval instead
of one single year. However, the absolute changes from historical to forecast data appear
realistic, as they lead to an overall annual increase of 1.6 ◦C in the average maximum
daily air temperature, which is consistent with the output of recent findings for Germany
(Brasseur et al., 2017).

Therefore, in the case of air temperature, we can simply add the expected absolute
changes from the climate models to the averaged weather station data to create realistic
synthetic future temperature conditions for 2050 (see Figure A3). In contrast to air tempera-
ture, however, wind speed and precipitation are less continuous over time and rainy days
and storms are mostly discrete events. This leads to an unwanted effect when averaging
the historical and forecast data: the values are smoothed. Just adding the differences means
there would be no cases of heavy rain and no cases without rain in the data set, leading to
a bias in the variance in respect of single-year data. Hence, a more sophisticated procedure
is required to adapt the expected changes in precipitation and wind speed from the climate
models to the weather station data.

For this reason, the synthetic future precipitation values are generated using a variance
adjustment procedure to harmonise measured and forecast yearly distributions. It can be
assumed, however, that there are different effects on the variation of precipitation based on
the time of year. Findings from the regional climate simulations in Germany (Pfeifer et al.,
2015), for instance, suggest that summer precipitation is expected to decrease, while winter
precipitation is expected to increase. Therefore, the measured, historical, and forecast data
were first split into the meteorological seasons of winter (1 December to 28 February),
spring (1 March to 30 May), summer (1 June to 30 August) and autumn (1 September to 30
November).
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For each season, the absolute differences between the precipitation sums of the his-
torical and forecast data are calculated. Here, we use the season with the highest variance
because extreme events are expected to increase in the future and we want to adapt to
the most “extreme” season we have. The expected absolute differences in precipitation
are then added to the sum of the corresponding season in the measured weather station
data to generate an expected future precipitation sum for the respective RCP. Then, we
calculate the proportion of precipitation for each day in relation to the sum of precipitation
for the respective season and multiply the result by the expected future precipitation sum.
The outcome of this process is the expected daily precipitation with the distribution of the
respective measured season.

Figure A3. Yearly distribution of the historical (orange) and forecast (green) weather variables based on the regional climate
model and the measured weather variables for 2018 (blue dashed) from a local weather station. Forecast values are based
on RCP.

Next, the variance of this synthetically generated future precipitation data is adjusted
to meet the probability distribution of the year with the highest variance in the respective
season (winter and spring of 2018 and summer and autumn of 2017) in order to achieve
a realistic (but highly variable) distribution of precipitation. The variance adjustment is
realised by performing the following steps. First, the synthetically generated precipitation
values are centred by subtracting the yearly mean of each value. Second, the centred values
are multiplied by the square root of the variance of the measured data divided by the
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variance of the forecast data. Third, the data are brought out of centre again by adding
the yearly mean to each value. Since the results include negative values, the data are split
into positive and negative values. The latter are iteratively eliminated by setting negative
values to zero and subsequently adding the proportion of the sum of all negative values in
relation to the sum of positive values to each positive value as a fourth step. This step is
performed until all negative values are eliminated.

Figure A4. Process of generating daily synthetic temperature values based on the climate models. All line graphs represent
annual air temperature curves in ◦C. The process comprises the derivation of daily air temperature changes (4) between
historical (2) and forecasted (1) data and generation of future temperature air data (5) by calculating the sum of temperature
changes (4) and averaged measured values (3).

Wind speed values are generated analogously to precipitation, but since there were
very few negative values in the result (1 in RCP2.6 and RCP4.5, 2 in RCP8.5), these were
set straight to zero.

Although the synthetically generated weather data for 2050 are based on the outputs
of a single forecast model instead of an ensemble of different climate models, the results of
the climate data preparation are consistent with the findings of regional climate models
in Germany [33]. For the Berlin region, climate change leads to a general increase in
maximum air temperature throughout the year with precipitation sums rising but with a
trend towards more extreme events and therefore fewer wet days in summer.
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Abstract: Extant modeling of the climate has largely left out political science; that needs to change.
This paper provides an example of how a critical political concept—human security—can be ac-
counted for in climate modeling. Scientific evidence points to an active link between climate change
and the incidence of interpersonal and inter-group violence. This paper puts forth a new method to
internalize the costs of climate-induced violence in the optimal management of the climate. Using
the established MERGE integrated assessment model, this paper finds that based on the median
estimates of the climate–violence relationship, such internalization can roughly double the opti-
mal carbon price—the carbon price at which the net social benefit of carbon emissions would be
maximized—consistently over time in most sensitivity scenarios. Sub-Saharan Africa is estimated
to be the biggest beneficiary of such internalization in terms of avoided damages related to climate-
induced violence as a percentage of the regional GDP, avoiding up to a 27 percent loss of GDP
by 2200 under high-end estimates. That is significant for many African countries that have been
suffering from underdevelopment and violence. The approach of this paper is a first for the climate
modeling community, indicating directions for future modeling that could further integrate relevant
political science considerations. This paper takes empirical findings that climate change mitigation
can reduce violence-related damages to the next step toward understanding required to reach optimal
policy decisions.

Keywords: carbon externality; climate management; climate impact; violence; avoided damages;
integrated assessment modeling

1. Introduction

Identifying the optimal ways to tackle climate change, which poses one of the biggest
threats to human survival and well-being, is more crucial and timelier than ever. To provide
important information to policymakers, natural scientists and economists have developed
what are known as “integrated assessment models” (IAMs), which combine different
strands of knowledge to illuminate how human development, societal choices, and the
natural world affect each other in complex systems [1,2]. Works using IAMs have been
recognized with two Nobel Prizes, awarded to the Intergovernmental Panel on Climate
Change (IPCC) in 2007 and William Nordhaus in 2018, respectively. Extant modeling work
has integrated economic, technological, and biophysical processes that produce greenhouse
gas (GHG) emissions, but political science—despite its high relevance—has mostly been
left out of the picture. This is not entirely surprising because political phenomena can be
very challenging to model.

Making reasonable assumptions about human behaviors can provide essential insights
into alternative future climates. A critical step towards achieving that goal is to conceptual-
ize and quantify political science ideas, such as power, violence, and legitimacy, in a way
that they can be incorporated into existing models. These concepts are consequential yet
unincorporated or under-incorporated in existing modeling efforts. Violence is destructive
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to social order and economic growth [3]. The annual total cost of violence is estimated
to be USD 9.4 trillion, which is equivalent to 11 percent of the world’s GDP [4–6]. While
violence has shaped social and economic development tremendously across human history,
most extant economic models have failed to take violence into account, and the impact
of security on prosperity remains mostly understudied [3] (It is important to differentiate
between “carbon price” and “optimal carbon price.” A carbon price is a cost imposed on
carbon emissions to discourage polluters from emitting, which usually takes the form of a
carbon tax or a requirement to purchase emissions permits. The optimal carbon price is
the carbon price at which the net social benefit of carbon emissions would be maximized).
Some recently published econometric studies are paving the way, and this study show-
cases how a critical political concept—human security—can and must be integrated into
policy-relevant climate modeling.

Some scientific studies have established an active link between climate change and
the incidence of interpersonal and inter-group conflicts. Hotter temperatures lead to
higher levels of aggression and violence [7–10]. Increasing temperatures can also indirectly
contribute to more violence by decreasing agricultural production, industrial outputs, and
political stability [11]. After surveying 60 of the most rigorous quantitative studies of the
relationship between temperature change and the incidence of violence, Hsiang, Burke,
and Miguel identify strong evidence that climatic events change the frequency or intensity
of human violence across substantial spatial and temporal scales [12].

In that spirit, this paper utilizes a new method to internalize the costs of climate-
induced violence in the established MERGE integrated assessment model and evaluate
how such internalization affects the optimal carbon price returned by the model, along with
associated projections of temperature and damages under climate policy (It is important
to differentiate between “carbon price” and “optimal carbon price.” A carbon price is a
cost imposed on carbon emissions to discourage polluters from emitting, which usually
takes the form of a carbon tax or a requirement to purchase emissions permits. The optimal
carbon price is the carbon price at which the net social benefit of carbon emissions would
be maximized). It is based on my working paper that previously appeared in a World
Bank report [13]. Deploying recent econometric findings on the costs of different types
of violence for different global regions, this paper finds that internalizing the damages
from climate-induced violence can roughly double the carbon externality that is priced by
the model, and this relationship holds across time and different specifications regarding
climate sensitivity, GDP growth rate, and the catastrophic temperature. This relationship
can be sensitive when (1) the willingness to pay (WTP) to avoid nonmarket damages (e.g.,
damages related to mortality, health, quality of life) is low, (2) the nonmarket damages
are excluded, or (3) the magnitude of climate-violence damage is at a high boundary of
the uncertainty range in empirical studies. Under the assumption that the WTP to avoid
nonmarket damages equates to 1 percent of regional income, the avoided damages from
climate-induced violence in sub-Saharan Africa is modeled to reach about 0.5 percent
of the region’s GDP in 2050, 2 percent in 2100, and almost 4 percent in 2200. When the
magnitude of climate damage reaches the high-end, the avoided damages from climate-
induced violence in sub-Saharan Africa are projected to reach close to 2 percent in 2050, 10
percent in 2100, and 30 percent in 2200 in terms of the region’s GDP. This exercise shows
that socially contingent damages, such as human violence, can and must be integrated into
policy-relevant climate models. Thus, there is vast space for political scientists to integrate
their insights and make significant contributions to the climate modeling enterprise.

The rest of the paper is organized as follows. Section 2 provides an overview of the
existing literature on the externality of climate-induced violence and the motivation behind
this modeling exercise. Section 3 describes the methods and procedures. Section 4 presents
modeling results from scenarios under different assumptions. Section 5 concludes with
policy implications and future research directions.
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2. The Externality of Climate-Induced Violence

Scientific evidence suggests that climate change contributes to a more violent society.
On an interpersonal scale, higher temperature has demonstrably led to increased rates of a
variety of personal violence [14], including violent crimes [15] and domestic violence [16].
On a collective or intergroup level, empirical evidence points to an active link between
climate change and conflicts in both sub-Saharan Africa [17–21] and elsewhere [22]. The
causal mechanisms behind the effects of weather shocks on conflicts are sundry: crop
yields [20], economic growth [17], government revenue [23], and migration [24].

A model that assesses carbon externality trades off the benefits associated with carbon
emissions, largely stemming from associated energy use, with the costs, which can be
categorized into market and nonmarket damages. Market damages refer to damages for
marketed goods and services, such as property losses due to increased flood risks and
declines in agricultural production due to temperature increases. Nonmarket damages
include mortality, health, quality of life, as well as effects on environmental goods and
services, habitats and ecosystems, and biodiversity. The discount rate captures the temporal
dimension of paying at present to avoid future climate damages. To study this tradeoff,
researchers have employed integrated assessment models (IAMs), one of whose many
functions is to simulate a “causal chain” where carbon emissions lead to climate change
and finally to climate damages [25].

Greater unpredictability of temperature resulting from climate change will likely lead
to sustained increases in violence. Nevertheless, there does not yet exist any study that
considers the cost of climate change-induced violence in computing the optimal carbon price
systematically. Existing studies that assess the impact of climate change on mortality and
morbidity effects focus on thermal stress, ozone exposure, diarrhea, labor productivity loss,
and disease—but not violence [26]. To the author’s knowledge, there is only one study that
considers one of the many forms of climate change-induced violence—violent crime—in
the damage function, but the other types of climate-induced violence damages remain
unaccounted [27] (Another study that is broadly related to the climate–conflict relationship
focuses instead on a positive sociopolitical feedback loop [28]. Using the Dynamic Integrated
Climate-Economy (DICE) model, it illustrates that climate-induced violence makes it harder
to sign environmental treaties, including global climate treaties, which, in turn, jeopardizes
climate change mitigation further. However, the study does not explicitly model the costs of
violence, but it provides further evidence that the estimates of carbon externality reached in
this paper are lower bounds).

Thanks to finely disaggregated and newly available data on the costs of a wide range
and types of violence for different regions of the world, this paper seeks to internalize the
costs of climate-induced violence in the IAM’s damage function to calculate the optimal
carbon price. This paper then examines how the newly priced carbon externality impacts
future temperature and the avoided damages from climate-induced violence for different
regions of the world. To assess the effect of uncertainties inherent to projecting future
carbon externalities, models are run for multiple sets of scenarios that differ in climate
sensitivity, GDP growth rate, the WTP to avoid nonmarket climate damages, the inclu-
sion/exclusion of nonmarket damages, the magnitude of the climate–violence relationship,
and the catastrophic temperature—the temperature at which the entire regional product is
wiped out.

It shall be noted that the relationship between climate change and the incidence of
interpersonal and intergroup violence is under ongoing debate. Including a wider range
of studies and deploying clearer methodological standards, the more recent reviews have
concluded a significant and robust relationship between climate change and conflict across
a wide range of spatial and temporal scales [12,29]. In the meantime, some question
the criteria for case inclusion and the appropriateness of meta-analysis as a method to
quantify climate-induced violence in these studies [30]. The debate continued in subsequent
papers [31,32].
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However, it is still a worthwhile exercise to calculate the optimal carbon price by
incorporating the damage costs of a plausible relationship between climate and violence.
The purpose of this exercise is not to provide precise predictions or propose a new carbon
pricing policy. Rather, this study seeks to understand how any increased risk of violence as-
sociated with climate change may affect the tradeoff in choices relating to carbon emissions.
It assesses model outputs under different assumptions about climate damages.

3. Methods

3.1. Definition and Data

This paper follows the World Health Organization (WHO), which defines violence as
“the intentional use of physical force or power, threatened or actual, against oneself, another
person, or against a group or community, that either results in or has a high likelihood of
resulting in injury, death, psychological harm, maldevelopment or deprivation” [33]. The
WHO records deadly violence in three general categories: self-directed violence, collective
violence, and interpersonal violence. Here, the latter two types of violence are in focus,
which correspond with the data on the costs of violence published in recent years by James
Fearon and Anke Hoeffler [4–6]. Collective violence refers to violence perpetrated by
organized groups, such as states, rebel organizations, terrorists, street mobs, or criminal
organizations. Interpersonal violence refers to violence committed by an individual, which,
depending on the relationship between the perpetrator and the victim, can be further
broken down into intimate partner violence and child abuse.

This paper uses the cost estimations by Hoeffler [6], who relied on unit cost estimates
for various types of violence (e.g., homicides, assaults, and rapes) in the United States by
McCollister et al. [34] to estimate the cost of violence for the year 2013. Hoeffler extended
the cost estimations to other countries by multiplying the US cost of homicide by the ratio
of a country’s GDP to US GDP and then used data on violent events by global region to
develop regional cost estimates of violence. There are assumptions associated with both
the approach taken by Hoeffler and that by McCollister et al. McCollister et al. combined
several approaches to pricing crimes, such as the cost of illness, contingent valuation, and
jury compensation methods, and all of these approaches assume that the impacts of crimes
are fully understood (The cost of illness approach tries to quantify the tangible costs of crime
on outcomes of interest based on the best available information, which usually comes from
self-reports from the victims and assigned prices. Similarly, the jury award approach seeks
to assess the total social cost of crime by employing actual compensation from civil personal
injury cases. Contingent valuation involves surveys to gauge respondents’ willingness to
pay to avoid different crimes, which, in theory, should provide a measure of both tangible
and intangible costs). Hoeffler’s approach also comes with nontrivial assumptions. First,
applying social costs of homicide to calculate the costs of deaths from collective violence
equates two drastically different types of death, which generate different social losses.
Second, using the ratio of GDPs to map US-based estimates into other countries, especially
non-high-income countries, ignores fundamental differences across geographies such as
life expectancy, which would affect the social loss of homicidal and non-homicidal offenses.
Violence is often of greater concern to and considered “worse” for richer countries than
lower-income ones.

Despite these nuances, the estimates made by Hoeffler and Fearon are arguably the most
comprehensive at the time of this writing. There is also a long tradition of using simple benefit
transfer in the IAM literature to develop first-order approximations [35,36]. Specifically, IAMs
often require transferring estimates from developed countries with greater data availability to
developing countries with less availability of data.

With that in mind, it is worth noting that the cost estimates of violence likely lie on the
lower-bound of the real costs. As detailed by McCollister et al. [34], which estimates most
tangible and intangible losses, excludes such costs as psychological injury and additional
costs associated with sexual violence (e.g., sexually transmitted infections, pregnancy,
suicide, and substance abuse) [34]. This exclusion is transported into Hoeffler’s estimates.
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Furthermore, in Hoeffler’s calculation, self-directed violence costs are excluded and so
are some relevant costs in cases where data is unavailable. These include the cost of war
injuries, widespread destruction of infrastructure in a war, and economic and security
concerns resulting from war, in addition to the costs of nonfatal domestic violence against
women and children, violence perpetrated by women against their male partners, and
violence amongst homosexual couples. In addition to the missing items specified by Hoeffler,
scholarly classics in the social sciences enlighten us that one critical example of valuing the
invaluable or pricing the priceless involves measuring the decline or loss of social capital.
First put forth by Alexis de Tocqueville, the concept of social capital was developed further
by Robert Putnam [37,38]. Social capital refers to “features of social organization such as
networks, norms, and social trust that facilitate coordination and cooperation for mutual
benefit” [38]. The benefit of social capital is complicated to quantify because measures such
as the number and membership size of associations cannot precisely fathom the frequency
and quality of association. Violence provides a negative drag on social capital. Hence,
any empirical attempt to quantify the costs of violence will lack most intangible costs, and
existing estimates are best understood as appropriate underestimates.

I group the various costs into market damages (e.g., GDP losses from war, economic
costs of medical care, criminal justice system, and lost income) and nonmarket damages
(e.g., deaths from war, fear) as percentages of GDP for seven regions of the world in Table 1.
(It is plausible that war deaths entail both nonmarket and market losses. Losses from deaths
from war are grouped into nonmarket damages to stay consistent with Hoeffler’s method
of using intangible costs. Hoeffler calculated the costs of the lives lost in civil wars by
“multiplying the number of fatalities by the cost of homicide,” whose “intangible cost . . .
is assumed to be $8.44 million, and this value is inflated to 2013 prices and scaled by the
relative GDP ratio to approximate the cost of homicide across different countries” [34]).

Table 1. Costs of collective and interpersonal violence as percentages of GDP for different global
regions [6], by market versus nonmarket damages classified by the author (The percentage figures
are reported to three decimal places so that those for East Asia and Pacific have significant digits.
The non-market cost of violence as a percentage of regional GDP is much higher in the Middle East
and North Africa because the region had a much higher figure for deaths from civil war, as shown in
Table 1 in Anke Hoeffler’s paper [6]).

Region
Collective Violence Interpersonal Violence

Market Nonmarket Market Nonmarket

East Asia and Pacific 0.007 0.003 0.119 9.151
Europe and Central Asia 0.963 0.017 0.426 10.394

Latin America and Caribbean 0.494 0.046 0.698 18.512
The Middle East and North Africa 0.877 0.603 0.206 27.424

South Asia 0.249 0.011 0.078 20.502
Sub-Saharan Africa 0.595 0.035 0.166 37.114

High Income 0.000 0.000 0.899 5.371

3.2. The Relationship between Climate Change and the Incidence of Violence

In their meta-analysis of the 60 most quantitatively rigorous studies of 45 different
conflict datasets, Hsiang, Burke, and Miguel collected findings across a wide range of
conflict outcomes that spanned from 10,000 BCE to the present day and across all major
regions of the world [12]. They identify that the median effect of a one-standard-deviation
increase from normal temperature (i.e., 0.5 ◦C) induces a 14 percent rise in the frequency
of intergroup conflict and a 4 percent increase in the incidence of interpersonal violence
globally (While the median effect on intergroup conflict is higher than that on interpersonal
violence, the base number of incidents of interpersonal violence is substantially higher; in
other words, a small percentage rise can entail a massive increase in total incidents). Based
on these figures, the rate of the incidence of climate-induced violence at time t, υ(t), can
be expressed as a function of temperature increase at time t from the pre-industrial level,
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atp(t), and as a multiple of the rate of climate-induced violence in the pre-industrial period
(In the version of MERGE used in this paper, atp(t) does not include annual variability. This
is an area where future research can improve). Suppose that the rate for the pre-industrial
period is “1,” the median rate of intergroup violence, υ(group, t), and the median rate of
interpersonal violence, υ(person, t), can be expressed as the following (While some studies
identify climate change to have an approximately linear effect on conflicts [39], Hsiang,
Burke, and Miguel elaborate that reported linear relationships should be interpreted as
local linearizations of a global relationship that is nonlinear and possibly curved [12].
Future extensions of this study can evaluate carbon externality under the assumption of a
linear climate-conflict relationship):

υ(group, t) = 1.14
atp(t)

0.5 (1)

υ(person, t) = 1.04
atp(t)

0.5 (2)

In order to factor in the uncertainty represented in Hsiang et al.’s estimates, I would
expect to run the model to optimize over the uncertainty in the climate–violence response.
This feature is not yet built-in for the version of the model used in this paper. Neverthe-
less, this paper will try to account for uncertainty by replacing the median estimates in
Equations (1) and (2) with high- and low-bound estimates of the climate–violence response
in Section 4.6.

3.3. Internalization of the Costs of Climate-Induced Violence into the Damage Function of the IAM

The IAM chosen for this research is Model for Evaluating Regional and Global Effects
(MERGE) of GHG reduction policies, an intertemporal general equilibrium model that
optimizes discounted utility. It was initially developed at Stanford University and has led to
a significant amount of scholarship. It has a relatively detailed climate module, allowing for
sufficient flexibility for an alternative view on a wide range of contentious issues, including
damages from climate change. The version of the model used in this paper is the same
version used in the Stanford Energy Modeling Forum Study (EMF 27) [40], which modified
the original version [41] by incorporating more features, refining the global regions, and
updating some data. More details on the EMF 27 MERGE model can be found in the online
appendix of Blanford et al. (2014) [40]. The EMF 27 global regions include Canada–Australia–
New Zealand (Other OECD), China, the Greater European Union, Group 3, India, Japan,
the Rest of Asia, the Rest of the World, and the United States (The global regions in the
original MERGE model are the USA, other OECD countries (Western Europe, Japan, Canada,
Australia, and New Zealand), FSU (the former USSR), China, and the ROW (rest of the
world) [41]). Canada–Australia–New Zealand, the Greater European Union, Japan, and
the United States are high-income and thus are assigned costs of violence values based on
Hoeffler’s estimates for the “High Income” region. The climate damages already represented
in the model do not include those from violence, so it does not appear necessary to remove
any portion of the damage functions for this paper [41].

The modeling process operates in either the benefit-cost mode, which considers climate
damages and GHG mitigation costs, or the cost-effective mode, which finds the least-cost
emissions mitigation pathway to satisfy a climate-related constraint, such as a limit on
concentrations or temperature rise. This study opts for the benefit-cost mode because it
seeks the socially optimal price of carbon, given the assumptions, needed to internalize the
externalities associated with climate change and maximize the net benefit to society. It does
so by invoking the damage module, where damages are calculated from temperature, which
influences current production. The objective function below represents the discounted utility
of consumption in a given global region after allowing for the disutility of climate change or
damages from climate change:

Discounted utility = ∑T
t=1 U(c(t))(1 + ρ)−t (3)
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where U stands for the single-period level of utility or social well-being; c(t) is the flow of
consumption at time t; ρ represents the rate of time preference for utility.

The carbon price is calculated endogenously in the optimization process. An increase
in temperature contributes to climate damage, resulting in a higher carbon price. A higher
carbon price then exerts pressure on the producers, forcing them to reduce emissions,
which leads to a slowed temperature increase. The loop continues until the algorithm finds
the optimal carbon price, which is the one that will yield the highest discounted utility.

The market and nonmarket damages are modified separately for the climate module.
The abstract representation of damages is introduced and discussed in Manne, Mendelsohn,
and Richels (1995), which is a high-level representation designed to focus on the core
tradeoffs. Building on Manne, Mendelsohn, and Richels (1995), the function for market
damage in global region i at time t, MD(i, t), can be expressed as:

MD(i, t) = α(i)× gdp(i, t)× atp(t)
δ

(4)

where α(i) is the default market damage factor in given region i, which is represented by
the proportion loss in GDP; gdp(i, t) is the GDP in a given region i at a given time t; atp(t)
is actual temperature increase from the pre-industrial period at a given time t; δ is the
reference temperature for market damage coefficients, which by default equals 2 ◦C.

To account for the market damages of climate-induced violence, the new market
damage factor γ(i) is created in the following way:

γ(i) = α(i) + β(i) (5)

where β(i) refers to the market damage factor from climate-induced violence, both collec-
tive and interpersonal. The new market damage is expressed as:

MDnew(i, t) = γ(i)× gdp(i, t)× atp(t)
δ

(6)

The nonmarket damages of climate-induced violence are accounted for similarly. The
economic loss factor (ELF), which is a component of the nonmarket damage function,
hinges on two parameters, catt and hsx [42], and is calculated as follows:

ELF(i, t) = [1 − (
re f temp

catt
)

2
]

hsx(i,t)

= [1 − NMD(re f wtp)×
(

atp(t)
NMD(re f temp)

)2
]

hsx

(7)

where NMD stands for non-market damage; re f wtp is the reference willingness to pay as a
fraction of consumption, with a default value of 0.04 in MERGE; re f temp is the reference
temperature rise relative to the pre-industrial level for non-market damages, with a default
value of 2 ◦C; catt is a catastrophic temperature parameter chosen in such a way that the
entire regional product is wiped out, which is 10 ◦C by default; hsx is the hockey-stick
parameter, representing the quadratic loss due to temperature increase, whose default
value is 1. The ELF represents the fraction of consumption that remains available after
accounting for nonmarket damages for conventional uses.

The modified ELF function, ELFnew(i), would subtract from the original ELF, ELF(i),
the nonmarket damage factor relating to the nonmarket portion of climate-induced violence
damages, ζ(i). Subtraction rather than addition applies here because ELF represents the
remaining consumption for society. ELFnew(i) is calculated as follows:

ELFnew(i) = ELF(i)− ζ(i) (8)
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The β(i) and ζ(i) are calculated by combining the relationship between climate change
and the incidence of violence [12] and the costs of collective and interpersonal violence as
fractions of GDP for different regions of the world [6]. For given region i, the β(i) and ζ(i)
can be expressed based on Equations (1) and (2) as:

β(i) = β(group, i)× υ(group, t) + β(person, i)× υ(person, t) (9)

ζ(i) = ζ(group, i)× υ(group, t) +ζ(person, i)× υ(person, t) (10)

where β(group, i) refers to the part of market damage factor from climate-induced inter-
group violence and β(person, i) is the part of market damage factor from climate-induced
interpersonal violence. Similar designations apply for ζ(i).

3.4. Avoided Damage from Internalization

To assess the normative significance of a slowed temperature increase, I calculate
the avoided damage from climate-induced violence as a percentage of regional GDP for
region i at time t, ΔDamage(i,t)

gdp(i,t) . The avoided damage is the difference in climate damages
as a percentage of regional GDP between the Violence scenario and the Business as Usual
(BAU) scenario, where the former internalizes the costs of climate-induced violence while
the latter does not (For each global region, the MERGE model uses an exogenous trajectory
for reference economic growth. For more information, please refer to the online appendix
of Blanford et al. (2014)). For a given region i at time t, ΔDamage(i,t)

gdp(i,t) can be expressed as:

ΔDamage(i, t)
gdp(i, t)

=
DamageViolence(i, t)− DamageNoViolence(i, t)

gdp(i, t)
(11)

4. Updating the Carbon Externality and Its Effects under Different Scenarios

This section presents changes in model outcomes when the social costs of climate-
induced violence are internalized vis-à-vis when they are not. For each scenario, this paper
seeks to compare BAU and Violence scenarios to calculate the avoided damages. This
paper presents results under the default assumptions first and then performs five sets of
sensitivity analyses: climate sensitivity, GDP growth rate, the WTP to avoid nonmarket
climate damages, the inclusion/exclusion of nonmarket damages, and the assumption
about the catastrophic temperature at which the WTP at infinite income reaches 100 percent.

While the built-in horizon for MERGE is 2200, most of my reporting of values will be
more near-term—until 2050—though projected values are shown up until 2200. Scholars
and practitioners may disagree among themselves as to the most appropriate time horizon
within which to interpret values. Some believe that near-term values are likely of more
interest to policymakers because the further we look into the future, the more pronounced
the model uncertainty (i.e., uncertainty regarding the representation of the climate) and the
scenario uncertainty (i.e., uncertainty regarding people and their actions). On the other
hand, policymakers in the United States, for instance, use a 300-year time span. Uncertainty
is not a reason to look at a shorter time horizon, as uncertainty should lead policymakers
to take more aggressive climate action via risk premiums and option value. In that light,
the 200-year time horizon in MERGE would be short unless the discount rate is relatively
high. Either way, it is worth noting that the doubling of the optimal carbon price in the
Violence scenario vis-à-vis the BAU scenario holds across time between 2020 and 2200.

4.1. Reference Scenario

I begin with projections for the reference scenario, where all variables other than the
market and nonmarket damage factors are left to their default values. The model prices
the externality of carbon for all regions of the world. Since the model output carbon prices
are un-normalized and the rise in carbon price over time is largely driven by economic
growth, it is important to focus on relatively how much larger endogenizing the costs of
climate-induced violence would increase the optimal carbon price. Hence, I calculate the
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ratio of carbon prices in the Violence scenario and the BAU scenario. Figure 1 suggests
that internalization consistently raises the optimal carbon price to 1.8 times (i.e., a near
doubling) during the 2020–2200 period.

Figure 1. Projections of the ratio of optimal carbon prices in the Violence vs. BAU scenarios.

With the cost of violence internalized, the optimal path of the model shows a lower
speed of temperature increase. The projected temperature increases for both the BAU and
the Violence scenarios are 1.16 ◦C in 2020; the values diverge to 1.75 ◦C and 1.73 ◦C in 2050,
respectively (Figure 2). Based on Equations (1) and (2), the trajectories for temperature give
rise to the projected trends for the rates of collective and interpersonal violence, represented
as multiples of that in the pre-industrial period (i.e., the pre-industrial rate is “1”).

Figure 2. Projections of temperature increase and the rates of collective and interpersonal violence using the pre-industrial
levels as the baseline.

To assess the normative significance of a slowed temperature increase, I calculate
the avoided damages from climate-induced violence as a percentage of regional GDP
(Figure 3). The most prominent beneficiary is sub-Saharan Africa, which is projected to
avert 0.09 percent of GDP loss from climate-induced violence in 2050 when the model
assesses outputs after internalizing the costs of climate-induced violence. This figure
of averted loss is about 14 percent of the region’s current incurred costs from collective
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violence, estimated by Hoeffler, to be at 0.63 percent of the regional GDP [6]. Sub-Saharan
Africa is followed by the Middle East and North Africa, India, Eastern Europe and Central
Asia, and China. High-income countries, while the lowest on the list, are estimated to be
still able to avoid 0.01 percent of GDP worth of loss from climate-induced violence in 2050
with the new carbon pricing in place.

Figure 3. Avoided damages from climate-induced violence as a percentage of regional GDP.

4.2. Sensitivity Analysis: Climate Sensitivity

The climate sensitivity, which is the equilibrium global mean surface temperature
change following a doubling of atmospheric CO2 concentration, is 3.5 ◦C at default in
MERGE (The value of climate sensitivity in MERGE is comparable to those in other IAMs,
e.g., FUND at 3 ◦C, PAGE at 2.54 ◦C, DICE-2010 at 3.2 ◦C, and DICE-2013 at 2.9 ◦C, which
are all clustered around the IPCC’s Fourth Assessment Report’s modal estimate of 3 ◦C [43]).
The upper- and lower-bound values of climate sensitivity also explored are 1.5 ◦C and 6 ◦C.
As shown in Figure 4, the relationship of a near doubling of the optimal carbon price due to
the internalization of climate-induced violence costs holds across time in all three scenarios.

 
Figure 4. Projections of the ratio of optimal carbon prices in the Violence vs. BAU scenarios, under different assumptions
about climate sensitivity.

Under different climate sensitivity specifications, the projection of temperature in-
creases vis-à-vis preindustrial levels in 2050 can reach 1.68 ◦C and 1.66 ◦C when the climate
sensitivity is high and 1.21 ◦C and 1.14 ◦C when the climate sensitivity is low (Figure 5).
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With higher climate sensitivity, the projected rates of climate-induced violence during each
time period are consistently higher. Under which assumption about climate sensitivity
does endogenizing the costs of climate-induced violence yield the most reduced rates
of violence? It depends on the time horizon. The rates for collective and interpersonal
violence are most reduced at 0.03 and 0.01 in 2050 when the climate sensitivity is low, 0.08
and 0.02 in 2100 when the climate sensitivity is at default, and 0.54 and 0.07 in 2200 when
the climate sensitivity is high.

Figure 5. Projections of temperature increase and the rates of collective and interpersonal violence, under different assumptions
about climate sensitivity.

Based on the trajectories of temperature and the rates of violence, I calculate the
avoided damages from climate-induced violence as percentages of regional GDP under
different climate sensitivity scenarios. Figure 6 suggests that in the long run, the higher
the climate sensitivity, the higher the avoided damages from climate-induced violence as
a percentage of regional GDP. When the climate sensitivity equals 1.5 ◦C, sub-Saharan
Africa is projected to prevent 0.24 percent of GDP loss due to climate-induced violence
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in 2050. Under the assumption of a highly sensitive climate (6 ◦C), the percentage for
Africa is estimated to reach 0.05 percent in 2050. At the other end of the spectrum, the
avoided damages from climate-induced violence will be worth 0.04 percent of GDP when
the climate is the least sensitive and 0.01 percent of GDP when the climate is the most
sensitive in high-income countries.

Figure 6. Projections of avoided damages from climate-induced violence as percentages of regional GDP, under different
assumptions about climate sensitivity.

4.3. Sensitivity Analysis: GDP Growth Rate

The second dimension along which I seek to test the sensitivity of the results is the
GDP growth rate. The default GDP growth rates in MERGE are increased by 1 percent
and 2 percent. Figure 7 shows that accounting for climate-induced violence costs nearly
doubles the pricing of carbon externalities, a relationship that remains robust across time
and growth rate scenarios.

Figure 7. Projections of the ratio of optimal carbon prices in the Violence vs. BAU scenarios, under different assumptions
about GDP growth rate.

The higher the GDP growth rate, the higher the optimal carbon prices (even after
normalization), which lowers the projected temperature increases. When the default GDP
growth rate is incremented by 2 percent, the expected temperature increases are 1.72 ◦C
and 1.71 ◦C in the BAU and the Violence scenarios in 2050, respectively (Figure 8). When
the GDP growth rate is at default or is incremented by 1 percent, the rate of collective
violence is reduced by 0.01 in the Violence scenario vis-à-vis the BAU scenario in 2050.
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Figure 8. Projections of temperature increase and the rates of collective and interpersonal violence, under different
assumptions about GDP growth rate.

The avoided damages from climate-induced violence as percentages of regional GDP
are projected to decrease as the GDP growth rate increases (Figure 9). It is also worth noting
that when the GDP growth rate is incremented by 2 percent, the avoided costs are negative
in 2020, 2030, and 2040. That means that during those time periods internalizing climate-
induced violence in generating the optimal carbon price would cause more damages from
climate-induced violence. Nevertheless, the payoffs become evident in the longer run.
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Figure 9. Projections of avoided damages from climate-induced violence as percentages of regional GDP, under different
assumptions about GDP growth rate.

4.4. Sensitivity Analysis: WTP for Nonmarket Damages

The third dimension along which I seek to test the sensitivity of the results is the WTP
to avoid nonmarket climate damages. For nonmarket damages, MERGE is built based on
the highly speculative assumption that the expected losses would increase quadratically
with the rise in temperature [42]. Changing the WTP, which is in itself uncertain, for
nonmarket damages can influence how much nonmarket damages are factored into the
calculation of optimal carbon prices. Furthermore, the default WTP is 4 percent in MERGE,
meaning that residents of all regions are willing to devote 4 percent of their regional
income to avoid nonmarket climate damages associated with 2 ◦C of warming. Since the
figure could be lower in less-developed regions of the world, I change the WTP to avoid
nonmarket damages to 1 percent and 2 percent for the sensitivity analysis.

As shown in Figure 10, incorporating the costs of climate-induced violence raises the
projection of optimal carbon prices to about twice as much as before under the 2 percent
of regional GDP assumption and a bit above three times as much under the 1 percent
assumption. Hence, changes in pricing the carbon externality in the Violence scenario vis-
à-vis BAU could be sensitive to the assumption about WTP to avoid nonmarket damages.

 
Figure 10. Projections of the ratio of optimal carbon prices in the Violence vs. BAU scenarios, under different assumptions
about the WTP for nonmarket damages.

The projected temperature increases correspond with the fact that the higher the WTP,
the more people care about avoiding climate change, which lowers the temperature increase
(Figure 11). Under a WTP of 1 percent of regional income, the projected temperature
increases are estimated to be 1.89 ◦C and 1.76 ◦C in 2050, and the rates of collective and
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interpersonal violence are projected to reduce by 0.06 and 0.01, respectively, in the Violence
scenario vis-à-vis the BAU scenario.

Figure 11. Projections of temperature increase and the rates of collective and interpersonal violence, under different
assumptions about the WTP for nonmarket damages.

The lower the WTP to avoid nonmarket damages, the higher the avoided damages
from climate-induced violence (Figure 12). This pattern is intuitive because as people care
less about climate damages from sources other than climate-induced violence, climate-
induced violence matters relatively more to people. At a WTP of 1 percent of regional
income, which is perhaps the closest to reality based on existing empirical works, the
avoided damages from climate-induced violence in sub-Saharan Africa are estimated to
reach 0.46 percent of the region’s GDP in 2050.
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Figure 12. Projections of avoided damages from climate-induced violence as percentages of regional GDP, under different
assumptions about the WTP for nonmarket damages.

4.5. Sensitivity Analysis: Inclusion/Exclusion of Nonmarket Damages

I examine how the projections of the optimal carbon price change when only the
market damages from climate-induced violence are considered. This exercise is worthwhile
because MERGE assumes that the expected losses would increase quadratically with the
rise in temperature, which is highly speculative and prone to producing very high optimal
carbon prices when the temperature is high. In light of this, the reference/default scenarios
are rerun to exclude nonmarket damages. Between the Violence and BAU scenarios, the
Violence scenario yields optimal carbon prices about twice the magnitude of those in the
BAU scenario in the next few decades (2.04 times in 2020 and 2.11 times in 2050); the
magnitude is projected to increase gradually to above three times by 2200 (Figure 13).

Figure 13. Projections of the ratio of optimal carbon prices in the Violence vs. BAU scenarios, with or
without the inclusion of nonmarket damages.

Intuitively, lower optimal carbon prices give rise to higher projected temperatures and
higher rates of climate-induced violence (Figure 14). The avoided damages from climate-
induced violence as percentages of regional GDP are consistently lower with lower carbon
prices in place (Figure 15).
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Figure 14. Projections of temperature increase and the rates of collective and interpersonal violence, with or without the
inclusion of nonmarket damages.

 
Figure 15. Projections of avoided damages from climate-induced violence as percentages of regional GDP, with or without
the inclusion of nonmarket damages.

4.6. Accounting for Uncertainty: The Magnitude of the Climate–Violence Response Relationship

As foreshadowed in Section 3.2, this paper seeks to factor in the uncertainty surrounding
the estimates in Hsiang et al. (2013). Specifically, this paper reassesses the results by replacing
the median estimates of the increase in the incidence of climate-induced violence with high-
and low-bound estimates. The calculations refer to the Supplementary Tables S2 and S3

251



Sustainability 2021, 13, 10587

in Hsiang et al. (2013), which provide their original estimated effects from each study on
interpersonal violence and intergroup violence, respectively. For estimates on interpersonal
violence, calculations take the second-highest (16) and the second-lowest (2), among 11,
estimates. For estimates on intergroup conflict, calculations take the fourth-highest (42) and
the fourth-lowest (6), among 21, estimates. The original Equations (1) and (2) are updated
to (12) and (13), respectively, for high-bound estimates of the incidences of climate-induced
violence and expressed as follows:

υ(group, t) = 1.42
atp(t)

0.5 (12)

υ(person, t) = 1.16
atp(t)

0.5 (13)

Similarly, the low-bound estimates of the incidences of climate-induced violence are
expressed in Equations (14) and (15) as:

υ(group, t) = 1.06
atp(t)

0.5 (14)

υ(person, t) = 1.02
atp(t)

0.5 (15)

As shown in Figure 16, when the damage magnitude is low-bound, the Violence
scenario yields optimal carbon prices nearly twice the size of those in the BAU scenario.
Having a high-bound damage magnitude raises the optimal carbon prices to between six
and eight times those in the BAU scenario, suggesting that the main finding is sensitive to
the value of the high-bound damage magnitude.

 
Figure 16. Projections of the ratio of optimal carbon prices in the Violence vs. BAU scenarios, under different assumptions
about the magnitude of the climate-violence response relationship.

With the highest optimal carbon price across three scenarios, the high-damage-
magnitude scenario is projected to have the least rise in temperature and, by extension,
rates of climate-induced violence (Figure 17). As a result, such a scenario is also projected
to have the highest avoided damages from climate-induced violence as percentages of
regional GDP (Figure 18). Of particular note, sub-Saharan Africa is estimated to avoid
damages related to climate-induced violence that is worth 1 percent of the regional GDP in
2050, 9 percent in 2100, and 27 percent in 2200.
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Figure 17. Projections of temperature increase and the rates of collective and interpersonal violence, under different
assumptions about the magnitude of the climate-violence response relationship.

Figure 18. Projections of avoided damages from climate-induced violence as percentages of regional GDP, under different
assumptions about the magnitude of the climate-violence response relationship.
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4.7. Sensitivity Analysis: Catastrophic Temperature

Last but not least, a sensitivity analysis is performed on the value of the catastrophic
temperature parameter. The economic loss factor (ELF), which is part of the nonmarket
damage function, represents the fraction of consumption left for conventional use by
households and government. In MERGE, the default WTP to avoid nonmarket climate
damages associated with 2 ◦C of warming is 4 percent, meaning that ELF(re f temp) has a
default value of 0.96. re f temp is the reference temperature rise relative to the pre-industrial
level for nonmarket damages with a default value of 2 ◦C and is calculated as follows:

ELF(re f temp) = [1 − (
re f temp

catt
)

2
]

hsx

(16)

This ELF depends on the values of two parameters: catt and hsx [42]. Here, catt is a
catastrophic temperature parameter chosen in such a way that the entire regional product
is wiped out; in other words, it represents the catastrophic temperature at which the WTP
at infinite income reaches 100 percent. Its default value in MERGE is 10 ◦C. In addition, hsx,
the hockey-stick parameter that represents the degree of loss due to temperature increase.
A default value of 1 assumes that the loss is quadratic in terms of the temperature rise,
and this value is assumed for high-income countries and is highly speculative [42]. If the
amount of loss as a result of one unit of temperature rise is less than the quadratic, the
value of hsx should be less than 1, and the value for catt should be lower than the default.
After a new value for catt is set at 8.5 ◦C, leaving all other parameters unchanged, the
analysis is re-executed.

With a lower assumed catastrophic temperature, the optimal carbon price projections
for the catt = 8.5 ◦C scenario is very similar to those for the default scenario until 2170
(Figure 19). The near doubling of the optimal carbon prices in the Violence scenario vis-à-
vis the BAU scenario persists between 2020 and 2180 when catt = 8.5 ◦C. After 2180, the
default scenario, where the catastrophic temperature is assumed to be higher, the ratio of
the optimal carbon prices is projected to decline in the catt = 8.5 ◦C scenario.

 
Figure 19. Projections of the ratio of optimal carbon prices in the Violence vs. BAU scenarios, under different assumptions
about the catastrophic temperature.

A similar trend is observed for the projected temperatures, and by extension, the rates
of collective and interpersonal violence and the avoided damages from climate-induced
violence (Figures 20 and 21). Changing the assumption about the catastrophic temperature
does not seem to affect the projections until 2170, with a horizon towards 2200. After 2170,
the default scenario yields lower projected temperate and rates of violence and higher
avoided damages as percentages of regional GDP thanks to higher optimal carbon prices.
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Figure 20. Projections of temperature increase and the rates of collective and interpersonal violence under different
assumptions about the catastrophic temperature, under different assumptions about the catastrophic temperature.

Figure 21. Projections of avoided damages from climate-induced violence as percentages of regional GDP under different
assumptions about the catastrophic temperature, under different assumptions about the catastrophic temperature.

5. Conclusions and Policy Implications

This study puts forth a new way of modeling carbon externalities by endogenizing
a critical yet previously missing aspect of climate impacts—violence. Utilizing recently
published estimates of the costs of violence for different global regions [6] and the median
estimates of the incidence of violence per one standard deviation change in tempera-
ture [12], this study derives the costs of climate-induced violence. By internalizing such
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costs in MERGE, which is a methodological contribution of the paper, the results indicate
that the optimal carbon price roughly doubles across a range of scenarios with different
assumptions regarding climate sensitivity, GDP growth rate, and the catastrophic tempera-
ture. This relationship can be sensitive when the WTP to avoid nonmarket damages is low,
when nonmarket damages are excluded, or when the climate-violence damage magnitude
is at a high-bound of the uncertainty range represented in Hsiang et al.’s estimates.

However, there are two known biases. First, the costs of violence are plausibly low-
bound estimates, downwardly biasing the estimates of carbon externality. Second, since
the climate–violence relationship coefficient in Hsiang, Burke, and Miguel (2013) is mainly
based on local temperature deviations, which are likely higher than the global temperature
variation, the estimates of carbon externality could be biased upward [12]. To mitigate these
biases, future research can utilize improved estimates of the costs of violence, which would
be based on the country-level estimate of the value of a statistical life (VSL), projected
country-level weather trends, and country- or region-level climate–violence relationships,
when such estimates become available. (Furthermore, since Hsiang, Burke, and Miguel
(2013) provide one approximation of the “true” functional form of the relationship between
climate change and conflict, future research can utilize other functional forms in the
modeling exercise (e.g., linear). Moreover, researchers can conduct similar analyses using
other IAMs and perform inter-model comparisons of results. Last but not least, future
research can try to factor in the effects of projected adaption).

For the modeling community, the take-home message is that climate-induced violence
may have a material impact on the results and should be considered in any model trading off
the costs and benefits of greenhouse gas emissions. For the policy community, the approach
of this paper bears normative significance by incorporating climate-induced violence costs
into the broader tradeoff between the costs and benefits of carbon emissions across the
global economy. Based on the median estimate of the effect of climate change on violence
and under the assumption that the WTP to avoid nonmarket damages equates 1 percent
of regional income, the avoided damages from climate-induced violence in sub-Saharan
Africa is estimated to reach 0.5 percent of the region’s GDP in 2050, 2 percent in 2100, and
almost 4 percent in 2200. When the magnitude of climate damage is near high-bound, the
avoided damages from climate-induced violence in sub-Saharan Africa are projected to
reach 1 percent of the region’s GDP in 2050, 9 percent in 2100, and 27 percent in 2200. These
figures are very significant for a region that has long suffered from underdevelopment and
violence and thus deserve policy attention.

More broadly, this exercise shows that socially contingent damages, such as violence,
can and must be integrated into policy-relevant climate models. Given the significant role
that politics play in shaping climate-related policies and trajectories, political scientists who
have not yet been actively involved in the development of IAMs have great potential of
making significant contributions. Beyond the climate–violence example presented in this
paper, another promising area is the integration of political constraints into IAMs, possibly
in the form of a new module.
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Abstract: The increase of energy access to households has been a global priority. By 2018, 89.59% of
the world population had access to electricity, while 97.26% of the persons living in urban areas (The
Mexican Government reports it at 99.99%) had access. We must now move beyond access to electricity
and address energy poverty in urban spaces. A household is energy poor when their inhabitants
are incapable of securing proper domestic energy services. Several different methodologies were
developed to measure energy poverty. The Multidimensional Energy Poverty Index (MEPI) by
Nussbaumer has been successfully used in Africa and in Latin-America. The MEPI considers five
dimensions: cooking, lighting, household appliances, entertainment/education and communication.
We developed a Multidimensional Energy Deprivation Index (MEDI), based on MEPI. Thermal
comfort has been included as sixth dimension, by considering the temperature of the region where
the household is located. We found important differences between MEPI and MEDI for Mexico at the
national level (urban-MEPI at 0.028 vs. 0.071 urban-MEDI, which implies a higher degree of energy
poverty). Also, differences between geopolitical and bioclimatic regions were found. Having better
ways to assess energy poverty in the urban context is a key factor to develop effective public policies
that might alleviate it.

Keywords: energy poverty; bio-climatic region; MEPI; thermal comfort; urban

1. Introduction

Energy poverty (EP) is a growing and urgent issue currently affecting many people in
the world. EP may manifest in several ways and at different levels (which make it hard
to measure and compare), and despite its importance as a social phenomenon, there is
not a universal definition at the moment [1]. Nevertheless, as a general approximation of
the subject, it can be said that EP is the inability to access adequate, affordable, reliable,
high-quality, safe, and environmentally benign energy services to support economic and
human development [2].

EP is of particular interest in cities. Currently, around half of the world’s population
lives in cities, and for the year 2050, 70% of the world inhabitants is predicted to live in
urban settlements [3]. Cities account for between 60% and 80% of energy consumption
and near 75% of carbon emissions, despite the fact that hey only occupy 3% of the Earth’s
surface [3]. The United Nations (UN) acknowledges the importance of cities in sustainable
development, and for the accomplishment of Sustainable Development Goal (SDG) 11: For
sustainable cities and communities, addressing urban energy poverty is imperative.

EP incidence can be found within a wide range of populations: from local groups to
different national contexts, which highlights the relevance of assessing its spatial distribu-
tion [4]. For the urban areas, dwellings have a higher probability of being able to access
modern energy services (especially electricity and liquefied petroleum gas), and for this
reason, the lack of access of energy services might reflect poverty and unaffordability [5].
Roberts et al. (2015) undertook a study in the UK context, and they found that the experi-
ence of fuel poverty in urban areas lasts longer on average, and that fuel poverty also has
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a higher probability of persistence [6]; whilst Robinson et al. (2018) found that there is a
higher prevalence of fuel poverty in urban areas [4]. In México, García Ochoa & Graizbord
Ed (2016) evaluated the deprivation of energy services while distinguishing between rural
and urban settlements, where they also discussed the importance of the climate when
assessing EP [7].

Positive Energy Districts (PED) emerge as a strategy to decarbonise urban spaces
in Europe. Bruck et al (2021) define a PED as a community that generates a surplus of
energy with renewable sources in comparison with the energy it consumes from the grid
on an annual basis, and that keeps its CO2 emissions balance at zero. They show that with
actual electricity demand patterns PEDs are feasible and even pose a cheaper alternative
against the import of energy when favourable climatic conditions are met. They also
show a decrease in energy consumption. Thus, both issues imply an incentive in the
householders” economy [8].

The dwellings or buildings that might be conceptualized as a PED have to actively
manage their energy consumption and the energy flow between them and the national
grid [9].

For the development of PEDs, the urban energy end-use must be very low, and
this requires high energy efficiency, especially in the building, industry, and transport
sectors [10]. An important feature of the PEDs is that achieving an annual surplus of net
energy is not their only goal, they also must adequately handle such surpluses to prevent
additional stress on the electrical grid [10]. For the accomplishment of the later objective,
PEDs must offer alternatives for increasing the self-consumption and consumption on site,
technologies for storage (both for short and long term) and provide energy flexibility by
means of smart grids [11].

Hearn & Castaño-Rosa highlight that PEDs are a solution that might alleviate energy
poverty (EP). Even though some places enforce public policies to promote the use of PV
systems or the decrease of social tariffs as measures to alleviate, they are not enough.
This is the main reason why the concept of PEDs gains interest as a better strategy, since
households experience a decrease in their energy expenses and increase their energy
behaviour [12].

The objective of the present work is to generate knowledge regarding the Mexican
incidence of energy poverty in urban areas. The paper seeks to answer the research
question: What is MEDI´s relevance for energy poverty evaluation and its alleviation
through public policy design in Mexican urban populations? The originality of the paper
lies in two main issues: first, the introduction of the Multidimensional Energy Deprivation
Index (MEDI), an indicator based in Nussbaumer´s Multidimensional Energy Poverty
Index (MEPI) that includes thermal comfort, considering both the bioclimatic region and
the temperature in the measurement of energy poverty. Second, this is the first study that
assesses energy poverty in urban areas in the Mexican context. The results attempt to act as
an information source for the elaboration of public policies with the aim to address energy
poverty in Mexico.

The article is presented as follows: in the Section “Materials and Methods”, both MEPI
and MEDI are described, as well as the data set used for the analysis. The results and
the comparison for both indexes are presented in “Results”, along with the identification
of energy deprivation in terms of the different Mexican bioclimatic regions and some
examples of specific urban areas. Finally, in “Discussion”, the key results and the more
important findings are discussed.

2. Materials and Methods

2.1. MEPI Description

The Multidimensional Energy Deprivation Index (MEDI) is based on Nussbaumer´s
Multidimensional Energy Poverty Index (MEPI). MEPI is an indicator that captures a set
of energy deprivations that affects people by means of five dimensions and six indicators
that represent basic energy services, as shown in Table 1. The people living in a particular
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dwelling are in an energy poverty condition if the combination of deprivations faced
exceeds a predefined threshold [13].

Table 1. MEPI information [13].

Dimension Indicator (Weight) Variable
Deprivation Limit

(Poor If . . . )

Cooking

Modern cooking fuel
(0.2) Type of cooking fuel

Use any fuel besides
electricity, LPG,

kerosene, natural gas
or biogas

Indoor pollution (0.2)

Food cooked on stove
or open fire (no

hood/chimney) if
using any fuel beside

electricity, LPG,
natural gas or biogas

True

Lighting Electricity access (0.2) Has access to
electricity False

Services provided by
means of household

appliances

Household appliance
ownership (0.13) Has a fridge False

Entertainment/
education

Entertainment/education
appliance ownership

(0.13)

Has a radio or
television False

Communication Telecommunication
means (0.13)

Has a phone land line
or a mobile phone False

MEPI measures energy poverty on d variables across a population of n individuals.
The matrix Y = [yij] represents the states matrix n x d for i persons through j variables.
yij > 0 indicates the state of individual i on variable j. A weighting vector w is composed of
wj elements corresponding to the weight that is applied to variable j. It is defined by:

d

∑
j=1

Wj = 1 (1)

The deprivation threshold zj on variable j is set; then, all individuals with deprivations
on any variable are detected. Subsequently, it is defined the deprivation matrix g = [gij]
where each element gij is determined by:

gij =
{

wj, yij < zj 0, yij ≥ zj
}

(2)

In a MEPI calculation, elements on the states matrix are non-numerical, and for that
reason the threshold is defined as a set of conditions to be fulfilled. Later, a column vector
c of deprivations counts is built, where the ith entry indicates the sum of deprivations that i
person is facing, where:

ci =
d

∑
j=1

gij (3)

The dwellings on the energy poverty condition are identified with the definition
of a limit k > 0, which is applied to the column vector c, a dwelling is considered to
be one of energy poverty if its weighted deprivation count ci exceeds k. The censored
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vector of deprivation count is represented by c(k), which is different to c for it counts zero
deprivations to the persons that are not identified on multidimensional energy poverty.

ci(k) = {0, ci ≤ k ci, ci > k} (4)

Headcount ratio H represents the proportion of the population considered as energy
poor, and is calculated with H = q/n, where q is the number of persons on energy poverty
(ci > k), and n, the total number of the sample. H indicates the incidence of multidimensional
energy poverty. The average of the censored weighted deprivation count ci(k) represents
the intensity of multidimensional energy poverty, and is calculated by:

A =
n

∑
i=1

Ci(k)
q

(5)

MEPI captures information regarding incidence and intensity of energy poverty, and
is defined as MEPI = H × A. When calculating H and A, the number of persons in each
dwelling are included.

2.2. MEDI Description

Robles & Cedano (2021) state the need to consider bioclimatic regions to better under-
stand energy poverty (EP). This is in regard to the importance that thermal comfort has in
the proper assessment of EP. They create a new index adding not only the dimension of
thermal comfort, but also a climate analysis that includes the regional climatic conditions to
properly assess the need of appliances to achieve it. This index, called the Multidimensional
Energy Deprivation Index (MEDI), considers the extreme temperature ranges that take
place in Mexico and the importance of being deprived of appliances to mitigate the effects
of extreme weather [14]. We use annual average extreme temperatures considering that a
30 ◦C average implies thermal discomfort, whether the standard deviation is large or small.
In other words, a small standard deviation can translate to having minimum variations
around 30 ◦C, which makes livelihood or work-related activities uncomfortable without
the aid of cooling appliances. And on the other hand, in those cases where the standard
deviation is larger, we can infer that the temperature can rise to even higher values, thus
increasing the need of cooling appliances to achieve thermal comfort.

MEDI methodology allows for the incorporation of new dimensions and variables,
and an alternative dimension was added, as shown in Table 2.

Table 2. Thermal comfort dimension [14].

Dimension Indicator Variable
Deprivation Cut-Off

(Poor If . . . )

Thermal comfort Thermal comfort
access

Has an air
conditioner or

heating
False

Thermal comfort is a very important topic when assessing energy poverty, since
providing it is considered an energy service needed to achieve wellbeing. Its relevance can
be shown in several case studies; for example, in the summer of 2003, more than 70,000
deaths caused by extreme heat in Europe were reported [15]. Without any doubt, accessing
thermal comfort can decrease the number of deaths related to very low temperatures or
to dehydration when very high temperatures occur, not only in Europe, where most of
the recent events are being reported, but also in Latin America. Thermal comfort has
been thoroughly studied since 1959 by Crowden, with studies analysing its effects on
human health in households. We found 16,976 papers on the Web of Science regarding
thermal comfort up to August 2021; however only 85 of those papers address energy
poverty also. These 85 papers focus on mortality, vulnerability, deprivation, and extreme
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temperature, among other topics as can be found in Table 3 (Data from Minero bibliométrico
Avanzado [16]).

Table 3. Keywords in 85 papers about thermal comfort and energy poverty.

Consumption Low-Income Households

Health Climate

Mortality Vulnerability

Impact Energy justice

Energy deprivation Extreme temperature

Mitigation Older people

Excess winter deaths Efficiency

Population increases in urban areas and a building’s inadequate design and construc-
tion that affects thermal comfort affects quality of life in urban spaces. Karakounos et al [17],
Gaitani et al [18], and Pontes et al [19] consider climatic regions and bioclimatic design to
alleviate the adverse effects of extreme temperature and climate change. This situation can
be alleviated by retrofitting buildings with materials that have better behaviour against
temperature increases. They also suggest adding green spaces to decrease outdoor tem-
perature and, in turn, decrease energy consumption for cooling. However, there are some
cases where adjacent buildings increase temperature, thus adding layers of complexity
to alleviate the lack of thermal comfort and increasing the need for cooling appliances.
Calixto & Huelz highlight the importance of climate considerations in building design,
since this is directly related with energy consumption, especially in countries in the Global
South, like Mexico, where climate diversity is high. In this region, bioclimatic diversity has
to be considered in the design and construction of buildings to attain thermal comfort and
energy savings [20].

Robles & Cedano (2021) modified in a proportional way the weights that Nussbaumer
et al defined in their methodology, while including the dimension of thermal comfort. The
first approach was to adjust the weights for the five original dimensions proportionally, so
they were not significantly altered when adding thermal comfort [14]. The weights were as
shown in Table 4.

Table 4. Proportional weights of original MEPI when adding thermal comfort [14].

Dimension Indicator Variable Weight

Cooking Modern cooking fuel Type of cooking fuel 0.18

Indoor pollution Food cooked on stove or open
fire 0.18

Lighting Electricity Access Has Access to electricity 0.18
Services provide by
means of household

appliances

Household appliance
ownership Has a fridge 0.115

Entertainment/education Entertainment/education
appliance ownership Has a radio or television 0.115

Communication Telecommunication means Has a phone land line or a
mobile phone 0.115

Thermal comfort Thermal comfort access Has an air conditioner or
heating 0.115

Also, new weights were applied to all the dimensions as shown in Table 5. To establish
MEDI´s weights, experts on the subject were consulted. They agreed on considering
cooking as essential, followed by electricity and then appliances, since until this point,
health and safety were considered, as well as which appliances were useful for food
preservation and to prevent indoor pollution. Later, thermal comfort was considered due to
its importance as an energy service. Finally, entertainment/education and communication
were included [14].

263



Sustainability 2021, 13, 10646

Table 5. MEDI information [14].

Dimension Indicator Variable Weight

Cooking Modern cooking fuel Type of cooking fuel 0.13

Indoor pollution Food cooked on stove or
open fire 0.13

Lighting Electricity Access Has Access to electricity 0.24
Services provide by
means of household

appliances

Household appliance
ownership Has a fridge 0.21

Entertainment/education Entertainment/education
appliance ownership Has a radio or television 0.08

Communication Telecommunication
means

Has a phone land line or
a mobile phone 0.07

Thermal comfort Thermal comfort access Has an air conditioner or
heating 0.14

2.3. Databases Used

The data used for the evaluation was obtained from the National Survey of Income
and Expenditures in Households (Encuesta Nacional de Ingresos y Gastos en los Hogares,
ENIGH, in Spanish). This survey is applied every two years by the National Institute of
Statistics and Geography (Instituto Nacional de Estadística y Geografía, INEGI). We used
the data of the survey applying secondary data analysis [21]. The ENIGH database includes
information associated with three levels: dwelling, household, and the household ’s mem-
bers; and the results can be extensive for the whole population, with a confidence interval
of 90%. The analyzed information encompassed 73,405 dwellings in which 256,989 persons
reside [22].

In Section 2.2 it is mentioned that Robles & Cedano use the temperature of the bio-
climatic region as conditional for calculating MEDI, and it is taken from the National
Water Comission (Comisión Nacional del Agua, CONAGUA) dataset. In its web page, the
information includes the national monthly average maximum or minimum perspective
temperature in a three-month period. However, the authors requested CONAGUA infor-
mation regarding one year’s daily temperatures by municipality. CONAGUA delivered
information about the year daily minimum, average and maximum temperature available.
Temperature is expressed in degrees Celsius [23].

3. Results

3.1. Identification of Energy Deprivation by Bioclimatic Region

Two cases were analyzed for the identification of energy deprivation in relation
to the bioclimatic region. In the first one, the extreme temperatures in the bioclimatic
region were used, meaning that the minimum temperature among the municipalities
of the region was set as tmin and the maximum temperature among the municipalities
of the region was set as tmax. The second case considers only the average temperature,
leaving the extreme temperatures out of the analysis. The two cases together show two
completely different results: when using extreme temperatures 99% of the people show
deprivations regarding thermal comfort, while just one bioclimatic region presents the
need to use thermal comfort appliances when using the average temperature, resulting in a
low incidence in this dimension.

To better understand the incidence of deprivations within the bioclimatic regions, the
indicator´s weights were adjusted and the calculation was made considering the variables
instead of the dimensions. A weight of 1, as opposed to the previously allocated weights,
was used for the calculation of each variable alone, setting the weights of the other variables
to zero. As an example, to know the incidence of the access to electricity variable, its weight
was set in 1 while the weights of all the other variables was set to zero.

For the first case, where the extreme temperatures are used, all of the bioclimatic
regions present the lack of heating or air conditioning as the most emerging deprivation
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affecting 99% of the people. Warm weather has presented temperatures below 10 ºC (in
part due to climate change), which have caused them to face heating deprivation. Dry
tempered, tempered and humid semi-cold weather also requires heating. Humid tempered,
dry semi-cold and semi-cold weathers show a wider deprivation of air conditioning in
relation to heating, while both are at concerning levels. Figure 1 shows humid warm
bioclimate and highlights the lack of heating. Figure 2 shows humid tempered weather,
where both deprivation of heating and air conditioning are at a similar level.

 

Figure 1. Humid warm weather.

 

Figure 2. Humid tempered weather.
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For the second case, where the average temperatures were used, only the semi-humid
warm region needed air-conditioning appliances. However, it only had an incidence of
0.36. The larger deprivation presented in most of the regions is the lack of refrigerator.
Only in the semi-humid warm and humid warm was the larger deprivation was the type
of cooking fuel used. Figure 3 shows the semi-humid warm weather where this can be
seen. The incidence for the air conditioning, while existing, cannot be seen due to the low
value it poses in relation to the resolution of the figure. Figure 4 presents tempered weather,
highlighting that the refrigerator is the deprivation with the larger incidence.

 
Figure 3. Semi-humid warm weather.

This analysis shows that the first case is more sensible to the weather variations
and allows a more accurate assessment of thermal comfort conditions in each location.
In this regard, we have a better approximation to the energy needed by a household to
achieve thermal comfort. The following MEPI, MEPI comfort and MEDI will be calculated
considering the annual average maximum and minimum temperatures.

3.2. Specific Urban Areas

A specific capital city was selected in each bioclimatic region as part of the bioclimatic
analysis. The aim is to observe the differences on energy poverty measurements when
using MEPI, MEPI with thermal comfort and MEDI. In all the cities, the level of the index
regarding energy poverty is larger when using MEPI with thermal comfort instead of MEPI
(except in Xalapa where is the same), and is larger when using MEDI instead of MEPI with
thermal comfort, highlighting that MEDI might show better resolution when identifying
people on energy poverty, since the weights for each dimension and variable were chosen
by Mexican experts on energy access and poverty. Table 6 shows the differences between
both MEPIs and MEDI as well as the maximum, minimum and average temperatures in
each city.
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Figure 4. Tempered weather.

Table 6. MEPI and MEDI of capital cities in each bioclimatic region.

Region Capital City MEPI
MEPI

Comfort
MEDI Tmin Tmax Taver

Humid
warm Campeche 0.024 0.060 0.070 6.0 44.0 27.0

Dry warm Monterrey 0.000 0.033 0.039 −8.0 44.0 23.1
Extreme dry

warm Hermosillo 0.013 0.029 0.036 −7.5 49.0 25.5

Semi-humid
warm

Ciudad
Victoria 0.006 0.031 0.040 −4.0 44.0 22.7

Semi-cold Toluca 0.007 0.014 0.045 −4.0 26.0 14.2
Humid

semi-cold Xalapa 0.050 0.050 0.060 6.0 34.0 19.0

Dry
semi-cold Pachuca 0.003 0.049 0.059 −2.7 31.0 16.0

Temperate Guadalajara 0.000 0.018 0.022 4.0 37.5 21.0
Humid

temperate Tepic 0.004 0.042 0.049 8.2 35.0 23.0

Dry
temperate Oaxaca 0.015 0.080 0.094 8.0 39.5 23.0

When using average maximum and minimum temperatures, all the capital cities need
heating and, excluding Toluca, all the cities need air conditioning. On the other hand, when
using annual average temperatures, none of the selected cities would need heating or air
conditioning. Another important finding is that the second and the third largest cities in
the country, Guadalajara and Monterrey, have a MEPI of zero; that is, there seems to be
no energy poverty in those cities; however, when using both MEPI with thermal comfort
or MEDI, the two cities show households with energy poverty. This is due to the lack of
appliances to attain thermal comfort.
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4. Discussion

The analysis of energy poverty in cities becomes more relevant due to the high share of
the population that lives in urban areas and, knowing the share is going to get significantly
higher in the future, both in the world and in Mexico. The large number of people living
together in mega urban areas might foster the lack of access to energy services. The
alleviation of energy poverty is a challenge that must be addressed with context-related
measures. One very interesting approach arises from fostering Positive Energy Districts.
In this regard, we know that “In 2018 Europe, 39.3% of the population lived in the cities,
31.6% lived in towns and suburbs” [24], that is, more than 70% of Europe’s population
is concentrated in urban spaces. Also, according to [25], more than 40% of Europe’s
residential buildings were built before 1960, and 50% between 1960 and 1990. Considering
that buildings account for 40% of energy consumption, 36% of CO2 emissions and 55%
of electricity consumption, renovation of those dwellings is critical. Then for Europe, the
reduction of energy consumption and CO2 emissions must be urgently addressed by city
planners, developers, and operators by considering a systemic approach. A proposal to
analyse the refurbishment of cities at district level has been considered as critical, and even
the objective to obtain positive energy districts has been put forward by Yvann Nzengue
and co-authors [26].

In 2013, Mexico announced a new approach to housing and urban policy, calling for a
more explicit qualitative focus on housing and the urban environment. Nevertheless, it was
more a quantitative push for formal housing, which came with quantitative costs: inefficient
development patterns resulting in a hollowing out of city centres and the third-highest rate
of urban sprawl in the Organization for Economic Cooperation and Development (OECD);
increasing motorization rates; a significant share of vacant housing, with one-seventh of
the housing stock uninhabited in 2010; housing developments with inadequate access to
public transport and basic urban services; and social segregation [27].

The OECD [28] considered that Mexico´s moderate growth over the past two decades
has been supported by oil wealth, working age population growth, and open trade and
investment policies. Despite this growth, Mexico has not converged towards higher living
standards and the gap in GDP per capita with the OECD average and the United States
has not narrowed. Informal work remains high, encompassing nearly 60% of formal jobs
and about a quarter of GDP. Inequality and poverty declined only moderately, and large
gaps prevail between regions while poverty disproportionately affects the indigenous pop-
ulation.

Andres Manuel Lopez Obrador, President of Mexico, announced in one of his daily
briefings that his government established as a priority area the recovery of homes in both
low-income and housing areas to revive the construction sector and the consumption of
building materials [29]. Furthermore, Roman Meyer, Mexican Minister for Agriculture,
Territorial and Urban Development, explained in a briefing that of the 34 million households
in the country, 9.4 million have underdevelopment issues, and that 79% of those are due
to precarious building materials. He also revealed that there are about 650 thousand
abandoned dwellings, of which 175 thousand will be recovered by the government, and
the federal government will also provide all services to their urban surroundings. The
programs will be financed directly to the inhabitants to promote self-construction or by
individual contracting of local building workers. Therefore, in the short-term context, one
can surmise that the establishment of federal energy programs for household development
will be a difficult task.

Nevertheless, according to the Mexican National Council of Population (CONAPO,
in Spanish) the Mexican population was 128 million as of 2020 and is projected to be
148 million by 2050 [30]. If accurate, if a 90 to 10 percentage ratio is taken for urban to
rural distribution and a density of four people per house is considered, at least four million
dwellings with pertinent urban infrastructure must be built. This gives the opportunity to
establish programs for energy savings using renewable energies and developing positive
energy districts.
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5. Conclusions

Few papers address the evaluation of energy poverty in urban spaces and take into
consideration thermal comfort and the climatic features of the evaluated regions. To have a
better understanding of how energy poverty presents, and which are the factors that cause
it, is a first step in alleviating the situations that many people in the world, especially in
cities, are facing. There is no doubt that thermal comfort is a critical matter when analysing
energy consumption. From heating devices in winter, to cooling devices in summer, energy
consumption is greatly affected by these appliances. Its importance has been addressed
by several studies [14,15,31]. We highlight its importance in urban dwellings not only
because of the actual and forecasted population concentration in cities, but also considering
possible district-focused strategies to alleviate it.

One of the main contributions of this paper is the application of MEDI, based on the
structure of Nussbaumer et al.’s MEPI by adding the dimension of thermal comfort and
using the bioclimatic regions for its evaluation. MEDI and MEPI are both useful for the
evaluation of energy poverty; however, the results indicate that the multidimensional index
is 2.5-fold when using MEDI instead of MEPI. This last part is evidence of the much larger
incidence of energy poverty when considering thermal comfort. These findings are useful
for policy makers when addressing energy poverty, both in rural and urban areas.

One of the most difficult challenges to properly assess thermal comfort lies in the
regional differences on climate and the individual perception as well as its ability to adapt
to it. Our research is one of the first attempts to include annual average temperatures
(maximum, mean and minimum), as a parameter to consider while evaluating a household
vulnerability in regard with thermal comfort. We chose 10 Mexican main cities, each in a
different bioclimatic region, to show the difference that considering thermal comfort poses
while measuring energy poverty. To do this, we used two different thresholds. The first
only took into consideration annual average mean temperatures, while the second had a
double-sided criterion, taking, for one side, the annual average minimum temperature,
and for the other side, the annual average maximum temperature. The latter was a more
accurate measure, since it considers a wider range of temperatures.

Assessing EP by considering thermal comfort in urban spaces is key to better under-
stand the regional distribution of households classified by their energy accessibility and
consumption. Since the calculation for EP can be done by localities or districts, mapping
different EP conditions can help urban planning and policy making to foster locally the
emergence of PEDs where EP is low, and connecting these PEDs with districts that exhibit
high levels of EP. Since non-EP districts have the economic possibility to invest in renewable
infrastructure, local governments can promote the development of PEDs. This energy
solidarity model can be applied to urban and periurban zones, complementing energy
needs of those in energy poverty.
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Abstract: In this study, tweets related to fires in Riau, Sumatra, were identified using carefully
selected keywords for the 2014–2019 timeframe. The TAGGS algorithm was applied, which allows
for geoparsing based on the user’s nationality and hometown and on direct referrals to specific
locations such as name of province or name of city in the message itself. Online newspapers covering
Riau were analyzed for the year 2019 to provide additional information about the reasons why
fires occurred and other factors, such as impact on people’s health, animal mortality related to
ecosystem disruption, visibility, decrease in air quality and limitations in the government firefighting
response. Correlation analysis between meteorological information, Twitter activity and satellite-
derived hotspots was conducted. The existing approaches that BMKG and other Indonesian agencies
use to detect fire activity are reviewed and a novel approach for early fire detection is proposed based
on the crowdsourcing of tweets. The policy implications of these results suggest that crowdsourced
data can be included in the fire management system in Indonesia to support early fire detection and
fire disaster mitigation efforts.

Keywords: forest fires; meteorology; newspaper; policy; Tweeter; Indonesia

1. Introduction

There are large forested areas in Indonesia. Based on 2019 data from the Ministry
of Environment and Forestry of the Republic of Indonesia, total forested area covers
about 94.1 million hectares, representing almost half of Indonesia’s total land-covered area.
Though Indonesia benefits from its forestry resources, forest fires also negatively impact
aspects of life in Indonesia, in terms of both the economy and health. Tacconi [1] states
that the economic cost associated with fires stems not only from the fires themselves, but
also from associated smoke and haze, the loss of timber and the loss of opportunity to
plant crops. Equally damaging are the costs of firefighting and the loss of property and
life. By the same token, the indirect benefits of forested land, such as flood protection
and biodiversity, are diminished. Further, smoke impacts health, tourism, transport and
industrial production.

Indonesia’s land and forest fires are strongly affected by peat soil and land manage-
ment practices which are often caused by human activities [2], mainly illegal agricultural
activities using slash-and-burn techniques to convert forests and peatlands into palm
oil plantation fields [3]. This leads to a high frequency of fire activity in such regions,
particularly during dry seasons [4]. The fires often produce haze in the peatland areas.
There are several types of warnings which can be issued depending on haze severity, such
as reduction of outdoor activities or evacuation of the affected areas due to haze-related
health issues [5]. According to Ulya et al. [6], forest fires cost public and private companies
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and the government approximately IDR 77.4 million per hectare of burned area. Therefore,
urgent policy action in Indonesia requires the improvement of forest fire early detection and
warning systems. Rogers and Tsirkunov [7] discuss costs and benefits of such early warning
systems. It was shown in one case study in Europe that several hundred lives per year can be
saved by employing hydro-meteorological information as part of an early warning system [8].
Prediction and early detection of forest fires are important in order to prevent fires from
spreading more intensely. The Indonesian Agency Assessment and Application of Technology
(BPPT), in collaboration with the Agency for Meteorology, Climatology, and Geophysics
(BMKG), and the Ministry of Environment and Forestry (KLHK) has been operating the Fire
Danger Rating System (FDRS) since 1999. Though the FDRS does gauge the probability of
fire occurrence, a more direct system would provide valuable information.

This study explores how monitoring large-scale meteorological phenomena, such as El
Niño/Southern Oscillation (ENSO) and Indian Ocean Dipole (IOD), as well as data collected
from social media, such as Twitter, can contribute to early detection of and thus early warnings
of forest fires in Indonesia. We also examine newspaper articles to gain additional information
related to “sentiment analysis” related to fires. This will provide guidance and insight for
policy makers as they formulate new practices to mitigate forest fires.

This paper consists of a literature review, a detailed discussion of methodology, an
analysis of our results and a conclusion section.

2. Literature Review

2.1. Use of Social Media in Early Detection of and Warning of Disaster Events

Several studies have used information derived from social media and newspapers
to study public policy issues, including disaster events. People use Twitter as a way to
share their concerns about important societal issues [9]. A study by Biswas [10] shows
how news media contribute to the process of policy making by identifying important
issues. The use of social media in political communication was studied by Stieglitz and
Dang-Xuan [11] who attempted to develop a toolset for collecting, storing, monitoring,
analyzing and summarizing user-generated and politically relevant content from social
media to be used by political institutions. Sinnenberg [12] has shown how Twitter can be
used in health-related studies. Power, et al. [13] state that social media can be a valuable
channel of communication. However, its adoption as a source of information to enhance
public awareness is still rare [14] because it is not easy to frame social media content in
proper context, process large volumes of information nor to trust the messages [15]. Twitter
has been used for detecting disasters such as earthquakes [16–18] and floods [19]. Power
et al. [20] applied tweets to develop a system for identifying fires in Australia.

Several papers study land and forest fires in Indonesia, including their meteorological
and climate indicators [21–23]. Kibanov, et al. [4] reports on social media mining as the
source of information related to peatland fires and haze disaster management. Forsyth [24]
studied transboundary haze issues in Indonesia, Singapore and Malaysia. Panjaitan,
et al. [25] studied forest fire policies in Indonesia, specifically the role of central and local
governments and the moderating effects of good governance. Related studies deal with
“sentiment analysis”. Mustaqim et al. [26] studied public feelings (the “sentiment analysis”)
about the Indonesian government’s response to handling forest fires in 2019 by using a
semi-automated labeling and classification scheme. Mustaquim et al. state that sentiment
analysis provides a way for businesspeople and academic institutions to better understand
community thinking. A recent review of Twitter sentiment analysis can be found in
Carvalho and Plastino [27].

2.2. Indonesian Agencies’ Fire-Related Warnings

The Indonesian government has developed several ways to prevent and mitigate the
occurrence of land and forest fires. The KLHK offers a web dashboard for monitoring forest
fires called SiPongi. In conjunction with the Geospatial Information Agency, the KLHK
provides a forest fire vulnerability map, using physical factors such as land cover, land
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topography, weather and climatology, as well as anthropogenic factors such as human
behavior and local socio-culture. The National Disaster Management Agency (BNPB)
provides a geospatial dashboard for forest fire mitigation and evacuation. The BMKG
provides the Fire Danger Rating System (FDRS), which was developed in collaboration with
the Agency for the Assessment and Application of Technology (BPPT) and the Ministry of
Environment and Forestry (KLHK). It provides information about the Fine Fuel Moisture
Code, Duff Moisture Code, Drought Code, Build Up Index, Initial Spread Index and Fire
Weather Index, as well as smoke distribution imagery and hotspot distribution. The Fine
Fuel Moisture Code and the Fire Weather Index information are based on weather analysis.

2.3. Social-Media Based Fire Detection

In Indonesia, Twitter is used by more than 75% of all active Internet users. In 2012,
Indonesia had the largest global tweet/user ratio in the world [28]. Twitter messages
can be merged with weather analysis, an idea which was recently exploited to predict
floods in Indonesia [29]. Social media can be an effective communication method, though
it remains difficult to analyze a large amount of social media content and determine its
appropriateness to fire prediction. Twitter can be used for disaster management during
earthquakes [16–18], as many people send messages about such events. Power et al. [20]
applied a similar methodology to fire detection; they identified near-real-time tweets that
describe fire occurrences and employed a text classifier to refine the results to obtain actual
fire occurrences. In a study conducted by Aditya et al. [30], crowdsourcing information
was used to validate satellite observations of hotspots and haze. They indicate that their
Geocrowd app has the potential to help validate hotspots and to contribute to haze mitiga-
tion and environmental protection. They mention that the availability of mobile network
signal in remote areas was one of the main obstacles to effective use of the Geocrowd app.
They suggested that locally stored reports on the users’ mobile devices should be sent
when network signal returns.

Power, et al. [23] posits that social media could act as an effective canal of communi-
cation. On the other hand, Anderson [14] states that the use of social media has not been
widely adopted. There are several difficulties in adopting social media, such as analyzing
a large amount of available information and having trust in its content [15]. However,
there have been successful studies on the detection of earthquake disasters using social
media [16–18].

2.4. Meteorological Factors

While some researchers [31–33] mention that the key factor for the occurrence of fires
are human activities which clear the land to be used for plantation and agriculture, severe
drought conditions induced by the dry phase of climate oscillations can worsen land and
forest fires. Several studies indicate that forest fires in Indonesia correlate with dynamical
weather conditions and long-term climate indices representing climate oscillations such as
El Niño/Southern Oscillation (ENSO) and Indian Ocean Dipole (IOD). In Indonesia, dry
conditions are associated with the El Niño phase of ENSO and positive phase of IOD. El
Niño events can be classified into two main categories or types based on the location of
the maximum sea surface anomaly (SSTA). They are the Eastern Pacific (EP or canonical)
El Niño with the maximum SSTA observed in the Eastern Pacific and the Central Pacific
(CP or Moldoki) types (Ashok et al. [34]; Yu et al. [35]; Yeh et al. [36]) with the maximum
SSTA located in the central Pacific. Studies by Ashok & Yamagata [37], Yu et al. [35], Yu &
Kim [38], Wang & Wang [39], and Zhang et al. [40] showed that the different types of El
Niño control Walker circulation location and intensity, modifying global circulation and
precipitation patterns.

Numerous studies have shown that El Niño events cause intensive fires in Indonesia
(C. C. Chen et al. [41]; Fanin & Werf [42]; Field et al. [43]; Wooster et al. [44]; Yin et al. [45]).
A study by Wooster et al. [44] indicates that El Niño, by its influence on precipitation, has
a great influence on fire activity magnitude in Kalimantan (Borneo). Their results also
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showed that forecasting El Niño conditions provides ways of estimating the extent and
magnitude of fire events several months in advance. Pan et al. [23] recently showed that
different types of El Niño can influence the occurrence of Indonesian fires each in a slightly
different way; however, both El Niño types are associated with increased droughts and
more severe fires (Field et al. [43]). According to Lee and McPhaden [46], in recent years,
the El Niño CP type has been appearing more frequently.

Another factor that can modify the Indonesian precipitation pattern, and therefore
influence fires, is the Indian Ocean Dipole (IOD). According to Saji et al. [47], IOD develops
in the tropical Indian ocean (IO) and is characterized by the reversal of the SST gradient
between the eastern and western equatorial Indian ocean. During the positive IOD event,
the SST in the western IO is higher than in the eastern IO, modifying the zonal circulation
and suppressing precipitation in Indonesia. IOD is usually initiated in a boreal summer,
reaches its maximum height in autumn, and quickly falls off in winter. Interactions of the
IOD and El Niño create variations in precipitation patterns for the different types of El
Niño (Wang & Wang [39]; Zhang et al. [40]). Earlier studies of fires in Indonesia (Fanin
and Werf [42]; Field et al. [43]) showed that the phase of Indian Ocean Dipole (IOD) might
modulate fires, particularly when occurring in conjunction with the El Niño phase that also
contributes to fires. Recently, Pan et al. [23], using the fire data from 1979 to 2016, showed
that taking into consideration the presence of different El Niño and IOD regimes advanced
understanding of the role of climate variability in Indonesian fire activity. They classified
12 El Niño events from 1979 to 2016 into Eastern Pacific (EP) and Central Pacific (CP)
types (four and eight El Niño events, respectively) and analyzed observational datasets
of sea surface temperature, precipitation, drought code, carbon emission associated with
biomass burning, optical depth of aerosol and visibility. The results showed that in weather
conditions associated with El Niño of the EP type, Indonesian droughts and fires occurred
more intensely and were more prolonged, and the carbon amount emitted almost doubled
when compared with the weather of the El Niño CP type. However, the IOD effect was
evident when the El Niño CP events were further separated according to the phase of IOD.
Weakly positive or negative phases of the IOD were associated with less intense burning
during the fire season, consistent with increased precipitation during these IOD states.

3. Materials and Methods

In order to develop an initial understanding of the feasibility of using social media
to augment fire monitoring in Indonesia and to provide supplementary tools for policy
makers, we decided to perform a case study to understand the availability of fire-related
tweets, newspapers reports and weather-related large-scale factors and their correlation
with satellite-derived products. To this end, we focused our study on the Riau Province of
Sumatra Island, Indonesia.

We choose Riau Province because it is situated in one of the most vulnerable locations
in Indonesia for the occurrence of land and forest fires. Its location, which is close to
neighboring countries such as Singapore and Malaysia, means that fires and associated
smoke create a problem both in Indonesia itself as well as causing transboundary haze
transport to the afore-mentioned countries.

Hotspot data from the MODIS satellite sensor on Terra and Aqua satellites from 2015
to 2019 is used to examine occurrences of forest fires in the Riau area. The ENSO and IOD
events are identified using their respective indices. Newspaper data related to forest fires
in Riau from 1 January 2019 to 31 December 2019 were examined, as well as five years of
Twitter data from 2015 to 2019. This is described in more detail below.

3.1. Satellite Data Collection, Construction and Analysis

The satellite hotspot data from the MODIS satellite sensor on Terra and Aqua satellites
and SNPP satellite were used to define the occurrences of land and forest fires from 2015 to
2019. The data was collected from a LAPAN site [16]. The MODIS (Moderate-Resolution
Imaging Spectroradiometer) both on Terra and Aqua are based on channels 21 and 22
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(3.92–3.98 μm) with spatial resolution of 1 km. The S-NPP (Suomi National Polar Orbiting
Partnership) satellite data is based on the VIIRS sensor and uses channel 14 between 3.55
and 3.93 μm with spatial resolution of 375 m. These satellites observe Indonesia twice daily
on their polar orbit. The LAPAN system allows for retrieval of data for a specific province
or latitude and longitude box. One can also define a specific time period, confidence
level and satellite observing system. The data is in the form of CSV files with latitude,
longitude, relative humidity (%), name of satellite system (Aqua, Terra, SNPP) and date.
Discussion of satellite data analysis is beyond the scope of this study, but in short, satellite
inversion techniques retrieve the surface temperature by observing incoming radiance in
the near-infrared spectrum region.

3.2. Meteorological Data Collection, Construction and Analysis

The ENSO and IOD indices data were used to identify El Niño and positive IOD events
and confirm whether there is a connection between meteorological conditions and forest
fires in Indonesia. Data for a 2015–2019 period were used. The Niño 3.4 index data and
Dipole Mode Index (DMI) were used to identify ENSO and IOD phases, respectively. Both
datasets are obtained from the Climate Prediction Center (CPC) of the National Weather
Services, National Oceanic and Atmospheric Administration (NOAA). According to the
CPC climate guide, the Niño 3.4 index reflects the SST anomaly averaged for the (5 N–5 S,
170 W–120 W) region. The Niño 3.4 index typically uses a 5-month running mean, and El
Niño or La Niña events are defined as conditions when the Niño 3.4 SSTs exceed +/− 0.4 C
for a period of six months or more. The meteorological data sets are quality controlled by
the Climate Prediction Center (CPC) of the National Weather Services. No further quality
control of the data was performed. DMI is defined as a difference between the SSTA in the
western (10 S–10 N, 50 E–70 E) and eastern (10 S–0 N, 90 E–110 E) Indian Ocean.

3.3. Newspaper Data Collection, Construction and Analysis

The data was collected by searching fire-related keywords and reading online news-
paper articles. We tried to estimate the duration, location, latitude and longitude (based
on city mentioned in an article). We also collected the URL of the online newspaper and
its name. We used Antara News for the Riau region and other online accessible sources
of information. A qualitative content analysis related to fires from newspapers was con-
ducted. Information from online newspapers was collected from the 1 January 2019 to 31
December 2019. The newspaper analysis also gave us information about the reason why
fires occurred and other information such as impact on people’s health, animal mortality
related to ecosystem disruption, visibility and decrease in air quality, as well as limitations
related to the government firefighting response. The purpose of newspaper analysis was
not quantitative but was necessary to better understand issues related to policy making
which would have been otherwise difficult to grasp just from numerical information about
the number of hotspots and the number of tweets.

3.4. Twitter Data Collection, Construction and Analysis

Twitter messages form a mini blog, with a single tweet containing no more than
280 characters. Such messages were also used to confirm whether there is a connection
between Twitter and the land and forest fire events from 2015–2019 in Riau, Indonesia. The
limitation of the number of characters used on Twitter forces messages to be short and
precise. Twitter messages provide some metadata with every tweet which may include
location of tweet, author’s name and the time when the tweet was posted. However,
gathering and analyzing Twitter messages may be challenging because of data access and
metadata uncertainties. There are several ways of obtaining historical tweets. For example,
one can use Twitter API; however, for standard users there is only access to the previous
7 days. There are also some paid datasets, such as GNIP. There are some Twitter datasets
available, but none addressing fires in Indonesia. Therefore, we used scrapping script to
obtain the Twitter data.
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Using the GetOldTweets-python, we were able to search twitter for the 5-year period
between 2015 and 2019 for all of Indonesia using (separately) the following keywords:
forest fire: kebakaran hutan, land fire: kebakaran lahan, smoke: asap, no rain: tidak ada
hujan, fire: api, drought: kekeringan.

In the 5-year period, we located about 1,250,000 tweets which satisfied our search
criteria. In contrast, only 50,000 of them contained the keyword “kekeringan” (draught).
For fire events, we did not include “no-rain” and “drought” keywords; these were used
to understand the number of tweets related to drought. The “smoke” keyword was used
separately to understand possible “smoke” hazard related to fire events. Therefore, “fire”
keywords dominated by far the total amount of retrieved tweets.

To analyze tweets, we needed to know date and place as well as number of relevant
tweets. Dates are provided with individual tweets. Determining location is the most
difficult task. Due to privacy concerns, tweets do not include GPS latitude and longi-
tude position (even though users can provide such data) which would have been the
simplest way of obtaining location. Unfortunately, less than 1% of all tweets contain such
information. This significantly lowers the number of tweets available for analysis. To over-
come this limitation, one can analyze tweet text and its metadata to provide an estimated
event location. The geoparsing algorithm TAGGS of de Bruijn [19] was used to determine
geographical locations. The TAGGS algorithm allows geoparsing based on the user’s
nationality (for example Bahasa language) and their hometown. One can also discover
direct referrals to specific locations. For example, it can be the name of the province or the
name of a city in the message itself. Such an estimation method may result in a certain
number of messages being assigned to an inaccurate location, but since we rely on a large
number of tweets to identify fire events, we obtained a large signal that minimizes noise
from potentially inaccurate geoparsing location.

4. Results and Discussion

4.1. The Analysis of Meteorological and Climatological Conditions and Drought Effects

The Niño 3.4 and the indices of the IOD from the NOAA’s CPC in the 2015–2019
timeframe are shown in Figure 1. We can see that positive Niño 3.4 and IOD occurred in
April–December 2015, March–July 2017, July–December 2018 and May–December 2019,
thus providing insights into climatological forcings in Indonesia for that period. It appears
that the conditions preferable for increase in Indonesian fires were observed in 2015/2016
(El Niño) and 2019 (El Niño and positive IOD).

Figure 1. The Niño 3.4 and DMI (IOD) indices during periods of drought for 2015 to 2019.
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4.2. The Analysis of the Newspaper Data

We analyzed the content of 31 articles on 2019 fire events as reported in the online
Riau Antara Newspaper (https://riau.antaranews.com, accessed in 10 January 2020). From
these articles one can deduce that the 2019 forest fires season started on 31 December 2018.
The fires were mostly burning peatlands with some areas covered by shrub vegetation,
palm oil trees and rubber plantation vegetation. In early 2019, some newspapers reported
that forest fires occurred due to the dry season without rainfall and with strong winds and
from land clearing for plantations and grass burning by people.

On 11 January 2019, newspapers reported that the burning area had reached up
to 267.5 hectares and that local disaster management in Riau considered themselves on
“standby” (ready for action) status related to forest and land fires in Riau, but to issue a
final decision, they needed to coordinate with various institutions such as the Indonesian
Agency for Meteorology, Climatology, and Geophysics (BMKG) and the Riau Provincial
Government. Subsequently, on 18 February 2019, “standby” status related to land and forest
fires had been declared for Bengkalis Regency and Dumai City but it was not yet determined
at the level of the entire Riau province. It was also mentioned that “standby” status could
be issued at the provincial level if two or more regencies or cities determined that such
status was warranted. It took more than a month for “standby” status for forest and land
fires in the Province of Riau to be declared. By that time, approximately 842 hectares in
Riau had burned. It was also written that once the Riau Provincial Government determined
“standby” status regarding land and forest fires, they could immediately coordinate with
the National Disaster Management Agency (BNPB) for support and assistance, such as
asking for additional information, requesting helicopters or other resources.

Some newspapers also reported difficulties in the field during efforts to extinguish
fires. Locations were sometimes difficult to reach because of difficult terrain, no access to
roads, the necessity of using small boats through mangrove forests or access by foot only.
On occasion, winds were so strong that fires spread too quickly for people to react.

In summary, newspapers do provide insight into problems that occur in the field
during firefighting and show how the government responds while dealing with many
regulations—the result being that this bottom-up approach creates a delayed response.
However, using newspapers has the constraint of a lack of information on the exact
location of fires. Further, newspaper information is often delayed, and fire start times are
not provided.

4.3. Analysis of Twitter Data

Twitter data on land and forest fires in Riau from 2015 to 2019 was compared with
the occurrences of fires from MODIS satellite images for the same period (Figure 2). These
plots, comparing the number of tweets and the number of hotspots, show consistency
between them. For example, when the number of hotspots in 2015, 2016 and 2019 is large,
the number of tweets is also high.

4.4. Empirical Analysis of Social Media Response

Hotspots vs. tweet scatterplots for 2015–2019 (Figure 3) show correlation of about
0.04 in 2015, 0.22 in 2016, 0.001 in 2017, 0.12 in 2018, and 0.089 in 2019, and the correlation
between hotspot and Twitter data (not shown) for the whole year ranges from 0.04 to
0.39. This may be because of insufficient data in some months where there are no tweets
or hotspots. However, for the dry season between August to October when drought
conditions occur in Riau, there is better correlation, between 0.21 and 0.47 (Table 1). When
hotspot occurrences are high as in 2015 and 2019, the correlation is lower compared to
years when the hotspot occurrences are smaller. This may indicate that people are more
concerned with fires during the dry season.
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Figure 2. Number of tweets and hotspot occurrence from MODIS satellite images in Riau, 2015–2019.

Figure 3. Annual trend of the scatterplot between hotspots and tweets from 2015 to 2019.

We grouped tweets and hotspots into monthly groups and calculated correlation
between them for all the years. During 2015, 2016 and 2019, such correlation is high:
0.71, 0.85 and 0.84 respectively (Table 2 and Figure 4). Therefore, when monthly hotspot
occurrences are high, such as in 2015, 2016 and 2019, the correlation is also high comparing
to years when the hotspot occurrences are smaller and this monthly correlation for each
year is also reflected in the total burnt data for each year.
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Table 1. Yearly correlation between the number of hotspots and the number of tweets in Riau from
2015 to 2019.

Year
Tweet–Hotspot

Correlation
(January–December)

Tweet–Hotspot
Correlation

(August–October)

2015 0.2714 0.2091
2016 0.3847 0.4739
2017 0.0535 0.2091
2018 0.0421 0.4739
2019 0.3873 0.2060

Source: Authors’ calculation.

Table 2. Hotspot–Twitter (monthly total) correlation and total burnt area in Riau, 2015–2019.

Year
Monthly Hotspot–Monthly

Twitter Correlation
Total Burnt Area

(in 100,000)

2015 0.7094 1.8381
2016 0.8567 0.8522
2017 0.3330 0.0687
2018 0.1094 0.3724
2019 0.8435 0.9055

Source: Authors’ calculation.

 

Figure 4. Total hotspotTwitter correlation and total burnt area in Riau, 2015–2019.

Social media information from newspapers and Twitter data provide important infor-
mation that can support land and forest fire management decisions. For example, one can
derive such information as fire location, time of fire occurrence, impact and risk faced by
the community, health issues related to smoke, causes of fires and problems experienced in
the field by firefighters.

The content analysis of the newspapers show that the requirements needed to establish
“standby status” for land and forest fires at the provincial level, which results in support
from the central government, are often too onerous. This leads to worsening conditions,
causing the fire to spread and become more difficult to contain. The bottom-up approach
would be fine for normal weather and climate conditions. However, a top-down approach
is strongly required during extreme conditions of weather and climate.

The Twitter analysis shows that total monthly tweets and total monthly hotspots
are well correlated, and this provides beneficial information for usage of Twitter data.
Newspapers and Twitter information associated with forest fires show that they can provide
additional near-real-time information on forest fire detection that is beneficial for forest fire
management policy makers in deciding on approaches to fire prevention and mitigation.
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Number of tweets, as it changes, might serve as an alert for decision makers to consider in
order to determine appropriate steps to address problems on the ground.

Clearly there is no 1:1 correspondence between Twitter data and satellite hotspots.
There can be several reasons for this: (1) Tweets can be sent before satellite hotspots are
observed, particularly when fires are just starting, and satellite detection algorithms are
not sensitive enough. On the other hand, satellites observe remote areas where mobile
networks needed for tweeting do not have enough coverage, or where there are few people.
In this case, hotspots will be recorded before tweets appear. (2) Another reason is the tweet
“memory” effect in which tweets grow over time and “explode” when the intensity of
the event is large. There may be also a long decay of tweets after a particularly intense
fire event. In other words, tweets are a “social phenomenon”. People discuss the event
and tweet about subsequent health issues and displacement. This is why we observe long
“Twitter memory”. (3) There also may be a discrepancy because some events lead to tweets
which are not from the locality where the fire occurred. For example, relatives in Jakarta
may tweet about particularly large fires in Riau.

More research such as artificial intelligence Natural Language Processing (NLP) could
be used to analyze fire-related Twitter messages and their discrepancies with hotspot data.
For example, in the context of Twitter and floods, de Bruijin et al. [48] adopted the cased
multilingual version of BERT to categorize tweets into two groups: the group which is
associated with the ongoing event (“relevant”) and the group which is not associated with
the ongoing event (“irrelevant”). BERT processes the correlations between the words and
sub-words in a text using the Natural Language Processing (NLP) model which is based
on deep learning. However, such an analysis is beyond the scope of the current work.
One intriguing angle would be the development of semi-automatic sentiment analysis as
suggested recently by Mustaqim et al. [26], but one which would also provide satellite and
meteorological data.

Even though tweets are “social media”, our research illustrates how objectively de-
rived information from hotspots correlate with tweets, thus providing a glimpse of how
they can be used in future events for better policy making. For example, large events
are well captured by a strong, sharp rise in tweet volume. We also observed a “memory
effect” in which tweets are more “sentiment”-related, but these may nevertheless be useful
for policy makers because even after the fires were extinguished, they were still being
discussed in villages and cities.

5. Conclusions

We follow here the methodology of Saura, et al. [49] and Ribeiro-Navarrete, et al. [50]
while summarizing the results. Social media information about fires, combined with data
on forest and land fires, such as satellite-derived hotspots, wind velocity and speed, and
rainfall and moisture content provide an additional source of information which can be
used for near-real time forecasting and policy decision making. Newspapers do provide
insight into problems that occur in the field during firefighting and how the government
responds while faced with a complex regulatory framework. This often results in a bottom-
up approach which can create delayed action. We also discuss that large-scale weather
and oceanic state indices such as Indian Ocean Dipole and El Niño are well correlated
with forest fire occurrences, thereby providing an additional estimation variable for forest
fire detection. This work is relevant to the Riau province land and forest fires which
are linked to the presence of peat soil and certain land management practices. We note
that such practices lead to this region’s high frequency of fire activity mostly during the
dry seasons. It is observed that the remoteness of these areas is a factor in attempting
to develop alternative detection tools for warning, such as tracking of Twitter messages.
The government of Indonesia has tried many approaches to prevent and mitigate the
occurrence of forest and land fires in Indonesia. In this study, existing approaches taken by
the BMKG and other Indonesian agencies to estimate fire activity are reviewed and a novel
approach based on crowdsourcing of Twitter messages is proposed.
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5.1. Managerial Implication

Our results suggest the following: (1) A top-down approach is required for the extreme
weather and climate conditions related to land and forest fires. (2) Since the dynamic
condition of weather and climate phenomena is strongly correlated to fire intensity in
Indonesia, the government needs to include these factors in its Fire Rating Danger System
and forest fires vulnerability maps through the identification of the El Niño type and
phase of IOD. In the future, even shorter time scale events such as Convectively Coupled
Equatorial Waves and Madden–Julian Oscillations should be included. (3) Newspaper
and Twitter data could also be included in the fire management system to support early
detection of and timely warnings about fires.

5.2. Practical/Social Implications

Our findings provide some alternative ways for policy makers within the Indonesian
government to prevent and mitigate the occurrence of land and forest fires.

5.3. Limitations and Future Research

This study can be extended in several ways. The development of a land and forest fire
disaster threats index could be enhanced by adding information about weather and climate
conditions. Of particular importance would be the forecasting of short term weather events
such as Convectively Coupled Kelvin Waves and tropical disturbances such as Mesoscale
Convective Systems and information about sudden onsets of droughts [51] which may
contribute to sudden fire onsets. Incentives to provide Twitter information could be
developed; enhanced mobile signal networking capabilities in remote areas would increase
the viability of our proposed approach. “Public sentiment” analysis can be performed as to
how people feel about government response and actions as concerns land and forest fire
mitigation. We addressed this issue only in a cursory way in this study, but such sentiment
analysis can be used to extend the methodology developed here.

Author Contributions: Conceptualization, A.A.F. and P.J.F.; methodology, A.A.F., P.J.F. and K.K.;
software, P.J.F.; validation, A.A.F. and P.J.F.; investigation, A.A.F.; writing—original draft preparation,
A.A.F.; writing—review and editing, A.A.F., P.J.F., K.K. and N.F.R.; visualization, A.A.F. and P.J.F.;
supervision, K.K.; project administration, K.K. and N.F.R. All authors have read and agreed to the
published version of the manuscript.

Funding: P.J.F. has been supported in part by NSF grant 1724741 “Equatorial Line Observations
(ELO) field campaign during the International Years of Maritime Continent” program managed by
Eric T. DeWeaver. The Agency for Meteorology, Climatology, and Geophysics of the Republic of
Indonesia (BMKG) contribution supported the Years of Maritime Continent ELO project.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: The satellite related to this paper can be downloaded from LAPAN site
http://modis-catalog.lapan.go.id/monitoring/ (accessed 24 September 2021). El Niño and Indian
Ocean Dipole (IOD) Indices are available from https://psl.noaa.gov/gcos_wgsp/Timeseries/DMI/
(accessed 24 September 2021). All the newspaper data were collected by searching online open
newspaper sources. The tweet datasets analyzed and generated during the current study are not
publicly available due to Twitter’s privacy policy but are available from the corresponding author
upon a reasonable request in line with the policy. The TAGGS code is publicly available on GitHub (
https://github.com/jensdebruijn/TAGGS, accessed 23 September 2021). The Twittercode can be
found on the github site: https://github.com/Jefferson-Henrique/GetOldTweets-python, accessed
23 September 2021.

Acknowledgments: The satellite hotspot data from MODIS satellite sensor on Terra and Aqua
satellites and SNPP were obtained from LAPAN MODIS monitoring site. The Niño 3,4 index data
were taken from the Climate Prediction Center (CPC) of the National Weather Services, National
Oceanic and Atmospheric Administration (NOAA). The authors acknowledge the help of Maria
Flatau with discussion of large-scale indices. Michał Łabuz processed the TAGGS algorithm and

283



Sustainability 2021, 13, 11188

collected Twitter data. Katarzyna Barabasz and Beata Latos helped with analysis of newspaper
data, and Dawid Gacek helped with data plotting. Tracy Stevens and Dariusz Baranowski helped to
improve the manuscript.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Tacconi, L. Fires in Indonesia: Causes. Cost Policy Implic. Bogor CIFOR 2003. [CrossRef]
2. Kim, D.; Sexton, J.O.; Townshend, J.R. Accelerated deforestation in the humid tropics from the 1990s to the 2000s. Geophys. Res.

Lett. 2015, 42, 3495–3501. [CrossRef]
3. Holmgren, P. Fire and haze in Riau: Looking beyond the hotspots. Cent. Int. For. Res. Bogor Indones. 2013. Available online:

https://www2.cifor.org/forestsasia/fire-haze-riau-looking-beyond-hotspots/index.html (accessed on 10 January 2020).
4. Kibanov, M.; Stumme, G.; Amin, I.; Lee, J.G. Mining social media to inform peatland fire and haze disaster management. Soc.

Netw. Anal. Min. 2017, 7, 1–19. [CrossRef]
5. Frankenberg, E.; McKee, D.; Thomas, D. Health consequences of forest fires in Indonesia. Demography 2005, 42, 109–129. [CrossRef]
6. Ulya, N.A.; Yunardy, S. Analisis dampak kebakaran hutan di Indonesia terhadap distribusi pendapatan masyarakat. J. Penelit.

Sos. Dan Ekon. Kehutan. 2006, 3, 133–146. [CrossRef]
7. Rogers, D.; Tsirkunov, V. Costs and benefits of early warning systems. Global Assessment Report, 1 January 2011.
8. Hallegatte, S. A cost effective solution to reduce disaster losses in developing countries: Hydro-meteorological services, early

warning, and evacuation. World Bank Policy Res. Work. Pap. 2012. Available online: https://openknowledge.worldbank.org/
handle/10986/9359 (accessed on 10 January 2020).

9. Kalogeropoulos, A.; Negredo, S.; Picone, I.; Nielsen, R.K. Who shares and comments on news?: A cross-national comparative
analysis of online and social media participation. Soc. Media Soc. 2017, 3, 2056305117735754. [CrossRef]

10. Biswas, M. An exploratory research: A comparative analysis of mainstream and ethnic media coverage of social policy issues in
the economic stimulus plan debate. J. Comp. Soc. Welf. 2010, 26, 13–26. [CrossRef]

11. Stieglitz, S.; Dang-Xuan, L. Social media and political communication: A social media analytics framework. Soc. Netw. Anal. Min.
2013, 3, 1277–1291. [CrossRef]

12. Sinnenberg, L.; Buttenheim, A.M.; Padrez, K.; Mancheno, C.; Ungar, L.; Merchant, R.M. Twitter as a tool for health research: A
systematic review. Am. J. Public Health 2017, 107, e1–e8. [CrossRef]

13. Power, R.; Robinson, B.; Colton, J.; Cameron, M.A. A Case Study for Monitoring Fires with Twitter. In Proceedings of the ISCRAM,
Kristiansand, Norway, 24–27 May 2015.

14. Anderson, M. Integrating social media into traditional emergency management command and control structures: The square peg
into the round hole. In Proceedings of the Disaster and Emergency Management Conference Proceedings, Brisbane, Australia,
16–18 April 2012; pp. 18–34.

15. Lindsay, B.R. Social Media and Disasters: Current Uses, Future Options, and Policy Considerations; UNT Library: Denton, TX, USA,
2011.

16. Sakaki, T.; Okazaki, M.; Matsuo, Y. Tweet analysis for real-time event detection and earthquake reporting system development.
IEEE Trans. Knowl. Data Eng. 2012, 25, 919–931. [CrossRef]

17. Robinson, B.; Power, R.; Cameron, M. A sensitive twitter earthquake detector. In Proceedings of the 22nd International Conference
on World Wide Web, Rio de Janeiro, Brazil, 13–17 May 2013; pp. 999–1002.

18. Avvenuti, M.; Cresci, S.; Marchetti, A.; Meletti, C.; Tesconi, M. Ears (earthquake alert and report system) a real time decision
support system for earthquake crisis management. In Proceedings of the 20th ACM SIGKDD International Conference on
Knowledge Discovery and Data Mining, New York, NY, USA, 24–27 August 2014; pp. 1749–1758.

19. de Bruijn, J.A.; de Moel, H.; Jongman, B.; Wagemaker, J.; Aerts, J.C. TAGGS: Grouping tweets to improve global geoparsing for
disaster response. J. Geovisualization Spat. Anal. 2018, 2, 2. [CrossRef]

20. Power, R.; Robinson, B.; Ratcliffe, D. Finding fires with twitter. In Proceedings of the Australasian Language Technology
Association Workshop 2013 (ALTA 2013), Brisbane, Australia, 4–6 December 2013; pp. 80–89.

21. Reid, J.; Xian, P.; Hyer, E.; Flatau, M.; Ramirez, E.; Turk, F.; Sampson, C.; Zhang, C.; Fukada, E.; Maloney, E. Multi-scale
meteorological conceptual analysis of observed active fire hotspot activity and smoke optical depth in the Maritime Continent.
Atmos. Chem. Phys. 2012, 12, 2117–2147. [CrossRef]

22. Shawki, D.; Field, R.D.; Tippett, M.K.; Saharjo, B.H.; Albar, I.; Atmoko, D.; Voulgarakis, A. Long-lead prediction of the 2015 fire
and haze episode in Indonesia. Geophys. Res. Lett. 2017, 44, 9996–10005. [CrossRef]

23. Pan, X.; Chin, M.; Ichoku, C.M.; Field, R.D. Connecting Indonesian fires and drought with the type of El Niño and phase of the
Indian Ocean dipole during 1979–2016. J. Geophys. Res. Atmos. 2018, 123, 7974–7988. [CrossRef]

24. Forsyth, T. Public concerns about transboundary haze: A comparison of Indonesia, Singapore, and Malaysia. Glob. Environ.
Chang. 2014, 25, 76–86. [CrossRef]

25. Panjaitan, R.B.; Sumartono, S.; Sarwono, S.; Saleh, C. The role of central government and local government and the moderating
effect of good governance on forest fire policy in Indonesia. Benchmarking Int. J. 2019, 26, 147–159. [CrossRef]

26. Mustaqim, T.; Umam, K.; Muslim, M. Twitter Text Mining for Sentiment Analysis on Government’s Response to Forest Fires with Vader
Lexicon Polarity Detection and K-Nearest Neighbor Algorithm; IOP Publishing: Bristol, UK, 2020; Volume 1567, p. 032024.

284



Sustainability 2021, 13, 11188

27. Carvalho, J.; Plastino, A. On the evaluation and combination of state-of-the-art features in Twitter sentiment analysis. Artif. Intell.
Rev. 2021, 54, 1887–1936. [CrossRef]

28. Carley, K.M.; Malik, M.M.; Kowalchuck, M.; Pfeffer, J.; Landwehr, P. Twitter Usage in Indonesia 2015. Available online:
https://ssrn.com/abstract=2720332 (accessed on 23 September 2021).

29. Baranowski, D.B.; Flatau, M.K.; Flatau, P.J.; Karnawati, D.; Barabasz, K.; Labuz, M.; Latos, B.; Schmidt, J.M.; Paski, J.A. Social-
media and newspaper reports reveal large-scale meteorological drivers of floods on Sumatra. Nat. Commun. 2020, 11, 1–10.
[CrossRef] [PubMed]

30. Aditya, T.; Laksono, D.; Izzahuddin, N. Crowdsourced hotspot validation and data visualisation for location-based haze
mitigation. J. Locat. Based Serv. 2019, 13, 239–269. [CrossRef]

31. Goldammer, J.G. History of equatorial vegetation fires and fire research in Southeast Asia before the 1997–98 episode: A
reconstruction of creeping environmental changes. Mitig. Adapt. Strateg. Glob. Chang. 2007, 12, 13–32. [CrossRef]

32. Goldammer, J.G.; Seibert, B. The impact of droughts and forest fires on tropical lowland rain forest of East Kalimantan. In Fire in
the Tropical Biota; Springer: Berlin/Heidelberg, Germany, 1990; pp. 11–31.

33. Simorangkir, D. Fire use: Is it really the cheaper land preparation method for large-scale plantations? Mitig. Adapt. Strateg. Glob.
Chang. 2007, 12, 147–164. [CrossRef]

34. Ashok, K.; Behera, S.K.; Rao, S.A.; Weng, H.; Yamagata, T. El Niño Modoki and its possible teleconnection. J. Geophys. Res. Oceans
2007, 112. [CrossRef]

35. Yu, J.-Y.; Kao, H.-Y.; Lee, T.; Kim, S.T. Subsurface ocean temperature indices for Central-Pacific and Eastern-Pacific types of El
Niño and La Niña events. Theor. Appl. Climatol. 2011, 103, 337–344. [CrossRef]

36. Yeh, S.-W.; Kug, J.-S.; Dewitte, B.; Kwon, M.-H.; Kirtman, B.P.; Jin, F.-F. El Niño in a changing climate. Nature 2009, 461, 511–514.
[CrossRef]

37. Ashok, K.; Yamagata, T. The El Niño with a difference. Nature 2009, 461, 481–484. [CrossRef] [PubMed]
38. Yu, J.; Kim, S.T. Identifying the types of major El Niño events since 1870. Int. J. Climatol. 2013, 33, 2105–2112. [CrossRef]
39. Wang, X.; Wang, C. Different impacts of various El Niño events on the Indian Ocean Dipole. Clim. Dyn. 2014, 42, 991–1005.

[CrossRef]
40. Zhang, W.; Wang, Y.; Jin, F.; Stuecker, M.F.; Turner, A.G. Impact of different El Niño types on the El Niño/IOD relationship.

Geophys. Res. Lett. 2015, 42, 8570–8576. [CrossRef]
41. Chen, Y.; Morton, D.C.; Andela, N.; Van Der Werf, G.R.; Giglio, L.; Randerson, J.T. A pan-tropical cascade of fire driven by El

Niño/Southern Oscillation. Nat. Clim. Chang. 2017, 7, 906–911. [CrossRef]
42. Fanin, T.; Werf, G.R. Precipitation–fire linkages in Indonesia (1997–2015). Biogeosciences 2017, 14, 3995–4008. [CrossRef]
43. Field, R.D.; Van Der Werf, G.R.; Fanin, T.; Fetzer, E.J.; Fuller, R.; Jethva, H.; Levy, R.; Livesey, N.J.; Luo, M.; Torres, O. Indonesian

fire activity and smoke pollution in 2015 show persistent nonlinear sensitivity to El Niño-induced drought. Proc. Natl. Acad. Sci.
USA 2016, 113, 9204–9209. [CrossRef] [PubMed]

44. Wooster, M.; Perry, G.; Zoumas, A. Fire, drought and El Niño relationships on Borneo (Southeast Asia) in the pre-MODIS era
(1980–2000). Biogeosciences 2012, 9, 317–340. [CrossRef]

45. Yin, Y.; Ciais, P.; Chevallier, F.; Van der Werf, G.R.; Fanin, T.; Broquet, G.; Boesch, H.; Cozic, A.; Hauglustaine, D.; Szopa, S.
Variability of fire carbon emissions in equatorial Asia and its nonlinear sensitivity to El Niño. Geophys. Res. Lett. 2016, 43, 10–472.
[CrossRef]

46. Lee, T.; McPhaden, M.J. Increasing intensity of El Niño in the central-equatorial Pacific. Geophys. Res. Lett. 2010, 37. [CrossRef]
47. Saji, N.; Goswami, B.N.; Vinayachandran, P.; Yamagata, T. A dipole mode in the tropical Indian Ocean. Nature 1999, 401, 360–363.

[CrossRef]
48. de Bruijn, J.A.; de Moel, H.; Jongman, B.; de Ruiter, M.C.; Wagemaker, J.; Aerts, J.C. A global database of historic and real-time

flood events based on social media. Sci. Data 2019, 6, 1–12. [CrossRef]
49. Saura, J.R.; Palacios-Marqués, D.; Iturricha-Fernández, A. Ethical design in social media: Assessing the main performance

measurements of user online behavior modification. J. Bus. Res. 2021, 129, 271–281. [CrossRef]
50. Ribeiro-Navarrete, S.; Saura, J.R.; Palacios-Marqués, D. Towards a new era of mass data collection: Assessing pandemic

surveillance technologies to preserve user privacy. Technol. Forecast. Soc. Chang. 2021, 167, 120681. [CrossRef]
51. Pendergrass, A.G.; Meehl, G.A.; Pulwarty, R.; Hobbins, M.; Hoell, A.; AghaKouchak, A.; Bonfils, C.J.; Gallant, A.J.; Hoerling, M.;

Hoffmann, D. Flash droughts present a new challenge for subseasonal-to-seasonal prediction. Nat. Clim. Chang. 2020, 10, 191–199.
[CrossRef]

285





MDPI
St. Alban-Anlage 66

4052 Basel
Switzerland

Tel. +41 61 683 77 34
Fax +41 61 302 89 18

www.mdpi.com

Sustainability Editorial Office
E-mail: sustainability@mdpi.com

www.mdpi.com/journal/sustainability





MDPI  

St. Alban-Anlage 66 

4052 Basel 

Switzerland

Tel: +41 61 683 77 34 

Fax: +41 61 302 89 18

www.mdpi.com ISBN 978-3-0365-2673-7 


	Climate cover.pdf
	Climate Change and Environmental Sustainability-Volume 1.pdf
	Climate cover
	空白页面
	空白页面



