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González Lezcano

Departamento de

Arquitectura y Diseño,
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Abstract: In South Africa, primary eye care is largely challenged in its organisational structure,
availability of human and other resources, and clinical competency. These do meet the standard
required by the National Department of Health. This study seeks to assess the levels of knowledge,
attitudes, and practices on eye health amongst Human Resources for eye health (HReH) and their
managers, as no study has assessed this previously. A cross-sectional study was conducted in
11 districts of a South African province. A total of 101 participants completed self-administered, close-
ended, Likert-scaled questionnaires anonymously. Binary logistic regression analysis was conducted,
and values of p < 0.05 were considered statistically significant. Most participants had adequate
knowledge (81.6%), positive attitudes (69%), and satisfactory practices (73%) in eye health. HReH
showed better knowledge than their managers (p < 0.01). Participants with a university degree, those
aged 30–44 years, and those employed for <5 years showed a good attitude (p < 0.05) towards their
work. Managers, who supervise and plan for eye health, were 99% less likely to practice adequately
in eye health when compared with HReH (aOR = 0.012; p < 0.01). Practices in eye health were best
amongst participants with an undergraduate degree, those aged 30–44 years (aOR = 2.603; p < 0.05),
and participants with <5 years of employment (aOR = 26.600; p < 0.01). Knowledge, attitudes, and
practices were found to be significantly moderately correlated with each other (p < 0.05). Eye health
managers have poorer knowledge and practices of eye health than the HReH. A lack of direction is
presented by the lack of adequately trained directorates for eye health. It is therefore recommended
that policymakers review appointment requirements to ensure that adequately trained and qualified
directorates be appointed to manage eye health in each district.

Keywords: visual impairment; human resources for eye health; avoidable blindness; eye health;
public health; eye health directorate

1. Introduction

Visual impairment is a serious public health problem globally. It is estimated that
253 million people worldwide are affected by visual impairment. In Sub-Saharan Africa
(SSA), 22 million people are blind or visually impaired mainly from avoidable causes
such as cataracts and uncorrected refractive errors [1]. Over 100 million adults in SSA are
estimated to have near visual impairment [1]. Blindness from avoidable causes is said
to have increased in all four regions of SSA in the past decade [2]. The age-standardised
prevalence of blindness (>50 years) was found to be 5.1% in western and 4.3% in eastern
SSA [1]. The disproportionate burden of visual impairment in low-and-middle-income
countries (LMIC) compared to high-income countries was observed to be a direct cause of
socioeconomic factors, poor health systems and concomitant human immunodeficiency
virus (HIV), and tuberculosis epidemics [3–7]. The World Health Organization’s 2014–2019
global action plan (GAP) for universal eye health aimed to reduce avoidable vision loss,
thereby curbing the quality-of-life limitations and economic demands associated with
visual disabilities [8–10].

Int. J. Environ. Res. Public Health 2021, 18, 12513. https://doi.org/10.3390/ijerph182312513 https://www.mdpi.com/journal/ijerph
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The World Health Organisation (WHO) has recommended that primary eye care
(PEC) be included in primary healthcare (PHC) as a strategy to increase sustainability and
access to ocular health services [11,12]. To effectively control visual impairment, the WHO
highlighted the importance of accessible eye care services and called on member states to
secure the inclusion of PEC within PHC, as previously recommended by the International
centre for eye health [8,13]. Many challenges such as lack of agreement on the scope of PEC
and lack of clear guidelines on the technical eye-related skills required by PHC workers
were reported as challenges for the effective implementation of PEC in SSA. These affect the
extent of training, supervision, and the type of equipment and consumables required [14].

In South Africa, PEC is mainly provided at the PHC level, but if need arises, patients
are referred to higher-level institutions. The country does not have a dedicated directorate
for eye health, nor does it have an integrated eye health promotional policy [15]. This re-
sults in inadequate eye care services, similar to other African countries [16,17]. Challenges
in the South African eye care programme include insufficient human resources, unafford-
able or unavailable medication, unsatisfactory programme evaluation and inadequate
service coverage for Vitamin A supplementation, vision assessments, spectacle provision,
cataract surgery, and screening for eye complications in patients with diabetes [18–23]. In
addition, coordination between the different levels of the eye health system is lacking, with
poor communication, a complex referral system and problems transporting patients to
specialised services [19].

Studies from South Africa have reported on the prevalence of visual loss/visual im-
pairment in different districts/provinces [24–27]. Another study performed an evaluation
of primary eye care services in three districts of South Africa to assess whether an oph-
thalmic health system strengthening (HSS) package could improve these services [28]. The
study concluded that primary eye care in South Africa faces multiple challenges with
regard to the organisation of care, and clinical competency [28]. Training of all cadres
of eye health was said to be crucial if the goals of VISION 2020 were to be attained, and
universal access to ocular health achieved [29]. Very little is known about the knowledge,
attitudes, and practices of eye health care workers and their supervisors towards eye health.
Therefore, this study aimed to establish the level of knowledge, attitudes, and practices
of eye health amongst HReH and their supervisors/managers. In this study, participants
were tasked with responding to questions on the definitions of the different HReH, their
roles in their work, resources needed in eye health, and challenges that exist in eye health
daily. Policies guiding HReH work were also included in the questions.

Based on the responses, study findings will assist in clarifying the levels to which
management and HReH each understand staffing roles and needs within the province,
leading to possible interventions needed for optimal service provision. This study will also
inform policymakers, healthcare administrators, and eye care professionals on areas that
need attention in public health policies, further promoting efficient and equitable allocation
of resources to alleviate the burden of vision loss in South Africa.

2. Methods

A cross-sectional study was conducted in the 56 eye clinics and 11 district offices in
the province of KwaZulu-Natal, South Africa. The population for the study comprised two
levels of managers, district office-based NCD coordinators and medical managers, who
manage HReH within the various HCFs. Included HReH were Optometrists, Ophthal-
mologists, Ophthalmic Medical Officers (OMOs), and Ophthalmic Nurses, as well as an
administrator, working in the various eye clinics.

Purposive sampling was used to identify 196 role-players within eye health in KwaZulu-
Natal, a total population of 174 HReH and 22 Managers. Due to this sample size being
relatively small, a sample size calculation was deemed to be irrelevant. In an attempt to
obtain a saturated sample, the PI contacted all the eye clinics and made arrangements to
personally visit each institution so as to ensure a saturated sample. Of the 196 eye health
workers, 91 were either on leave, ill, occupied by other work, or unavailable for other

2
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reasons. The remaining 105 employees who were available all accepted the invitation to
take part in the study. Ultimately, 101 eye health workers returned the self-administered,
completed questionnaire after the allocated 20 min time frame, yielding a response rate
of 96.2%.

The questionnaire comprised four sections. The first section of the questionnaire
contained demographic information such as age, race, district, role in eye health, period
of service, and highest level of qualification. The second, third, and fourth sections of
the questionnaire comprised ten statements for each section to determine participants’
knowledge, attitudes, and practices on eye health. All the statements were 5-point Likert
type with the categories ranging from “Strongly Disagree” to “Strongly Agree”.

The questionnaire was pretested among 10 HReH members who had resigned from
the public sector eye clinics within two years prior to the commencement of this study.
They responded to the questions and gave comments on the questionnaire. Amendments
were made wherever needed, and the tool was modified and validated for this study. The
Cronbach alpha scores were 0.72 for knowledge, 0.85 for attitude, and 0.84 for practices
(Table S1).

Ethical clearance for the study was granted by the University of KwaZulu-Natal
(BE155/19) and the Department of Health Research Ethics Committee. Anonymity and
confidentiality were maintained at all times. Participation in the study was voluntary.

Data were cleaned, coded, captured, and analysed using SPSS version 25. The Likert
scale responses were condensed to elicit binary responses. Where the correct response was
an agreement, “Strongly agree and Agree” were accepted as favourable responses while
“Neutral, Disagree and Strongly disagree” were considered to be unfavourable. Similarly,
where the correct response was a disagreement, “Strongly Disagree” and “Disagree” were
accepted as favourable responses while “neutral”, “I don’t know”, “Agree” and “Strongly
Agree” were rejected as unfavourable responses. Participants who correctly answered a
minimum of 75% of the questions were considered to have adequate knowledge, a positive
attitude, and satisfactory practicing skills.

3. Results

Most of the study participants were Africans (91%). About half (44.6%) were aged
between 30 and 44 years, and HReH contributed 76.2% of the responses (Table 1). The
highest qualification levels amongst the participants were a university degree (48.5%),
a post-basic diploma in ophthalmic nursing (20.8%), a postgraduate degree (17.8%), a
diploma (6.9%), and those with a grade 12 or a certificate for a short course were 6% were
6% of the study population.

Table 1. Distribution of managers and HReH.

Managers 24 23.76% HReH 77 76.24%

District Director of NCD (trained
as Ophthalmic Nurses) 1 0.99 Ophthalmologists 3 2.97

District Director of NCD (not
trained as Ophthalmic Nurses) 4 3.96 OMO 2 1.98

Hospitals CEOs 5 4.95 Optometrists 38 37.62
Medical Managers 13 12.87 Ophthalmic Nurses 24 23.76

Medical Managers/OMO 1 0.99 Nurses 9 8.91
Eye Clinic clerk 1 0.99

3.1. Analysis of Knowledge

Table 2 shows a summary of the responses related to knowledge regarding eye health.
Results show that the majority of the participants answered correctly to most of the state-
ments. It was found that almost all the participants (95%) knew which eye health services
were provided in their hospitals. An overwhelming majority of the participants agreed that
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an Ophthalmic Nurse provides the role of performing eye screening and assisting in theatre
(83%), and an Optometrist is central in performing refraction and low vision services (87%),
respectively. About two-thirds (65%) of the participants disagreed that an Optometrist is
the HReH performs general primary eye health. Overall, 82% of the participants had good
knowledge regarding eye health.

Table 2. Frequency distribution of responses related to knowledge regarding eye health.

Statements D N A

An optician is mainly trained to measure and cut lenses. 13.9 7.9 78.2

An Ophthalmic Nurse provides the role of performing eye screening and assisting
in theatre. 11.9 5.0 83.2

An Optometrist is central in performing refraction and low vision services. 11.9 1.0 87.1

An Optometrist is an eye health professional trained through a 4-year university degree. 17.8 5.9 76.2

An Optician is an eye health professional trained through a university of
technology diploma. 35.6 17.8 46.5

An Ophthalmologist is an eye health professional trained with a basic medical degree and
further training after that. 19.8 73.3 6.9

An Optometrist is the HReH performs general primary eye health. 65.3 3.0 31.7

An Ophthalmologist works in theatre performing eye surgery. 14.9 11.9 73.3

I know which eye health services we provide in my hospital/district/province. 1.0 4.0 95.0

I am fully aware of the programmes that we have in place as a hospital/district/province,
in order to assist with prevention of blindness in this region. 5.0 12.9 82.2

In Our district/province we have not yet met the HReH targets in line with the Global
Action Plan. 7.9 55.4 36.6

Eye health has not been specified amongst the priority programmes of the NHI. 5.0 41.6 53.5

D = Disagree, N = Neutral, A = Agree.

Table 3 shows the results from binary logistic regression analysis to determine the
significant factors for having good knowledge. According to binary logistic regression anal-
ysis, HReH were 14 times more likely to have better knowledge (aOR = 14.21; p < 0.01) than
their managers. Participants having a certificate qualification were 98% less likely to have
good knowledge (aOR = 0.02; p < 0.05) compared to those with a higher level of education
(a university degree and a postgraduate qualification). Respondents in the middle-aged
(30–44) group were 12 times more likely to have better knowledge (aOR = 12.02; p < 0.01)
than those in the oldest age group (>44 years).

Table 3. Logistic regression output for having good knowledge.

Variables Adjusted Odds Radio (aOR)
95%CI

p-Value
Lower Upper

Role in Department of Health
HReH 14.21 1.99 101.28 0.008

Management 1

Highest Qualification
Certificate 0.02 0.01 0.38 0.010

Post-basic Diploma 0.09 0.01 1.04 0.054
Postgraduate Qualification 0.07 0.00 1.32 0.076
Undergraduate Diploma 0.35 0.05 2.71 0.315

University Degree 1
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Table 3. Cont.

Variables Adjusted Odds Radio (aOR)
95%CI

p-Value
Lower Upper

Age
<30 years 2.36 0.10 58.42 0.599

30–44 years 12.02 2.00 72.09 0.007
>44 years 1

Period of service
<5 years 0.21 0.01 5.27 0.344

5–10 years 0.35 0.04 2.85 0.326
11–15 years 0.68 0.08 5.92 0.725
16–20 years 0.80 0.09 7.39 0.846
21–25 years 3.13 0.22 44.47 0.400
>25 years 1

Figure 1 reports the frequency distribution of the statements regarding attitudes
towards eye health. It was found that most of the participants showed positive attitudes
towards eye health. For example, 90% of the participants thought that Glaucoma, Diabetic
Retinopathy, and Uncorrected Refractive Error should be treated as priority areas of care,
and eye health is not about cataract surgery, which should be known to the directorate. Just
over half of the participants agreed that the prevention of blindness should be prioritised,
as most blinding conditions are preventable. Overall, 69% of the participants showed
positive attitudes towards eye health.
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Figure 1. Summary of responses related to attitude towards eye health.
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Binary logistic regression analysis (Table 4) showed that participants who were
<30 years old were 94% less likely to have positive attitudes when compared with partici-
pants >44 years (aOR = 0.06; p < 0.05). It was found that participants working <5 years and
between 5 and 10 years were 30 times and 17 times more likely to have positive attitudes
towards eye health when compared with participants having >25 years of experience. No
other variables were found to be significantly associated with positive attitudes regarding
eye health (p > 0.05).

Table 4. Association between attitude and demographic variables.

Variables aOR
95%CI p-Value

Lower Upper

Role in Department of Health
HReH 2.08 0.43 10.03 0.362

Management (ref) 1

Highest Qualification
Certificate 0.79 0.08 8.16 0.840

Post-basic Diploma 0.72 0.14 3.63 0.689
Postgraduate Qualification 2.49 0.36 17.44 0.357
Undergraduate Diploma 0.51 0.07 3.65 0.502

University Degree 1

Age
<30 years 0.06 0.01 0.98 0.0411

30–44 years 0.25 0.04 1.68 0.152
>44 years 1

Period of service
<5 years 30.28 1.52 603.24 0.025

5–10 years 17.17 2.28 33.94 0.009
11–15 years 3.96 0.42 36.87 0.227
16–20 years 4.48 0.48 41.65 0.187
>25 years 1

3.2. Analysis of Practices

Table 5 shows the frequency distribution of practice-related statements. It was found
that almost all the participants (95%) prioritise prevention of blindness programmes. More
than two-thirds (71%) reported that their spectacle service has a satisfactory turnaround
time. Another 70% disagreed that their administration (drug stock/frame stock/IOL
stock) is efficiently managed by our ward clerk/s, and 67% indicated that they do not
perform noncontact tonometry on all patients. Overall, about three-quarters (73.27%) of
the participants were well acquainted with practices on eye health.

Using binary logistic regression, there were statistically significant associations in
every category assessed (Table 6). Management were 99% less likely to practice properly
towards eye health when compared with RHeH (aOR = 0.012; p < 0.01). The Participants
Qualified with Certificates and Grade 12 were 92% less likely and participants with post-
graduate qualifications were 89% (aOR = 0.106; p < 0.01) less likely to know practices related
to eye health when compared with participants having a university degree. With regards
to age, the middle age group (30–44 years) were about three times more likely to have the
best information on practices within the eye clinics (aOR = 2.603; p < 0.05) when compared
with the >44 years age group. Having <5 years of experience were 27 times more likely
to practice properly than those having more than 27 years of experience (aOR = 26.600;
p < 0.01).
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Table 5. Practices towards eye health by eye health workers (%).

Statements D N A

Optometrists are restricted to refraction in our hospital/district/province 79 4 7.5 44.6

We perform non—contact tonometry on all patients 67.3 28.7 4.0

We perform a DFE on all chronic patients seen in our clinics 65.3 14.9 19.8

We have equipment that is useable and modern 62.4 22.8 14.9

Our spectacle service has a satisfactory turnaround time 71.3 9.9 18.8

We/our staff have the resources to perform basic slitlamp techniques on all
our diabetic patients 62.4 33.7 4.0

We are unable to practice fully in our scopes as we do not have basic
equipment for that. 13.9 119 74.3

Our referrals to Ophthalmologists have a turnaround time of up to three weeks 87.1 2.0 10.9

We are aware of prevention of blindness programmes, and we prioritise them
in our eye clinic/hospital/district/province. 1.0 4.0 95.0

Our administration (drug stock/frame stock/IOL stock) is efficiently managed
by our ward clerk/s 70.3 14.9 14.9

I am satisfied with the district/provincial directorate, as they understand eye
health and provide sufficient budgets for it 63.4 15.8 20.8

Table 6. Association between practices and demographic variables.

Variables aOR
95%CI p-Value

Lower Upper

Role within Department of Health
Management 0.012 0.003 0.052 <0.01

HReH 1

Highest Qualification
Certificate and grade 12 0.083 0.013 0.544 0.009

Post-basic Diploma 0.708 0.183 2.736 0.617
Postgraduate Qualification 1.000 0.104 9.614 1.000
Undergraduate Diploma 0.106 0.031 0.367 0.000

University Degree 1

Age
30–44 years 2.603 1.006 6.737 0.034
>44 years 1

Period of service
<5 years 26.600 2.626 269.409 0.005

5–10 years 7.560 1.700 33.629 0.008
11–15 years 2.600 0.598 11.310 0.203
16–20 years 2.100 0.381 11.589 0.395
21–25 years 1.867 0.283 12.310 0.517
>25 years 1

Spearman’s correlation (Table 7) test found significant moderate positive correlation
exists between knowledge, attitudes, and practices among the participants.
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Table 7. Spearman’s correlation test output.

Practice Knowledge Attitude

Spearman’s rho

Practice

Correlation Coefficient 1.000 0.499 0.114

Sig. (2-tailed) 0.000 0.251

N 101 101 101

Knowledge

Correlation Coefficient 0.499 1.000 0.421

Sig. (2-tailed) 0.000 0.000

N 101 101 101

Attitude

Correlation Coefficient 0.114 0.421 1.000

Sig. (2-tailed) 0.251 0.000 0.000

N 101 101 101

Correlation is significant at the 0.01 level (2-tailed).

4. Discussion

The study aimed to determine the levels of knowledge, attitudes, and practices of
eye health care workers and their supervisors towards eye health. Knowledge, attitude,
and practice (KAP) surveys are useful in public health planning, as they collect focused,
essential information that is useful in guiding public health programmes [30].

4.1. Knowledge on Eye Health

Good knowledge of health is always associated with satisfactory health behaviours
and outcome [30]. Therefore, understanding the correlates of good eye health through
knowledge leads to improved eye care in a society [31]. The present study found a good
level of knowledge among the participants. The study also found that eye health managers
had poorer knowledge than the HReH that they supervise. Similarly, other studies con-
ducted in South Africa and Swaziland reported poor knowledge of eye health management,
factors attributed to the absence of policies and guidelines on eye health [32,33]. Authors
reported a lack of eye health knowledge amongst general practitioners and attributed this
to their short training period in this area of healthcare [34]. Other studies that reported
reasons for poor knowledge in eye health said that it was due to the fact that it was not
a critical “life or death” issue, a lack of adequately trained personnel, a shortage of re-
fresher courses, and that focusing on it would unnecessarily add to their already high
workload [35,36]. A recent Ethiopian study found poor knowledge among paediatricians
of eye diseases [37].

In this study, education levels were significantly associated with knowledge levels.
This finding is similar to that of other studies conducted elsewhere [33,38,39]. These studies
showed a correlation between eye health knowledge, age, and the respondents’ education
level [31,38]. On the contrary, another study showed no correlation between knowledge of
eye health and education level or age [40]. As a result, regardless of how qualified another
physician was in another area of health such as orthopaedics, paediatrics, or even general
health practice, their knowledge was still poor when it came to eye health. Considering that
medical officers and specialists initially qualify as medical doctors, their reported minimal
exposure to ocular health in their training is a possible reason for their poor knowledge.
As they also spend a few weeks in their ophthalmology block, they do not learn much in
this area of health care and as such have poor knowledge in it [39–41].

4.2. Attitudes towards Eye Health

Health workers who have positive attitudes are more likely to follow standard proce-
dures and apply themselves to their duties, whereas those with negative attitudes would
not do the same [42]. In this study, the majority of the participants had positive attitudes
regarding eye health. It was also found that the youngest participants had the most nega-
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tive attitudes. The possible explanation for this is that the youngest participants generally
came from the safe and sheltered environment of an academic institution, where there
were systems and clear protocols. They had since entered a system that does not have clear
processes and guidelines, no dedicated directorate, and no easily available supervision. In
addition to the working environment, they generally did not have the basic equipment that
they required to perform their basic tasks [24,43]. In realising this, they did not have an
understanding supervisor who would realise that urgent procurement of basic equipment
was a critical enabler for them to perform their duties. As a result, they found themselves
lost. The reality of their internal managers not being trained in eye health, and being
incapable of providing clinical guidance and support, might be part of the reason for their
negative attitude towards it. In another study, HReH attitudes were far more favourable
amongst themselves when they were discussing task sharing as opposed to when they
were discussing it with management [44]. A recent study conducted among paediatricians
in Jordan reported satisfactory attitudes regarding eye health and disorders [45].

Those who had recently started working in eye health had the most positive attitude
compared to those who had been working for more than 15 years. Evidence has shown
that even though financial remuneration drives employees, it does not compare to the
attainment of certain personal goals, either by progression or vertical promotion [46,47]. In-
trinsic drivers include promotion and more responsibility within the employment context,
driving better performance, self-actualisation, and job satisfaction in an employee [47,48].
The fulfilment that comes with greater responsibility and decision making often drives
millennials (those up to age 40) to work hard as they value climbing the corporate lad-
der [46,47]. As this is lacking in some areas of HReH employment within DoH, it lowers
the employee drive and nurtures a negative attitude towards work. Further to this, the
lack of professional support and understanding is a challenge within these eye clinics.
Most respondents in this study (78.2%) did not feel that their working space was sufficient
for eye health professionals to work in. This is further supported by the majority (89.1%)
of respondents who agreed that if directorates want to see positive outputs, they need
to provide resources in the eye clinics. Sithole conducted a study among the Directorate
Managers and found that there were no guidelines on eye screening, eye protection, and
basic eye care [32]. Since the management group generally had a slightly older population,
with a long service period, their negative attitude was largely due to a lack of ocular
guidelines. They further did not have any ocular directorate at a senior level to look to for
guidance, possibly resulting in a negative attitude, and shifted their focus more to their
familiar health areas such as geriatrics and NCD [32].

4.3. Practices towards Eye Health

Overall, participants were practicing satisfactorily towards eye health. Almost all
the participants confirmed that their eye clinics/districts prioritised blindness prevention
in their daily practice. This shows that in light of their working circumstances, these eye
health workers still aim to practice the highest level of clinical care in their workplaces.
Two-thirds (67%) of the participants indicated that eye clinics did not perform tonometry or
fundus examinations due to a lack of equipment, showing that the lack of understanding
and prioritising of eye health has severe consequences. Another South African study
reported that the conventional practice in hospitals is for trainees to perform cataract
surgery under the supervision of consultants, and evaluation of the progress in ophthalmic
surgical training was essentially an apprenticeship model [47]. To improve cataract surgical
outcomes in Africa, “improved training of surgeons” was ranked as the top priority [49,50].

Both managers and HReH were clear about the severe shortage of basic equipment
in the eye clinics, as well as the inefficient spectacle supply chain. Furthermore, the re-
placement of dysfunctional and old equipment is not honoured or prioritised by managers.
Another study reported similar findings indicating that South Africa’s primary eye health
services lack the organisation and resources to address the leading causes of visual impair-
ment, namely uncorrected refractive error and cataract [23,51,52]. Resource constraints,
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both human and equipment, are common inhibitors to the delivery of ocular services
in African countries [17,52,53]. The shortage of these resources impedes basic practices
aimed to ensure the prevention of blindness and PEC. The WHO states that an efficient
supply chain and the availability of medicines, and medical devices, are crucial contents in
their framework of health systems, to ensure health systems strengthening [8]. This will
continue to be unsuccessful if these issues persist as they impede the practices of HReH.

Future studies should seek to include financiers and supply chain managers in public
health services, in an effort to understand the details involved in the financing of eye health
overall. This will add valuable information and provide further context on the issues raised
in this study.

5. Conclusions

The overall knowledge, attitudes and practices on eye health were satisfactory among
the participants but differed significantly between managers and HReH. It is evident that
an appropriate eye health professional should be appointed as part of management at
both operational and directorate levels. Resources, both human and equipment, would
need to be better allocated by knowledgeable professionals for improvement of clinical
practice and eye health services overall. There is a need to review the current management
structure, as HReH currently work under difficult conditions.

Despite adding new information to the body of existing knowledge, the limitation of
this study was the exclusion of supply chain and finance personnel, who could have given
context to the issues that were raised by respondents.

The appointment of a sufficiently trained directorate to manage eye health in each
district would be beneficial to eye health and prevention of blindness strategies. This
will further ensure that an efficient eye health workforce is placed and managed through
optimal governance, resulting in improved eye health outcomes and better service delivery
to the communities within the province.
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Abstract: This contribution firstly proposed the concept of annual average power generation hours
and analyzed per capita energy consumption, carbon emission, and the human development index
from a macro perspective. On this basis, we compared the average household electrical energy
consumption of urban and rural residents based on the data from CGSS-2015 from a micro perspective.
The results show the positive correlation between carbon emissions per capita and the human
development index and China’s regional imbalance characteristics between household electricity
consumption and renewable energy distribution. Therefore, the distributed energy supply system
is proposed as an effective complement to centralized power generation systems and is the key
to synergizing human development and carbon emissions in China. Moreover, we analyzed the
characteristics of distributed energy supply systems in the context of existing energy supply systems,
pointing out the need to fully use solar energy and natural gas. Finally, two types of typical distributed
energy supply systems are proposed for satisfying the household energy requirements in remote or
rural areas of western and the eastern or coastal areas of China, respectively. Two typical distributed
energy systems integrate high-efficiency energy conversion, storage, and transfer devices such as
electric heat pumps, photovoltaic thermal, heat and electricity storage, and fuel cells.

Keywords: household energy consumption; carbon neutrality; distributed energy system;
high-efficiency; human development index

1. Introduction

1.1. Background and Status

To fight against climate warming and environmental pollution, carbon peaking
and carbon neutrality have become the main energy development strategies worldwide.
At present, in China, various industries such as electric power, transportation, construction,
steel, etc., have proposed different routes for achieving carbon peaking and carbon neutral-
ity [1]. The carbon emission of electricity generation based on fossil fuel provides a larger
proportion [2]. That is, reducing carbon emissions from electricity production processes
is vital to achieving carbon neutrality for China. Recently, the primary solution is the
improvement of energy utilization efficiency and increase of renewable energy generation.
The rapid development of renewable energy, such as wind power and photovoltaic, has
formed an integrated energy system with traditional coal-fired power generation and
hydroelectric power generation, turning into China’s main centralized energy supply [3].

For the development of the integrated energy system, many studies have explored
carbon peaking and carbon-neutral pathways in energy use from technical, economic, and
social perspectives [4–7]. For example, Liu et al. [8] proposed a differentiated model for eval-
uating the impact of the emissions trading scheme (ETS) on the development of non-fossil
energy sources, and it is concluded that the ETS significantly promotes the development of
non-fossil energy sources in China, and the higher the carbon price, the stronger the effect
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of ETS on promoting the development of non-fossil energy sources. Li et al. [9] developed
a collaborative hierarchical framework to coordinate electricity and heat interactions and
analyzed the impact of carbon tax, electricity and heat demand responses on the outcome
of multi-stakeholder interaction problems. The results show a win-win situation for all
participants, with significant reductions in total costs and CO2 emissions. Zhao et al. [10]
investigated the technical and economic feasibility of New York State’s energy transition
goals. They developed an energy conversion optimization framework, pointed out that
air-source heat pumps and geothermal technologies will provide 47% and 41% of heat
demand, respectively, by 2050. Bao et al. [11] proposed a classification method for renew-
able energy-led distributed energy supply models. They provided an integrated economic
and environmental evaluation model and concluded that the biomass waste-based supply
model could achieve “zero” carbon emissions and “zero” energy consumption. In addition,
it is advisable to promote waste-based energy utilization and wind and solar energy-based
supply modes in new rural and remote areas with abundant resources.

Meanwhile, the distributed energy system has become an attractive alternative tech-
nology that has received much attention. Especially on the customer side, distributed
energy supply systems can be used to increase the flexibility of the customer side and fur-
ther improve the consumption and utilization of renewable energy [12–16]. For example,
Huo et al. [17] innovatively developed an integrated dynamic simulation model and ex-
plored possible emission peaks and peak times by scenario analysis and Monte Carlo
simulation methods. The dynamic sensitivity analysis shows that GDP per capita, carbon
emission factor, and urban residential floor area play an essential role in driving carbon
emissions’ peak and peaking times. Zhang et al. [18] reviewed the distributed generation
PV policy changes since 2013. They examined their impact on China’s domestic distributed
generation PV market, presented a cost and time breakdown for installing distributed
generation PV projects in China, and identified the major barriers to distributed generation
PV installation. Zhao et al. [19] calculated the internal rate of return (IRR) and static pay-
back period for some distributed PV systems in five cities with different resource zones in
China. The effects of relevant policy variables such as subsidies, benchmark prices, tariffs,
and taxes on the economic performance of distributed power systems were discussed.
Duan et al. [20] analyzed the influence of solar energy substitution for coal-fired power
generation on future greenhouse gas emission trajectories and peak arrival times based
on the full-spectrum and life-cycle perspective based on an integrated energy–economic–
environment model and a simple climate response model. Moreover, from the application
and evaluation perspective of the distributed energy system, Zeng et al. [21] described the
current situation of distributed energy development in China. Sameti et al. [22] established
the optimal design emissions of the district energy system based on a trade-off between
annualized total cost and annual CO2 and showed that a district energy system with energy
storage provides the best solution to environmental and economic problems. Ren et al. [23]
studied the feasibility of distributed energy systems for three typical building clusters
in one major city in each of China’s five climate zones. Huang et al. [24] constructed a
practical evaluation index system that integrates soft and hard competitiveness and classi-
fied distributed energy supply system scenarios according to development characteristics.
Yoon et al. [25] artificially assessed the possibility of introducing cogeneration distributed
energy systems in existing multi-family dwellings. The annual energy consumption of a
typical urban multifamily dwelling was estimated based on primary energy consumption
reduction, CO2 emission reduction, simple payback period, and recurring cost values.

The above existing research on distributed energy supply systems has been carried
out from various aspects such as system energy source, process construction, operation
strategy, economic evaluation, and application scenarios. Combined with carbon emission
requirements, different distributed energy supply schemes are given from cities, industrial
estates, buildings, etc. [26–28]. These studies provide the necessary basis for the devel-
opment of distributed energy supply systems. Besides, household energy consumption
playing a vital role as main energy consumption on the user side is also significant for
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carbon peaking and carbon neutrality [29–32]. For example, Wu et al. [33] provided a
systematical overview of rural household energy consumption in China from 1985 to
2013 and illustrated the pattern of rural household energy consumption using a compre-
hensive household survey, the Chinese Residential Energy Consumption Survey (CRECS,
2013). Zou et al. [34] presented a detailed analysis of rural household energy consumption
characteristics based on the data of 1472 rural households from the Chinese General Social
Survey of 2015 (CGSS2015). Ren et al. [35] predicted energy consumption and carbon
emissions using both the carbon emissions coefficient and the sector energy consumption
method and concluded that urbanization positively affects energy consumption and carbon
emissions in China. Chen et al. [36] proposed a spatial downscaling framework to identify
different provinces and sectors’ roles in promoting carbon emission peaks. Zhang et al. [37]
developed a questionnaire survey to investigate and evaluate the carbon emissions of
household energy consumption and analyzed the influence factors, including residential
consumption, housing conditions, daily travel distance, etc.

1.2. Research Gap

Currently, many studies have been conducted on various aspects of planning, mod-
eling, operation, and evaluation of integrated energy system, local energy system, and
community energy system by combining with the renewable energy. Meanwhile, some
studies have focused more on household energy consumption in rural or urban areas of a
particular Chinese province. These researches provide some feasible and significant tech-
nological guides for the future energy supply systems from the city-level, community-level,
and household-level. However, due to the considerable difference in household energy con-
sumption in each province of China, more research about the choice of household energy
supply pathway is desirable and should be developed by simultaneously considering the
energy resource distribution and social development characteristics in the context of carbon
neutrality. That is, the synergy between household energy consumption and renewable
energy distribution in different regions of China is crucial for the current development of
distributed energy supply systems and the choice of household energy supply pathways
under the carbon neutrality target.

1.3. Resrarch Content and Novelty

This contribution analyzes the energy consumption, power generation, carbon emis-
sion, and human development index of China near 40 years. It presents the average
household electrical energy consumption of urban and rural residents in 28 provinces
based on the data from the Chinese General Social Survey 2015 (CGSS-2015). Based on the
above macro and micro statistical analysis, we analyze the characteristic of the distributed
energy system and present the future energy system that should be the solar energy-based
energy supply system. Moreover, two types of typical distributed energy supply systems
are proposed by integrating high-efficiency energy conversion, storage, and exchange
devices that are feasible pathways for the choice of household energy supply in China from
a carbon neutral perspective. The following provides the novelty of the work,

(1) The research proposes a new concept of annual average power generation hours to
analyze the development of the energy generation, analyzes the relationship between
carbon emission and the human development index in China.

(2) The research first presents the household electricity consumption distribution of
urban and rural areas in each province of China based on the CGSS-2015, and obtain
the imbalance characteristic between the renewable energy distribution and the
household electricity consumption.

(3) The research concludes the characteristics of solar energy-based distributed energy
supply system based on the macro and micro analysis, and proposes two types of dis-
tributed energy system by integrating clean, high-efficiency, and low/zero carbon tech-
nologies for eastern and western areas in China under the carbon neutral perspective.
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2. Energy Consumption and Carbon Emission in China

2.1. Energy Generation and Consumption in China

In China, thermal power (TP), hydropower (HP), nuclear power (NP), wind power
(WP), and photovoltaic (PV) have been the primary generation. Figure 1 shows the variation
in the installed capacity share of different power generation methods. The installed capacity
of thermal power generation occupies the largest share and has decreased from 73.8% to
56.4% in the last 30 years. The total installed capacity of wind power and PV has increased
rapidly in the last decade and has already surpassed the installed capacity of hydropower,
reaching 43.2% of the total installed capacity of thermal power in 2020. Currently, coal-fired
power generation is still the primary method of electricity production in China. However,
last year, for the first time, the installed capacity of renewable energy surpassed that of
coal-fired units. Besides, the continuous increase of installed capacity of wind power and
PV will become an important step to achieving the carbon peak and carbon neutral strategy
in the future.
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Figure 1. The power generation installed capacity ratio (1990–2020) in China.

Changes in the structure of the installed power capacity of energy will cause changes
in the production and consumption of electricity. Figure 2 presents the annual average
power generation hours, including all-power generation ways as thermal power, wind
power, hydropower, nuclear, and PV shown in Figure 1, and meanwhile shows the annual
per capita power production from 1980 to 2020 in China. Figure 3 shows the power
generation utilization hours of different power generation ways in China. The annual
average power generation hours are a new concept proposed in this paper and equals the
total power generation ratio to the total installed capacity. Although the installed capacity
of power generation continuously increases, the power generation hours reached up to the
maximum 4964.7 h in 2004 and the minimum 3463.6 h in 2020.

16



Int. J. Environ. Res. Public Health 2021, 18, 12992

1980 1985 1990 1995 2000 2005 2010 2015 2020 2025
3300

3600

3900

4200

4500

4800

5100
 power generation hours
 power production

Year

A
nn

ua
l a

ve
ra

ge
 p

ow
er

 g
en

er
at

io
n 

ho
ur

s(
h)

0

1000

2000

3000

4000

5000

6000

A
nn

ua
l p

er
 c

ap
ita

 p
ow

er
 p

ro
du

ct
io

n(
kW

)

Figure 2. Annual average power generation hours and power production (1980–2020) in China.
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Figure 3. Power generation utilization hours of different power generation ways in China (2008–2020).

On the one hand, the wind power and PV generation installation ratios increase with
lower generation hours due to their essential characteristics. On the other hand, the ratio
of thermal power generation and the generating equipment availability hour decrease.
On the other hand, since 2010, the average annual number of hours of electricity generated
has decreased to 91 h per year. The thermal plant has the same trend shown in Figure 3.
Especially in 2020, the annual average power generation hours will reduce 180.8 h due to
the impact of the COVID-19 pandemic. Besides, the annual per capita power production
has continued to grow, increasing nearly 18-fold in 40 years. In particular, it has increased
from 3153 kW to 5397 kW in the last decade, almost 71.2%.
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2.2. Carbon Emission and Human Development Index

In the past four decades, the rapid development of energy and electricity in China has
dramatically improved people’s social quality of life, bringing about serious environmental
problems. Meanwhile, HDI is an indicator of economic and social development and is a
comprehensive evaluation containing the financial standard, education measure, and life
expectation [38]. Therefore, Figure 4a presents the annual per capita carbon emission of
China from 1980 to 2020 and the human development index (HDI) of China from 1990 to
2020 and their relationship. Over the past four decades, the annual per capita carbon
emissions have increased from 1.467 tons to 7.008 tons, an average increase of 0.138 t per
year. Besides, the HDI increases from 0.499 to 0.761 from 1990 to 2020 in China. Figure 4b
also shows that the HDI is positively correlated with carbon emissions per capita. In other
words, to a certain extent, the increase in carbon emissions per capita contributes to the
improvement of HDI.

1980 1985 1990 1995 2000 2005 2010 2015 2020 2025
1

2

3

4

5

6

7

8

 carbon emission
 HDI

Year

A
nn

ua
l p

er
 c

ap
ita

 c
ar

bo
n 

em
is

si
on

(t)

0.0

0.2

0.4

0.6

0.8

1.0
H

um
an

 D
ev

el
op

m
en

t I
nd

ex
(H

D
I)

 
1 2 3 4 5 6 7

0.0

0.2

0.4

0.6

0.8

1.0

H
um

an
 D

ev
el

op
m

en
t I

nd
ex

(H
D

I)

Annual per capita carbon emission(t)  
(a) (b) 

Figure 4. (a) Annual per capita carbon emission and HDI of China, (b) HDI varies with the annual per capita carbon emission.

3. Household Electricity Consumption Distribution

3.1. Household Electricity Consumption in Urban and Rural Areas

The above analysis provides a macroscopic view of China’s energy production and
social development from different data such as installed capacity, per capita electricity
generation, per capita carbon emissions and human development index. Besides, from
the microscopic view, household electricity consumption also greatly influences the total
energy consumption in China, in particular, electric power consumption. This article
analyzes the corresponding electricity power consumption data based on the 2015 Chinese
General Social Survey (CGSS-2015). Figure 5 presents the average household electricity
consumption of urban and rural residents in 28 provinces of China, respectively. We can
find that the urban electricity consumption is almost more than the rural electricity con-
sumption. According to the statistical data, the average annual electricity consumption per
household of urban residents in Fujian Province is the highest. The average annual elec-
tricity consumption per household of urban residents in Gansu, Inner Mongolia, Shaanxi,
and Sichuan is the lowest in addition to the national position. Geographically, it can be
seen that the average annual electricity consumption per household of urban residents
in the northern region is slightly lower than that in the south, and the trend of electricity
consumption increases gradually from the northwest to the southeast. In addition, the
average annual electricity consumption per household of urban residents has a regional
concentration distribution pattern, with high electricity consumption areas concentrated in
the capital, east China, south China, and southeast coastal areas, which is closely related
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to the high level of political and economic development in these areas. Meanwhile, con-
sidering that the overall development level of the central and northern regions still has
more room for improvement, the lower overall electricity consumption in this region also
supports this status quo.
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Figure 5. The average annual electricity consumption per household in urban and rural residents in
28 provinces of China, 2014.

Moreover, Figure 6 presents the average household electricity consumption of urban
residents in 28 provinces of China, 2014. For urban residents, the average annual electricity
consumption per household in Fujian Province, Guangdong Province, and Anhui Province
resides in the top three statistical provinces in order. The average annual electricity con-
sumption per household is concentrated in the range of 1500–2000 kWh in more provinces,
with 12, which better reflects the average level of urban residents nationwide. For the
electricity consumption of rural residents, there are missing data for Guangdong Province,
Tianjin, and Shanghai. The average annual electricity consumption per household in
Zhejiang, Fujian, and Jiangsu provinces is in the top three statistical provinces in order
of residence. Comparing the average annual electricity consumption per household in
different regions, we can see that the overall electricity consumption of urban residents is
higher than that of rural residents. The average annual electricity consumption per house-
hold of urban residents in Shandong Province, Guizhou Province, Hunan Province, and
Chongqing City is already about twice that of rural residents, indicating a large imbalance
between urban and rural development in the regions as mentioned above. In comparison,
the average annual electricity consumption per household of rural residents in Zhejiang
Province, Ningxia Province, Hubei Province, and Shaanxi Province is higher than rural
residents. The average annual electricity consumption per household in Zhejiang Province,
Ningxia Province, Hubei Province, and Shaanxi Province is higher than that of urban
residents, which indicates to a certain extent that the development level of local villages
and cities is more average and the electricity consumption is comparable. In particular, the
average annual electricity consumption per household in Zhejiang Province is more than
twice that of urban residents, which laterally indicates that the development level of local
rural areas is higher.
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Figure 6. The average household electricity consumption of urban residents in 28 provinces of
China, 2014.

3.2. Wind and Solar Distribution in China

Finally, the more economically developed coastal areas, such as Beijing, Shanghai,
Jiangsu, Zhejiang, and Guangdong, have greater household electrical energy consumption
on average than the lower Midwest regions in China. Figures 7 and 8 show wind power
and solar energy installed capacity until 2020 in China. In addition, more renewable energy
sources such as wind energy and solar energy are located in the Midwest of China, such
as Xinjiang, Qinghai, Gansu, Inner Mongolia, etc. Therefore, the non-balance between
energy generation and energy consumption generates some obstacles for achieving the
carbon peak and carbon neutral strategies of China. Therefore, developing an extra-high
voltage power grid is an effective solution for improving renewable energy utilization
and reducing carbon emissions. Besides, in these energy consumption regions such as
Beijing, Shanghai, and Guangdong, distributed energy systems have also become a feasible
solution for ensuring energy demands with low or zero carbon emissions.

In summary, from a macro perspective, the installed capacity of power generation
based on fossil fuels and renewable energy sources has both continued to increase in the
last decade. Although the average annual power generation utilization hours decrease
year by year, it is conducive to improving China’s human development index. However,
a continuous increase in carbon emissions per capita comes with this. Meanwhile, from
a micro perspective, the statistical and comparative analysis of the average household
electricity consumption and wind power generation in each province in China shows
regional and urban–rural development imbalances in China. There is also a large regional
inconsistency between energy production and consumption. Therefore, under the carbon
neutral perspective, the selection of future household energy supply paths should fully
consider the characteristics of household electricity consumption in different regions, the
characteristics of renewable energy distribution, and China’s HDI targets.
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Figure 7. Superior wind power plant distribution in China until 2020.

Figure 8. PV installed capacity distribution in China until 2020.
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4. Characteristics of the Distributed Energy Supply System

4.1. An Alternative Future Energy System

According to the above macro and micro energy consumption and carbon emission
analysis, it can be seen that carbon emission, electricity consumption, and human devel-
opment index are positively correlated, while there are regional imbalance characteristics
of energy consumption and production. Therefore, the development and selection of
future energy systems must simultaneously consider human development, regional energy
resources distribution, users’ energy demand, etc. The improvement of the contradiction
between carbon emission and human development is more significant for China.

Recently, the energy demands of the industry, commerce, and residential life have
focused more on electricity and heat/cool. Various energy generation units provide elec-
tricity, heat, and cool. Based on the current feature of China’s energy structure and future
development plan, this research provides an alternative sketch of the future integrated
energy system under the carbon neutral perspective shown in Figure 9. On the energy
generation side, various thermal power, combined heat, and power (CHP), wind power,
hydroelectric power, nuclear power, photovoltaic (PV), and solar thermal power are the
main power generation ways in China, which can meet large amounts of electricity demand.
There are power grid, gas network, and heat network in the energy transport processes.
There are electricity, heat, and cool demands on the energy consumption side. Meanwhile,
various energy storage units (such as electrochemical energy storage, mechanical energy
storage, thermal energy storage, etc.), power to gas units, and electricity to heat conversion
units (such as heat pump, electrical heating) are in the integrated energy system. Besides,
the power generation units such as wind power and PV are also arranged on the customer
side. There are two main types of energy production: centralized and distributed in the
future integrated energy system. Meanwhile, the future integrated energy system can
achieve efficient, flexible, safe, and stable operation by coordinating source, network, load,
and storage.

Figure 9. The sketch of the future integrated energy system.

Based on the data shown in Figure 4, China’s human development needs to be further
enhanced, yet the traditional centralized, fossil fuel-based approach to energy utilization
needs to change under the strategy of carbon peaking and carbon neutrality in China.
In the context of synergistic consideration of China’s social development and carbon neu-
trality, an energy supply system based on renewable energy is necessary and significant.
However, the imbalance characteristic between the renewable energy source and the user
demands becomes the main obstacle of renewable energy utilization. Therefore, as a com-
plement to the traditional centralized energy production methods, the development of
distributed energy systems is essential to balance the regional contradictions in energy pro-
duction and consumption and increase the efficient utilization of renewable energy [21,39].
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Typically, distributed energy systems are placed on the customer side, and there are var-
ious types [40–44]. Therefore, the choice and construct of the distributed energy system
are significant and necessary for the household energy consumption in a carbon neutral
perspective for different regions in China.

4.2. Solar Energy-Based Energy Supply System

It is well known that solar energy is the most widely distributed energy. Therefore, the
solar energy-based distributed energy supply system is desirable and will be a significant
viable energy supply option for future household energy demand. However, due to its
intermittent nature and unavailability at night, the comprehensive utilization of solar
energy is provided and required to satisfy the electricity, heat/cool, and gas requirements
of users. This utilization can achieve high efficiency, flexibility, low carbon, and security of
the distributed energy system.

Figure 10 shows the comprehensive utilization ways of solar energy. All energy comes
from the sun, and solar energy is capable of producing heat and electricity through photo-
voltaics (PV) and photovoltaic thermal (PVT), and fuels, such as hydrogen and methanol,
through photochemistry (PC) and other technologies. In order to solve the problem of
indirectness and uncertainty of solar energy, energy storage can be used through electricity
storage (ES), heat storage (HS), power to gas (P2G), and other energy storage methods.
Finally, it further meets the different needs of users for electricity, heat, cold, and gas
through high-efficient energy conversions such as fuel cells (FC), heat pumps (HP), and
air conditioners (AC). As the research from Frankea et al. [45], the interdependencies of
renewable energy and flexibility options such as hydrogen and batteries may be the most
cost-effective solutions for the future Chinese energy system under different scenarios.
China’s carbon-neutral energy system is mainly based on solar power plants that use
batteries and hydrogen reconversion to meet nighttime demand.

Figure 10. Comprehensive utilization ways of solar energy.

5. Two Types of Distributed Energy Systems

According to the above-mentioned distributed energy system based on solar energy
utilization, photovoltaic and photovoltaic thermal utilization can generate different grades
of energy such as electricity and heat to meet various needs of users. Whether in urban
or rural areas, in western or eastern China regions, solar energy through building walls,
house roofs, etc., is a viable way to produce energy. Therefore, the following will propose
two types of typical distributed energy supply systems based on wind, photovoltaic and
photovoltaic thermal utilization.

5.1. Heat Pump and PVT Integration Solutions

In remote or rural areas of western China, good wind and solar resources are shown
in Figures 7 and 8. Meanwhile, the energy and electricity consumption are relatively
decentralized, and the demand for electricity and heat from retail households is prominent.
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Therefore, to satisfy the electricity and heat demands of households, wind turbines, PV
and PVT can be integrated to form a distributed energy system with the complementary
scenery. As shown in Figure 11, this distributed integrated energy system includes wind
turbine power generation, photovoltaic power generation, a high-efficiency electric heating
device composed of PVT and heat pump, and energy storage devices such as batteries
and heat storage, which together meet the electricity and heat needs of users. For the
PVT-heat pump subsystem, the working medium flows through the photovoltaic panels,
which on the one hand, reduces the temperature of the photovoltaic back and improves the
efficiency of photovoltaic power generation. On the other hand, the heated air goes into
the evaporator of the heat pump to further enhance the electric–heat conversion coefficient
of the heat pump.

 

Figure 11. The integration of heat pump, wind, PV, PVT, and energy storage units.

Meanwhile, energy storage is significant for this distributed energy system, including
electricity and heat storage devices. The electricity storage equipment can be electro-
chemical batteries to improve user-side wind power and photovoltaic power generation.
In addition, the thermal storage equipment can be water storage or ice storage to meet the
different thermal needs of users. That is, this electricity and heat storage device ensures
the stable electricity and heat output of this distributed energy system and guarantees the
energy demand of customers without carbon emissions.

5.2. Fuel Cells and PVT Integration Solutions

Unlike the western areas in China, wind power resources are relatively scarce in the
eastern or coastal areas, as shown in Figure 7. Therefore, solar energy should be better
utilized in household energy consumption. Due to the intermittent nature of solar energy
utilization, a certain amount of energy storage technology is required to guarantee the
stability and reliability of energy consumption by users. In addition, solar energy should
be stored directly as electricity or converted into fuels, such as hydrogen and methane.

Therefore, this research proposes an alternative distributed energy system containing
PV, PVT, and fuel cells shown in Figure 12. The fuel cell is a high-efficiency combined
heat and power generation technology [46,47]. Among them, building PV and PVT can
be used to generate electricity. Using natural gas and solar fuel, etc., the combined heat
and power supply is carried out by means of fuel cells. For example, fuel cells can use
solar fuel (natural gas or hydrogen) to directly convert the chemical energy of the fuel
into electricity without producing mission pollutants and can provide both electricity and
heat with an efficiency of over 80%. The combination of PVT and heat pump can improve
the coefficient of performance of the heat pump that produces the heat for users. Besides,
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batteries and heat storage are introduced to overcome the temporal mismatches between
the solar energy distribution and the electricity and heat needs of the users.

 
Figure 12. The integration of PV, PVT, FC, and energy storage units.

Figures 11 and 12 propose two types of distributed energy supply systems based on
wind power and solar power, so they do not have carbon emissions. Meanwhile, these two
types of distributed energy supply systems are two possible conceptual solutions based on
the basic situation of renewable energy distribution and household energy consumption in
China and are not real systems. However, they provide a feasible reference for the design
of real systems in the future. In the future, we still need to plan and design, working
conditions optimization and operational control from the technical and economic point of
view for the actual user needs and the geographical characteristics of the location.

6. Conclusions

In the context of carbon neutrality, making full use of renewable energy is key to
further improving China’s human development index. To improve China’s HDI under
the carbon neutrality constraint, effectively reducing household energy consumption and
selecting appropriate household energy supply options are significant. Therefore, this
research obtained some conclusions

(1) This contribution analyzed the proportion of installed capacity of thermal, hydropower,
nuclear, wind, and photovoltaic power, and firstly proposed and calculated the annual
average power generation utilization, annual per capita power generation, carbon
emission, and human development index in China in the past four decades, and
concluded the positive correlation between energy consumption, carbon emission
and social development from a macro perspective.

(2) Based on the 2015 Chinese General Social Survey (CGSS-2015) data, we analyzed the
average electrical energy consumption of urban and rural households in 28 provinces
across China from a micro perspective. The results show regional imbalance character-
istics between household electricity consumption and renewable energy distribution
characteristics in China.

(3) In order to better consume renewable energy and promote the carbon neutral strategy,
this paper proposes that distributed energy supply system is a feasible option as an
effective complement to the centralized power generation system based on the distri-
bution of household energy consumption and scenic resources in the mid-western
and eastern regions.
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(4) Two types of typical distributed energy supply systems can be provided by integrating
efficient energy conversion, storage, and exchange devices, such as electric heat
pumps, PV, PVT, heat storage, electricity storage, and fuel cells, all of which are clean,
efficient, low-carbon, and safe. In conclusion, the proposed two distributed energy
systems can achieve carbon neutrality while meeting the energy needs of households.
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Abstract: In recent years, highway construction in the Qinghai-Tibet Plateau (QTP) has developed
rapidly. When the highway passes through grassland, the soil, vegetation, and ecological environment
along the line are disturbed. However, the impact on soil bacteria is still unclear. Soil bacteria play
an important role in the ecological environment. The Qinghai-Tibet Highway (QTH) was selected
as the research object to explore the changes in bacterial community structure, vegetation, soil, and
other indicators. The results showed that the highway-related activities increased the degradation of
vegetation along the road, significantly changed the physical and chemical properties of soil, and
caused heavy metal pollution. These environmental factors affected the diversity and community
structure of soil bacteria. This kind of disturbance shows a trend of gradually increasing from near
to far from the highway. Gemmatimonas, Terrimonas, Nitrospira and Bacillus are more tolerant to
environmental changes along the highway, while Barnesiella, and Blastococcus are more sensitive. The
content of nitrate decreased and the content of ammonium nitrogen increased in the disturbed area,
increasing the abundance of nitrifying bacteria. Therefore, the main factor of the disturbance of the
QTH on the grassland is the decline of soil nutrient content, and the supplement of soil nutrients
such as carbon and nitrogen should be taken into account in the process of ecological restoration of
grassland along the line.

Keywords: Qinghai-Tibet Plateau; plant community structure; bacterial community structure; heavy
metals; Tibet Highway

1. Introduction

As the highest geographical unit in the world, the Qinghai-Tibet Plateau (QTP) has
a particular and representative ecological environment. The QTP is of great significance
to global climate change, carbon cycle, and biological germplasm resources [1–4]. As a
fragile ecosystem, the QTP ecosystem is particularly vulnerable to human activities [5,6].
In recent years, with the rapid economic development of the Qinghai-Tibet region, road
transportation has also continued to develop [7,8]. The total length of highways in the
Tibet Autonomous Region increased from 15,852 km in 1978 to 117,000 km in 2021 [9].
Highway traffic inevitably disturbs natural grasslands and has a series of negative influ-
ences on the ecosystem, including soil erosion, vegetation destruction, and water quality
deterioration [10–13]. The sharp increase in negative impacts has resulted in imbalances
in the self-regulation of the grassland ecosystem, and varying degrees of degradation of
grasslands along highways [14].

As an important part of the ecosystem, soil microorganisms participate in the degra-
dation of organic matter, biogeochemical cycles, and the maintenance of soil structure and
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are closely related to the degradation of grassland ecosystems [15]. In natural grassland,
vegetation growth, soil nutrients, moisture, pH value, etc. determine the community
composition and structure of soil microorganisms [16,17]. In addition, it changes with
depth due to factors such as redox conditions and soil nutrients. In the QTP, soil microor-
ganisms are mainly distributed in the topsoil (0–20 cm) [18]. Many scholars point out that
soil bacterial communities are extremely sensitive to human activities [19]. However, the
response of soil bacterial communities to environmental changes resulting from road traffic
is currently unclear.

Road traffic and construction will produce different types of heavy metal pollu-
tants [20,21]. The components, fuels, and lubricants of vehicles and paving materials may
contain heavy metals such as copper, copper, lead, zinc, and cadmium [22]. The burning
of liquid fuels, the use of lubricating oil, the wear of vehicles and the loss of pavement
will bring in heavy metal ion particles. These particles enter the ecosystem on both sides
of the road, possibly through sedimentation pavement runoff and splashing [23]. Studies
have shown that the concentrations of heavy metals in soil were significantly affected
by road construction and traffic. The degree of impact is inversely proportional to the
distance from the road [24,25]. Many studies have shown that the deposition of heavy
metal pollutants in soil will affect the composition and structure of soil bacterial commu-
nities [26,27]. Additionally, soil nutrient content is another important factor affecting soil
bacterial communities. Road construction and traffic drainage will cause varying degrees
of soil erosion, topsoil stripping, and other changes. Many studies have shown that soil
erosion can change physical and chemical properties such as soil density, soil moisture, and
pH, leading to soil nutrient loss [28,29]. As the mediator of more than 90% of the energy
and material exchange in the soil ecosystem, the bacterial community structure is bound to
be affected to varying degrees [30].

In general, exploration of the influences of soil nutrient changes and heavy metal on
the structure of soil bacteria communities can provide data support for grassland ecological
restoration along the highway, and can also provide a decision for road construction in the
QTP. The Qinghai-Tibet Highway (QTH) provides favorable conditions for exploring the
relationship between the highway and soil microorganisms [25]. The grassland ecosystems
in most areas along the route are well preserved, are very sensitive to external influences,
and have poor natural recovery capabilities [21]. As an uninhabited area and nature
reserve, there is almost no human disturbance in this area except for traffic [31,32]. The
Golmud-Lhasa section of the QTH passes through areas of different altitudes, climates, soil
types, and vegetation types. We assume that the QTH has an impact on the structure of the
grassland soil bacterial community by changing soil and heavy metals factors. In this study,
treatments at different distances from the highway and altitude were selected, and the
bacterial communities along the QTH were determined by high-throughput sequencing
technology. The results showed that: (1) The soil bacterial community structure changes
with the distance from the QTH; (2) In high altitude areas, the soil bacterial community
is more susceptible to highway impacts; (3) Soil nutrients are the main driving factor of
soil bacterial community structure change; (4) Within a certain distance from the QTH, the
heavy metal content was correlated with soil bacterial community diversity.

2. Materials and Methods

2.1. Study Area and Sampling Lines

This study selects the QTH (G109 National Highway) Golmud to Lhasa section as
the research object. The region where the QTH passes through has a temperate/sub-frigid
continental climate, with long and cold winters, strong winds, little rain in summer, and
short spring and autumn. This section of the highway crosses two major soil types: alpine
prairie soils (Cryuborolls) and alpine meadow soils (Cryaquet) and a small portion of gray-
brown desert soils (Gypsic Haplosalid). In this area, the highway passes through the Hoh
Xil National Nature Reserve and the Sanjiangyuan Nature Reserve. There is no large-scale
agriculture, animal husbandry, and manufacturing industries, and the natural grassland is
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less affected except for the highway. The effect of traffic activity on the deposition of soil
pollutants was stronger closer to the road and weakened with the increase of distance from
the road [25,32]. Therefore, a plot 400 m from the highway was collected as a control in
each area that may not be affected by traffic activity.

More than 91% of the studied sections have an altitude of >4000 m, and the highest
altitude is 5231 m, which is located at Tanggula Mountain Pass. In this study, 3 sampling
zones at 4000 m, 4600 m, and 5231 m were selected, and one sampling zone was set in
an area within 400 m of each altitude where there were no other human influence factors
except roads (sampling zone 35◦47′ N, 94◦20′ E; sampling line 2 at 34◦27′ N, 92◦44′ E;
sampling zone 3 at 32◦53′ N, 91◦55′ E). The sampling lines were perpendicular to the
highway and is 400 m long and 10 m wide (Figure 1). The altitude drop in the sampling
zone is less than 30 m. For each sampling zone, 4 plots were set at a distance of 5 m, 20 m,
50 m, and 100 m away from the highway shoulder, and 1 plot was set at a distance of
400 m from the shoulder, which was used as a control plot. Four samples of 1 m × 1 m are
randomly set for each plot.

Figure 1. Sampling sites along the Qinghai–Tibet highway, China.

2.2. Vegetation Samples

In each plot, we investigated plant species, abundance, height, coverage and other
indicators, and calculate important values. Species diversity is measured by species
richness index and Shannon diversity index. All the above-ground parts of the sample
were collected to determine the above-ground biomass.

2.3. Soil Sampling

July is the growing season for plateau vegetation. The middle of July 2019 was selected
as the time of soil sample collection. Use a thermometer to measure the soil temperature
before sampling. The soil density was determined by a soil compaction meter (TJSD-7500II).
Soil samples were collected using a soil auger with a diameter of 5 cm and a sampling
depth of 0–20 cm. Ten soil cores were evenly distributed in each quadrat. Five plots were
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set for each site. Four quadrats were set for each plot for repetition, and 5 times of sampling
were set in each quadrat for mixing. Thus, a total of 15 treatments were set and 60 soil
samples were collected.

After removing the rocks and grass roots, the sample is thoroughly mixed and passed
through a 2 mm sieve. Approximately 5 g of samples were immediately put in a 2 mL
centrifuge tube and brought back at low temperature, and kept in a refrigerator at −80 ◦C
for DNA analysis. About 300 g samples were sealed and brought back into the refrigerator
at 4 ◦C for soil physical and chemical analysis. About 1000 g of Soil samples are dried for
soil nutrient and heavy metal analysis. During the entire collection and processing of soil
samples, bacteria and heavy metal contamination should be avoided.

2.4. Soil Laboratory Analysis
Chemical Analysis

Soil pH was determined by mixing the soil sample and water in a ratio of 1:5 using
a pH meter. Soil organic C content was determined by a potassium dichromate external
heating method [33]. Soil total N was determined by Kjeldahl digestion and automatic
azotometer [34]. Soil alkali-hydrolytic nitrogen, total nitrogen, available P, and available K
were determined by the method of previous studies [35,36].

The contents of Cu and Zn in the soil were determined by flame atomic absorption
spectrophotometry. The main instrument is a TAS-990F atomic absorption spectropho-
tometer. Soil Pb and Cd contents were determined by graphite furnace atomic absorption
spectrophotometry using a 240ZAA atomic absorption spectrophotometer [37].

2.5. DNA Extraction, PCR Amplification

According to the manufacturer’s instructions, use the Fast DNA SPIN Kit for Soil
(DNeasy PowerSoil Kit, QIAGEN, Hilden, Germany) to extract total soil DNA. Finally, the
DNA was eluted with 100 μL DNA eluent in the kit. Dilute the successfully extracted DNA
to a concentration of 1 ng/μL and store at −20 ◦C until further processing.

The barcoded primers and Takara Ex Taq (Takara) were used to amplify the 16S
rRNA genes of bacteria using the diluted DNA as a template, and V3-V4 variable regions
of 16S rRNA genes were amplified with universal primers 343F and 798R for bacterial
diversity analysis [38]. To verify the size and quality of the PCR products, all of them were
electrophoresed in 1.5% (wt/vol) agarose [39,40].

2.6. Cloning, Sequencing and Phylogenetic Analysis

The quality of the amplicons was visualized using gel electrophoresis, purified with
AMPure XP beads (Agencourt), and subjected to another round of PCR amplification. After
purification again using AM-Pure XP magnetic beads, the final amplicons were quantified
using the Qubit dsDNA Detection Kit. Equal amounts of purified amplicons were pooled
for subsequent sequencing [41,42].

The raw sequencing data were in FASTQ format [43]. Pre-processing of double-ended
reads, including detection and cleavage of ambiguous bases (N), was performed using
Trimmomatic software (Bolger AM: Golm, Brandenburg, Germany) [44]. Low-quality
sequences with an average quality score below 20 were cut off using the sliding window
pruning method [40]. Parameters of assembly were: 10 bp of minimal overlapping, 200 bp
of maximum overlapping, and 20% of maximum mismatch rate. Assembly parameters
were: minimum overlap of 10 bp, maximum overlap of 200 bp, and maximum mismatch of
20%. Reads with 75% of bases above Q20 were retained. Reads with chimeras were then
detected and deleted. QIIME software (version 1.8.0, Caporaso JG: Boulder, CO, USA) was
used to implement the above two steps [45].
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Using the Vsearch software (Edgar RC: Cambridge, MD, USA) with 97% similarity
threshold, the clean readings were generated by primer sequencing and clustering to
generate surgical taxons (OTUs) [46]. We used the QIIME package to choose a representa-
tive reading for each OTU; the RDP classifier (confidence threshold 70%) to annotate all
representative readings and annotate the Silva database version 123 (16s rDNA) [42]; and
the blast to annotate all representative reads and blast the Unite database (ITSs rDNA) [43].

2.7. Statistical Analyses

Statistical analysis software such as Excel 2010 (Microsoft: Seattle, WA, USA) and
SPSS 22 (International Business Machines Corporation: Armonk, NY, USA) were used to
arrange and plot the measured data. The data were analyzed by Microsoft Excel 2010,
and the differences of vegetation data, soil physical, and chemical properties and soil
bacterial diversity index were analyzed by One-way ANOVA in SPSS 22. R 3.5.2 was used
to perform analyses of species composition and diversity, non-metric multidimensional
scaling (NMDS), Adonis and Mantel tests. The OmicShare tool was used to perform the
FAPROTAX analysis (https://www.omicshare.com/tools, accessed on 10 September 2021).

3. Results

3.1. Environmental Factors

The coverage in the area within 100 m from the highway reduced more significantly
than the control (400 m) at three sites (Figure 2B). The coverage at 20 m decreased by 64.44%
(0.20), 67.24% (0.24) and 64.86% (0.33) in 4000 m, 4600 m and 5200 m sites, respectively.
The aboveground biomass was negatively correlated with distance in three sites. The
aboveground biomass decreased significantly within 100 m, 50 m, and 100 m from the
road, respectively (Figure 2A). The plant Shannon index decreased significantly in 4000 m
and 5200 m sites within 20 m from the highway and decreased significantly at the 4600 m
site within 50 m from the highway. For the plots 20 m away from the highway, the values
decreased by 28.14% (1.62), 14.05% (1.56), and 28.80% (1.21) compared with the control
(400 m) in 4000 m, 4600 m, and 5200 m sites, respectively (Figure 2C). The Simpson index
(Figure 2D) of plants also shows similar changes in the areas close to the road (50 m, 20 m,
and 5 m plots). Compared with the control (400 m), the plants’ heights were significantly
higher. The increase ranges were 561.17% (35.59 cm), 250.46% (16.15 cm) and 59.38%
(8.54 cm).

Figure 2. Cont.
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Figure 2. Comparison of (A) above-ground biomass, (B) plant cover degree, (C) plant simpson and (D) above-ground
biomass between treatments at 5, 20, 50, 100 and 400 m from the curb G109 highways at altitudes of 4000 m (L), 4600 m (M)
and 5200 m (H).

The soil moisture (SM) was significantly reduced by 58.63%, 38.45%, and 73.04%
within 100 m along the highway at 20 m plots from the highway in 4000 m, 4600 m, and
5200 m sites, respectively (Figure 3A). In the 5200 m site, soil pH significantly decreased by
6.26%, 6.07%, 3.47%, and 2.11% at 5 m, 20 m, 50 m, and 100 m from the road, respectively
(Figure 3B). At the same time, smaller changes occurred at 4000 m and 4600 m, with
only significant decreases of 2.75% and 1.29% at 5 m from the road, respectively. The soil
temperature in the areas 100 m and 50 m away from the highway decreased significantly
compared with the control, 4000 m site and 5200 m site, respectively (Figure 3C). Soil
compaction only changed significantly at 5200 m and decreased by 9. 14% (1715.75 Pa) and
5.69% (1780.75 Pa) at 5 m and 20 m away from the road, respectively (Figure 3D).

SOC is negatively related to the distance from the road. This trend is most obvious at
5200 m (Figure 4A). Roads significantly reduced soil organic carbon by 33.85% (.84 g·kg−1),
36.43% (8.49 g·kg−1), and 32.72% (8.99 g·kg−1) at plots 5 m, 50 m, and 100 m away from
the road, respectively. Soil organic carbon content decreased by 70.19% (8.35 g·kg−1) and
66.01% (9.52 g·kg−1) at 5 m and 20 m plots from the road, respectively, compared with the
control (400 m) at 5200 m. Soil total nitrogen content decreased by 67. 48%, 60.98%, 19.86%
and 21.12% at 5 m, 20 m, 50 m, and 100 m away from the highway, respectively (Figure 4B).
In the 4600 m site, soil total nitrogen content significantly decreased by 27.17% at 20 m from
the road. At the same time, the change of soil total nitrogen content was not significant at
the 4000 m site. The change trend of alkali-hydrolyzable nitrogen (AN) was the same as TN
in the 5200 m site (Figure 4C). The difference is that angle in which the content of soil AN
decreased significantly became within 50 m from the road. On the contrary, at the site of
4600 m, the content of soil AN at 5 m plot away from the road was significantly increased
by 16.36% (67.02 mg·kg−1) compared with the control (400 m). At the same time, at the
site of 4000 m, the content of soil AP (Figure 4D) at the plot of 20 m from the road was
significantly increased by 30.34% (80.00 mg·kg−1) compared with the control (400 m). In
5200 m site, the content of soil available phosphorus increased by 119.04% (4.80 mg·kg−1)
and 198.97% (6.56 mg·kg−1) at 5 m and 20 m distance respectively. The content of soil
available phosphorus increased at the distance of 50 m (56.15%) and 20 m (169.42%) from
the highway, and at the distance of 4000 m and 4600 m, respectively. The change of soil AK
with distance was not significant (Figure 4E).
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Figure 3. Comparison of soil: (A) soil moisture content, (B) pH, (C) soil temperature and (D) soil density between treatments
at 5, 20, 50, 100, and 400 m from the curb G109 highways at altitudes of 4000 m (L), 4600 m (M), and 5200 m (H).

The Contents of Cu, Zn, and Cd increased significantly in the 4000 m site, and the
increasing areas were mainly concentrated in the area 20 m away from the road (Figure 5).
The three heavy metals contents increased by 17.18%, 14.73%, and 31.58% at 20 m from the
road, compared with the control(400 m in 4000 m sites).The total lead content in the soil
increased by 41.92% and 63.57% at 5 m and 20 m, respectively, in the 4600 m sites.

3.2. Bacterial α-Diversity

Alpha Diversity Index is used to reflect species diversity. Observed Species and
Chao1 are used to indicate the actual number of OTUs in the community. The larger
the Shannon Wiener and Simpson values are, the higher the community diversity is and
the more uniform the individual distribution is. The Good’s Coverage index reflects the
sequencing depth, and the closer the index is to 1, it indicates that the sequencing depth has
covered all species in the sample. The larger the value of the Phylogenetic Diversity index,
indicates that the species that make up the biome are further apart in evolution. Specaccum
accumulation curves determine whether the amount of sequenced data completely covers
the species on the total sample. After pruning and quality filtering, 98,532 high-quality
readings were obtained from a total of 60 samples from three altitudes, and the amount of
clean tags data after quality control ranged from 4802 to 52,373. The data size of the valid
tags (used for analysis) ranged from 11,648 to 42,192, with an average length of 426.58 to
432.68 bp.
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Figure 4. Comparison of soil: (A) organic carbon (SOC), (B) total nitrogen (TN), (C) alkali-hydrolyzable nitrogen (AN),
(D) available phosphorus (AP), and (E) available potassium (AK) between treatments at 5, 20, 50, 100, and 400 m from the
curb G109 highways at altitudes of 4000 m (L), 4600 m (M), and 5200 m (H).

36



Int. J. Environ. Res. Public Health 2021, 18, 13137

Figure 5. Concentrations of Cu (A), Zn (B), Pb (C), and Cd (D) in the 0–20 cm soil in sites 5, 20, 50, 100, and 400 m away
from the G109 highway at altitudes of 4000 m (L), 4600 m (M), and 5200 m (H). The dotted line in the figure represents the
background value of heavy metals in the Qinghai-Tibet Plateau.

The number of OTUs obtained from all treated soil samples ranged from 786 to 1987,
and the species coverage (Good’s Coverage index) was more than 90%. Based on a genetic
distance of 3%, the sparse curve tends to saturate the plateau, indicating that the sequencing
depth is sufficient (Figure 6D). The species accumulation curve showed that the sample
size was sufficient for subsequent data analysis (Figure 6E).

The impact of highway traffic on bacterial α-diversity was mainly reflected in the
5200 m site, and the OTUs of soil bacteria significantly increased by 12.78% (1713) and
11.67% (1696) in the 5 m and 20 m plots in the 5200 m sites, respectively. Consistently, the
bacterial Shannon index also increased significantly by 4.40% (9.40) and 3.86% (9.35) at 5 m
and 20 m from the road, respectively, at 5200 m. In the 4600 m site, the bacterial CHAO1
index significantly increased by 8.93% (2901.93) at the 5 m site. On the contrary, the number
of bacterial OTUs and Shannon index decreased significantly by 13.35% (1544.7) and 7.61%
(8.56), respectively at 50 m from the road in 4000 m site (Figure 6).

Pearson correlation analysis showed that the environmental factors, especially altitude,
SOC, AK, TN, AN, SM, pH, Density, Cu, and Simpson were significantly correlated with
the bacterial α diversity index. OUT number and CHAO were negatively correlated
with the PD whole tree index. In addition, there was a significant positive correlation
between altitude and bacterial Simpson index. Cu content was significantly negatively
correlated with Simpson index and Good’s Coverage index. The Simpson index of plants
was negatively correlated with that of bacteria (Figure 6D).
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Figure 6. Box Diagram of (A) bacterial operational taxonomic unit (OTU), (B) bacterial Shannon and (C) bacterial CHAO1
in the 0–20 cm soil depths at 5, 20, 50, 100, and 400 m from G109 highway at altitudes of 4000 m (L), 4600 m, (M) and 5200 m
(H). Pearson correlation heatmaps are based on bacterial alpha diversity estimators and environmental factors (D). * Means
p < 0.05 for significance test; ** means p < 0.01 for significance test; *** means p < 0.001 for significance test.

3.3. Bacterial Community Structure

The relative abundance of phylum-level bacterial communities is shown in Figure 7. The
major phyla in all samples were Proteobacteria (20.83–40.02%), Actinobacteria (15.28–31.09%),
Bacteroidetes (13.16–27.99%), Firmicutes (9.72–27.99%), Gemmatimonadetes (1.61–8.10%), Aci-
dobacteria (1.39–5.06%), Nitrospirae (0.15–1.13%), Chloroflexi (0.13–0.86%), Cyanobacteria
(0.15–1.08%) and Chlorobi (0.13–0.47%), with a total of more than 98% in each sample
(Table S1).
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Figure 7. Chart of the relative abundance of the different levels of bacteria at the phylum level in the 0–20 cm depths soil at
5, 20, 50, 100, and 400 m from the curb G109 highways at altitudes of 4000 m, 4600 m, and 5200 m.

The Proteobacteria abundance decreased by 30.65% (28.03%) at the 50 m site than the
control (400 m). The Actinomycetes abundance significantly decreased by 47.07% (20 m
plot, 15.28%) in the 4000 m and 4600 m sites than the control. Conversely, the abundance
of Actinomycetes significantly increased by 87.71% (29.03%) and 98.43% (28.03%) at 5 m
and 20 m, respectively. Bacteroides abundance in the 20 m plot significantly increased by
75.92% (23.15%) in the 4000 m site compared with the control, while in the 5 m plot it
significantly decreased by 34.82% (19.08%) in the 5200 m site compared with the control.
The same results occurred with acid bacilli. At the 4000 m and 4600 m sites in the highway
disturbance area, the abundance of acid bacilli at the 20 m and 50 m plots showed a
significant decrease than control. However, the abundance of Acidobacteria significantly
increased by 88.16% (2.61%) and 138.27% (3.31%) in the 5 m and 100 m sites, respectively. In
addition, Firmicutes abundance in the 5 m and 20 m plots decreased significantly by 59.50%
(10.61%) and 42.23% (15.13%) compared with the control in the 5200 m site. The abundance
of Nitrospirillum, Chlorospirillum, Cyanobacteria and Chlorobacteria increased significantly in
different degrees in the highway disturbance area.

In the genus level, the abundance of bacteria was analyzed by LEfSe in each site at
each elevation, and the results are shown in Figure 8. Road traffic significantly increased
the number of 4, 8, and 14 taxa of soil bacterial communities within 100 m (4000 m, 4600 m,
and 5200 m), and significantly decreased the number of 5, 2, and 4 taxa of soil bacterial
communities. Flavisolibacter, Gemmatimonas, Microvirga, Nocardioides, and Rubrobacter are
enriched at sites of 4600 m and 5200 m in the disturbed area of the highway. Crossiella
and Gaiella are enriched in the disturbed area at 4000 m and 5200 m sites respectively. At
the same time, Barnesiella and Blastococcus were the main bacterial genera enriched in the
unaffected area. Flavisolibacter abundance increased significantly at 5 m and 20 m sites at
4600 m and 5200 m sites, respectively. In addition, Flavisolibacter is also the genus with
the highest importance index in 5200 m site in the random forest analysis. Alistipes and
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Barnesiella increased in abundance in the undisturbed area at the 5200 m site. In the 4600 m
site, Gemmatimonas, Rubrobacter, and Microvirga all increased in abundance close to the road,
consistent with the 5200 m site. Pseudomonas was the most important genus in random
forest analysis at the 4000 m site, and its abundance increased significantly at the 20 m
site, and the content of soil alkali-hydrolysable nitrogen also increased significantly at the
20 m site. Marmoricola abundance was lower in the highway disturbance area compared
to the control in the 4000 m site. Nocardioides were enriched at 5 m in 4600 m and 5200 m
sites, in contrast to 4000 m in the control (400 m) group. In random forest analysis, the
top 10 genera were Skermanella, Prevotella 9, Rubrobacter, Gaiella, Blastococcus, Crossiella,
Flavisolibacter, Faecalibacterium, Pseudomonas, and Microvirga (Figure 8A).

Figure 8. Linear discriminant analysis (LDA) of soil bacterial community in 3 sites of (A) 4000 m, (B) 4600 m, and (C) 5200 m.
Rarefaction curve (D) and species accumulation curves (E) of the 60 soil samples.

3.4. Bacterial β-Diversity

ADONIS analysis showed significant differences in vegetation and bacterial com-
munity structure between distances at the same elevation, as well as between elevations
(Table S2). From the results of NMDS analysis(Figure 9), it can be seen that there are signifi-
cant differences in the structure of soil bacterial community among the samples at different
altitudes (Stress value is 0.084), and the effect of altitude on bacterial community structure
was more significant than that of distance. In different regions, significant differences in
soil bacterial community structure were revealed among different distances (Stress values
were 0. 058, 0.045, and 0. 043), which indicated that the soil bacterial community structure
in the highway disturbed zone had changed significantly.
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Figure 9. Non-metric multidimensional scaling (NMDS) analysis of (A) overall bacterial in 3 altitudes
and bacterial in 3 sites of (B) 4000 m, (C) 4600 m, and (D) 5200 m.

According to the RDA results, soil bacterial community structures in three sites could
be distinguished by plant and soil factors (Figure 10). In the site of 4000 m, AN had the
greatest impact on the bacterial community. The first and second axes explained 54.70%
and 18.53% of the variation, respectively. AK, SOC, and Zn are the main correlation factors
of axis 1. Associated with axis 2 are mainly AN and AK (Figure 10A). In the 4600 m site,
the most important factor is distance, followed by TN and coverage (Figure 10B). The
first axis (mainly related to distance and TN) and the second axis (mainly related to SM
and AP) described 35.70% and 33.37% of the variation, respectively. In the 5200 m site,
SOC and pH had the greatest impact on the bacterial community, followed by distance
(Figure 10C). The first axis, mainly related to SOC, pH, and AN explained 60.96% of the
variation. At that same time, the second axis was mainly related to Cd and AN explained
9.95% of the variation.

3.5. Relative Effects of Environmental Factors on Bacterial Communities

Pearson correlation coefficient analysis results between bacterial abundance and
environmental factors are shown in Figure 11. At the phylum level, the abundance of
Proteobacteria and Fibrobacteres was positively correlated with AK, SM, pH, and Cu (p < 0.01),
and negatively correlated with SOC and TN (p < 0.05). Actinobacteria abundance was
positively correlated with AK, SM, Zn, and Cu (p < 0.05). Bacteroidetes were negatively
correlated with AK, SM, pH, Zn, and Cu (p < 0.05) and positively correlated with SOC, TN,
and AN (p < 0.01). At the genus level, the abundance of Lactobacillus and Enterococcus was
positively correlated with Cu, Zn, pH, and SM (p < 0.01), and negatively correlated with
SOC (p < 0.05). The abundance of Sphingomonas and Rubrobacter was positively correlated
with AK, Cu, pH, and SM (p < 0.001), and negatively correlated with SOC, TN, Density,
and AN (p < 0.01). Faecalibacterium, Prevotella 9, and Blautia were negatively correlated with
AK, SM, pH, and Cu (p < 0.01), and positively correlated with SOC and TN (p < 0.001). The
abundance of Bacteroides was negatively correlated with AK, Zn, pH, and SM (p < 0.05).
In addition, Gemmatimonas was positively correlated with Zn (p < 0.05) and negatively

41



Int. J. Environ. Res. Public Health 2021, 18, 13137

correlated with SOC (p < 0.01). These results show that soil properties, especially SOC, TN,
AN, AK, SM, pH, Cu, and Zn have significant effects on soil bacterial communities.

Figure 10. Ordination biplots of redundancy analysis (RDA) analysis of bacteria community structure, physical and chemical
properties of soil and plant between treatments at 5, 20, 50, 100, and 400 m from the curb G109 highways at altitudes of
(A) 4000 m, (B) 4600 m, and (C) 5200 m.
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Figure 11. Pearson correlation heat map with correlation coefficient and significance levels based on the relative abundance
of bacteria at the genus level and environmental factors. * Means p < 0.05 for significance test; ** means p < 0.01 for
significance test; *** means p < 0.001 for significance test.

3.6. Bacterial Functional Community

Effect of road traffic on soil bacterial function FAPROTAX function prediction results
(Figure 12) showed that chemoheterotrophy, fermentation, animal parasites or symbionts,
and nitrate reduction are the main functional groups along the highway. Among the top
30 functional predicted relative abundances, 25 species showed significant differences
(p < 0.05): chemoheterotrophy, human pathogens, predatory or exoparasitic, aerobic am-
monia oxidation, ureolysis, cellulolysis. The functional groups of ligninolysis, sulfate
respiration and aromatic compound degradation increased in the disturbed area. The
functional groups showing a downward trend in the highway disturbance area included
fermentation, animal symbionts, photoheterotrophy, chlorate reducers and other functional
groups. In addition, soil nitrifying bacteria such as ammonia oxidation, nitrite oxidation
and nitrification showed an increasing trend in the disturbed area from the road compared
with the control. Nitrate reduction and nitrogen fixation related to soil denitrification were
significantly decreased in the sites within 100 m from the road.
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Figure 12. Ecological functional diversity of soil bacterial community in different altitudes and distances. * p < 0.05.

3.7. Variation Partitioning

The results of variation partitioning analysis (VPA) showed that environmental factors
such as altitude, vegetation, soil, and heavy metals could explain 32.71% of the variation
in soil bacterial community structure, and the unexplained rate was 67.29%, of which
the interaction of soil, vegetation, and heavy metals could explain 12.42% (Figure 13A).
Environmental factors such as altitude, vegetation, soil, and heavy metals accounted for
34.89% and 65.11% of the changes in the ecological functional structure of soil bacteria
FAPROTAX, of which the soil factor alone accounted for 8.02% and the interaction of soil,
vegetation, and heavy metals accounted for 14.76% (Figure 13B). Compared to the soil
bacterial community structure, the coupling effect of soil and vegetation had a greater
impact on the functional structure of bacteria.

44



Int. J. Environ. Res. Public Health 2021, 18, 13137

Figure 13. Variation partitioning analysis (VPA) which showed the relative proportions of total
(A) bacterial and (B) functional diversity composition variations that can be explained by differ-
ent types of environmental factors. The circles show the variation explained by each group of
environmental factors alone.

4. Discussion

4.1. Impact of Highway on Plant and Soil Physical and Chemical Properties

During the highway construction and operation, different degrees of impact were
inevitable on the grassland soil environment and vegetation along the highway. As we
can predict, the grassland vegetation in the areas close to the highway has been degraded
to varying degrees. In general, results showed the closer to the highway, the lower the
coverage and diversity and biomass of grassland vegetation were. This is consistent with
many previous research results [47]. This damage includes the direct excavation and
rolling of grassland vegetation by construction and access vehicles [11]. It may also be
indirectly caused by soil erosion caused by the change of terrain on both sides of the
highway [12,48]. In this study, the vegetation height was higher in areas closer to the road.
In the field investigation, we found that this was because some invasive plants such as
Stipa purpurea appeared after the original low grassland of the QTP was disturbed and
degraded [49]. At the same time, heavy metal pollution caused by road traffic has further
aggravated the degradation of grassland vegetation [50]. In different altitude environments,
the degradation of grassland vegetation is also different, of which 4600 m is similar to
5200 m, and the degradation is most obvious in the 4000 m environment. There may be
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two reasons, one is that the 4000 m section is closer to the city (Golmud), and the traffic
flow is larger. On the other hand, because the vegetation type of the 4000 m site is desert
grassland, the vegetation diversity is low, and the ecological environment is fragile. It is
more vulnerable to the interference of environmental factors.

Consistent with previous studies, our results indicate that highway slopes affect soil
nutrient content, resulting in lower pH. Our results show that the soil moisture decreased
significantly in the highway disturbed area. Engineering disturbance may cause soil
compaction or decomposition by destroying original vegetation, altering soil porosity, and
disrupting soil aggregates [51–53]. At the same time, the destruction of vegetation in the
disturbed area of the highway leads to the decrease of the fixation ability of roots to soil,
and the process of soil erosion may cause the loosening of soil structure. Our results show
that soil pH is sensitive to engineering disturbance, which may be related to soil parent
material [54,55]. Road disturbance affects soil pH by destroying native vegetation and
affecting soil pH and nitrogen levels in plant material [56]. In addition, increased soil
acidification may lead to increased leaching of cationic nutrients from the soil, thereby
exacerbating the deficiency of certain nutrients essential for plant growth and ultimately
leading to reduced plant productivity [57]. Because of the decrease of plant litter, the
activity of soil denitrifying bacteria was promoted, and the mineralized nitrogen tended
to nitrify, which led to the decrease of soil pH [56]. The decrease of soil moisture content
(SM) in the highway disturbance area is related to the coverage of vegetation [53,58]. A
reduction in the capacity of the soil to retain water due to degradation of vegetation. The
change of soil temperature is contrary to the results of previous studies, which may be
related to the weather at the time of sampling, or because the change of vegetation cover
affects the thermal insulation performance. This requires further study.

Our results show that the soil SOC, TN, and AK in the disturbed areas of the highway
do not change significantly compared to the control areas at 4000 m and 4600 m sites. The
research of Pan and Jiang on highway slopes also shows the same situation [53,59]. All
study areas are located below 4000 m and include the Tibetan Plateau region. In contrast,
at the 5200 m site, the SOC, TN, and AK of highway disturbed area decreased significantly
in our study, suggesting that SOC, TN, and AK may be more sensitive to the impact of
the highway at higher altitudes. He et al.’s study showed that SOC and TN of highway
disturbed areas significantly reduced compared with control [14]. The results of this study
are consistent with this. However, there are few studies on the soil SOC and N contents in
the highway disturbed area at an altitude of more than 5000 m. Therefore, we analyzed
the differences of soil nitrate and ammonium nitrogen contents and related bacterial
abundances among the three altitudes in this study. Our study revealed that due to the
low oxygen content in high altitude areas, a low-oxygen environment is more conducive
to denitrification, resulting in significantly higher soil ammonium nitrogen content and
significantly lower nitrate content at other altitudes (Figure 14A,B). At the same time, the
contents of TN and MBN and the abundance of Nitrospirillum in the soil at the altitude
of 5200 m were significantly higher than those at other altitudes (Figure 14C,D), possibly
due to the differences in biomass and coverage of grasslands and human disturbance. This
also led to a significantly higher abundance of bacteria associated with the soil nitrogen
cycle, including nitrifying and denitrifying bacteria. This indicates that the soil nitrogen
content is higher and the activity of related bacteria is more vigorous at the altitude of
5200 m, which may cause the soil N indicators more sensitive to the impact of the highway
at high altitudes. The abundance of nitrifying bacteria is proportional to that of denitrifying
bacteria. This result is in accordance with the law expounded by the predecessors [60].
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Figure 14. N cycle related indicators: (A) total soil nitrogen content, (B) soil microbial nitrogen content, (C) soil ammonia
nitrogen N-NH4, (D) soil nitrate N-NO3, (E) nitrification bacteria relative content, (F) the relative content of denitrification
bacteria at 4000 m (L), 4600 m (M), and 5200 m (H). * Means p < 0.05 for significance test; ** means p < 0.01 for significance
test; *** means p < 0.001 for significance test.

47



Int. J. Environ. Res. Public Health 2021, 18, 13137

The increase of soil available phosphorus may be affected by many factors. In alka-
line soils, the content of calcium ions is usually high in alkaline or calcareous soils, and
phosphate ions are easy to form calcium phosphate precipitation with calcium ions, thus
reducing the content of available phosphorus. In this study, the pH value of the road
disturbance area decreased, which promoted the dissolution of the P element in alkaline
soil into AP and increased soil AP. Simultaneously, the abundance of some bacteria (such
as Bradyrhizobium and Mycobacterium) related to phosphorus dissolution increased in the
disturbed area of the highway, which may also be the reason for the significant increase of
available phosphorus content. Ma et al. (2013) recorded relatively rich AP levels on the
slopes of the Beijing-Chengde Phase III Expressway [61], consistent with the findings of
this research. The ratio of carbon to nitrogen increased significantly in the disturbed zone.

Many heavy metals have been proved by previous researches to enter the soil on both
sides of the highway from vehicle mechanical wear and fuel consumption [11,62]. Our
findings are consistent with their results. The Zn content in the study area did not increase
significantly and was generally lower than the background value of Tibet in China [23].
Parts of the vehicle that are galvanized or contain zinc, such as fuel tanks and tires, may be
a source of zinc contamination [63]. This may be due to the fact that there is little human
activity other than the normal driving of vehicles in the study section, and there is little
exposure and wear of galvanized parts. The research shows that the enrichment of heavy
metals in the 4000 m area is more obvious in the highway disturbance area, and the overall
content is higher, which may be related to the differences in traffic flow and vegetation
types. Heavy metals might be transferred to the soil along the highway through airflow
or pavement runoff [64,65]. In this study, the range of significant increase of heavy metal
content along the highway was mainly limited to 25–50 m from the highway, which may
be related to the location of the transect in this study. This study area is selected in the
no man’s land and nature reserve without other human activities except roads, with few
people and no grazing except for normal vehicle driving and road maintenance. Wildlife
activity is also relatively low, which may lead to weak diffusion of heavy metal particles.

4.2. Effects of Environmental Factors on Soil Bacterial Community Structure at Different Altitudes

Therefore, the construction and traffic of the highway will significantly change the
vegetation growth, soil physical, and chemical properties and content in grassland soil of
heavy metal along the highway, thus affecting the diversity and structure of soil microbial
communities. For example, Li et al. reported that the species composition of soil bacteria
changed significantly during the degradation of vegetation [66]. Kang et al. studied the
microbial community in an alpine wetland ecosystem and showed that human-induced
pH changed microbial diversity and community structure in the upper soil layer as the
main driving factors [67]. Underground coal mining has been reported to cause changes in
soil conductivity and water content in sandy areas of western China, which can change the
structure and diversity of soil microbial communities [68]. Research on the stressed soil near
the QTH and Qinghai-Tibet Railway (QTR) proved heavy metals were important factors in
the formation of bacterial community diversity [26]. In the Changbai mountain area, the
disturbance of the highway was studied alongside the microbial diversity and communities
in turf marsh soils, with the result that the microbial composition of turf marsh soils were
mainly changed by road runoff and heavy metals emission [14]. In this study, the sequence
data obtained indicate that the microbial communities differ significantly at the genus level.

In this study, the main dominant species at the phylum level are consistent with
many previous studies (Figure 15A) [14,69,70]. In general, in disturbed or stressed soils,
the abundance of Proteobacteria significantly decreased, while Acidobacteria abundance
significantly increased compared with the undisturbed grassland [14,71]. In this study,
this change was only consistent and significant in some areas, which may be related to
the different degrees of environmental factors in different areas (Figure 15B). The ratio
of Proteobacteria to Acidobacteria has been proved to be an indicator of changes in soil
environmental conditions by several scholars [18]. This ratio between the road disturbed
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area and the control area was significantly different at three sites, with a significant increase
at the 4000 m site and a significant decrease at the 5200 m site, indicating that the soil
environmental conditions in the road-disturbed area have indeed changed in this study.
He et al.’s research shows that the significant decrease of this ratio in the grassland affected
by the highway is related to the fact that the altitude of the study area is much lower than
4000 m. This can be explained by geographical location and soil properties. Alistipes and
Barnesiella are derived from faeces and are more abundant in unaffected areas. Barnesiella is
in a similar situation.

Figure 15. Cont.
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Figure 15. Circos circular plot of the bacterial community (A) at the phylum level and (B) at the genus level.

At the genus level, the changes of different bacteria in this study showed a variety of
patterns, which may be related to their characteristics. For example, Flavisolibacter was iso-
lated from automotive air conditioners in previous studies [70]. Its significant enrichment
occurred within 20 m from the road, which may be due to the movement of the vehicle. The
Blautia abundance significantly increased in the control which was isolated from animals
and humans [69,72]. This could be due to the fact that the vegetation in the unaffected
area remained in the original state, the quality of grassland was high, and there were more
wildlife activities. It could be seen that due to the impact of highway construction and
operation, the activities of wildlife were reduced in the area near the highway, as were
Alistipes and Barnesiella, which may also come from animal dung [73–75]. This was also
confirmed by the increase in abundance in the unaffected areas. Abundance of Microvirga,
Skermanella and Crossiella correlates with pH [76]. Due to the optimum pH (7.0) for growth,
the abundance of those was negatively related to pH in the alkaline environment of the
study area, which was also confirmed by the results of this research. Consistently in
this study, a significant positive correlation was found between Pseudomonas abundance
and N content [77]. Another study proved [78] that Pseudomonas abundance in the soil
samples of the non-plant area was significantly enriched compared with the composite
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rhizosphere soil samples. Consistent with previous studies, the vegetation coverage of
the 20 m treatment declined significantly, while Pseudomonas abundance significantly in-
creased. Liu et al. reported that the Pseudomonas can promote the degradation of weathered
diesel-oil pollutants to some extent. The increased abundance of Pseudomonas in the area
near the highway in this study may be related to its adaptability to diesel pollutants caused
by the highway. Consistent with previous studies, Marmoricola abundance correlated with
soil carbon content positively [8]. There was a reported significant positive correlation
between Nocardioides abundance and soil phosphorus content [79], which is consistent
with the enrichment of soil-available phosphorus in this study. At 5200 m and 4600 m,
soil-available phosphorus increased significantly near the highway. In addition, different
bacteria responded differently to heavy metals, and those sensitive to toxicity decreased,
while resistant bacteria could adapt to environmental changes and their relative abundance
increased. For example, the relative abundance of Flavobacterium, Gemmatimonas, Terri-
monas, Nitrospira, and Bacillus had increased, while Barnesiella and Blastococcus’ relative
abundance decreased in metal-enriched soil [14,80,81]. Our results are consistent with
these observations. Flavobacterium and Pseudomonas were more significantly enriched in the
disturbed area at the height of 4000 m. Accordingly, the content of heavy metals at 4000 m
is relatively high. This indicated that heavy metals had an impact on the soil bacterial
community structure. Prevotella 9, Blautia, Marmoricola, and Barnesiella were significantly
enriched in the control group and negatively correlated with the concentration of heavy
metals, which were sensitive to heavy metals. Consistent with the results of this study,
Marmoricola abundance was shown to be significantly negatively correlated with soil heavy
metal content [82]. Gemmatimonas, Microvirga, Massilia, Sphingomonas, and Blastococcus were
significantly enriched in the highway disturbed area, and were positively correlated with
heavy metals, indicating that they were heavy metal tolerant bacterium [83–85].

4.3. Changes in Soil Bacterial Functional Groups under the Influence of Highway

FAPROTAX analysis showed that the functional groups with significant changes
in different sites were mainly concentrated in bacteria related to soil nitrogen cycling.
Ammonia oxidation, nitrite oxidation, nitrification and other soil nitrifying bacteria in
the disturbed area from the road showed an upward trend compared with the control.
Ammonia oxidation by ammonia-oxidizing bacteria is the first step in nitrification and the
rate limiting step [60]. The conversion of ecosystem types may have important potential
impacts on soil microorganisms involved in ammonia oxidation, and there is a significantly
positively correlation between the number of soil ammonia-oxidizing bacteria and soil
NH4

+-N content [86]. NH4
+-N significantly affected the population composition of soil

ammonia-oxidizing bacteria in previous studies [80]. The results showed that the content
of soil ammonium nitrogen increased significantly after the moderate degradation stage
of alpine meadow, and the soil ammonium accumulation was obvious in the later stage
of grassland degradation. Consistent with previous studies, the number of aerobic nitrite
oxidation bacterial at 5 m significantly increased compared with the control in the 4600 m
site, which was similar to the change trend of soil ammonium nitrogen. The increase of
soil ammonium nitrogen was the main reason for the enrichment of ammonia-oxidizing
functional genes. Nitrite oxidation is the second step of nitrification. At the 5200 m and
4600 m sites, the number of nitrite-oxidizing bacteria increased significantly at 5 m sites
compared with the control, which may be due to the accumulation of ammonium nitrogen
in the degraded grassland affected by the highway, which promoted ammonia oxidation,
thus providing a material basis for the nitrite oxidation process. However, the content of
nitrite in the soil was not measured in this study, so the specific reasons for this process
need further study.

In the process of soil denitrification, the bacterial communities related to nitrate reduc-
tion decreased significantly in the sites within 100 m from the road, which was opposite to
the change of nitrification. Nitrate reduction and nitrite ammonification are two impor-
tant processes of soil denitrification. Nitrate reduction is the first step of denitrification.
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Nitrate-reducing bacteria decreased significantly in the disturbed area of the highway, and
their abundance was positively correlated with distance. There is a positive correlation
between distance and nitrate bacteria. In the road disturbed area, the content of soil nitrate
decreased, the material base of nitrate-reducing bacteria decreased, and the substrate of
nitrate reduction reaction decreased, so the abundance of nitrate-reducing bacteria de-
creased. Nitrate bacteria relative abundance significantly correlated with altitude, and the
same correlation occurs between nitrate-reducing bacteria and altitude. The reason is that
with the increase of altitude, the oxygen content and the relative abundance of anaerobic
nitrate-reducing bacteria increase, and the nitrate reduction reaction becomes more intense,
consuming nitrate, therefore the content of nitrate decreases.

In the disturbed areas of 4600 m and 5200 m, the content of nitrate decreased and the
content of ammonium nitrogen increased, indicating that soil denitrification was dominant.
These might be due to the deterioration of soil aeration caused by the slight degradation
of grassland, the decrease of vegetation coverage, the increase of soil compaction and
the compression of soil pore structure [81], and then the promotion of the growth of
anaerobic denitrifying bacteria. Firstly, because of the decrease of nitrate content, nitrate-
reducing bacteria, and the reaction product nitrite and the nitrogen-fixing bacteria, nitrous
oxide denitrifying bacteria increases, and part of nitrogen in soil enters the air in the
form of nitrous oxide and nitrogen. This also confirms the results of the decrease of
total soil nitrogen and AN content. Nitrogen-fixing bacteria decreased, but the content
of ammonium nitrogen increased, indicating that the way of denitrification to produce
ammonium nitrogen may be mainly through nitrite ammonification [87]. The decrease
of SM proved it could significantly increase nitrite-oxidizing bacteria abundance, which
also confirmed the significant increase of nitrite-ammonifying bacteria in this study. This
may also be due to the deterioration of soil aeration, which reduces the performance of soil
respiration, weakens nitrogen fixation, and promotes the production of anaerobic bacteria
in the soil. According to Yu et al., in farmland soil, the abundance of denitrifying bacteria
and nitrogen-fixing bacteria decreased significantly due to the decrease of nitrogen content
after long-term nitrogen application [88]. It was further confirmed that the growth of
denitrifying bacteria was limited by the decrease of soil nitrogen content. On the contrary,
the nitrate and ammonium nitrogen decreased significantly at 4000 m, which may be
due to the more serious grassland degradation and the overall decrease of nitrate and
ammonium nitrogen. At the same time, denitrification-related bacteria also decreased in
the disturbed area and significantly reduced. Combined with the results of vegetation
index, it can be seen that the degradation degree of grassland in the highway disturbance
area of the 4000 m site is higher, referring to the classification standards commonly used by
predecessors [86], to the extent of moderate or severe degradation. Studies have shown that
the soils C and N in severely degraded grassland are significantly reduced. The abundance
of bacteria related to the nitrogen cycle showed a downward trend because of the lack of
material basis for growth.

In addition, the chemoheterotrophic bacterial community showed a significant up-
ward trend within 50 m from the road, and showed a consistent rule in the three areas,
as the similar trend of previous studies. Sulfide respiration bacteria in the road distur-
bance area showed a downward trend compared with the control, and the lowest value
(50 m) was found in the moderately degraded grassland soil, which was consistent with
previous studies.

4.4. Relative Contribution of Vegetation, Soil, and Spatial Factors to Bacterial Community
Structure in Different Altitudes

Mantel test results showed that biomass significantly affected the soil bacterial com-
munity structure (R = 0.241, p = 0.001). Among the soil factors, SOC, TN, AN, and NH4
were the main driving factors for the difference of soil bacterial community structure. AK
and SM were the main driving factors for the difference of soil bacterial functional groups.
This study found that soil nutrients are the most critical. As the most important nutrients
for organisms, SOC and TN have been proved by many studies to be significantly related
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to soil microorganisms in different ecosystems [89,90]. Due to the anoxic soil conditions
in the QTP, the decomposition of organic matter is slow. The lack of available nutrients,
especially in areas disturbed by roads, limits the growth of bacteria. According to the
traditional niche theory, the niches of many organisms may be related to available nitrogen,
which causes impact on their coexistence in the ecosystem and changes the community
structure [91]. Changes in TN, AN, and NH4 can lead to changes in niche size, which can
alter bacterial diversity [92].

According to the results of redundancy analysis (RDA), altitude played an important
role in affecting the soil bacterial community structure. The responses of soil bacterial
communities to environmental factors at different altitudes were further discussed, and
the main driving factors of soil bacterial communities varied with different altitudes. For
example, in the 4000 m site, the content of Zn and Pb were important factors driving
the change of the soil bacterial community. Consistently, the soil heavy metal content
was higher at 4000 m. This shows that the heavy metal pollution is more serious in the
4000 m environment of the disturbed area. The toxicity of heavy metals leads to the change
of the soil bacterial community structure. The results of the RDA analysis at different
altitudes also proved that the distance from the road greatly affected the structure of soil
bacterial communities. The community structure and functional groups of soil bacteria
were significantly changed by the changes of grassland vegetation and soil in the disturbed
area of the highway.

In general, the effects of the highway on soil bacterial community structure and
functional groups in the disturbed area are multifaceted, which is the result of the joint
action of vegetation and soil. The effects of soil-vegetation coupling on the bacterial
community structure and function were greater than the effects of soil-vegetation coupling
alone. This phenomenon has also been reflected in previous studies. This shows that the
influence of the environment on the growth of soil bacteria is a very complex process. Road
traffic has a significant impact on all aspects of environmental factors, and the resulting
changes in soil bacterial communities need to be explained in many ways. Therefore,
further research is of great need in this area.

4.5. Uncertainty and Perspectives

Our study describes above-ground vegetation, soil chemistry, and bacterial communi-
ties at different elevations along the QTH. In addition, the driving mechanism of microbial
community diversity and community structure changes in the highway-disturbed area of
the QTP explored.

Several shortcomings of this study need to be considered. First, there is no repetition
in the same altitude environment; however, the results of the study at different altitudes are
generally consistent and can be verified by each other, which does not affect the reliability
of our conclusions. Secondly, due to legal and policy requirements, we have no way to
obtain specific traffic flow of data in the sampling zone. This might also play an important
role in the change of grassland vegetation and soil bacteria. By further measuring more
comprehensive indicators related to the soil nitrogen cycle (such as nitrate, nitrite, etc.), the
response mechanism of bacterial functional groups related to the soil nitrogen cycle can be
more clearly expounded. These problems deserve further study.

The impact of highway construction and transportation on soil microbial diversity
of the ecosystem along the highway has attracted more and more attention [93–95]. A
recent study found that soil nitrogen was a key factor driving changes in soil microbial
biomass and enzyme activity in cutting slopes [96]. Interactions between potentially toxic
substances from vehicle emissions, roadside soils, and associated biota have also recently
been reviewed [97]. Soil nutrients such as TOC and TN were found to be the most important
variables affecting soil bacterial diversity and community structure along the QTH in our
research which was significant for the research of the ecological restoration process along
the plateau highway in the future.
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5. Conclusions

Based on high-throughput sequencing, physical and chemical parameters, and statisti-
cal analysis, this study explored the effects of traffic and construction of the Qinghai-Tibet
Highway on soil bacterial communities and diversity along the highway. The results
showed that the road-related activities led to vegetation degradation, significantly changed
the physical and chemical properties of soil, and caused heavy metal pollution. These
environmental factors significantly affected the soil bacteria diversity and community
structure. Soil organic carbon (SOC) and total nitrogen (TN) were the main factors driving
the difference of the soil bacterial community structure in the disturbed area. The main
factor of grassland disturbance along the Qinghai-Tibet Highway is caused by the decrease
of soil-nutrient content. This disturbance shows a trend of increasing gradually from
closer to farther distances. Therefore, in the restoration stage of the highway slope, it is
very important to maintain the balance of soil nutrient supply for the restoration of the
underground ecosystem function. The bacteria that showed heavy metal tolerance in the
study may be explored for potential use in soil bioremediation in future studies. These
results may provide guidance for the grassland ecosystem restoration along the highway
and the selection of highway construction schemes in the Qinghai-Tibet region.
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Abstract: (1) Background: Approximately 73 countries worldwide implemented a daylight saving
time (DST) policy: setting their clocks forward in spring and back in fall. The main purpose of
this practice is to save electricity. The aim of the present study was to find out how DST affects the
incidence and impact of seriously injured patients. (2) Methods: In a retrospective, multi-center
study, we used the data recorded in the TraumaRegister DGU® (TR-DGU) between 2003 and 2017
from Germany, Switzerland, and Austria. We compared the included cases 1 week before and after
DST. (3) Results: After DST from standard time to summertime, we found an increased incidence of
accidents of motorcyclists up to 51.58%. The result is consistent with other studies. (4) Conclusion:
However, our results should be interpreted as a tendency. Other influencing factors, such as time of
day and weather conditions, were not considered.

Keywords: DST; daylight saving time; major trauma

1. Introduction

In 2021, 73 nations worldwide conducted DST transitions in a biannual manner,
adjusting the clock in order to establish a scenario in which the daylight is maximal utilized
for waking activity.

In 2019, the EU Parliament accepted the EU Commission’s proposal to abolish the
time change in 2021. However, nothing has happened since then. The changeover is now to
remain until at least 2026. The basis for the abolition of the clock changeover was a survey
of people living in the EU.

In this (non-representative) online survey, 84 percent voted in favor of ending the
switch between summer and winter time. A total of 4.6 million people took part, two-thirds
of them from Germany [1].
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The first transition takes place in spring, when the clock is set one hour forwards, and
the second in autumn, when the clock is set one hour back again. The main arguments
for this adjustment were economic reasons (energy saving) and changing illumination
conditions for peak traffic density to likely avoid accidents due to bad light conditions in
the evening, when the number of traffic accidents are elevated due to driver fatigue. The
rationale of this approach is to shift one extra hour of daylight to the evening hours to
compensate for the driver’s lack in concentration.

There is evidence that especially the DST transition might have a negative impact on
people’s health, leading to sleep deprivation and circadian misalignment [2–7]. A study by
Kantermann et al. suggests that the human circadian system does not adapt to daylight
saving time and that its seasonal adaptation to changing photoperiods is disrupted by
the introduction of daylight saving time. This disruption could also affect other aspects
of human seasonal biology [3]. Jin et al. used an empirical approach to exploit the end
of daylight saving time in a quasi-experimental setting on a daily basis. Due to the time
reset in the fall, sleep time was extended by one hour. The study group found significant
health benefits as hospital admissions decreased. For example, hospital admissions for
cardiovascular disease decreased by 10 per day per million population. Using an event
study approach, they found that the effect continued for four days after the time change.
Admissions for heart attacks and injuries also showed the same characteristic four-day
decline [8]. Toro et al. analyzed the effects of acute light sleep deprivation and circadian
rhythm disturbances due to daylight saving time on the incidence of acute myocardial
infarction using daily data for Brazil. They found robust evidence of a significant increase
(7.4–8.5%) in the number of acute myocardial infarctions in Brazilian states with a time
change to summer time but no statistical relationship between states without a time
change [9].

A possible connection between DST transition and fatal traffic accidents is controver-
sially discussed in literature. Fritz et al. (2020), for example, found acute consequences
of the DST transition in spring on traffic accidents in a chronobiologic context [10]. Here,
the spring DST transition increased fatal motor vehicle accidents by 6% in the DST week,
whereas the fallback transition in autumn to Standard Time had no effects. Lahti et al.
2011 found that the sleep deprivation after DST transition is not harmful enough to have
an influence on the incidence of occupational accident rates [11]. In a recent systematic
review, Carey and Sarma addressed the topic about the impact of DST on road traffic
collision risk [12]. A total of 24 studies were included in this overview. The complex
picture emerging from this review showed day- and time-dependent potentially positive
or negative short-term effects of DST and a possible positive long-term effect.

Because of inconsistent findings and conclusions across the mostly heterogeneous
studies, no conclusion about a positive or negative overall impact of DST on traffic accidents
could be drawn.

Traffic accidents represent only a part of all trauma patients. As a whole, trauma
accounts for 10% of deaths worldwide and is the leading cause of death in people younger
than 40 years [13]. Therefore, advancements in the prevention of accidents are inevitable.
However, external factors such as time of the day, day of the week, and seasons are thought
to affect trauma events [14]. Here, it seems obvious that the incidence of traumata might
be affected by DST transition markedly.

Previous studies concentrated on the analysis of the impact of DST on traffic accidents,
but none investigated the incidence of trauma that occurred from other reasons.

In this present study, our approach was to analyze the very extensive database of the
TraumaRegisters DGU®, which has not been used for this purpose thus far and provides
an excellent data collection to address the question if DST has an impact on the incidence
and impact on major trauma.
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2. Materials and Methods

2.1. Data Set

The TraumaRegister DGU® (TR-DGU, AUC - Akademie der Unfallchirurgie GmbH,
Munich, Germany) of the German Trauma Society was founded in 1993 to create a multi-
center database for pseudonymized and standardized documentation of severely injured
patients for quality assurance and research [15].

Participating hospitals are predominantly located in Germany (90%), but an increasing
number of hospitals from other countries have also started to contribute their data (e.g.,
Austria, Belgium, Finland). Currently, approximately 30,000 cases from more than 650
hospitals are entered into the database annually. Participation in TR-DGU is voluntary;
however, hospitals associated with TraumaNetzwerk DGU® are required to enter at least a
basic dataset for reasons of quality assurance.

Documentation in the TR-DGU includes detailed information on:

- Demographics;
- Injury patterns;
- Comorbidities;
- Prehospital data;
- Course of hospital treatment, including intensive care unit, relevant laboratory find-

ings, transfusions, and interventions;
- Outcome.

Inclusion criteria for the TR-DGU are admission to hospital via the emergency depart-
ment followed by intensive care or admission to hospital with vital signs and death before
admission to the intensive care unit (ICU).

The infrastructure for documentation and data management is provided by the AUC -
Academy of Trauma Surgery, a society affiliated with the German Trauma Society. Scientific
management is provided by the Committee on Emergency Medicine, Intensive Care and
Trauma Management (Sektion NIS) of the German Trauma Society. The scientific evaluation
of the data is performed according to a peer-review process defined in the publication
guideline of the TR-DGU [15]. The present study complies with the publication guideline
of the TR-DGU and is registered under the TR-DGU project ID 2018-047. The inclusion
criteria of our study are shown in Figure 1.

Permission by the ethics committee (Ärztekammer Nordrhein/Medical Association
North Rhine; no. 310/2018).

Figure 1. Inclusion criteria; max = maximum; AIS = abbreviated injury score; DST daylight saving time.

2.2. Statistics

The day of DST change was excluded (usually a Sunday), and a time period of 7 days
before and after DST change in spring and autumn was selected for comparison (the
comparison of 7 days was chosen because the direct comparison of individual days showed
a low number of cases; in the studies cited, the procedure was comparable). Both pre- and
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post-change phases thus contained each weekday once. Data are presented as number of
cases with percentage for counts, and as mean with standard deviation (SD) for metric data.
In seriously skewed data, median and inter-quartile range were given instead. Observed
differences were evaluated with the chi-squared test or the Mann–Whitney U-test.

Statistical analysis was performed using SPSS Statistical software (Version 27.0, IBM
Inc., Armonk, NY, USA). The level of statistical significance was set at p < 0.05.

The RISC II score was developed and validated using TR-DGU data and represents
a summary of the 13 variables, including pattern and severity of injuries, age, sex, prior
diseases, and initial physiology [16].

3. Results

A total of 14,807 trauma patients were included in the study. The mean age was
51 (±22) years. The majority were males (71%). In Table 1, the mechanism of accident
1 week before and 1 week after the time change are listed. More traffic accidents occurred
after the time change (n = 3459 vs. 3582), but it was not statistically significant (p = 0.131).
The mean ISS was higher after the time change. Although, this difference did not reach
the significance level, we observed a strong tendency (p = 0.052). There was a noticeable
increase in the number of motorcycle and bicycle accidents during the time change from
spring to summer (motorcycle n = 349 vs. 529, increase of 51.58%; bicycle n = 245 vs. 280,
increase of 14.29%). After the time change in autumn, these incidents decreased in number
compared to the previous week.

Table 1. Impact of daylight saving time change in patients with major trauma.

Accident History, n = 14,488

Pre-Week Post-Week Total

DST standard to
summer time

car/lorry, n (%) 758 (21.9) 778 (20.8) 1534 (21.3)

motorcycle, n (%) 349 (10.1) 529 (14.1) 878 (12.2)

bicycle, n (%) 245 (7.1) 280 (7.5) 525 (7.3)

pedestrians, n (%) 218 (6.3) 209 (5.6) 427 (5.9)

high fall > 3 m, n (%) 589 (17.0) 610 (16.3) 1199 (16.6)

low fall < 3 m, n (%) 869 (25.1) 870 (23.2) 1739 (24.1)

others, n (%) 430 (12.4) 472 (12.6) 902 (12.5)

total, n 3456 3748 7204

DST summer to
standard time

car/lorry, n (%) 863 (23.0) 830 (23.5) 1693 (23.2)

motorcycle, n (%) 412 (11.0) 319 (9.0) 731 (10.0)

bicycle, n (%) 288 (7.7) 244 (6.9) 532 (7.3)

pedestrians, n (%) 243 (6.5) 303 (8.6) 546 (7.5)

high fall > 3 m, n (%) 653 (17.4) 638 (18.1) 1291 (17.7)

low fall < 3 m, n (%) 866 (23.1) 803 (22.8) 1669 (22.9)

others, n (%) 430 (11.5) 392 (11.1) 822 (11.3)

total, n 3755 3529 7284

Total

car/lorry, n (%) 1619 (22.5) 1608 (22.1) 3227 (22.3)

motorcycle, n (%) 761 (10.6) 848 (11.7) 1609 (11.1)

bicycle, n (%) 533 (7.4) 524 (7.2) 1057 (7.3)

pedestrians, n (%) 461 (6.4) 512 (7.0) 973 (6.7)

fall > 3 m, n (%) 1242 (17.2) 1248 (17.1) 2490 (17.2)

fall < 3 m, n (%) 1735 (24.1) 1673 (23.1) 3408 (23.5)

others, n (%) 860 (11.9) 864 (11.9) 1724 (11.9)

total, n (%) 7211 7277 14,488
DST = daylight saving time.
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Table 2 shows demographics and the distribution of different injury regions before
and after the time change. Increased deaths after time change n (%) = 900 (12.2) vs. 950
(12.8). The age, injury severity, expected mortality (RISC II), ICU, and hospitalization days
are shown in Table 3.

Table 2. Cross tabulation.

Impact of DST in Major Trauma

Pre-DST Post-DST p-Value

Traffic accident, n (%)
no 3752 (52.0) 3695 (50.8) p = 0.131
yes 3459 (48.0) 3582 (49.2)

Blunt/penetrating trauma, n (%) blunt 6749 (95.8) 6808 (95.6) p = 0.595
penetrating 295 (4.2) 311 (4.4)

Sex, n (%)
female 2172 (29.6) 2066 (27.8) p = 0.017
male 5175 (70.4) 5367 (72.2)

Age 70+ years, n (%) <70 5459 (74.4) 5502 (74.2) p = 0.778
>70 1877 (25.6) 1912 (25.8)

Died, n (%)
no 6482 (87.8) 6495 (87.2) p = 0.325
yes 900 (12.2) 950 (12.8)

AIS head ≥ 3, n (%)
<3 3968 (58.9) 3993 (53.6) p = 0.746
≥3 3394 (46.1) 3452 (46.4)

AIS thorax ≥ 3, n (%)
<3 3898 (52.9) 3942 (52.9) p = 0.999
≥3 3464 (47.1) 3503 (47.1)

AIS abdomen ≥ 3, n (%)
<3 6384 (86.7) 6473 (86.9) p = 0.681
≥3 978 (13.3) 972 (13.1)

AIS extremities ≥ 3, n (%)
< 3 5166 (70.2) 5106 (68.6) p = 0.036
≥3 2196 (29.8) 2339 (31.4)

AIS = abbreviated injury scale, DST = daylight saving time.

Table 3. Impact of DST in major trauma—spring and autumn.

Pre-DST Post-DST p-Value

Age, mean (SD) 51 (22) 51 (22) 0.501

ISS, mean (SD) 21.8 (11.7) 22.3 (12.1) 0.052

Prognosis based on RISC II, mean % 13.2 13.4 0.439

ICU days, median (IQR) 2 (1–8) 3 (1–8) 0.035

Hospital days, median (IQR) 13 (5–23) 13 (6–23) 0.457
DST = daylight saving time, ICU = intensive care unit, ISS = Injury Severity Score, IQR = interquartile range, RISC
II = Revised Injury Severity Classification II, SD = standard deviation.

4. Discussion

The results of this study showed an increased incidence of traffic accidents (bicycle
and motorcycle) after the spring DST. Motorcycle accidents showed an increase of 51.58%,
whereas accidents involving motorcyclists slightly decreased again after the time change in
autumn. However, it is worth mentioning that many motorcyclists have summer license
plates from March to October. Central European Summer Time begins on the last Sunday
in March at 2:00 CET. Therefore, there is an interval of over 4 weeks from the seasonal
registration of the motorcycles to the change of time.
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However, a possible cause could also be the general trend that motorcycle and bicycle
accidents occur more frequently in the summertime and decrease again in the winter.
External influences, such as time of day, lighting conditions, days of the week, weather
conditions, and temperatures were not considered in our study.

The number of registered motorcycles in Germany has risen steadily, reaching 4.31 mil-
lion in 2017. We detected 10 of the busiest highways in the most populous state of North
Rhine-Westphalia and compared 10 automatic counting stations for traffic measurement
between March 2017 and April 2017. The 10 automatic counting stations counted 5848
motorcycles in March 2017 and 6362 motorcycles in April 2017. Thus, there is an increase
of 8.79% in the number of motorcycles counted on the 10 busiest highways in North Rhine-
Westphalia from March to April. The increase of 8.79% more motorcycles counted from
March to April contrasts with the 51.58% increase in motorcyclists seriously injured after
the time change in spring. Although only 10 measuring points were evaluated, the sample
of a total of 12,210 was representative. However, a sample of a German state is compared
here with a European cohort in our study [17].

A comparable study by Pape-Köhler et al. (2014) showed that the time of day shows a
high variation in the incidence of trauma. In particular, the frequency of accidents increased
during rush hour [14]. However, these external factors could also have an influence on
accident frequency. In addition, our data do not show whether the motorcyclists caused
the traffic accidents themselves or were harmed by other road users.

Importantly one should take into account that due to our inclusion criteria, only
accidents with serious injuries were considered. Thus, no conclusion can be drawn about
the general frequency of accidents.

Fritz et al. (2020) showed similar results in their study. The study group was able
to show that the incidence of serious car accidents increased by 6% after the time change
in spring. They attributed the result to sleep deprivation due to the one-hour time shift.
Here, the frequency of accidents was increased, especially in the early morning hours. The
research team concluded that leaving out the time change could prevent up to 27 serious
traffic accidents annually [10].

Besides the disturbance of the circadian rhythm, another reason could be the fact that
due to the time shift by one hour later, it is correspondingly darker in the early morning
and thus an increased accident frequency could be explained.

In a study by Robb et al. (2018), an increased accident frequency was proven in the
first 2 days after the time change in New Zealand [18].

Another study from Spain showed that the time change is associated with fatal
accidents of 1.5 people per year in 52 Spanish capital cities [19].

What is slightly noticeable in our study is the increased accident frequency explic-
itly among motorcyclists. There are a number of confounding factors that influence the
frequency of motorcycle accidents. The biggest disruptive factors are certainly the winter
break and a colder season at the beginning of the motorcycle season. It has been proven
that the frequency of accidents increases with age (young, inexperienced riders, as well as
seniors), general riding experience and frequency, weight of the motorcycle, male gender,
weather conditions, etc. [20].

However, here, the period of 1 week before and 1 week after the time change was
quite short to conclude.

Thus, according to our results, if the time change were eliminated, up to 12 serious
motorcycle accidents could be prevented each year if these accidents were indeed related
to DST.

However, we cannot confirm this statement with a probability bordering on certainty.
Nevertheless, due to the external influences not taken into account and the lack of statistical
significance, it should rather be seen as a tendency. Our result is certainly not conclusive
enough for a clear recommendation.
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Strengths and Limitations

Due to the high number of cases and the study period of almost two decades, our
study has a high level of representativeness.

This study has several limitations. It is a retrospective analysis.
Patients who died in the prehospital setting are not included in the TraumaRegister

DGU®. Data from patients who were admitted to the hospital without activation of the
trauma team are not captured by the TraumaRegister DGU®. Another limitation of this
study is that treatment restrictions, for example due to a living will, were not recorded.
The participation of hospitals in the TraumaRegister DGU® is voluntary [15].

5. Conclusions

There is a noticeable increase in the number of motorcycle and bicycle accidents during
the DST from standard to summer time. Our results should be understood as a tendency,
since various influencing factors, such as times of day and weather, were not taken into
account.
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Abstract: The paper studies the problem of assessing the vehicle energy efficiency on the streets
of urban road network. As a result of morphological analysis of the system “Vehicle—Traffic
flow—Road—Traffic Environment” 18 significant morphological attributes of its functional elements,
that affect the energy efficiency of vehicles, were identified. Each attribute is characterized by
3–6 implementation variants, which are evaluated by the relevant quantitative or qualitative param-
eters. The energy efficiency of vehicles is determined by the criteria of their energy consumption
considering the vehicle category, type of energy unit, mode of vehicle movement and adjustment
factors—road, climatic and others. The input parameters values of the system in the process of traffic
flow on the linear fragments of streets and road networks of the cities of Ukraine and Poland were
measured. The set of independent system parameters is determined by applying the Farrar-Glober
method based on statistical estimates. The specified set is the basis of the studied system and is
formed of 10 independent input parameters. The presence in the basis of parameters that correspond
to the morphological features of all four functional elements, confirmed the importance of these
elements of the system. The mathematical dependence of the impact of vehicle characteristics, traffic
flow, road and environment on vehicle energy efficiency is built. The standard deviation of the model
values from the tabular ones equals σ́ = 0.0091. Relative standard deviation equals Śr = 1.5%. The
results of the study could be used in the development of new and optimization of existing intelligent
traffic control systems of urban transport.

Keywords: energy efficiency; urban traffic; traffic flow; level of vehicle energy efficiency; morphological
matrix; multiple linear regression

1. Introduction

The development of the world economy and population growth inevitably led to an
increase in freight and passenger traffic. The needs for population mobility are growing
every year. Around 70% of the European Union population lives in urban areas (cities,
towns and suburbs) and generate around 85% of European Union’s GDP [1]. At the same
time, the level of motorization of large cities is growing rapidly. Urbanization coupled with
motorization directly causes several issues, such as environmental pollution by harmful
emissions and noise, congestion, and accidents. Urban transport is still mainly based
on conventional private passenger vehicles equipped with internal combustion engines,
which are the main sources of greenhouse gas emissions. Around 40% of all CO2 emissions
from transport and up to 70% of other pollutants generated by transport are emitted by
urban traffic [2]. Inefficient traffic control and poorly designed urban road network causes
unnecessary energy consumption while the vehicle is driving in heavy traffic or idling
in traffic jams. Idling refers to engine working while vehicle is not moving. Idling fuel
consumption of conventional vehicles can be as high as 15 mL per minute [3]. Conventional
vehicles are still emitting exhaust gases while idling, hence they are polluting air under
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idling conditions. Reduction of emissions can be achieved by redesigning of intersections.
Authors of [4] found that change of one specific roundabout layout can reduce up to 30%
of emissions from this intersection.

City’s inhabitants should be encouraged to use public transport, as fuel consumption
per passenger of city bus can be much lower than of private passenger vehicles what
confirms high energy efficiency of public transport [5]. City’s authorities might take
measures to encourage its inhabitants to use public transport instead of private vehicles,
i.e., creation of proper urban infrastructure (bus lanes and parking lots), replacement
of public transport fleet, development of Integrated Traffic and Public Transportation
Management System [6]. Authors of [7] found that urban mobility planning can affect
number of passengers of urban public transport.

The intensity of traffic has a great influence on the level of roadside pollution. Authors
of [8] calculated that during pandemic, decrease of daily traffic intensity by 66% accounted
for decrease of total daily emissions of: CO by factor of 2.25, CnHm by factor of 3.55,
PM concentration by factor of 1.39–3.42, NOx, by factor of 2.64 and PM by factor of 1.96.
In addition, there is a global trend of rising energy prices. These factors require the
optimization of traffic management systems in large cities and identification of energy
reserves during vehicle operation to ensure sufficient air quality in cities, as most of the
cities in European Union do not meet the air quality requirements [9].

In developed countries, the transition of transport to alternative fuels and the creation
of appropriate infrastructure is carried out, which requires significant financial investment.
Therefore, it is important to identify and implement alternative ways to reduce energy
consumption by ensuring energy-efficient traffic in urban mobility to reduce cost of urban
transportation. One way of reducing energy consumption is to provide guidance of eco-
driving to drivers [10,11].

Energy consumption and the harmful effects of the vehicle movement on the envi-
ronment can be determined by real-time measurements while the vehicle is in motion or
by computer simulation. In the case of measurements of harmful substances emitted into
the atmosphere by vehicles, the applied test method requires appropriate equipment and
is most often used to assess pollution in a limited area [8]. In the case of measurements
performed over a large area, it is required to have an extensive measuring and monitoring
system. A method that requires the use of a much smaller amount of specialized measuring
equipment is the use of a computer simulation based on a mathematical model of fuel
consumption, emissions or energy efficiency. The available literature describes 2 simulation
methods. The first one consists in determining the quantities values, such as fuel consump-
tion, energy efficiency and emissions, separately for each vehicle [12–14]. The input data
for the simulation process may be the measured traffic profiles [15–17] or driving cycles
characteristic for a given section of the route [18–21]. A driving cycle is defined as the
speed over time profile of a representative vehicle that can be obtained by combining a
series of micro journeys. A micro journey is defined as the journey between the starts of
two periods of idling. Driving cycles may be divided into 2 types: standard and real-world.
Usually, standard driving cycles are used to ensure emission norms and real-world driving
cycles are used to test and evaluate field performance [22]. Authors of [23] developed a
model to estimate diesel bus fuel consumption. Authors of [24] developed a model to
estimate influence of changing traffic conditions on fuel consumption of public urban bus.
The process of simulating selected quantities separately for each vehicle requires additional
knowledge of the Brake-Specific Fuel Consumption (BSFC) characteristics [25,26]. But
these characteristics are not always available.

One of those methods, that do not require such knowledge, is estimation based on
VSP (Vehicle Specific Power) model [24,27,28]. VSP is defined as the required engine
power to offset vehicle acceleration, wind, rolling and road slope resistances. VSP model
is a function of a vehicle velocity, acceleration, deceleration and road slope. VSP model
connects instantaneous driving state, required engine power and fuel consumption. VSP

68



Energies 2021, 14, 8538

model could be used for comparisons of fuel consumption characteristics between different
vehicles [29].

The second method does not consider individual vehicles but takes a comprehensive
approach to the entire traffic flow in the entire area. In this method, vehicles are divided into
categories [30] and for each category, assuming specific traffic conditions, fuel consumption,
emission and energy efficiency are determined. With a comprehensive approach to the issue,
the most advanced is the method of morphological analysis. Morphological analysis is
defined as a method for structuring and evaluation of the total set of relationships contained
in complex, multidimensional, non-quantifiable problem [31]. The morphological analysis
begins by identifying and defining dimensions of the investigated complex problem, that
are the most important for this problem. Then, each of these dimensions is given a range
values or conditions, that are relevant. These together make up the structure of variables or
parameters of the problem. Then, a morphological field is created by making the table of
the parameters placed in parallel columns, representing an n-dimensional configuration
space. The last step is to examine each configuration (created by selecting a single value
from each of the variables) or to reduce number of configurations by a process of cross-
consistency assessment before examination (by applying logical, empirical and normative
constrains) [32].

To assess the efficiency of vehicle motion on the urban road network in the paper [33]
a morphological analysis of the system “Vehicle-Traffic flow-Road-Means of traffic flow
control” was performed. For each functional element the variants of realization of its
morphological attributes and ranges of their values are given. However, the methods of
calculating the values of individual parameters are not described in detail and the criteria
for assessing the energy efficiency of vehicles moving on the urban road network are not
defined. The authors of [34] provide regression equations describing the dependence of
energy consumption of vehicles on their speed. When choosing the parameters values
of these equations, the category, energy unit type and operation mode of the vehicle are
considered significant. For hybrid and electric vehicles, these mathematical dependencies
are not defined. The parameters of the road and the flow of traffic, in which the vehicle
is moving, are not considered. In the article [35], in assessment of the vehicle’s energy
efficiency, the following functional elements of the transport system are considered: the
driver, the vehicle, the environment. The functional element “Driver” is characterized
by the following functional characteristics: aggressiveness of driving, psychological and
behavioral traits. The parameters of the element “Vehicle” are determined by the type of
engine and type of gearbox (for vehicles with internal combustion engine), battery efficiency
and regenerative braking (for hybrid and electric vehicles), vehicle body type, geometric
parameters, weight and age of the vehicle, tire pressure. Environmental factors include
traffic (e.g., heaviness, time of day, day of the year, exceptional situations), type of roads
(small public or private roads with city’s traffic, city’s highways and highways), weather
conditions. The total energy consumption of a vehicle is defined as the sum of the energy
consumption of the vehicle and the standby energy consumption. In [36] the comparative
analysis of dependencies of energy efficiency of vehicles on their technical parameters for
vehicles with internal combustion engines and with electric energy units is carried out.
It is determined that for vehicles with an internal combustion engine, fuel consumption
depends significantly on the rated engine power. In electric vehicles, increasing the battery
capacity by 10 kWh increases energy consumption by 0.7–1.0 kWh/100 km. Modern
mass-produced electric passenger vehicles are 2.1 ± 0.8 kWh/100 km more efficient than
first-generation cars. Vehicles with gas-balloon energy units are not considered. The
authors [37] study the energy consumption of vehicles with a hybrid engine. The value
of the total energy consumption depends on the energy consumption of the internal
combustion engine (1.25–2.95 (J/(kg·m)) and the electric drive (0.27–1.1 (J/(kg·m)). The
power consumption of an internal combustion engine is 3.4 times higher than the power
consumption of an electric drive. Ref. [38] proposes a methodology for estimating the
energy consumption of vehicles for different traffic models, what takes into account the
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parameters that characterize the vehicle, the environment and the driver’s behavior when
moving along a given route. It was found that among the considered parameters the
greatest influence on energy consumption has the speed and acceleration of the vehicle.
Regeneration of energy from braking gave significant energy savings and weakened the
correlation between most of the source and the resulting parameters. The authors [39]
consider that movement energy consumption is largely determined by driving behavior,
terrain information and the situation on the road, which is difficult to predict. The paper
develops a model for estimating the energy consumption of electric vehicles. The number
of passengers, weather conditions, road category, parameters that characterize the traffic
flow, driver and route were determined as the significant parameters. Two algorithms for
estimating energy consumption are presented: under the condition of maximum speed
and to achieve maximum efficiency.

Despite the large number of scientific studies on the energy efficiency of vehicles, the
development of a mathematical apparatus for comprehensive assessment and forecasting
of energy consumption of a wider range of vehicles, considering the characteristics of all
functional elements of the transport system remains relevant.

The object of research is the system “Vehicle—Traffic flow—Road—Traffic Environ-
ment” (the TrEECS system).

The purpose of the article is to determine the character of influence exerted indepen-
dent parameters of the TrEECS system on the energy efficiency of vehicles.

To achieve this goal the following tasks were solved:

• to identify significant morphological attributes of the TrEECS system;
• to investigate the state of functional elements of TrEECS in the traffic process on linear

sections of street and urban road networks and to form an array of initial data;
• on the basis of statistical estimates to determine the basic parameters corresponding

to the morphological attributes of the TrEECS system;
• build the analytical dependence of energy efficiency on system parameters and evalu-

ate its accuracy.
• In order to achieve the assumed goals, the article includes the following sections:
• Section 1 introduces the subject of the article and provides an overview of the literature;
• Section 2 presents a description of the used methodology and includes a description

of the model;
• Section 3 presents the input data and an example of the model application for the

analysis of energy efficiency on a linear road section. In this section, the Farrar-Glober
method was used to evaluate the significance of the model parameters;

• Section 4 summarizes the work and contains conclusions concerning further
research directions.

2. Materials and Methods

The movement of traffic flows on the urban road network forms a complex system
(hereinafter the TrEECS system), the internal processes of which occur according to certain
laws, the mathematical representation of which is necessary to assess both individual
processes and the efficiency of the system. This system is represented by four functional
elements: “Vehicle” (V), “Traffic flow” (TF), “Road” (R) and “Traffic environment” (Env).
Morphological analysis of the TrEECS system [33] allowed to determine 18 morphological
attributes of its functional elements that are significant in terms of assessing the energy
efficiency of a vehicle in urban traffic, namely: X1—vehicle category, X2—vehicle energy
unit type, X3—vehicle age, X4—degree of use of load capacity and/or passenger capacity
of the vehicle, X5—vehicle motion mode, X6—vehicle autonomy level, X7—traffic intensity,
X8—traffic density, X9—traffic flow complexity level, X10—traffic flow phase, X11—number
of lanes on the road in both directions, X12—road resistance degree, X13—carriageway cur-
vature degree, X14—group of localities determined by the city population, X15—population
density, X16—level of motorization, X17—time interval, X18—complexity of weather condi-
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tions. The results of morphological analysis of the TrEECS system presented in the form of
a morphological matrix of the system (Tables 1 and 2).

Table 1. Results of the analysis of the functional elements “Vehicle” and “Traffic flow”.

Vehicle Traffic Flow

1.
Category

2.
Energy

Unit Type

3.
Vehicle

age

4. The Degree
of Use of Load

Capacity
and/or

Passenger
Capacity

5.
Movement

Mode

6.
Autonomy

Level

7. Traffic
Intensity,
Reduced

Units/Hour

8.
Traffic

Density,
Reduced
Units/km

9.
Traffic

Flow Com-
plexity
Level

10.
Traffic
Flow
Phase

1.1. M1
1

2.1.
Petrol

1

3.1.
Up to 5
years

1

4.1.
Low
0–0.4

5.1.
Acceleration
dV/dt > 0

1

6.1.
Null

1

7.1. Very
small
0–200

8.1.
Small
0–12

9.1. Very
low

0–0.25

10.1.
Free

1

1.2. M2
2

2.2.
Diesel

2

3.2.
5–10 years

2

4.2.
Medium
0.41–0.5

6.2.
First

2

7.2.
Small

200–400

8.2.
Medium

12–36

9.2. Low
0.25–0.5

10.2.
Stable

2

1.3. M3
3 2.3.

Gas
3

3.3.
10–15 years

3 4.3.
High

0.051–0.7

5.2.
Movement

at a
constant

speed
V = const

2

6.3.
Second

3

7.3.
Medium
400–600 8.3.

Large
36–60

9.3.
Medium
0.5–0.75

10.3.
Unstable

31.4. N1
4

3.4.
15–20 years

4

7.4.
Large

600–800

1.5. N2
5

2.4.
Hybrid

and
electric

4

3.5.
More than
20 years

5

4.4.
Very high

0.71–1

5.3.
Idle mode

V = 0
3

6.4.
Third

4

7.5.
Very large

>800

8.4.
The largest

>60

9.4.
High
0.75–1

10.4.
Intense

41.6. N3
6

Table 2. Results of the analysis of the functional elements “Road” and “Traffic environment”.

Road Traffic Environment

11. Number of
Lanes on the
Road in Both

Directions

12.
Road

Resistance
Degree, f + i

13.
Carriageway

Curvature
Degree

14. Group of
Localities

Determined by
the City

Population,
Thousand People

15.
Population

Density,
People/km2

16. Level of
Motorization,

Cars/1000
Inhabitants

17.
Time

Interval

18.
Complexity of

Weather
Conditions

11.1
2

12.1.
Low

0.007–0.05

13.1.
Low

2maxR/3-
maxR

1

14.1. Small
<50

1

15.1. Low
<500

1 16.1.
Low
<200

1

17.1.
Night hours

1

18.1. Low
0–0.2

11.2
3

14.2. Medium
50–250

2

15.2.
Medium
500–1000

2

17.2. Hours
of decreasing

traffic
intensity

2

18.2.
Medium
0.21–0.4

11.3
4 12.2.

Medium
0.05–0.1

13.2.
Medium
maxR/3-
2maxR/3

2

14.3. Large
250–500

3
15.3.
High

1000–4000
3

16.2.
Medium
200–300

2

17.3. Hours
of steady
intensity

during the
day

3

18.3.
High

0.41–0.711.4
6

14.4.
Significant
500–1000

4

11.5
8

12.3.
High

0.1–0.15

13.3.
High

0-maxR/3
3

15.4.
Very high

>4000
4

16.3.
High
>300

3

17.4. Hours
of increasing

traffic
intensity

4
18.4.

Very high
0.71–114.5.

Most important
>1000

5

17.5.
Rush hours

5
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The choice of morphological features is based on the results of a survey conducted
within the studied transport networks with the involvement of experts—employees in
the field of organization and provision of road safety, including specialists of the civil
service “Ukrtransbezpeka”. For the functional elements, the features that, according to
experts, have an impact on the energy efficiency of vehicles, and the value of which can
be determined based on current statistical information within the information space, are
selected. When choosing features that are quantitative in nature, the possibility of studying
their structure and obtaining calculation algorithms is considered. The characteristics
of the element “Traffic environment” are unmanageable within transport systems but
must be taken into account in the process of finding strategies to improve the vehicle
energy efficiency.

Each morphological attribute is characterized by 3 to 6 implementation variants. A
numeric value or range of values is defined for each implementation (Tables 1 and 2). The
combination of specific values of all implementation variants forms a certain structure of
the system, which determines the degree of energy consumption of the vehicle under given
conditions. To choose the rational structure of the system it is necessary to comprehensively
assess the impact of morphological attributes of its functional elements on the energy
consumption of vehicles based on developed mathematical models.

Morphological attributes of the TrEECS system are estimated by quantitative or quali-
tative parameters of the corresponding model. The parameters x4, x7–x9, x11–x12, x18 are
quantitative. The degree of use of the load capacity and/or passenger capacity of the
vehicle x4 is the ratio of the actual weight of cargo and passengers carried to the nominal
load capacity of the vehicle. By analogy with the distribution of the values of the coefficient
of utilization of load capacity by load classes for trucks in this study, we take the following
ranges of values x4:

• low—from 0 to 0.4;
• middle—from 0.41 to 0.5;
• high—from 0.51 to 0.7;
• very high—from 0.71 to 1.

Parameters x7 and x8 are standard traffic flow meters. The traffic flow complexity level
x9 is defined as the share of freight and public vehicles in the flow. Parameter x12—road
resistance degree ψ = f + i, where f is the coefficient of rolling resistance; i—the slope of
the road.

The complexity of weather conditions x18 is an integral indicator, calculated as the
sum of the evaluations of the four components:

• strong wind—from 0 to 0.2;
• ice—from 0 to 0.3;
• atmospheric precipitation—from 0 to 0.2;
• fog—from 0 to 0.3.

Qualitative parameters x1–x3, x5–x6, x10, x13–x17 are described in detail in the paper [33].
The ranges of values of the parameters x1–x3 and x5 correspond to the ranges of values

of the corresponding morphological features, which are exhaustively presented in Table 1.
The area of definition of the parameter x6 is a set containing four options for imple-

menting the levels of autonomy of the car:

1. zero level—lack of automation of operational tasks;
2. the first level—automation of only certain functions, but acceleration, braking and

monitoring of the situation around the car is not automated;
3. second level—partial automation of control functions;
4. third level—an autonomous system can monitor the situation on the road with the

help of leaders, under safe conditions to perform braking functions.
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Four phases of the transport flow x10 are selected in accordance with the values of the
congestion coefficient K: free flow, stable, unstable and tense. The congestion coefficient is
determined by expression (1) [40]:

K =
Hx − Hopt

Hmax − Hopt
(1)

where Hx, Hopt, Hmax—the density of the transport flow to its stop at point x and the
optimal and maximum density of the transport flow, vehicle/km. Hopt is achieved provided
that the maximum intensity is reached at the optimal speed of the traffic flow.

Carriageway curvature degree x13 has the following implementations:

• low—from 2maxR/3 to maxR (maxR is maximum radius of the road on fragments of
the studied system);

• medium—from maxR/3 to 2maxR/3;
• high—from 0 to maxR/3.

The larger the turning radius of the road, the lower the level of curvature of the
carriageway x13.

The ranges of values of the variants of the implementation of the features correspond-
ing to the parameters x14–x16 are given in the corresponding cells of Table 2.

The same implementations of the parameter x17 may have different ranges of values
depending on the settlement. In the process of further modeling, the reduced value of
this qualitative parameter to the number of the variant of realization of the corresponding
feature is used.

When reduced to quantitative values, these parameters are equated to the number
of the implementation variant of the corresponding morphological attribute. Quantita-
tive values (ranges of values) of system parameters are given in the corresponding cells
Tables 1 and 2.

The resulting parameter of the system is the level of energy efficiency of vehicle LEE
in the process of traffic on the road network of the city, which is calculated as follows:

LEE =
Ereason

Efact
(2)

where Ereason—energy needed for a movement at a given mode of movement of the vehicle
on a horizontal road in moderate weather conditions, MJ;

Efact—energy in fact consumed by the engine, MJ.
For example, for cars and buses with internal combustion engines at steady motion

and in acceleration mode, the energy in fact consumed by the engine, Efact, is equal to the
quantity of heat released by fuel combustion, and is calculated by the Formula (3):

Efact = LHV · m = LHV · 0.001 · HS · S · (1 + 0.01 · Ke) (3)

where LHV—lower heating value of combustion of fuel, MJ/kg;
m—fuel consumption for cars and buses, kg;
HS—the basic rate of fuel consumption, g/km, the regression equation for the cal-

culation of which and the values of the corresponding regression coefficients are given
in [22];

S—distance travelled by the car, km;
Ke—total adjustment coefficient, %.

Ke =
n

∑
i=1

Ki −
n+m

∑
j=n+1

Kj (4)

where Ki, Kj—the i-th increasing and j-th lowering coefficients to fuel consumption
rates [41], respectively, %;
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n, m—the number of increasing and decreasing coefficients accordingly.
Correction coefficients that are significant in accordance with the purpose of the

study are systematized and presented in Table 3. The parameter HS takes into account
the category, type of energy unit, the mode of movement and speed of the vehicle. If
the necessary information is available, this parameter can be replaced by a basic linear
fuel consumption.

Table 3. List of significant adjustment coefficients to fuel consumption rates.

Marking Title Maximum Value, % Condition of Application

K1
increase depending on the

ambient temperature

2 T ∈ [−5, 0]

4 T ∈ [−10,−5)

6 T ∈ [−15,−10)

8 T ∈ [−20,−15)

10 T ∈ [−25,−20)

12 T < −25

K2
increase depending on movement up the

slope or alternating climbing/descent
5 i ∈ [0.04, 0.08)

10 i ≥ 0.08

K3
increase depending on a movement of
vehicles on roads with a complex plan 10

the average presence of more than
5 curves with a radius of less than

40 m per 1 km of road

K4 increase within the city

5 at k < 250 in the presence of
adjustable controlled intersections

10 k ∈ [250, 500)

15 k ≥ 500

K5 increase in heavy road conditions of cities 10 at frequent traffic stops (in particular,
in the central parts of cities)

K6
increase in satisfactory road conditions

of cities 10
when driving in traffic jams,
including during peak hours,

V < 20 km/h.

K7 increase for new cars 10 in the case of the first
thousand kilometers

K8
increase depending on the age and

mileage of the vehicle

3 age ∈ (5, 8], L ∈ (100, 150]

5 age ∈ (8, 11], L ∈ (150, 250]

7 age ∈ (11, 14], L ∈ (250, 400]

9 age > 14, L > 400

K9
increase for cooling the interior of

the vehicle

5 T ∈ [+20,+25]

7 T ∈ (+25,+30]

10 T > + 30

K10
increase depending on increased

aerodynamic resistance 5 for vans, trucks during the
transportation of bulky goods

K11
reduction for city buses not on

regular routes 5–10 including in the mode “on demand”

For the above vehicles when running at idle energy consumed by the engine Efact is
determined by expression (5):

Efact = LHV · m = LHV · 0.001 · Hi · t · (1 + 0.01 · Ke) (5)
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where Hi—the basic rate of fuel consumption at idle running, g/s; tabular values are
presented in [34];

t—time interval, seconds.
In the Table 3 the following notation is adopted: T—ambient air temperature, ◦C;

i—the slope of the road; k—population, thousand people; V—vehicle speed, km/h; age—
vehicle age, years; L—mileage of the vehicle, thousand km, ∈—“is element of”.

3. Results

Energy efficiency assessment was implemented on the example of vehicles of cat-
egories M1–M3, N1–N3 with energy units of different types (petrol, diesel, gas, hybrid
and electric) with the air conditioning turned off, constant speed and idling. Measure-
ments of TrEECS system parameters were performed for road networks of cities: Boryspil,
Zolotonosha, Kaniv, Kyiv, Lviv, Odesa, Smila, Cherkasy (Ukraine) and Rzeszow (Poland).

Numerical values of road parameters x11, x12 and x13 are obtained using the Internet
service Google Earth Pro version 7.3.

The results of measuring parameters of linear fragments of road networks considering
Tables 1 and 2 are given in Tables 4 and 5.

Table 4. Observation results for the functional elements “Vehicle” and “Traffic flow”.

Observation
Number

Vehicle Traffic Flow

Category
Energy

Unit
Type

Vehicle
Age

The Degree of
Use of Load

Capacity and/or
Passenger
Capacity

The
Move-
ment
Mode

The Au-
tonomy
Level

Traffic
Intensity,
Reduced
Units/Hour

Traffic
Density,
Reduced
Units/km

The Traffic
Flow

Complexity
Level

The
Traffic
Flow
Phase

x1 x2 x3 x4 x5 x6 x7 x8 x9 x10

1 1 1 3 0.75 1 4 655 22 0.03 2

2 1 3 5 0.49 1 1 655 20 0.03 2

3 5 2 2 0.64 2 1 770 31 0.24 3

4 3 2 4 0.72 2 1 770 33 0.24 3

5 1 1 4 0.57 1 1 710 42 0.52 4

6 3 4 2 0.8 3 3 864 216 0.04 4

7 1 3 5 0.3 2 1 828 207 0.06 4

8 1 1 1 0.36 2 4 577 46.27 0.35 3

9 1 1 3 0.13 1 2 10 2 0 1

10 2 2 3 0.77 3 1 550 11 0.06 1

11 6 2 3 0.71 2 2 710 27 0.22 4

12 4 2 4 0.69 3 1 376 125 0.31 4

13 4 2 2 0.86 2 1 534 13 0.25 2

14 3 2 5 0.5 1 1 279 5.58 0.17 2

15 5 2 4 0.91 2 1 592 22 0.33 2

16 1 3 5 0.2 1 1 417 18 0.21 2

17 1 2 5 0.15 2 1 535 12 0.49 2

18 1 1 3 0.42 2 2 133 5 0.21 1

19 4 3 5 0.37 1 1 26 1 0.038 1

20 4 2 4 0.73 2 1 875 25 0.58 3

21 3 2 3 0.82 2 2 775 31 0.76 4

22 1 1 3 0.27 1 3 956 90 0.01 4

23 1 1 1 0.31 2 4 1130 113 0.015 4

24 4 2 2 0.65 1 1 120 16 0.19 1

25 2 2 2 0.53 1 1 400 40 0.05 2
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Table 5. Observation results for the functional elements “Road” and “Traffic environment”.

Observation
Number

Road Traffic environment

Number of
Lanes in

Both
Directions

Road
Resistance

Degree,
f + i

Carriageway
Curvature

Degree

Group of
Localities,
Thousand

People

Population
Density,

People/km2

Level of Mo-
torization,
Cars/1000

Inhabitants

Time
Interval

Complexity
of Weather
Conditions

x11 x12 x13 x14 x15 x16 x17 x18

1 2 0.09 2 3 4 2 2 0.4

2 2 0.068 2 3 4 2 2 0.2

3 4 0.023 1 3 4 2 3 0

4 4 0.023 1 3 4 2 3 0

5 4 0.023 1 3 4 2 4 0.5

6 8 0.015 1 5 3 3 5 0.2

7 8 0.017 1 5 3 3 4 0.2

8 4 0.065 1 4 4 1 3 0.1

9 4 0.02 2 3 4 2 1 0.7

10 4 0.02 2 3 4 2 3 0.2

11 4 0.023 1 3 4 2 4 0.5

12 4 0.018 1 2 3 1 5 0

13 4 0.03 1 1 3 1 5 0.4

14 4 0.03 1 1 3 1 2 0.4

15 2 0.077 1 2 3 1 3 0.2

16 2 0.077 1 2 3 1 2 0.2

17 2 0.049 1 3 4 2 5 0

18 2 0.049 1 3 4 2 2 0

19 2 0.049 1 3 4 2 1 0.1

20 6 0.025 1 3 4 2 3 0.2

21 6 0.025 1 3 4 2 4 0.1

22 2 0.029 3 3 4 2 3 0

23 2 0.037 1 5 4 3 5 0.2

24 2 0.13 3 1 3 2 3 0.7

25 2 0.08 3 1 3 2 4 0.3

The development of regression models of the system requires the independence of all
input parameters. Estimation of the degree and elimination of multicollinearity in the array
of data was performed by the Farrar-Glober method [42,43]. This algorithm is based on
the consistent application of Pearson criterion χ2—to test for multicollinearity in the array,
Fisher’s F—criterion to evaluate each TrEECS parameter by the degree of multicollinearity
to others and Student’s t—criterion to assess the dependence of each variant for its im-
plementation to others. At each stage of the algorithm, the input parameters, which are
more correlated with others, are removed from further consideration. Generalized block
diagram of algorithm for eliminating multicollinearity of input parameters of the TrEECS
model based on the Farrar-Glober method is shown in Figure 1.
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Figure 1. Algorithm for eliminating multicollinearity of input parameters of the TrEECS model based on the Farrar-
Glober method.
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In block 1, a two-dimensional array of initial data X =
{

xij
}

is formed, xij is the initial
value of the j-th parameter of the i-th observation.

In block 2, a matrix XN of normalized and centered values of input parameters is
formed. The elements of the matrix XN are calculated by the formula:

xN
ij =

xij − x́j

δj
, 1 ≤ i ≤ 25, 1 ≤ j ≤ n, (6)

where: xN
ij is the normalized value of the j-th parameter of the i-th observation, x́j is the

average value of the j-th parameter, δj is the j-th parameter variance, n is the number of
input parameters in this iteration.

In block 3, a sampling correlation matrix is formed:

R̂ =
1
m

(
XN
)T

XN , (7)

where: m is the number of observations, m = 25.
In blocks 4, 7, 9, relevant statistical criteria are calculated.
In blocks condition check units 5, 10 and in block of call subprogram 13 Pearson

criterion χ2, Fisher’s F—criterion Fj, Student’s t–criterion tij (1 ≤ i ≤ 25, 1 ≤ j ≤ n) are
compared with their tabular values χ2

tabl , Ftabl and ttabl , respectively. The significance level
α = 0.05.

At each iteration of the algorithm, the dependent parameters of the system are deleted
from the data array in accordance with the procedure of block 13. The algorithm terminates
if condition 5 is not met.

In total, 4 iterations of the algorithm were performed. Intermediate results obtained at
each iteration are given in Table 6.

Table 6. The results of the step-by-step execution of the Farrar-Glober method.

Iteration No
Number of

Parameters, n

Value of the Pearson
Criterion, χ2

Presence of
Multicollinearity in the

Data Array

Parameters
Deleted

Calculated Tabular

I 18 326.707 182.865 yes x8, x14, x15

II 15 175.505 129.918 yes x5, x11

III 13 120.091 99.617 yes x6, x7, x10

IV 10 56.774 61.656 no –

Based on the results of the evaluation of the states of the TrEECS system (Table 6), for its
further modeling an input data array containing the values of the 10 remaining independent
parameters is formed. Then the influence of the characteristics of the functional elements
on the level of energy efficiency of the vehicle in general can be written by the following
mathematical dependence:

LEE = f (x1, x2, x3, x4, x9, x12, x13, x16, x17, x18) (8)

where: x1–x4—basic parameters that correspond to the attributes of the functional element
“Vehicle”, x9—basic parameter of the functional element “Transport flow”, x12–x13—basic
parameters that specify the state of the functional element “Road”, x16–x18—basic parame-
ters that characterize the functional element “Traffic environment”:

• x1—vehicle category;
• x2—vehicle energy unit type;
• x3—vehicle age;
• x4—the degree of use of load capacity and/or passenger capacity;
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• x9—the traffic flow complexity level;
• x12—road resistance degree;
• x13—the carriageway curvature degree;
• x16—level of motorization;
• x17—time interval;
• x18—complexity of weather conditions.

Thus, within this study, all functional elements of the TrEECS system are essential.
Table 7 shows the input and output data arrays used for further modeling of the

dependence of the energy efficiency of the vehicle on the TrEECS parameters. The elements
of the source array were obtained using (2) based on observations of the state of the system
under different initial conditions.

Table 7. Values of basic and resulting parameters of the TrEECS system.

Observation
Number

x1 x2 x3 x4 x9 x12 x13 x16 x17 x18 LEE
Sampling

Variance, Di

1 1 1 3 0.75 0.03 0.09 2 2 2 0.4 0.669 0.59478

2 1 3 5 0.49 0.03 0.068 2 2 2 0.2 0.746 0.90731

3 5 2 2 0.64 0.24 0.023 1 2 3 0 0.712 0.91001

4 3 2 4 0.72 0.24 0.023 1 2 3 0 0.784 0.11239

5 1 1 4 0.57 0.52 0.023 1 2 4 0.5 0.592 0.51240

6 3 4 2 0.8 0.04 0.015 1 3 5 0.2 0.676 1.19375

7 1 3 5 0.3 0.06 0.017 1 3 4 0.2 0.641 0.92145

8 1 1 1 0.36 0.35 0.065 1 1 3 0.1 0.813 1.07520

9 1 1 3 0.13 0 0.02 2 2 1 0.7 0.658 1.01842

10 2 2 3 0.77 0.06 0.02 2 2 3 0.2 0.803 0.09806

11 6 2 3 0.71 0.22 0.023 1 2 4 0.5 0.525 1.45173

12 4 2 4 0.69 0.31 0.018 1 1 5 0 0.707 0.75227

13 4 2 2 0.86 0.25 0.03 1 1 5 0.4 0.719 0.89939

14 3 2 5 0.5 0.17 0.03 1 1 2 0.4 0.806 0.61767

15 5 2 4 0.91 0.33 0.077 1 1 3 0.2 0.719 0.86156

16 1 3 5 0.2 0.21 0.077 1 1 2 0.2 0.840 0.97870

17 1 2 5 0.15 0.49 0.049 1 2 5 0 0.746 0.96579

18 1 1 3 0.42 0.21 0.049 1 2 2 0 0.787 0.56846

19 4 3 5 0.37 0.038 0.049 1 2 1 0.1 0.775 1.26295

20 4 2 4 0.73 0.58 0.025 1 2 3 0.2 0.760 0.33934

21 3 2 3 0.82 0.76 0.025 1 2 4 0.1 0.787 0.16389

22 1 1 3 0.27 0.01 0.029 3 2 3 0 0.730 0.68212

23 1 1 1 0.31 0.015 0.037 1 3 5 0.2 0.667 1.46929

24 4 2 2 0.65 0.19 0.13 3 2 3 0.7 0.548 0.75604

25 2 2 2 0.53 0.05 0.08 3 2 4 0.3 0.671 0.57780

x́j 2.52 1.96 3.32 0.546 0.2161 0.0437 1.4 1.88 3.24 0.232
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To build an adequate mathematical model, the input data set is divided into training
and control samples. For this purpose, an algorithm based on the calculation of the values
of the sampling variance Di [43] was used, calculated by the formulas:

Di =
1

n − 1

n

∑
j=1

(
xij − x́j

)2
=

1
9

10

∑
j=1

(
xij − x́j

)2, i = 1, 25, (9)

x́j =
1
25

25

∑
i=1

xij, j = 1, 10, (10)

where: n—number of independent system parameters.
The obtained values of the sampling variance for each observation and the average

values of the basic parameters are presented in the Table 7.
The control sample included five arrays (20% of the initial sample), which have

the lowest values of the sampling variance and correspond to the following numbers of
observations: 4, 5, 10, 20, 21.

A mathematical model in the form of multiple linear regression is built on the educational
sample. The coefficients of the regression equation aj are determined by the Formula (11) [43]:

(a0, a1, a2, a3, a4, a9, a12, a13, a16, a17, a18)
T =

(
XT × X

)−1 × XT × (LEE
)T , (11)

where: X—the matrix of dimension 20 × 11, the columns of which contain the values of the
basic parameters at different states of the system (column x0 contains units), ( ´LEE)—vector
of statistical values of the resulting parameter.

Thus, the following analytical dependence is obtained, which reflects the influence of
TrEECS parameters on the level of the vehicle energy efficiency:

LEE = 1.06414 − 0.02128·x1 + 0.02675·x2 − 0.01139·x3−
−0.02787·x4 − 0.07902·x9 − 0.0187·x12 − 0.02774·x13−

−0.082·x16 − 0.01742·x17 − 0.18435·x18.
(12)

Mathematical modeling is an alternative to field experiment. The advantages of the
model approach are determined by economic considerations. Experimental determination
of the energy in fact consumed by the engine of vehicles, and accordingly the level of
energy efficiency according to Formula (2), in some cases causes difficulties. Determining
the input parameters of the model (12) is less complicated, and the calculation of the
resulting parameter using the application software does not require much time. Therefore,
model (12) is more productive than calculating the level of energy efficiency according to
Formula (2).

Figures 2 and 3 present a graphical representation of the simulation results of the
states of the studied TrEECS system.

The largest error in the calculation of the resulting parameter is observed in the study
of the movement of buses and trucks of category N1 aged more than 10 years with a high
and very high degree of use of passenger capacity/load capacity.

The accuracy of the obtained model was evaluated for five TrEECS states of the
control sample. The standard deviation of the model values from the tabular ones equals
σ́ = 0.0091. Relative standard deviation equals Śr = 1.5%.
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Figure 2. The error of the regression model.
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Figure 3. The results of comparison of statistical and model values of the level of the vehicles energy efficiency in the
training sample.

4. Discussion

Based on the performed morphological analysis of the TrEECS system, 18 significant
morphological attributes of its main functional elements have been identified. The input
parameters of the corresponding system model take values from a set of implementation
variants of each attribute. Each set has 3–6 variants. The degree of energy efficiency of the
vehicle at a certain state of the system is chosen as the resulting parameter. A survey of
the state of the system on the linear fragments of the road network of nine typical cities
of Ukraine and Poland was performed. The basis of the system includes parameters that
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correspond to the following morphological attributes of its functional elements: vehicle
category, vehicle energy unit type, vehicle age, the degree of use of load capacity and/or
passenger capacity, traffic flow complexity level, road resistance degree, the carriageway
curvature degree, level of motorization, time interval, complexity of weather conditions. It
can be argued that all four functional elements are essential for this study and the basic
parameters determine the most important attributes of these functional elements. Usage
of the obtained model is more productive in terms of time and level of complexity than
the calculation of the level of energy efficiency according to the statistical values of the
energy in fact consumed by the vehicle engine. This mathematical model shows high
accuracy of the resulting parameter and allows to quantify the impact of each of the basic
parameters on the level of energy efficiency of vehicles. The developed mathematical model
makes requirements for constructive properties of vehicles, their operating conditions, road
infrastructure and can be used in the process of developing design solutions for planning
and modernization of roads and buildings, taking into account the efficiency of transport
and its impact on the environment. In addition, the results of the study can be applied in
mathematical models of intelligent traffic control systems for urban traffic flows. This study
is an intermediate stage in the development of a generalized methodology for improving
the vehicle energy efficiency in terms of urban mobility. The integrated energy efficiency
indicator is determined based on partial indicators for individual fragments of the road
network. At this stage, an analytical dependence has been developed to calculate the level
of the vehicle energy efficiency when driving on linear sections of the network. In the
future it is planned to conduct a similar study for other structural elements of the network.
In addition, further research will be aimed at solving problems of identification of nonlinear
models of the system and determining the degree of impact of each morphological attribute
on the vehicle energy efficiency.
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M.Ś.; writing—review and editing, J.M.; visualization, V.M. and J.M.; supervision, M.Ś. and V.M.;
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Abstract: The WHO guidelines on environmental noise highlight that evidence on the health effects
of wind turbine sound levels is either non-existent or of poor quality. In this context, a feasibility study
was conducted in France in 2017. The objective was to suggest a methodology for calculating wind
turbine sound levels in order to quantify the number of windfarms’ residents exposed to this sound.
Based on a literature review, the Harmonoise model was selected for sound exposure calculation. It
was validated by quantifying its uncertainties, and finally used to estimate the population exposed
to wind turbine sound in metropolitan France. Compared to other environmental noise sources
(e.g., transportation), sound exposure is very moderate, with more than 80% of the exposed people
exposed to sound levels below 40 dBA. The total number of people exposed to more than 30 dBA
is about 686,000 and 722,000 people for typical daytime and night-time meteorological conditions
respectively, i.e., about 1% of the French population in 2017. These results represent the first ever
assessment of sound exposure from wind turbines at the scale of the entire metropolitan France.

Keywords: wind turbine; sound exposure; environmental noise; public health

1. Introduction

Wind energy is expanding rapidly in France, as it is everywhere else in the world.
Specific rules govern the design and implementation of wind farms in order to limit
the noise they produce when in operation. However, the population living near these
installations is often concerned about the health impacts of sound levels emitted by wind
turbines (WT) and there is a lack of available scientific data on this topic.

Most studies have found a significant positive association between WT sound levels
and the percentage of highly annoyed people [1,2]. Very few studies have investigated
the effects of WT sound on sleep disturbance, cardiovascular disease, effects on metabolic
or endocrine systems, or on cognition or mental health. Therefore, the WHO guidelines
on environmental noise published in October 2018 pointed out that the evidence on the
health effects of wind turbines noise is either non-existent or of low quality [3]. The WHO
and Anses (French Agency for Food, Environmental and Occupational Health & Safety) in
France therefore recommended implementing epidemiological studies [3–5]. However, a
number of issues remained to be overcome before such a study can be carried out in France.

The first issue concerned the estimation of exposure to WT sound. Indeed, the quality
of epidemiological studies evaluating the risks related to environmental exposures depends
in part on the quality of the estimation or measurement of the participants’ exposure.
However, there was no real consensus on a WT sound prediction model and it was necessary
to provide validation criteria to identify the most relevant model.

The second issue concerned the count of the number of people exposed to WT sound.
Unlike other sources of noise pollution (e.g., transportation noise), wind farms are generally
built in sparsely populated areas, and consequently the number of people potentially
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exposed to WT sound seemed a priori to be much smaller than the number of residents
exposed to other sources of anthropogenic noise, such as transportation noise, for example.
In order to conduct an epidemiological study, it would be necessary to recruit a sufficient
number of individuals exposed to different and relatively contrasting WT sound levels.
Thus, it was necessary to be able to estimate the population exposed to various WT sound
levels at the scale of an entire country. This had never been done before in France.

In this context, a feasibility study for an epidemiological study called Cibélius (Know-
ing the impact of wind turbine noise on health) was conducted in France between 2017 and
2019. The objective was to propose a methodology for calculating WT sound levels and to
identify the number of French residents exposed to different sound levels of wind turbine.

The aim of the research presented in this paper was to quantify the number of wind-
farms’ residents in France exposed to audible WT sound. For this purpose, a WT sound
prediction model was selected and validated for the calculation of sound exposure. Then a
methodology was suggested for estimating the number of people exposed to WT sound at
the scale of all metropolitan France. A brief comparison with transportation noise exposure
was also investigated.

2. Material and Methods

2.1. Overview of the Methodology

As it would not be feasible to make sound levels measurements in all the dwellings
of people exposed to WT sound at the scale of the whole French national territory, it was
necessary to estimate sound exposure by using an appropriate numerical modeling of WT
sound emission and propagation. We first presented the numerical model used, and its
performances for WT sound prediction by quantifying its uncertainties. Then, we detailed
the method of calculation of sound exposure at the scale of the metropolitan French territory.
Finally, the method for evaluating the count of people exposed to WT sound was shown.

2.2. Selection and Validation of a Numerical Wind Turbine Sound Model

The sound levels prediction model was selected from a literature review based on the
following essential criteria in the context of WT sound: ability to account for a high noise
source (hub height above 60 m), topography properties, meteorological (vertical profiles of
wind speed, wind direction and temperature) and ground effects on sound propagation.
The model must also be able to parameterize the sound power of the source as a function
of wind speed. Although some research propagation models could meet these criteria for
WT sound [6–9], they were not suitable for sound levels modeling on a scale as large as a
country’s territory, because of their high computational time.

Although it was less frequently used [10,11] than other engineering models that can
handle a large-scale territory (e.g., ISO 9613-2 [12], NMPB-2008 [13] or CNOSSOS-EU [14]),
the Harmonoise model [15] was preferred here for WT sound prediction because it takes
into account ground effects more accurately, and because it is able to model the effects
of different wind speeds and directions, and different classes of atmospheric stability
on sound propagation. These properties are essential for the modeling of WT sound
propagation, and several authors have mentioned the capabilities of this model for WT
sound predictions [16–18].

The uncertainties of the Harmonoise model were estimated by comparison between
numerical modeling and in situ measurements. For this purpose, an experimental campaign
was carried out near a wind farm whose characteristics were representative of the vast
majority of French wind farms: flat site (terrain slope lower than 2% over 2000 m), quiet
environment, good diversity of wind speeds and directions. The wind farm consisted of five
wind turbines with a rated electrical power of 2 MW each. Each WT had a hub located at
100 m high, and three 46 m long blades. During the eight days of the measurement period,
the wind farm operated in 1-h /1-h on/off cycles, in order to select only measurements
with a satisfactory signal to noise ratio between WT sound and background noise of the
site, and thus not to retain sound samples containing extraneous noise.
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LAeq (10 min) sound levels were recorded using 15 sound level meters located on the
two dominant wind directions of the site, and at distances from the wind farm ranging
from 0 to 1500 m (Figure 1). This arrangement enabled sound levels to be measured for
downwind and upwind situations, for which sound propagation differs [19]. The sound
level meters (B&K 2250, ACOEM Solo and Cube, Rion NL62) were placed at a height of
1.5 ± 0.1 m above the ground and measured in the frequency bands [12.5 Hz; 20 kHz] or
[1 Hz; 20 kHz] depending on the point. In addition to these sound level measurements, the
sound level power of the wind turbines was derived according to the protocol described in
the standard IEC 61400-11 [20], based on sound levels measurements made with a flush-
mounted microphone on a circular reflective plate of 1 m diameter, placed on the ground
143 m from a wind turbine (Figure 1).

 
Figure 1. General overview of the experimental set-up for the validation of the numerical model.
Location of sound level measurements (black points), wind measurements (blue points), wind turbine
sound power level measurements (red points), wind turbines (blue crosses).

Meteorological measurements were made in order to obtain the influence of wind
speed and direction on both emission and propagation of WT sound. Wind speed and
direction measured from a 3D ultrasonic anemometer (Campbell CSAT3) located at 3 m
high were used to classify sound propagation conditions as required by the Harmonoise
modeling [10]. Wind speed at hub height and wind turbine operation data (speed rotation
of the rotor, electrical production) were obtained from the wind farm’s Supervisory Control
And Data Acquisition system (SCADA). The accuracy of the anemometers (of the Campbell
device or the WT hub) was typically 0.1 m/s, which was satisfactory for not inducing a
significant uncertainty in the wind speed classification required for the analysis.

The WT emission was modeled using the manufacturer’s WT technical specifications,
which give the sound power level as a function of wind speed. An additional 2.2 dBA
was added to these values to match the actual sound power level measured at the IEC
point. The uncertainties of the sound levels prediction model were estimated by calculating
the distribution of the deviation between the predicted and measured sound levels. The
bias was estimated with the mean of this distribution, and the standard uncertainty with
its standard deviation [21]. The hypothesis adopted for the calculation process of WT
sound assumed WT operating at full power (see Section 2.3.2). To be in line with this
hypothesis, only periods when wind speed was above 6 m/s at 10 m high were kept for
the calculation of the bias and the standard uncertainty. Similarly, in order to be consistent
with French regulations that do not allow wind farms to be installed less than 500 m
from local residents, only measurements for which the distance to the wind farm was
greater than 500 m were kept. Bias was used to correct the sound levels predicted by the
Harmonoise model, while the standard uncertainty was used to bound the estimate of the
population exposed to WT sound and to account for the uncertainty in the Harmonoise
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model’s estimate of sound levels on the count of the exposed population. Indeed, the
population count was performed by considering three scenarii of sound exposure: the first
one (average scenario) used the sound levels predicted by the Harmonoise model, only
corrected by the estimated bias, and the other two scenarii (upper and lower scenarii) used
the sound levels predicted by the model, corrected by the bias, and increased or decreased
respectively by a standard uncertainty in the sound level estimate. It should be noted that
the range given by the uncertainty estimates based on the lower and upper scenarii did not
correspond to confidence intervals associated with a level of reliability. They did, however,
provide information on the best and worst-case values.

As meteorological conditions (wind and temperature vertical profiles) could have
significant effects on long-range propagation of outdoor sound, resulting in decreased
or increased noise levels at dwellings, it was essential to separate daytime and night-
time periods where the meteorological influence on propagation often differs [19]. The
uncertainties were thus calculated for two propagation conditions representative of daytime
and night-time meteorological conditions.

2.3. Estimation of Sound Exposure from Wind Turbines

The selected sound levels prediction model was used to produce a noise map of all
the wind farms on the metropolitan French territory. This mapping was built following the
three steps detailed below.

2.3.1. Constitution of a Database with the Characteristics Required for the Prediction of
Sound Levels from Wind Farms in Metropolitan FRANCE

The location of the wind farms (Figure 2), the hub height and the rated electrical power of
the wind turbines were obtained from a 2017 database provided by www.thewindpower.net
(accessed on 1 December 2021), which was the most complete database publicly available
at the beginning of this research. This database listed existing wind farms as of 30 August
2017, of which only wind farms in operation in metropolitan France were considered here.
The absolute position of each WT within each wind farm was obtained from the BDTOPO®

topographic database [22] from the National Institute of Geographic and Forestry Informa-
tion (IGN).

 

Figure 2. Localisation of metropolitan French wind farms (2017, www.thewindpower.net, accessed
on 1 December 2021).
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2.3.2. Calculation of Sound Contributions of Wind Turbines near the Dwellings of Wind
Farm Residents

Sound levels calculations with the Harmonoise model presented earlier were per-
formed with the environmental noise prediction software CadnaA from DataKustik [23].
In this software, each wind turbine was modeled as a point source located at the height
of the wind turbine hub. Following the results of Botha et al. [24], Møller et al. [25] and
Tachibana et al. [26], the sound emission of each wind turbine was estimated considering a
linear sound emission spectrum (−4 dB/octave), whose overall sound power level was
estimated from its rated electrical power [25], considering a wind speed of 7 m/s at 10 m
height (nominal operation of the wind turbines in full operation).

The topographic data used in the propagation model came from the BDTOPO®

database [22]. Sound levels were predicted for standard environmental conditions (temper-
ature 10 ◦C, humidity 70%, partially sound absorbing ground) and for eight wind directions
(from 0◦ to 315◦, in 45◦ steps). The sound level assigned to each building corresponds to the
sound level in front of the most exposed façade, and to the maximum of the sound levels
predicted for the eight wind directions. Two propagation conditions typical of the daytime
and night-time periods were also considered. These conditions could be parametrized in
the Harmonoise model by choosing classes of meteorological stability adapted to these
periods (three classes for day, and two classes for night). For each time period, the class that
favored sound propagation was chosen (classes S3 for daytime and S5 for night-time [27]).
It is important to note that the assessment of daytime and night-time exposures was not
related to the sound a resident would be exposed to during an entire daytime or night-time
period (as an equivalent sound level indicator would quantify), but they were related to two
different meteorological scenarii that influence the sound propagation differently during
these two periods. Sound levels exposures below 30 dBA were excluded as too low to be
significant. Finally, the calculations provided the sound level exposure at each building
façade in BDTOPO database around all the wind farms. Figure 3 shows an example of
the sound radiated from a wind farm (Figure 3a) and the exposure of nearby buildings
(Figure 3b) estimated with these calculations.

  
(a) (b) 

Figure 3. Example of the result of the calculation of the radiated sound from a wind farm (a), and of
the exposure of the buildings in the nearby village enclosed by the black block in (a,b).

2.4. Count of the Number of People Exposed to WT Sound

Building exposures were cross-referenced using a GIS software (QGIS [28]) with the
populations provided by the national database of land use files MAJIC updated in 2016 [29].
Only residential buildings were included in the counting.
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Finally, the number of people exposed to WT sound for day- and night-time propaga-
tion conditions was determined at the scale of the whole metropolitan France, as well as of
the 13 administrative regions in metropolitan France.

2.5. Comparison of WT Sound Exposure with Other Environmental Noise Sources

A comparison of WT sound exposure with transportation noise exposure was con-
ducted. Transportation noise exposure data were derived from calculations performed in
2017 [30] as part of the European directive related to the assessment and management of
environmental noise [31].

3. Results

3.1. Evaluation of the Wind Turbine Sound Prediction Model

The distribution of differences between the predicted and measured sound levels was
obtained from 77 and 79 measurements where the wind speed was greater than 6 m/s
and the distance from the wind turbine ranged from 500 m to 1500 m, for daytime and
night-time propagation conditions respectively. The bias was −4.4 dBA and −0.2 dBA, and
the standard uncertainty was 3.9 dBA and 4.7 dBA, for daytime and night-time propagation
conditions, respectively (Figure 4).

Figure 4. Boxplot of the difference between predicted and measured sound levels, for two typical
meteorological conditions during the day and night. The wind speed was above 6 m/s and the
distance from the wind turbine ranged from 500 m to 1500 m. Number of samples (n), bias (mean),
standard uncertainty (sd).

3.2. Wind Turbine Sound Exposure in Metropolitan France

The total number of people in metropolitan France exposed to WT sound levels
above 30 dBA was 685,770 people for daytime propagation conditions and 721,559 people
for night-time conditions (Table 1). Taking into account the standard uncertainty from
the model validation resulted in a range of this estimate of [430,036; 905,967] people for
daytime meteorological conditions and [303,976; 1,029,390] for night-time. These results
corresponded to 1.0% [0.6%; 1.3%] of people living in France in 2017 for daytime, and 1.0%
[0.4%; 1.5%] for night-time. It should be noted that the range of these estimates did not
correspond to confidence intervals, but to estimates based on the lower and upper scenarii.
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Table 1. Number of people in metropolitan France exposed to WT sound levels above 30 dBA for
daytime and night-time propagation conditions. The lower/upper scenarii correspond to +/−1
standard deviation on the Harmonoise sound level estimate.

Sound Levels Scenario Daytime Night-Time

Average scenario 685,770 721,559
Lower scenario 430,036 303,976
Upper scenario 905,967 1,029,390

Finally, 48% and 61% of the people exposed to sound levels above 30 dBA were
exposed to sound levels below 35 dBA for daytime and night-time propagation conditions
respectively, and 82% and 93% of the people exposed to sound levels between 30 dBA and
40 dBA for both daytime and night-time propagation conditions respectively (Figure 5).

Figure 5. Number of people in metropolitan France exposed to WT sound as a function of WT sound
level for daytime and night-time meteorological conditions, normalized by the total number of people
exposed to WT sound level above 30 dBA.

3.3. Wind Turbine Sound Exposure by Region

Most of the population exposed to WT sound levels above 30 dBA was located in the
Hauts-de-France region (daytime: 265,227 people, night-time: 275,846 people). Bretagne,
Grand-Est and Normandie regions accounted for 62,728 to 86,770 people for daytime, and
for 65,285 to 94,742 people for night-time (Figure 6).

Figure 6. Number of people exposed to WT sound level above 30 dBA, by region. Error bars account
for the uncertainty of +/−1 standard deviation on the Harmonoise sound level estimate.
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For daytime, 39% of the French population exposed to WT sound levels above 30 dBA
lived in Hauts-de-France (38% for night-time) (Figure 7). Bretagne, Grand-Est and Nor-
mandie represented 9% to 13% (daytime) and 9% to 13% (night-time) of the population
exposed to WT sound levels above 30 dBA.

Figure 7. Number of people exposed to WT sound levels above 30 dBA for daytime and night-
time meteorological conditions, by region, normalized by the total number of exposed people in
metropolitan France. Error bars account for the uncertainty of +/−1 standard deviation on the
Harmonoise sound level estimate.

Considering the exposed population in relation to the total population of each region,
two northern regions had a higher percentage of people exposed to WT sound: Hauts-
de-France and Normandie accounted for 4% and 6% for daytime, and 5% and 6% for
night-time, respectively, (Figure 8) of the total population of each region.

Figure 8. Number of people exposed to WT sound level above 30 dBA for daytime and night-time
meteorological conditions, by region, normalized by the total population of each region. Error bars
account for the uncertainty of +/−1 standard deviation on the Harmonoise sound level estimate.

Figure 9 shows a comparison of the WT sound level distributions of the exposed
populations between all regions of France, for both daytime and night-time meteorological
conditions. Except for Corse and Provence-Alpes-Côte d’Azur (PACA) regions, for all other
regions, the majority of exposed people are exposed to WT sound levels below 35 dBA.
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(a) (b) 

Figure 9. Number of people exposed to WT sound as a function of WT sound levels, normalized by
the total number of people exposed to WT sound levels above 30 dBA: daytime (a) and night-time
(b) meteorological conditions.

3.4. Comparison of WT Sound Exposure with Transportation Noise Exposure

Figure 10 shows a comparison of the proportion of people exposed to transportation
sound levels above 40 dBA during the night (Lnight) [30] with the population exposed to WT
sound levels above 40 dBA for night-time propagation conditions. The French population
in 2017 exposed to night-time noise was 10,394,293 for road traffic noise, 5,113,159 for
railway noise and 463,611 for aircraft noise, which can be compared to 53,752 people
for night-time WT sound exposure; i.e., 15.0%, 7.0%, 0.7% and 0.08% of the 2017 French
population, respectively.

Figure 10. Proportion (%) of the 2017 French population exposed to sound levels above 40 dBA
during the night, for four noise sources: aircraft noise (Air), railway noise (Rail), road traffic noise
(Road) and wind turbine noise (WT).

4. Discussion

The aim of the research presented in this paper was to quantify the number of wind-
farms’ residents in France exposed to wind turbine sound. The first objective was to validate
a sound level prediction model for the calculation of WT sound levels. The performance
of the Harmonoise model was evaluated through the quantification of its uncertainties on
the WT sound levels predictions. For both daytime and night-time propagation conditions,
the bias between predicted and measured WT sound levels was regarded as sufficiently
small (bias between −4.4 dBA and −0.2 dBA) to allow a correction of predicted sound
levels. The value of the standard uncertainty was considered sufficiently low to validate
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the use of Harmonoise model for the prediction of WT sound levels in this research. It is
consistent with what is encountered for engineering models of outdoor noise prediction,
for which the standard uncertainty can typically range from 2 to 4 dBA, depending on the
model [12,32–34].

The second objective was to count the number of people in metropolitan France
exposed to WT sound levels. The proportion of those exposed to WT sound levels above
30 dBA represented a small proportion of the total population in France (1% for both
daytime and night-time propagation conditions). The WT sound exposure of these people
was very moderate: the majority of people were exposed to sound levels below 35 dBA,
and more than 80% were exposed to sound levels below 40 dBA, for both daytime and
night-time propagation conditions. Most of the exposed population was located in the
Hauts-de-France region (about 40%). A very large majority of the exposed population was
located in the North of France: Bretagne, Grand-Est, Normandie and Hauts-de-France
represented more than 75% of the people exposed to WT sound.

Compared to other regions, the two northern regions, Hauts-de-France and Nor-
mandie have more people exposed to WT sound compared to the total population of each
region. Nevertheless, this difference was rather small (less than 5%) and could be partly
explained by the combination of several regional factors: the number of wind farms, the
number of people living in rural areas, where wind farms were generally installed, and the
spatial distribution of people within each region.

The distributions of sound levels between regions were compared in order to investi-
gate regional specificities in the WT sound exposure. This could happen, for example, if
WT would be noisier or closer to residents’ dwellings in some regions. Except for Corse
and PACA regions, the distributions of sound levels of exposed populations seemed very
similar across regions, for both daytime and night-time meteorological conditions. In
metropolitan France, people exposed to WT sound were exposed in a similar manner,
with no regional specificity. In addition, for almost all regions, the sound exposure of the
majority of exposed people was between 30 dBA and 35 dBA. The cases of Corse and PACA
were marginal given the small number of exposed people for those regions.

If any significant health effects from WT sound were to be demonstrated in the future,
it would be useful to assess this potential public health issue in comparison to other expo-
sures to common noise source for which health effects have already been demonstrated [3].
The comparison of the proportion of the French population in 2017 exposed to sound levels
above 40 dBA during the night for transportation noise and for WT sound showed that
far few people were exposed to WT sound than to transportation noise (0.08% for WT
sound, compared to 15.0%, 7.0%, 0.7% for road traffic noise, aircraft noise and railway noise
respectively). This is especially true as the sound levels of the population exposed to trans-
portation noise were underestimated. Indeed, only major transportation infrastructures,
and cities with more than 100,000 inhabitants were considered (see [31] for more details).
Conversely, WT sound exposure was probably overestimated here (see below). The fact
that the proportion of people exposed to WT sound was much lower than that exposed to
transportation noise could be explained by the much smaller number of wind farms on
the metropolitan territory, compared to transportation infrastructures, by the installation
of wind farms in rural areas where the population density is lower, by sound levels at
dwellings that are lower for WT, and finally by distances between dwellings and noise
sources that are greater for WT due to French legislation about wind farms implantation.

The methodology for assessing the population exposed to WT sound had some limita-
tions. The first limitation, as briefly mentioned above, was that the count of exposed people
was likely to be overestimated because the WT sound levels were estimated by considering
(i) a constant wind speed corresponding to the nominal operation of the wind turbines, as if
WT were constantly in operation throughout the day or night, (ii) the sound exposure based
on the maximum sound level among all the sound levels predicted for the different wind
directions, (iii) the sound level of the most exposed façade of each dwelling and (iv) the
meteorological conditions corresponding to favorable conditions for sound propagation.
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The initial objective of the paper was to investigate the worst-case scenario that maximized
noise exposure levels. Therefore, only one wind speed value was considered (7 m/s at
10 m height). This corresponded to the maximum sound emission of the wind turbine and
to the nominal WT operation. It should be noted that the sound emission is constant for
wind speeds above 7 m/s. Three scenarii were then considered: the best, the worst and
the average scenario, named in the paper lower, upper and average scenario in order to
bound the estimates of population counts. The range of estimates could sometimes be
wide, but this was not a major problem, the most important being the orders of magnitude
of the population counts, and also the values corresponding to the lower scenario, which
indicated whether there are enough people exposed to different and relatively contrasting
WT sound levels to conduct an epidemiological study and to demonstrate, in a statistically
rigorous way, an association between a health condition and the level of wind turbine noise,
if such an association exists. In the on-going RIBeolH project [35], information from regional
wind statistics will be used to take into account the regional influence of wind direction
and speed on exposure. Considering that all inhabitants of a house were assigned to the
most exposed façade could also lead to an overestimation of the number of people exposed
to the WT sound. This overestimation was not a major concern in this research since one of
its original aims was to obtain an upper limit of WT sound exposure. Conversely, if the
www.thewindpower.net (accessed on 1 December 2021) database (was the most complete
publicly available database of WT in France in 2017, pending the exhaustive database that
the French Ministry of the Environment is building and which should be accessible in
2022, its completeness was not perfect and the missing wind farms could be a cause of
underestimating the number of residents exposed to WT sound in this study. A comparison
of national wind capacity from the database with other data sources [36,37] showed that
the underestimation could nevertheless be limited because the database contains 94% of
the installed capacity as of mid-2017.

A second limitation was that the predicted sound exposure did not correspond to an
actual exposure over a day or night period, as would for example an equivalent noise level,
but took into account typical propagation conditions of daytime and night-time periods.
However, they could possibly be interpreted as an equivalent sound level exposure if it
was assumed that the meteorological conditions and wind speed were the same during
all the periods. While this was not the most realistic situation, it nevertheless did provide
useful information on the upper limit of the number of people exposed to WT sound.

Another limitation of this research concerned the estimation of uncertainties. Esti-
mating the uncertainties in the population counts (associated with the level of reliability
and the percentage of error) was rather difficult because there was no simple relationship
between sound exposure and population count: this relationship differed strongly from
one wind farm to another due to the propagation influence (e.g., the presence or absence of
obstacles), and the spatial distribution of the population around each wind farm. Some
procedures based on Monte Carlo or bootstrapping techniques could have been considered,
but they were deemed too time-consuming in relation to the time available for this research.
They will nevertheless be explored for the update of this research in the framework of
the RIBEolH project. Thus, in order to give a range of estimates of the population counts,
three noise exposure scenarii (upper scenario, average scenario and upper scenario) were
preferred for estimating these uncertainties.

The aim of this study was to deal only with audible noise, which is a first step before
going further. It was out of the scope to deal with all phenomena involved in WTN,
in particular:

- Tonalities: audible tonalities phenomena than can occur in WT is very often due to a
malfunction of the WT (e.g., in the hub machinery). In this study, we have assumed
that wind turbines were operating normally.

- Amplitude modulation: nowadays, no available engineering model can model ampli-
tude modulation, and amplitude modulation modeling is still a research challenge (see
for example the PIBE project [38], http://www.anr-pibe.fr, (accessed on 1 December

95



Int. J. Environ. Res. Public Health 2022, 19, 23

2021). Moreover, the few available research models on amplitude modulation cannot
be applied at the scale of a national territory because of their complexity and because
they require input information that is not available at this large geographical scale.

The methodology proposed in this paper could be improved: the introduction of
annual wind speed and direction statistics for each region in the calculation process could
provide a more realistic sound exposure for daytime or night-time periods. An investigation
of the low frequency noise exposure could also be done. An update of this work is in
progress as part of the preparation of the epidemiological study planned in the RIBEolH
project [35], to adapt to the rapid growth in the number of wind farm installations in France
and the evolution of the French population, but also to improve the calculation process and
to extent the assessment to low frequency noise exposure.

The results presented above, being the first assessment of exposure to wind turbine
noise in France, may lead to a relevant epidemiological study in the RIBEolH project.
Indeed, in order to conduct an epidemiological study and to demonstrate, in a statistically
rigorous way, an association between a health condition and the level of wind turbine
noise, if such an association exists, it would first be necessary to recruit a sufficient number
of individuals exposed to different and relatively contrasting WT sound levels. It will be
possible to reach this first step thanks to the count of the number of people exposed to
contrasted levels of WT sound for all wind farms of the whole metropolitan France. Then,
the quality of epidemiological studies assessing the risks associated with environmental
exposures depends in part on the quality of the estimation or measurement of participants’
exposure. However, in a large-scale epidemiological study, noise measurements in a large
number of residents will not be feasible because of the cost and it will be necessary to
use noise prediction models. The use of Harmonoise prediction model proposed and
validated in this paper will thus make it possible to estimate the exposure to wind noise
at the home of each participant who will be included in the epidemiological study of the
RIBEolH project.

5. Conclusions

The objective of the Cibelius feasibility study was to propose a methodology for
calculating WT sound exposure at a national geographical scale and to identify the number
of people exposed to WT sound in metropolitan France.

The total number of people exposed to WT sound was approximately 686,000 during
the day and 722,000 during the night, thus about 0.1% of the 2017 French population. More
than 80% of the population exposed to WT sound levels above 30 dBA was exposed to
levels below 40 dBA. It is important to note that, due to some assumptions (wind speed
corresponding to WT nominal operation, wind turbines constantly in operation throughout
the day), the sound exposure, and therefore the number of people exposed to WT sound,
was probably overestimated.

These results constitute the first assessment of WT sound exposure at a national
geographical scale, and more specifically for metropolitan France. The results and method-
ology proposed in this paper were the first step in preparing an epidemiological study in
France in the few next years. This study will be conducted in the RIBEolH project, which
is investigating the impact of WT sound on human health and annoyance. The results of
this study will provide useful information for public authorities to assess whether or not
regulations concerning WT should be adapted.
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Abstract: The present study aims to explore the psychophysiological impact of different traffic
sounds in office spaces. In this experiment, 30 subjects were recruited and exposed to different
traffic sounds in a virtual reality (VR) office scene. The road traffic sound and three railway sounds
(conventional train, high-speed train, and tram) with three sound levels (45, 55, and 65 dB) were
used as the acoustic stimuli. Physiological responses, electrodermal activity (EDA) and heart rate
(HR) were monitored throughout the experiment. Psychological evaluations under each acoustic
stimulus were also measured using scales within the VR system. The results showed that both the
psychological and the physiological responses were significantly affected by the traffic sounds. As
for psychological responses, considerable adverse effects of traffic sounds were observed, which
constantly increased with the increase in the sound level. The peak sound level was found to have a
better performance than the equivalent sound level in the assessment of the psychological impact
of traffic sounds. As for the physiological responses, significant effects of both the acoustic factors
(sound type and sound level) and the non-acoustic factors (gender and exposure time) were observed.
The relationship between sound level and physiological parameters varied among different sound
groups. The variation in sound level hardly affected the participants’ HR and EDA when exposed to
the conventional train and tram sounds. In contrast, HR and EDA were significantly affected by the
levels of road traffic sound and high-speed train sound. Through a correlation analysis, a relatively
weak correlation between the psychological evaluations and HR was found.

Keywords: road traffic sound; conventional train sound; high-speed train sound; tram sound;
electrodermal activity; heart rate; acoustic comfort; noise annoyance

1. Introduction

Recent surveys suggest that office employees are the most dissatisfied with the acoustic
environment when various factors of the physical indoor environment are enquired [1].
Noise was found to be influential not only on the perception of the overall environment,
but also on the working performance in offices [2,3]. Landström revealed the relationship
between low-frequency noises and fatigue in the working environment [4]. Focusing on
the open-planned offices, the most annoying sounds were found to be noises from outside,
ventilation systems, office equipment, and keyboard typing [5]. As for the home working
space, the sounds from other people at home, neighbors, construction, and traffic were
reported as the most negatively evaluated sounds [6]. As reported, traffic sound is a major
source of environmental sound pollution [7], and 81% of the workers around major streets
are annoyed by traffic sounds [8]. With rapid urban growth all over the world [9,10] and
increasing demand for better transportation systems, a simultaneous increase in traffic
sound exposure and the associated impact on residents can be anticipated. Therefore, it is
important to perform a comprehensive investigation on the adverse effect of traffic sounds
on the agenda of sound policies and urban development.

Exposure to traffic sounds has been proven to be associated with an increased risk of
negative health outcomes both physiologically and psychologically [11–13]. Psychological
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attributes, such as noise annoyance, are the most widely used measures for evaluating
the impact of traffic sounds [14–17]. It was found that traffic-related noise annoyance
had a considerable impact on health-related quality of life [18]. With the increase in
the sound level, exponential growth in the percentage of highly annoyed people was
found by large-scale surveys, namely, the dose–response curve [17]. In the past several
decades, the dose–response curve has been used as direct scientific evidence for most sound
policies and regulations. In addition to noise annoyance, traffic sounds were found to
have a significant influence on how people perceive the overall urban soundscape [19,20].
Considering the diversity of the urban context, it has been suggested that the perception of
the acoustic environment was multidimensional [21,22]. A two-dimensional scale is widely
used for evaluating the psychological response to the acoustic environment, including the
eventfulness (arousal) and pleasantness (pleasant) [23–25]. In addition, acoustic comfort
is also widely used as a measure of the quality of the overall sound environment [26–28].
Focusing on the indoor acoustic environment, another two-dimensional scale (comfort–
content) was suggested to evaluate the soundscape quality [29]. Through a virtual reality
experiment, this model was proved to be efficient for evaluating the work-related quality in
open-plan offices [2]. In almost all relevant studies, the traffic sounds were found to have
an adverse effect on the perception of the acoustic environment, which increased with the
sound level [30].

In addition to psychological responses, the physiological responses to traffic sounds
were also investigated to reveal the potential effect on health [31–33]. Significant impacts of
traffic sound on physiological responses have been reported in the literature. In laboratory
experiments, Vera et al. found that the exposure to high-intensity traffic sound with
negative self-statements produced a significant electromyography (EMG) increase [32].
Significant increases in electroencephalographic (EEG) indices and HR with the increase
in sound level were reported by Basner et al. [34]. Similar results were also reported
by Raggam et al. [35]; the presence of traffic sounds led to an increase in heart rate (HR),
although the respiratory rate (RR) was unaffected. In a recent field study, strong associations
between blood pressure and traffic sounds were found [36]. Laboratory experiments are
more commonly used for investigating the physiological effect of traffic sounds and to
control non-experimental factors. Under audio–video stimuli [37], higher HR, heart rate
variability (HRV), RR, amplitude of the R wave, and SCL were found when close to the
traffic sound source. A higher skin conductance level (SCL) was observed when the
traffic sound was mixed with the natural sound [38]. In the field of soundscape research,
similar results could be found when the traffic sounds were compared with other urban
sounds [25,39–41]. The relationship between physiological responses and exposure time has
revealed that the introduction of sound stimuli led to an immediate change in physiological
parameters in the first 30 to 60 s, including EDA and HR. With the increase in exposure
time, participants gradually adapted to the sound stimuli and the physiological parameters
gradually returned to the baseline levels [38,41,42]. In most previous studies, it was found
that the baseline level of physiological parameters was highly dependent on personal
characteristics [38,41]. Therefore, the change in physiological parameters is commonly used
to reveal the effect of sound stimuli on people.

There are only very few studies that have investigated the effect of traffic sounds in
office spaces, and which have mainly focused on the psychological attributes. Through
a questionnaire survey, traffic sound was identified as the cause of annoyance, activity
disturbance, and headaches [43]. A positive correlation between the sound level and the
percentage of annoyed people was identified [8]. In addition, annoyance caused by the
traffic sound was found to be influential on the psychological state, including anxiety [44],
fatigue, and tension [45]. As for the overall acoustic environment, the traffic sound was
also found to harm the overall acoustic comfort in office buildings [46]. However, to the
best of the authors’ knowledge, research on the physiological responses to traffic sounds in
office spaces is not detailed.
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Meanwhile, most of the existing literature has mainly focused on the effect of sound
level variation of road traffic sound [37], whereas very few studies have compared the
responses to different traffic sounds. However, there are considerable differences between
different traffic sounds on not only the physical characteristics, but also on the impact on
people [30,47]. In very few studies which examined the psychophysiological responses
under different sound sources [36,48], simultaneous consideration of the sound type and
the sound level was not detailed, to the authors’ knowledge. However, for effective sound
control treatment, it is important to determine the interaction effect of the sound type and
the sound level on people.

Our analysis indicated that the following questions on the topic of psychophysiological
responses under the impact of traffic noises in office spaces still need to be addressed:

(a) What are the psychophysiological effects of different traffic sounds in office spaces?;
(b) Do the increases in sound levels interfere with the psychophysiological responses to

traffic sounds?;
(c) Do the other factors (gender and exposure time) interfere with the psychophysiological

responses to traffic sounds?;
(d) Are there correlations between psychological responses and physiological responses

under the impact of traffic sounds?

Therefore, in the present study, we conducted laboratory experiments to measure
the psychophysiological responses of 30 respondents under different traffic sound con-
figurations. The interaction effects of sound type and sound level on the psychological
and physiological responses were examined. This paper was organized as follows. The
experiment implementations are shown in Section 2. Section 3 shows the results that reveal
the influential factors of psychophysiological parameters when exposed to traffic sounds.
In addition, the correlations between psychological responses and physiological responses
are shown in Section 3. Sections 4 and 5 summarize the discussion on related issues and
the main findings of this study.

2. Methodology

2.1. Participants

There were 30 subjects ranging in age from 19 to 26 years participating in the exper-
iment (15 male and 15 female). All of the participants reported having normal hearing
and corrected vision. None of them was taking prescription medication. All of the partici-
pants were informed about the aim and protocol of the experiment, and they voluntarily
participated in the study.

2.2. Experiment Stimuli

The experiment was conducted in an office-like experimental chamber, where the physi-
cal environment was controlled (temperature = 21~23 ◦C; background sound level < 25 dBA).
To provide a complete and realistic presentation of an office and avoid other distractions
in the lab, immersive virtual reality (VR) technology was employed in this study. An
omnidirectional picture of an actual open-planned office was taken and played in the VR
head-mounted display (HTC VIVE Pro EYE; Resolution: 2880 × 1600; Refresh rate: 90 Hz)
during the experiments, as shown in Figure 1.

In this study, four traffic sounds (including road traffic, conventional train, high-
speed train, and tram sounds) were used to generate the sound stimuli. The four traffic
sounds were selected for the following reasons: (1) they are very common traffic sounds
in urban areas and are frequently considered in relevant studies [49–52]; and (2) they are
reported to have different influences on subjective evaluation and could have potential
differences on psychophysiological effects [36]. All the sound stimuli were extracted from
field recordings collected in Beijing, China. The sound recordings were all collected in
quiet areas to avoid accidental sounds. A sound meter (6228+, Aihua, Hangzhou, China)
was used to conduct sound recordings and measurements under the same format (48 kHz,
single-channel, 16 bits). Then, 2 min clips were extracted from the field recordings as
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the experimental stimuli. Specifically, the road traffic sound was recorded near a city
highway. A continuous 2 min clip was then extracted. However, the railway sounds were
discontinuous, with the duration time varying from 15 s to 45 s, as shown in Figure 2.
Moreover, the time period between two trains was not the same. For standardization, a
1 min clip with one train passing by was extracted and then repeated to produce a 2 min
experimental stimulus. Therefore, in each railway sound stimulus, there were two trains
passing by. The spectrograms of four traffic sound stimuli are shown in Figure 2. It could
be found that there were both spectral and temporal differences between different traffic
sounds. In general, the spectral characteristics of all traffic sounds were similar, whereas
the railway sounds contained more high-frequency components. Moreover, the temporal
differences were much more significant between road traffic sounds and railway sounds.
The road traffic sound was mainly continuous and steady, whereas the railway sounds
were intermittent and fluctuating. Due to the differences in speed and train length, the
tram sounds exhibit a minimum duration of approximately 15 s, whereas the duration of
the conventional train sound was approximately 45 s.

 

Figure 1. The panoramic view of an open-plan office.

The sound level was another considered experimental factor in the experiment. Ac-
cording to sound regulations and the existing literature [11,36], the sounds (A-weighted
equivalent sound level) were set at 3 levels in this study: 45, 55, and 65 dBA. The sound
stimuli were replayed through reference class Sennheiser 650 HD headphones to ensure the
spectral accuracy of the emitted signal with respect to the real sound. The equivalent sound
level of the single-channel signal was measured by a class 1 sound level meter (6228+, Aihua,
Hangzhou, China) placed 1 cm away from the headphones. Then, the sound levels of the
stimuli were calibrated to the standard sound levels (45, 55, and 65 dB) in Cooledit software.
Finally, the single-channel signals were copied to produce the dual-channel stimuli.

In addition, silence was used as the control stimulus to conduct baseline measurements.
The duration of silence was also set as 2 min. Altogether, 13 acoustic stimuli were used in
the study. During the experiment, sound signals of the acoustic stimuli were delivered by a
computer through the headphones.
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Figure 2. Spectrogram of the experiment stimuli, including road traffic sound (R), conventional train
sound (C), high-speed train sound (H), and tram sound (T).

2.3. Measures

To measure the physiological responses to traffic sounds, two simple measures were
applied: electrodermal activity (EDA) and heart rate (HR). These two indices are widely
used to assess the physiological response to sound stimuli and are suggested as sensitive
indicators for evaluating the impact of sounds [39,41,42,53]. The EDA was measured using
two electrodes (HKR-11, range: 100 to 2500 kΩ; accuracy: 2.5 kΩ; sample frequency: 50 Hz)
attached to the subject’s index and middle fingers of the non-dominant hand. The HR
was measured by a photoplethysmography (PPG) sensor (HKG-07, range: 30 to 250 bpm;
accuracy: 1 bpm; sample frequency: 16 Hz) attached to the ring finger [53]. The study
protocol enabled us to record EDA and ECG simultaneously while the participants were
exposed to the experimental stimuli.

As for the psychological attributes, a questionnaire with four aspects was used to
assess the psychological effect of traffic sounds in this study. The questionnaire was imple-
mented in the VR system, which appeared after each sound stimulus to avoid influences
caused by removing VR equipment. The first used attribute was noise annoyance (AN),
which is widely used to evaluate the impact of traffic sounds. A five-point verbal ICBEN
(International Commission on Biological Effects of Noise) scale was used with the verbal
marks: (1) “not annoyed at all”; (2) “slightly annoyed”; (3) “moderately annoyed”; (4) “very
annoyed”; and (5) “extremely annoyed” [54]. The Self-Assessment Manikin (SAM) was
used to measure the evoking state associated with experiencing sound stimuli [55,56].
The SAM is commonly applied using graphic scales and cartoon characters to explain the
meanings of the scales [41,56]. A modified nine-point numerical scale has been proposed to
rate the psychological state when exposed to sound stimuli [25]. Due to size limitations of
the questionnaire, nine-point numerical scales were used in this study for the evaluation of
arousal and pleasantness evoked by the acoustic stimuli with descriptions: (1) no arousal
at all/completely unpleasant; (9) complete arousal/completely pleasant) [25]. In addition,
acoustic comfort (AC) was used as an assessment of the overall acoustic environment. Sim-
ilar to the annoyance evaluation, a five-point verbal scale suggested by Yang and Kang was
used with the verbal marks: (1) “very uncomfortable”; (2) “uncomfortable”; (3) “neither
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comfortable nor comfortable”; (4) “comfortable”; and (5) “very comfortable” [26]. During
the experiment, the experimental operator also verbally instructed the participants before
the measurements. Instructions used for evaluating acoustic quality in the laboratory study
were adopted and used [57]:

“Begin by listening through the 12 traffic sounds presented in the headphone, and
build your opinion about their character. Thereafter you measure the traffic sounds with
the aid of four attribute scales that appears in front of you. The traffic sounds must be
measured one at a time on all the attribute scales and in the order presented from up
to down.

Your task is to judge to what extent the attributes listed in the protocol are applicable
to the traffic sounds in the current office environment.”

2.4. Experimental Procedure

The experiment was generally divided into two sessions: (1) preparation and adapta-
tion; (2) formal experiment. The participants came into the laboratory and were seated in
a comfortable chair 15 min before the formal experiment to avoid the impact of physical
movement. In the first 10 min, the informed consent was read and signed, basic personal
information was collected and the sensors for physiological measurements were attached.
After putting on the VR equipment, the participants were asked to adapt to the scene for
4 min to reduce the personal differences caused by the VR environment. The scale for
psychological attributes was presented inside the VR environment; therefore, practice was
necessary to avoid misunderstandings. After the adaptation session, the participants were
asked to rest for 1 min with their eyes closed to remove the impact caused by the practice
session. As for the formal experiment, a baseline level was measured as the reference
psychophysiological response to a quiet office environment. Then, the psychophysiological
responses of the participants were measured when exposed to twelve traffic sound stimuli.
For each experimental stimulus, there were three periods: (1) a 2 min period of sound expo-
sure with the continuous measurement of EDA and HR; (2) a 30 s psychological response
measurement in which the participants were asked to evaluate the acoustic comfort (AC),
noise annoyance (AN), arousal (AR), and pleasantness (PL) with the scales displayed in the
VR scene; and (3) a 1 min rest to reduce the effect of the previous stimuli and measurement
process. The order of acoustic stimuli presentation was randomized and counterbalanced.
A random order of experimental stimuli was generated for each participant. The average
order of each stimulus was then calculated. If the average order of any stimulus was smaller
than five or larger than eight (order unbalanced), the random order generation process
was repeated to maintain the balance among the experimental stimuli. The experiment
process is schematically shown in Figure 3. The total time for the formal experiment was
approximately 45 min.

2.5. Data Analysis

In this study, all statistical analysis was performed within SPSS 20.0 software (IBM
Corp., New York, NY, USA). For the psychological attributes, the measured data were
directly used in the statistical analysis, where evaluation of the silent condition was used as
the reference. However, it is suggested that non-acoustical characteristics, including gender
and exposure time, have a considerable effect on the physiological data [41,42]. Therefore,
the 2 min measured data were divided into 20 s segments to reveal the temporal variations
of the physiological index. Then, the mean changes in physiological data (EDA and HR)
were calculated by comparing with the baseline measurement [41,42]:

Indexchange =
Indexi,j − Indexbaseline

Indexbaseline
, (1)

where i and j indicate the number of traffic sound type and the time serial for each acoustic
stimulus, respectively.

104



Buildings 2022, 12, 6

 

Figure 3. Schematic diagram of the experiment process.

As for the statistical method, the multivariate analysis of variance (MANOVA) was
first used to reveal the effect of experimental variables on the psychophysiological response
under the impact of different traffic sounds. Before the MANOVA, the normality assump-
tions of the measured responses for each level of independent variables were examined
with the Kolmogorov–Smirnov test. Only one dataset violated the normality assumption
(EDA under 55 dB tram sound: p = 0.028). In addition, it was suggested that ANOVA
could still yield robust and valid results with non-normally distributed data [58]. The
homogeneity of variance was verified with the Levene’s test (acoustic comfort: p = 0.493; an-
noyance: p = 0.608; arousal: p = 0.993; pleasantness: p = 0.791; EDA: p = 0.643; HR: p = 0.779).
Four experimental variables were considered in the MANOVA: sound level, sound type,
gender, and exposure time. As for the psychological responses, the exposure time was
not included because the evaluations were performed based on the overall 2 min sound
stimuli. The main effects of experimental variables on psychophysiological responses were
investigated. As indicated in the previous studies, the relationship between experimental
variables and psychophysiological responses might depend on the sound source. Therefore,
the interaction effects of sound type and other experimental factors were also included
in the MANOVA, as shown in Figure 4. The pairwise comparison was then applied to
further show where the differences lay. For the main effects of independent variables, the
least significant difference (LSD) was used to conduct the pairwise comparison. For the
significant interaction effects found in MANOVA, a nonparametric Mann–Whitney U test
was used to conduct the pairwise comparison. For example, if the interaction of sound type
and sound level was found to have a significant effect on EDA, pairwise comparisons were
conducted between any two sound levels in each sound group to reveal how EDA varied
with the sound level. In addition, a correlation analysis was applied to investigate the
relationship between physiological response and psychological attributes. In all analyses, a
p-value less than 0.05 was used as the criterion to determine significant differences.
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Figure 4. A flowchart of statistical analysis used in this study.

3. Results

3.1. Effect of Traffic Sounds on Psychological Responses

Four psychological dimensions were measured in this study, with greater values
indicating higher perceived acoustic comfort (AC), annoyance (AN), arousal (AR), and
pleasure (PL). As shown in Figure 5, a strong adverse effect of traffic sounds on psychologi-
cal responses was found, which led to lower comfort, higher annoyance, higher arousal,
and lower pleasure compared with the silence group. A MANOVA was conducted to
investigate the effect of traffic sounds on the psychological responses, as shown in Table 1.
The main effects of acoustic variables, including sound type and the sound level were found
to be statistically significant (Sig. < 0.05) with no interactions. Moreover, no significant
difference was found between different gender groups.

Figure 5. Effect of sound level on psychological responses. The vertical bar represents 95% confidence
interval.
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Table 1. Results of multivariate tests of psychological evaluations to traffic sounds. AC, AN, AR, and
PL represent the evaluation of acoustic comfort, annoyance, arousal, and pleasantness, respectively.
* and ** represent significant difference at 0.05 and 0.01 level, respectively.

Variables Psychological Response F Sig. η2
p

Sound Type

AC 2.93 0.03 * 0.02
AN 4.58 0.00 ** 0.04
AR 1.40 0.24 0.01
PL 2.19 0.09 0.02

SPL (LAeq)

AC 80.86 0.00 ** 0.32
AN 98.56 0.00 ** 0.36
AR 75.45 0.00 ** 0.30
PL 74.41 0.00 ** 0.30

Gender

AC 0.65 0.42 0.00
AN 0.66 0.42 0.00
AR 0.00 0.96 0.00
PL 0.00 0.96 0.00

Sound Type *
SPL

AC 0.38 0.89 0.01
AN 0.46 0.84 0.01
AR 0.29 0.94 0.00
PL 0.17 0.98 0.00

As for the sound level, significant differences were observed in all four psychological
responses. The effect size factor (η2

p) indicated that the sound level was the most dominant
factor for all four psychological attributes. As shown in Figure 5, the decrease in the
sound level led to significant improvements in psychological responses (more comfort, less
annoyance, less arousing, and more pleasant). Further pairwise comparison (LSD) showed
that differences between any sound levels were significant (Sig. < 0.05) for all psychological
attributes. Considering that there were no interactions between the sound type and sound
level, this tendency was agreed upon in all traffic sound groups.

Although less influential than the sound level, the sound type factor showed significant
impacts on acoustic comfort (F = 2.93, Sig. = 0.03 < 0.05) and noise annoyance (F = 4.58,
Sig. = 0.00 < 0.05). However, no significant effects of the sound type on arousal and
pleasantness were found. By further pairwise comparison (Figure 6), it was found that
the impact of tram sound on acoustic comfort (AC), arousal (AR), and pleasure (PL) was
higher than that of road traffic sound (Sig. = 0.004 < 0.05). Meanwhile, for noise annoyance,
the impact of tram sound was significantly higher than those of the other three traffic
sounds (pR,T = 0.001; pC,T = 0.004; pH,T = 0.015). This result showed that the tram sound
had a greater impact on how people perceive the acoustic environment at the same sound
level. As shown in Figure 2, the tram sound occurred for the shortest duration in this
experiment. Moreover, a negative correlation between the psychological impact of traffic
sounds (T > H > C > R) and the duration of the sound (T < H < C < R) can be observed
in Figure 6. As discussed in Section 2, the 2 min A-weighted equivalent sound level was
used to normalize the acoustic stimuli in this study. Therefore, the shortest sound duration
time (tram sound) led to the highest peak sound level. The results in Figure 6 indicate that
the effect of traffic sound type on psychological responses might be caused by the peak
sound level. Another MANOVA was carried out by replacing the equivalent sound level
(LAeq) with the peak sound level (LAFmax) to investigate the influence of the sound level
parameters. It was found that the peak sound level (LAFmax) was the only influential
factor for all four psychological attributes in this analysis. This result indicated that the
impact of traffic sound on the perceived acoustic environment was mainly determined by
the peak sound level when the traffic sounds showed significant temporal variations. In
terms of sound level index for evaluating the perceptual impact, LAFmax showed better
performance than LAeq when both the road traffic sound and the railway sound were
considered.
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Figure 6. Effect of sound type on psychological attributes. R, C, H, and T represent the road
traffic, conventional train, high-speed train, and tram, respectively. The vertical bar represents 95%
confidence interval. * and ** represent significant differences in pair-wise comparison (LSD) at a 0.05
level and 0.01 level, respectively.

3.2. Effect of Traffic Sounds on Physiological Responses

Table 2 shows the MANOVA results between experiment variables and physiological
responses (mean change in EDA and HR). It was found that the physiological responses
were significantly affected by both the acoustic factors and the non-acoustic factors, includ-
ing sound level, gender, and exposure time. Meanwhile, the interactions between factors,
including sound type by sound level and sound type by gender, were also observed to be
influential on the change in physiological parameters.

Table 2. MANOVA results of physiological evaluations to traffic sounds. * and ** represent significant
difference at 0.05 and 0.01 levels, respectively.

Variables
HR EDA

F Sig. η2
p F Sig. η2

p

Gender 60.389 0.000 ** 0.03 57.247 0.000 ** 0.03
Time 2.699 0.019 * 0.01 0.113 0.989 0.00

Sound Type 0.456 0.713 0.00 2.293 0.076 0.00
SPL 6.033 0.002 ** 0.01 3.615 0.027 * 0.00

Sound Type * SPL 2.365 0.028 * 0.01 2.835 0.009 ** 0.01
Sound Type * Gender 0.261 0.853 0.00 6.079 0.000 ** 0.01

Sound Type * Time 0.102 1.000 0.00 0.006 1.000 0.00

In terms of acoustic factors, the sound level showed significant influences on both EDA
(F = 3.615, Sig. = 0.027) and HR (F = 6.033, Sig. = 0.002). The main effect of the sound type
was found to not be significant on neither EDA (F = 2.293, Sig. = 0.076) nor HR (F = 0.456,
Sig. = 0.713). Instead, significant interaction effects of sound type and sound level were
observed on EDA (F = 2.835, Sig. = 0.009) and HR (F = 2.365, Sig. = 0.028). In general, this
result indicated that the sound level played a more important role in the physiological
impact of traffic sounds than the sound type. However, the tendencies between sound level
and physiological indicators might be different for different traffic sounds. Therefore, a
pairwise comparison by nonparametric Mann–Whitney U test was applied.

Figure 7 shows the relationship between the sound level and physiological indicators
in different sound groups. From the pairwise comparison in the Mann–Whitney U test,
significant differences were identified in each traffic sound group with the variation in
the sound level. All the significant differences were found within the road traffic sound
group (R) and high-speed train group (H). As for EDA, two significant differences were
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observed: (1) road traffic sound: a significant decrease with SPL increased from 55 dB
to 65 dB (χ2(1) = 2.227, p = 0.026); (2) high-speed train sound: a significant increase
with SPL increased from 45 dB to 65 dB (χ2(1) = 2.320, p = 0.020). As for HR, three
significant differences were observed: (1) road traffic sound: a significant increase with
SPL increased from 45 dB to 65 dB (χ2(1) = 3.605, p = 0.002); (2) road traffic sound: a
significant increase with SPL increased from 55 dB to 65 dB (χ2(1) = 2.807, p = 0.005);
(3) high speed train sound: a significant increase with SPL increased from 45 dB to 65 dB
(χ2(1) = 2.662, p = 0.008).

 

 

Figure 7. Interaction effect of sound level and sound type on EDA and HR. The vertical bar represents
95% confidence interval. * and ** represent significant differences in the Mann–Whitney U test at a
0.05 level and 0.01 level, respectively.

This result showed that the influence of the sound level on physiological responses
depended on the sound type. In general, the relationship between the sound level and
physiological parameters could be divided into two categories: (1) sound-level-sensitive
group: road traffic sound (R) and high-speed train (H); (2) sound-level-insensitive group:
conventional train (C) and tram (T). For the conventional train (C) and tram (T), the
variation in sound level from 45 dB to 65 dB hardly affected the change in participant’s
physiological indicators. In contrast, considerable impacts on physiological responses were
observed by the increase in sound level of road traffic sound (R) and high-speed train
sound (H). This phenomenon was the same in both EDA and HR. As for HR, the tendency
was agreed in the road traffic group (R) and tram group (T) that HR increased with the
increase in sound level. However, the increase in sound level led to the increase in EDA
under high-speed train sound (H) and the decrease in EDA under road traffic sound (R). It
was also found that all the significant differences were caused by increasing the sound level
to 65 dB, although the influence of the change between 45 dB and 55 dB was minimal. This
result indicated that the subjects were more physiologically sensitive to the sound level
when expose to high-level traffic sounds.
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As for non-acoustic factors, the main effect of gender and exposure time was found
to be influential on the participant’s physiological responses. Regarding the effect size,
gender was found to be the most influential factor for both EDA and HR (η2

p = 0.03). As
shown in Figure 8, the changes in HR and EDA of male subjects were lower and higher than
those of female subjects, respectively. Significant effects of exposure time on HR (F = 2.699,
Sig. = 0.019) are exhibited in Figure 8, where no effect on EDA (F = 0.113, Sig. = 0.989) was
found. With the increase in exposure time, HR significantly decreased by approximately
3% in the first 60 s, and gradually steadied after 80 s.

Figure 8. Effect of gender and exposure time on physiological responses to traffic sounds. The vertical
bars represents 95% confidence intervals.

In addition, an interaction effect of gender and sound type was observed on EDA,
as shown in Figure 9. In pairwise comparison by the Mann–Whitney U test within
each gender group, three significant differences were observed: (1) the EDA of males
under high-speed train sound was significantly lower than that under the tram sound
(χ2(1) = 2.323, p = 0.020); (2) the EDA of female participants under high-speed train
sound was significantly higher than that under the conventional train sound (χ2(1) = 2.267,
p = 0.023); and (3) the EDA of female participants under high-speed train sound was sig-
nificantly higher than that under the road traffic sound (χ2(1) = 2.142, p = 0.032). In
general, exposure to high-speed train sound led to lower and higher EDA for male and
female subjects, respectively. This result indicated that the impact of the high-speed train
sound on EDA response was different from those of other sounds, which also agreed with
the results in Figure 7.

Figure 9. Interaction effect of gender and sound type on EDA. R, C, H, and T represent the road
traffic, conventional train, high-speed train, and tram, respectively. The vertical bar represents 95%
confidence interval. * represents significant difference in the Mann−Whitney U test at a 0.05 level.
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3.3. Relationship between Psychological and Physiological Responses

A correlation analysis was applied to reveal the relationship between the psychological
responses and physiological responses for the 12 experiment stimuli. As shown in Table 3,
all four psychological responses were highly correlated with each other (r = 0.986~0.998,
p < 0.01), which indicated that the psychological evaluations of the traffic sounds (AN, AR,
and PL) had considerable influences on the evaluation of the overall acoustic environment
(AC). It was also found that the HR was significantly correlated with all four psychological
dimensions (r = 0.624~0.691, p < 0.05). A lower perceptual impact of sound (more comfort,
less annoying, less arousal, and more pleasant) led to lower HR, as shown in Figure 10.
However, the EDA was found to be independent of the psychological responses and the HR.

Table 3. Correlation analysis between psychological and physiological responses. * and ** represent
significant correlations at 0.05 and 0.01 levels, respectively.

Pearson Correlation
Psychological Physiological

AC AN AR PL EDA HR

Psychological

AC 1.000
AN −0.986 ** 1.000
AR −0.993 ** 0.986 ** 1.000
PL 0.992 ** −0.987 ** −0.998 ** 1.000

Physiological EDA −0.092 0.131 0.064 −0.062 1.000
HR −0.689 * 0.624 * 0.691 * −0.687 * 0.124 1.000

Figure 10. Relationship between psychological response (annoyance) and physiological responses. R,
C, H, and T represent the road traffic, conventional train, high-speed train, and tram, respectively.

This result was based on the analysis of all four considered traffic sounds, which
could be different in different traffic sound groups, as shown in Figure 10. Strong positive
correlations between annoyance and physiological responses were observed in the high-
speed train group (H). However, for the tram (T) and the conventional train group (C),
the noise annoyance was independent of both the EDA and the HR. As for the road traffic
sound (R), the noise annoyance was highly correlated with the HR, as shown in Figure 10.
As discussed in Sections 3.1 and 3.2, the psychological responses were dominated by the
sound level. Meanwhile, the physiological responses were also significantly affected by the
interaction of the sound type and the sound level. Therefore, only weak correlations were
found between the psychological responses and the physiological responses which varied
in different sound groups.

4. Discussion

As for psychological evaluations, it was found that the traffic sounds brought con-
siderable impacts on the acoustic environment in office space, which constantly increased
with the increase in sound level. This result indicated that the control of traffic sound level
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was efficient for reducing the psychological impact at any sound level, which agreed with
the dose–response curve established by the long-term field survey [59,60]. In addition,
significant effects of the sound type on acoustic comfort and noise annoyance were also
found, which were further revealed to be caused by the peak sound level. In this study,
both the continuous sound (road traffic sound) and the intermittent sound (railway sound)
were considered in the short-term sound exposure experiment. Under this condition, the
peak sound level was more appropriate for evaluating the perceptual impact of sounds.
This result agreed with the result in the literature in other indoor spaces [61]. However, if
the analysis was conducted focusing on one single traffic sound source, for instance, the
high-speed train sound, the equivalent sound level representing the average energy of the
sound might be more appropriate because the temporal structures of sounds were similar.
The results in this study indicated that for evaluating the perceptual impact of short-term
traffic sound exposure, the peak sound level could be used as a common index for different
traffic sounds, instead of setting an adjusting factor according to the sound type.

As for physiological responses, a complex interaction effect of acoustic factors and non-
acoustic factors on physiological indices was found. In general, the sound level showed
significant influences on both the EDA and HR. Regarding the road traffic sound, the
increase in sound level led to higher HR and EDA levels, which agreed with most results
in the existing literature [35,37,40].

However, different from the existing literature, the physiological impacts of three
railway sounds were also examined and compared with road traffic sound in this study. The
results showed that the influence of the sound level on physiological responses depended
on the sound type. As for the conventional train and tram, the influence caused by sound
level variation from 45 to 65 dB hardly affected the participant’s HR and EDA. In contrast,
the sound level was found to be influential in the road traffic group and the high-speed
train group on HR and EDA. The results in this study revealed the importance of sound
source recognition for evaluating the physiological impact of traffic sounds. It was also
reported in the literature that the effect of other sound, for example, sound in hospitals [62],
environmental sounds [23], and floor impact sounds [63], could be very different from
continuous sounds. In the field of soundscape research, when multiple sound sources are
considered, including artificial sounds, natural sounds, and music, it was suggested that
the sound source was a dominant factor to determine the physiological effect of the acoustic
environment [41,53,64]. Some other long-term exposure studies also found a difference
between road traffic and railway sound, in which the road traffic sound and railway sound
showed different impacts on other physiological parameters (blood pressure) [65].

Relative weak correlations between the psychological responses and physiological
responses under the impact of traffic sounds were found in this study, which were also
affected by the sound type. The HR was found to be significantly correlated with psycho-
logical evaluations of the sound, whereas lower HR was found under the exposure to less
annoying, less arousing, and less unpleasant sounds. Similar results were also reported
in relevant soundscape studies, in which pleasantness and eventfulness were found to be
correlated with the HR and EDA [25,66]. Although significant associations were found, the
results in this study showed that the physiological responses, which indicated the potential
long-term health effect, could not be fully predicted by the self-reported psychological re-
sponses. Therefore, to comprehensively investigate the traffic sound impact, the collection
of physiological responses might be necessary.

In general, the results in this study showed that the psychophysiological effects of
traffic sounds on people were different. One main reason for this phenomenon is the
difference in temporal characteristics. As the spectrogram shows in Figure 2, the major
difference between road traffic sound and railway sounds was the duration time. The
results in Section 3 further proved that the differences in duration time led to differences in
psychological responses. As for the physiological responses, results in this study also found
that there were significant differences between the continuous traffic sound (road traffic)
and the intermittent sounds (railway sounds). However, it should be noted that some of
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the results could not be fully explained by the temporal characteristics. In Section 3, the
high-speed train sound was found to have different physiological effects on people when
compared with other railway sounds. However, the duration of high-speed train sound
was similar to that of the tram sound. In addition to temporal differences, the spectral
differences between different traffic sounds were also observed in this study. As shown
in Figure 2, there were more high-frequency components in high-speed train sounds than
in other railway sounds. Moreover, there were significant concentrations of magnitudes
in the beginning and the end of the stimuli in the conventional train and tram sounds.
The combination of spectral and temporal characteristics made the participants be able to
recognize the traffic sound type, which could not be simply described by the sound level
and duration time.

Regarding the sound control treatments, the results in this study revealed that the
decrease in the sound level did not necessarily lead to the reduction in the impact from
traffic sounds, because the physiological responses for some traffic sounds (conventional
train and tram) were not sensitive to the sound level. Therefore, different strategies should
be especially designed according to the sound type. As for the road traffic sound and the
high-speed train sound, the sound control treatments, for instance, sound barrier, could be
efficient both psychologically and physiologically. However, for conventional train and
tram, such treatments hardly reduced the sound impact on the residents’ physiological state.
It has been found that the presence of natural sounds, including bird singing and water
sound, could improve perceptual evaluations of the acoustic environment. Moreover, it was
suggested that in the mixed soundscape, the physiological responses were correlated with
the pleasantness of the overall acoustic environment [25]. A positive physiological effect
of birdsong mixed with road traffic sound was reported in [38]. Therefore, introducing
pleasant natural sound elements might be a potential solution for masking the physiological
impacts of conventional train and tram sound.

This study also has some limitations. First, silence was chosen as the baseline condition
to investigate the fundamental effect of traffic sounds on people in offices. Therefore, the
scenario considered in this study was more related to offices in which traffic sounds
are the dominant sound sources, including offices very close to traffic lines and quiet
single working spaces (for instance, home working spaces). However, there are inevitable
other sound sources in office spaces, which also have significant impacts on people [6].
As for open-plan offices, conversation sounds were reported to be the most influential
sound source on the perception of acoustic quality and work-related quality [2]. Therefore,
in offices with multiple sound sources, the effect of traffic sounds might be different.
Future studies need to be conducted to investigate the effect of combined sounds on
people in such office spaces. Second, the experimental stimuli in this study were collected
adjacent to the traffic lines to avoid accidental environmental sounds. However, there
were inevitable differences between the recorded traffic sounds and the sounds received
inside the offices because the reflections and absorptions were not considered. In future
studies, the interaction effect of traffic sound characteristics and indoor acoustic quality
could be further investigated. Third, the sound level equalization of experimental stimuli
was carried out without using a head and torso simulator, which could lead to errors in the
traffic sound levels.

5. Conclusions

A laboratory experiment on the psychophysiological responses to traffic sounds was
conducted in this study. MANOVA was applied to identify the influential factor that had
significant effects on the psychophysiological responses. The following results were obtained:

(1) The traffic sounds brought considerable impacts on the psychophysiological responses
of the acoustic environment in office space, which depended on the sound type.
Without considering the interaction with other indoor noises, all traffic sounds were
found to have adverse psychological effects on the overall acoustic environment. As
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for the physiological responses, the effect of sound type was found to interact with
the sound level and non-acoustic factors (gender);

(2) The sound level was found to be the most influential factor on the psychophysiological
responses. The negative effects of traffic sounds on psychological responses were
found to constantly increase with the increase in the sound level. The peak sound
level showed better performance than the equivalent sound level in evaluating the
perceptual impact of short-term sound exposure. The relationship between sound
level and physiological parameters varied among different sound groups. The varia-
tion in sound level hardly affected the participants’ HR and EDA when exposed to
the conventional train and tram sound. In contrast, HR and EDA were significantly
affected by the levels of road traffic sounds and high-speed train sounds;

(3) Non-acoustic factors were found to be influential on the physiological responses. The
HR was found to decrease with the increase in exposure time. Gender was found to
be an important factor of the physiological parameters, which also had an interaction
effect with the noise level;

(4) Relatively weak correlations between the psychological evaluations and HR were
found, whereas the relationship between the psychological attributes and EDA was
found to be significantly affected by the sound type.

Although the current study was based on a laboratory experiment, the results pre-
sented in this study may serve as a supplementary tool for architects, planners, and city
managers to estimate not only the impact of traffic sounds on the urban environment, but
also the effectiveness of noise treatments. Future research will focus on how to reduce the
impact of traffic sounds, including (a) the effect of sound barriers on the psychophysiologi-
cal responses when exposed to traffic sounds; (b) effectiveness of soundscape treatments
on masking traffic sounds, for example, introducing natural sounds to reduce the impact
brought by traffic sounds.

Author Contributions: Conceptualization, B.Y.; methodology, B.Y., J.B. and L.W.; formal analysis, B.Y.
and Y.C.; investigation, J.B., and L.W.; data curation, B.Y.; writing—original draft preparation, B.Y.;
writing—review and editing, B.Y.; supervision, B.Y.; project administration, B.Y.; funding acquisition,
B.Y. All authors have read and agreed to the published version of the manuscript.

Funding: This research was funded by the National Natural Science Foundation of China (Project
No. 51808030).

Institutional Review Board Statement: The study was conducted according to the guidelines of
the Declaration of Helsinki, and approved by the Institutional Review Board of Beijing Jiaotong
University, School of architecture and design.

Informed Consent Statement: Informed consent was obtained from all subjects involved in the study.

Acknowledgments: The authors wish to thank Wu Wei and Li Junjie, for their help with the VR
software.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Yang, W.; Krishnan, S. Combining temporal features by local binary pattern for acoustic scene classification. IEEE/ACM Trans.
Audio Speech Lang. Process. 2017, 25, 1315–1321. [CrossRef]

2. Jo, H.I.; Jeon, J.Y. Influence of indoor soundscape perception based on audiovisual contents on work-related quality with
preference and perceived productivity in open-plan offices. Build. Environ. 2021; 108598, in press. [CrossRef]

3. Meng, Q.; An, Y.; Yang, D. Effects of acoustic environment on design work performance based on multitask visual cognitive
performance in office space. Build. Environ. 2021, 205, 108296. [CrossRef]

4. Landström, U. Noise and fatigue in working environments. Environ. Int. 1990, 16, 471–476. [CrossRef]
5. Zhang, M.; Kang, J.; Jiao, F. A social survey on the noise impact in open-plan working environments in China. Sci. Total Environ.

2012, 438, 517–526. [CrossRef] [PubMed]
6. Torresin, S.; Albatici, R.; Aletta, F.; Babich, F.; Oberman, T.; Stawinoga, A.E.; Kang, J. Indoor soundscapes at home during the

COVID-19 lockdown in London—Part II: A structural equation model for comfort, content, and well-being. Appl. Acoust. 2022,
185, 108379. [CrossRef]

114



Buildings 2022, 12, 6

7. Saadu, A.A.; Onyeonwu, R.O.; Ayorinde, E.O.; Ogisi, F.O. Road traffic noise survey and analysis of some major urban centers in
Nigeria. Noise Control Eng. J. 1998, 46, 146–158. [CrossRef]

8. Abo-Qudais, S.; Abu-Qdais, H. Perceptions and attitudes of individuals exposed to traffic noise in working places. Build. Environ.
2005, 40, 778–787. [CrossRef]

9. Kotzeva, M.M.; Brandmüller, T. Urban Europe: Statistics on Cities, Towns and Suburbs; 2016 edition; Publications office of the
European Union: Luxembourg, 2017; ISBN 9279601407.

10. Chen, J. Rapid urbanization in China: A real challenge to soil protection and food security. Catena 2007, 69, 1–15. [CrossRef]
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Abstract: Promoting environmental innovation through environmental regulation is a key mea-
sure for cities to reduce environmental pressure; however, the role of environmental regulation in
environmental innovation is controversial. This study used the number of environmental patent ap-
plications to measure urban environmental innovation and analyzed the role of urban environmental
regulation on urban environmental innovation with the help of the spatial Durbin model (SDM).
The results showed that: (1) From 2007 to 2017, the number of environmental patent applications
in China has grown rapidly, and technologies related to buildings dominated the development of
China’s environmental innovation. (2) Although the number of cities participating in environmental
innovation was increasing, China’s environmental innovation activities were highly concentrated in
a few cities (Beijing, Shenzhen, and Shanghai), showing significant spatial correlation and spatial
agglomeration characteristics. (3) Urban environmental regulation had a positive U-shaped relation-
ship with urban environmental innovation capability, which was consistent with what the Porter
hypothesis advocates.

Keywords: environmental regulation; environmental innovation; environmental patent; spatial
Durbin model; China cities

1. Introduction

The urban environment is a major contributor to climate change, mainly due to its
high dependence on natural resources [1]; therefore, cities can be key players in combating
climate change by addressing environmental sustainability actions (e.g., formulating pollu-
tion discharge standards, collecting pollution taxes, granting emission reduction subsidies,
issuing pollution permits, etc.) to encourage enterprises to carry out environmental innova-
tion in order to reduce emissions [2]. China has ushered in rapid urbanization for nearly
40 years under the “competition for growth” economic development mode since reform
and opening-up; however, it is also facing increasingly severe urban environment pres-
sures [3]. It is undeniable that the Chinese government attaches increasing importance to
environmental protection, and increasingly strict environmental regulations are constantly
being implemented in China [4].

The realization of strong decoupling between urban economic growth and environmen-
tal degradation crucially depends on technological improvements, which is environmental
innovation. Environmental innovation is a core topic in research fields, such as envi-
ronmental economics, innovation economics, and innovation management, emphasizing
innovative behavior based on environmental protection or reducing environmental dam-
age. The academic community has carried out a great deal of research on environmental
innovation, including the assessment of environmental innovation ability, the determinants
of environmental innovation, the economic and environmental effects of environmental
innovation, environmental innovation policy design, etc. Since environmental innovation
puts more emphasis on production and output [5,6], research on environmental innovation
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at the enterprise level has become the mainstream [7]. Similarly, environmental innova-
tion is generally considered to be a response of enterprises to government environmental
regulations. However, the academic circle has not yet formed a conclusion regarding the re-
lationship between environmental regulation and environmental innovation, and rather has
formed a binary opposition between two theories, namely the “Porter hypothesis” [8] and
the “repression hypothesis” [9]. In addition, many scholars hold a wait-and-see attitude,
indicating that the relationship between the two needs more verification [10].

Recently, with the promotion of regional innovation system theory [11], the relation-
ship between environmental regulation and environmental innovation (green innovation
efficiency, green development efficiency) has become a hot topic in environmental eco-
nomic geography, regional economics, urban economics, innovation geography, and other
fields [12,13]. Due to the large regional differences and the local competition brought by
decentralization, China is the best-case field for this hot research topic. Many studies have
revealed the positive correlation between environmental regulations and environmental
innovation at the regional level in China [14]; however, there are some studies that have
found a non-linear relationship between China’s urban environmental regulation and
urban environmental innovation, showing a U-shaped pattern. That is, the effect of envi-
ronmental regulation on environmental innovation shows the characteristics of restraint in
the short term and promotion in the long term [13]. In addition, some scholars believe that
the impact of China’s environmental regulation on environmental innovations presents
significant spatial heterogeneity; that is, the relationship between the two in eastern China
is significantly positive, while the relationship between the two in the central and western
regions needs more discussion [15].

Looking at the existing regional or city-level related research, it is not difficult to find
that the relationship between environmental regulation and environmental innovation
still needs to be tested with more empirical research. One of the main reasons for the
differences in existing research results is that scholars have used different research methods
in measuring regional or urban environmental innovation capabilities. Some use the input–
output analysis method to measure the efficiency of regional environmental innovation [14],
some use the number of environmental patent applications (not completely covering all
patent categories) to measure the environmental innovation capability [15], and others use
alternative indicators to measure regional environmental innovation capability [16].

The purpose of this paper is to explore the relations between environmental regu-
lation and environmental innovation in China from a city-level perspective. The main
contributions are twofold. First, this paper has enriched the literature that uses patent
data to measure urban environmental innovation. Based on the contribution of Haščič
and Migotto [17], we analyzed the developments of urban environmental innovation in
China from 2007 to 2017 by identifying the environment-related patents. Second, this paper
has also enriched the literature on the relationships between environmental regulation
and environmental innovation. Based on the spatial econometric model, we explored
the relationship between urban environmental regulation and environmental innovation
in China.

The remainder of the article is organized as follows. Section 2 provides a short litera-
ture review of the current research on the relationship between environmental regulations
and environmental innovation. Section 3 introduces the data and methodology used in this
paper. Section 4 presents the empirical results, and Section 5 discusses our findings and
concludes this paper.

2. Theoretical Background

Exploring the relations between environmental regulation and environmental innova-
tion is the core issue of environmental economics and other related disciplines. Environ-
mental economics regards environmental regulation as a policy tool for internalizing the
external costs of enterprises, focusing on the impact of environmental regulation on enter-
prises and the impact of different policy tools on enterprise innovation behavior. However,
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what kind of impact will environmental regulation have on environmental innovation?
This has always been a controversial and interesting topic. The mainstream view agrees
that environmental regulation can induce innovation and bring about innovation compen-
sation and competitive advantage; this is the “Porter Hypothesis” [9], which states that
market-oriented policy instruments (such as pollution taxes, emission reduction subsidies,
and pollution permits) can stimulate enterprises to carry out environmental innovation
more than command-and-control regulations (such as pollution standards, emission quotas,
etc.) [18].

However, there are also views that strict environmental regulations may have a nega-
tive impact on enterprises, and will not only increase the production cost of the enterprise
and the survival risk of the enterprise, but also bring about the transfer of pollutants. For
example, some companies experienced a severe decline in financial performance after imple-
menting environmental innovation and did not achieve Porter’s “win-win” situation [19].
Some studies also found that environmental regulation can lead to the decline of enterprise
productivity, even producing negative spillover effects on the national economy. Barbera
and McConnell [20] found that the main reason for the decline in the performance of steel,
nonferrous metals, paper, chemical, and non-metallic mineral products industries in the
United States was the increase in pollution control investment caused by environmental
regulation. Moreover, environmental regulations will have different effects on enterprises
of different sizes and types. Numerous studies have shown that environmental innovation
practices vary greatly between companies. Large companies, especially multinational com-
panies, are pioneers and leaders in environmental innovation, while Small and Medium
Enterprises (SMEs) have shown more uncertainty in environmental innovation [21,22]. In
addition, according to the research of Ouyang et al. (2020) concerning China, environmental
supervision is not conducive to technological innovation of state-owned enterprises due to
the high cost of energy conservation and emission reduction, and industries with higher
market competition and human capital investment tend to have stronger environmental
innovation capabilities. It was also found that the scale of the regional economy also has a
significant impact on the regional environmental innovation capacity [3,23,24].

Contrary to the above two opposing views, some scholars hold that the impact of envi-
ronmental regulation on green technology innovation is uncertain. For example, Mody [25]
found that there was no obvious correlation between the increased emission reduction
expenditure of environmental regulation and environmental innovation. Jaffe and Palmer’s
research [26] on US manufacturing showed that the impact of environmental regulation on
environmental innovation is not significant. In summary, the relations between environ-
mental regulation and environmental innovation have aroused controversy in academia.
Research conclusions are often different due to differences in research cases (industry
differences, scale differences, type differences, etc.) and measurement methods (measures
of environmental regulation and measures of environmental innovation). Environmental
innovation is widely believed to be the strategic adjustment of enterprise development in
response to environmental regulation to gain competitive advantages; thus, the relations
between environmental regulation and environmental innovation at the enterprise level
have always been the focus of attention [27], while research on the relationship between
environmental regulation and environmental innovation at the city level is still rare.

Based on the perspective of urban space in China, this study first measured the
intensity of urban environmental regulation and urban environmental innovation capability
in China, and then used a spatial econometric model to explore the relationship between
environmental regulation and urban environmental innovation ability, to make up for the
spatial factors that have not been fully considered in previous studies.

3. Data and Methods

3.1. Measuring Environmental Regulation

Measuring the intensity of environmental regulation is the first step to test the re-
lationship between environmental regulation and environmental innovation. Existing
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literature has launched an active attempt to quantify environmental regulations, which can
be roughly divided into four categories.

The first is to use environmental governance expenditures to measure the intensity
of environmental regulations. Related indicators include the government investment in
pollution control and other incentive policies [28], pollutant emission reduction expenditure,
and other regulatory measures [29]. The second is measurement of the emission level of
pollutants or treatment level, such as the scale of pollutant emissions, pollutant treatment
rate, domestic sewage treatment rate, etc. The third measurement method is based on the
input–output analysis framework to build an environmental regulation intensity evaluation
system. For example, Sauter [30] believed that environmental regulation is an input–
output process, and the measurement of environmental regulation should include three
dimensions: input, process, and result. The last method is to use alternative indicators
to measure environmental regulation [31]. To avoid the complexity of the measurement
of environmental regulation indicators, some studies have used alternative indicators to
express the degree of environmental regulation, such as the lead content in gasoline [32]
and the income level of residents [33].

Comparing the four methods mentioned above, it seems that the comprehensive con-
struction of an environmental regulation evaluation system is a very reasonable description
method; however, due to the limitations of data availability and index screening, it is diffi-
cult to apply to city-level research. Moreover, it is controversial to use alternative indicators
to measure environmental regulation. For example, the income of residents in developed
countries may reflect the high requirements for environmental protection, while in many
developing countries, due to the limitation of the development stage, most areas may be
at the left end of the environmental Kuznets curve; that is, a higher per capita GDP may
correspond to a lower intensity of environmental regulation. Placing the research in the
context of China, when the lower limit of the research scale is cities rather than provinces,
the data for pollutant emission reduction expenditure investment is almost impossible to
obtain; however, the pollutant emission level has official statistics.

According to past experiences [4], this paper constructed a comprehensive index of
environmental regulation intensity in China city systems based on three indicators: the
comprehensive utilization rate of industrial solid waste, domestic sewage treatment rate,
and domestic waste harmless treatment rate. The relevant data are from the China City
Statistical Yearbook and the specific methods are as follows: firstly, the extreme value
method was used to standardize the treatment rate of the three pollutants (Equation (1));
second, considering the differences in the discharge of pollutants in each city, if a city had a
large discharge of pollutants, the same treatment rate for such pollutants may mean stricter
environmental regulations, so a greater weight was assigned; third, the weighted average
of the treatment rates of three pollutants in a city was taken as the intensity of the city’s
environmental regulations (Equation (2)).
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In Equation (2), Environ_Regui,t is the comprehensive index of environmental regula-
tion intensity in city i at time t. Prg

t is the emission of pollutant g in China as a whole.

122



Int. J. Environ. Res. Public Health 2022, 19, 139

3.2. Measuring Environmental Innovation

Given its multi and transdisciplinary features, there are many concepts related to
environmental innovation, such as green innovation, eco innovation, and sustainable inno-
vation [34]. Due to this unclear definition, these concepts are usually interchangeable [35].
However, in terms of measurement, studies to date have employed different perspectives
and methods. Existing environmental innovation measurements also can be classified into
four categories.

The first is the overall measurement of environmental innovation by constructing
an evaluation system covering as many indicators as possible [36,37]. The second is to
focus on environmental innovation input, usually measured by environmental R&D invest-
ment [38]. The third is to focus on environmental innovation output, usually measured by
environmental patents [17,39]. Due to their quantifiable and available features, patents,
especially those related to the environment, are widely used to measure environmental in-
novation [40,41]. The fourth is to focus on the process of environmental innovation, usually
using environmental innovation efficiency as a proxy for environmental innovation [42–44].
Existing research has completed the measurement of the environmental innovation effi-
ciency of some enterprises (large enterprises, SMEs, or specific enterprises), cities, regions,
and countries [42].

Certainly, there are other methods for measuring environmental innovation; however,
they are relatively rare and impractical. For example, determining green products based on
industry and commodity classification would first require identification of the industry or
commodity classes that represent environmental. In this paper, we used environmental
patents to measure China’s environmental innovation at the city level due to their higher
availability and wider coverage when compared to environmental R&D investment, green
products, and other indicators.

Through referencing the identification strategies of environment-related technologies
(patents) proposed by Haščič and Migotto [17], this study obtained environmental patent
application data from the China Wanfang patent database (http://g.wanfangdata.com.
cn/index.html, accessed on 1 December 2021). The environment-related technologies (see
Table A1 in Appendix A) in this paper include energy technology (climate change mitiga-
tion technologies, related energy generation, transmission of distribution etc.), greenhouse
gas treatment technology (capture, storage, sequestration, or disposal of greenhouse gases),
transportation technology (climate change mitigation technologies related to transporta-
tion), building technology (climate change mitigation technologies related to buildings),
environmental management technology (technologies of air pollution abatement, water
pollution abatement, waste management, soil remediation, and environmental monitoring),
and water-related adaptation technology (technologies of water conservation and avail-
ability). We assigned these environmental patents to cities in China based on the address
of the patent applicant, including municipalities directly under the central government
(e.g., Beijing, Shanghai, Tianjin, and Chongqing), prefecture level cities (e.g., Hangzhou,
Suzhou, Guangzhou, Shenzhen, Nanjing, etc.), autonomous prefectures (e.g., Dali Bai
Autonomous Prefecture, Enshi Tujia and Miao Autonomous Prefecture, Chuxiong Yi Au-
tonomous Prefecture, etc.), prefecture regions (e.g., Altay, Ali, Aksu, etc.), leagues (e.g.,
Xilingol League, Alashan League, and Xingan League) and counties directly under the
jurisdiction of provinces (e.g., Xiantao, Qianjiang, Tianmen, etc.).

Table 1 shows the development trend of environmental innovation in China in the past
decade. From 2007 to 2017, environment-related patent applications increased from 87,691
to 307,929, with an average annual growth rate of 13.4%. In addition to being slightly lower
than the field of energy in 2010, technologies related to buildings have always ranked first,
increasing from 35,850 in 2007 to 105,681 in 2017.

Table 2 shows the proportion of environmental patents in Chinese patent applications.
Although the number of environmental patent applications has increased rapidly, its
proportion in all patent applications has shown a significant decline. At the urban scale,
the proportion of environmental patent applications in each city was also much lower than
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that of non-environmental patents. This seems to indicate that environmental innovation
has a higher production cost and a higher production threshold.

Table 1. Number of environment-related patent applications in different technical fields from 2007 to
2017 in China.

Year Envir_M. Energy Green_G. Building Water_A. Transp. Total

2007 6210 32,352 843 35,850 3096 9340 87,691
2008 13,792 28,279 6885 48,444 3772 9874 111,046
2009 5895 7608 4813 33,850 3647 1099 56,912
2010 17,089 57,814 12,124 56,861 3337 22,740 169,965
2011 18,540 19,153 10,646 39,759 6301 3393 97,792
2012 25,173 34,480 13,809 62,043 5279 5221 146,005
2013 35,994 46,295 20,848 61,992 9009 11,048 185,186
2014 31,122 45,123 19,122 55,958 7088 9666 168,079
2015 41,904 93,398 28,818 128,166 9834 50,700 352,820
2016 62,345 85,142 15,247 115,247 12,471 32,415 322,867
2017 83,090 79,562 10,081 105,681 13,440 16,075 307,929

Notes: Envir_M.: environmental management technology; Green_G.: greenhouse gas treatment technology;
Water_A.: water-related adaptation technology; Transp.: transportation technology.

Table 2. Proportion of environmental patents in overall patents from 2007 to 2017 in China.

Year Number of Environmental Patents Total Number of Patent Applications Proportion of Environmental Patents

2007 87,691 407,090 21.5%
2008 111,046 469,670 23.6%
2009 56,912 575,504 9.9%
2010 169,965 711,457 23.9%
2011 97,792 957,267 10.2%
2012 146,005 1,224,727 11.9%
2013 185,186 1,382,867 13.4%
2014 168,079 1,536,629 10.9%
2015 352,820 1,910,833 18.5%
2016 322,867 2,224,683 14.5%
2017 307,929 2,696,311 11.4%

3.3. Research Methodology
3.3.1. Variables

The interpreted variable in our study was urban environmental innovation capability
(EIC). Urban EIC was measured by the environmental patent applications.

The core explanatory variable was urban environmental regulation (ER). Referring
to the comprehensive index construction methods of Peng [4], this study selected three
indicators, namely the comprehensive utilization rate of industrial solid waste, domestic
sewage treatment rate, and domestic waste harmless treatment rate.

Innovation economics believes that, as an innovative activity that emphasizes environ-
mental protection or reduces environmental damage [34,35], the market drivers of general
innovation behavior (population, foreign direct investment (FDI), economic development
level, urban construction scale, etc.) and technology drivers (investment, human capital,
etc.) are also applicable and effective for explaining the determinants of environmen-
tal innovation [16,40,45]. For example, the relationship between FDI and environmental
innovation has been widely explored in the fields of innovation economics and innova-
tion management [46–48]. With the in-depth exploration of evolutionary economic and
grounded theory, scholars have found that innovation willingness and innovation attitude
have an important role in promoting environmental innovation, and environmental in-
novation is highly dependent on its own development mode, growth path, and industry
environment. Meanwhile, environmental innovation is a means for enterprises (especially
manufacturing) to respond to environmental regulations and participate in market compe-
tition. If a city’s industrial structure is dominated by industrial manufacturing, it would
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bear more responsibility for environmental protection and pollution reduction, and the
city will also introduce more environmental policies to stimulate enterprises to carry out
environmental innovation [3,13]. Besides, in China, different cities have different adminis-
trative levels. Cities with different administrative levels have certain differences in the level
of educational resources, investment in innovation resources, and convenience of patent
application or transfer.

Therefore, based on the existing innovation and environmental innovation literature,
we added eight control variables: urban size (U-S), urban FDI (U-FDI), urban economic
development level (U-EDL), urban technological innovation capability (U-TIC), urban
construction scale (U-CS), urban initial environmental innovation capacity (U-IEIC), urban
industrial structure (U-IS), and urban administrative level (U-AL). In terms of the mea-
surement of these indicators, this study used the urban population to characterize the U-S,
used the amount of foreign capital used in that year to characterize the U-FDI, used the
urban per capita GDP to measure the U-EDL, used the proportion of secondary industry
to measure the U-IS, and used the number of environmental patents of the city in 1990
to characterize U-IEIC (the China National Intellectual Property Administration (CNIPA)
began collecting patent data in 1985, and considering the incompleteness of the data in the
first few years, the data of 1990 was adopted). Regarding U-AL, we constructed a dummy
variable, which was 1 if the city is a provincial capital, and 0 otherwise. Unless otherwise
noted, data on control variables were obtained from China City Statistical Yearbook.

As discussed above, Table 3 lists and describes the interpreted, core explanatory, and
other control variables.

Table 3. Description of variables.

Variable Name Description Measurement

Interpreted variable
EIC Urban environmental innovation capability The number of environment-related patent applications.

Core explanatory variable

ER Urban environmental regulation The weighted average value of the treatment rates of
three pollutants.

Other control variables

U-S Urban size Urban registered residence population at the end of
the year.

U-EDL Urban economic development level Urban per capita GDP.
U-TIC Urban technological innovation capability Urban R&D investment.
U-FDI Urban FDI The amount of foreign capital actually used in that year.
U-IEIC Urban initial environmental innovation capacity The number of environmental patents of the city in 1990.
U-CS Urban construction Urban fixed asset investment.
U-IS Urban industrial structure The proportion of secondary industry.

U-AL Urban administrative level 1 if the city is a provincial capital, and 0 otherwise.

3.3.2. Spatial Correlation Analysis

To explore the spatial correlation of environmental innovation in China, this study
used the global Moran’s I index to conduct a spatial statistical analysis of environmental
innovation in China city systems [12]. The definition of the global Moran’s I index is:
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where Xi and Xj represent the EIC in city i and city j, respectively. Wij is the spatial weighted
matrix, n is the number of cities, and dij is the distance between city i and city j. The range
of values of the global Moran’s I index is [−1, 1].

Table 4 shows the global Moran’s I index results. The index of urban EIC in each period
was positive at the 1% level, and the Moran’s I of the six types of environment-related
technologies all showed a rising trend that was statistically significant at p < 0.01, indicating
a significantly positive spatial autocorrelation in the urban EIC of the 349 cities in China
from 2007 to 2017.
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Table 4. Global Moran’s I index of urban EIC (2007, 2012, and 2017).

Year Urban EIC
Different Types of Environment-Related Technologies

Envir_M. Energy Green_G. Building Water_A. Transp.

2007 0.182 *** 0.193 *** 0.107 *** 0.117 *** 0.257 *** 0.111 *** 0.176 ***
2012 0.252 *** 0.201 *** 0.185 *** 0.156 *** 0.326 *** 0.178 *** 0.267 ***
2017 0.324 *** 0.330 *** 0.202 *** 0.266 *** 0.353 *** 0.267 *** 0.273 ***

Note: ***, p < 0.01.

3.3.3. Random Effects Model

For the coldiag2 test, the condition number using scaled variables was 13.02; thus,
the variables passed the collinearity test [49]. To ensure the accuracy and credibility of
the estimated results of the F test, the fixed-effect model is considered to be significantly
better than mixed regression. Further, considering the addition of dummy variables and
according to the least squares dummy variables (LSDV) method, a Hausman test was used
to determine the use of random effects model.

3.3.4. Spatial Regression Model

Due to the significant spatial correlation of environmental innovation with cities in
China, a spatial panel regression model was considered for the detection of the determinants.
By comparing the spatial lag model (SLM), the spatial error model (SEM), and the spatial
Durbin model (SDM) based on Stata 12.0 analysis, it was found that the goodness of fit
and credibility of the SDM (R2 = 0.863) was the highest among the three models, and the
Hausman test results showed that the SDM random effects passed the robustness test.
Therefore, this paper selected the SDM with random effects to analyze the determinants of
environmental innovation of cities in China:

LnEICi,t = αi+ β1LnERi,t + β2LnU − Si,t + β3LnUFDI i,t + β4LnU − TICi,t + β5LnU − IEICi,t + β6LnU − CSi,t

+β7LnU − EDLi,t + β8LnU − ISi,t + β9LnU − ALi,t+λ
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(4)

where i indexes the city, and t indexes time.

4. Empirical Results

4.1. Environmental Innovation of Cities in China

From 2007 to 2017, the number of cities participating in environmental innovation
in China increased from 330 in 2007 to 338 in 2017, among which the number of cities
engaging in innovation around building technology was always the largest, while the
number of cities engaging in innovation around greenhouse gas technology was always the
smallest. Spatially, China’s environmental innovation activities showed significant spatial
heterogeneity, highly concentrated in a few cities (Table 5).

Specifically, in 2007, the top 10 cities in environmental innovation accounted for 48.1%
of the environment-related patent applications in China. There were four cities with more
than 5000 environment-related patents, namely Shanghai (9003), Beijing (8073), Guangzhou
(6689), and Shenzhen (6174). Shanghai also ranked first in patent applications in the field
of greenhouse gases, building, water adaptation, and transportation technology, while
Beijing ranked first in the field of environmental management and energy technology. In
different technical fields, most of the cities with outstanding performance were in eastern
China. Cities in central and western China were generally backward in environmental
innovation. In 2012, the proportion of the top 10 cities in environmental patents fell to
43.3%. Beijing not only surpassed Shanghai in terms of total volume, but also ranked
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first in all six technical fields. Chengdu and Xi-An in the central and western regions
ranked sixth and seventh with 3852 and 3822 patent applications, respectively. Similarly,
in different technical fields, cities with outstanding performance were mostly located in
east China. Environmental innovation in central and western China was still generally
backward. By 2017, Beijing continued to rank first with 26,224 patent applications and
Shenzhen ranked second with 18,997 patents. Shanghai, Guangzhou, and Suzhou ranked
third, fourth, and fifth with 14,801, 11,800, and 10,659 patent applications, respectively.
Foshan ranked tenth with 7059 environmental patent applications. Its environmental patent
applications mainly came from the field of water-related adaptation, accounting for 57.7%
of the total. This is mainly because the Midea Group, which is headquartered in Foshan,
applied for more than 2000 patents in the field of water-related adaptation technology in
2017. In the six categories of environment-related technologies, Beijing still ranked first in
environmental management, energy, greenhouse gases, and transportation technologies,
while Shenzhen ranked first in the technologies of building and water-related adaptation.

Table 5. Top 10 cities with the most environment-related technologies (2007, 2012, and 2017).

Year = 2007

City Envir_M. Energy Green_G. Building Water_A. Transp. Total

Shanghai 510 3408 131 3453 356 1145 9003
Beijing 520 3589 96 3044 261 563 8073

Guangzhou 452 2758 19 2453 136 871 6689
Shenzhen 184 2489 9 2583 47 862 6174

Tianjin 248 1148 19 797 104 172 2488
Dongguan 121 745 11 894 18 405 2194
Hangzhou 152 922 32 782 110 139 2137

Ji-Nan 130 667 20 925 73 93 1908
Suzhou 120 549 36 809 47 306 1867
Ningbo 84 608 6 620 39 290 1647

Year = 2012

City Envir_M. Energy Green_G. Building Water_A. Transp. Total

Beijing 2669 7286 1728 4481 471 431 17,066
Shanghai 1362 2351 720 3234 414 368 8449

Guangzhou 679 2776 420 3846 172 128 8021
Suzhou 1009 1126 558 2857 207 166 5923

Hangzhou 1088 1077 922 2044 174 186 5491
Chengdu 653 824 402 1718 107 148 3852

Xi-An 423 777 292 2127 111 92 3822
Tianjin 882 667 530 1246 253 125 3703

Nanjing 746 942 649 1133 134 95 3699
Ningbo 411 495 156 1962 130 65 3219

Year = 2017

City Envir_M. Energy Green_G. Building Water_A. Transp. Total

Beijing 785 5020 10,731 1136 7755 797 26,224
Shenzhen 358 2479 6116 1835 8055 154 18,997
Shanghai 608 3169 4266 947 5350 461 14,801

Guangzhou 471 2640 3430 528 4414 317 11,800
Suzhou 404 3110 2399 540 3789 417 10,659

Chengdu 376 2583 2428 466 3216 302 9371
Nanjing 319 2287 2837 358 2789 303 8893

Hangzhou 337 1953 2163 334 2460 384 7631
Tianjin 344 2463 1814 314 2153 291 7379
Foshan 245 1476 920 174 4070 174 7059

Note: The underlined numbers indicate that the corresponding city ranked first in patent applications for this
type of technology.
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4.2. Regression Results

Our initial data covered all cities at the prefecture level and above in China; however,
due to the limitation of variable data, we finally selected 274 cities to enter the regression
model. Table 6 shows the variable descriptive statistics, interpreted variables including
urban EIC (total number of environmental patents), and the innovation ability of the
cities in six types of environmental technology (the number of patent applications in each
technology). Table 7 shows the descriptive statistics of the variables in three major regions
of China. There were 114 cities in the eastern region, 108 in the central region, and 52 in the
western region.

Table 6. Descriptive statistics of China city panel data and six types of environment-related technologies.

Variables Obs Mean Std. Dev. Min Max

EIC 3014 662.066 2118.858 0 38,943
Envir_M. 3014 111.654 313.556 0 5020
Energy 3014 175.033 726.617 0 14,715

Green_G. 3014 48.516 161.997 0 2803
Building 3014 245.385 749.394 0 12,790
Water_A. 3014 25.036 65.447 0 973
Transp. 3014 56.993 230.217 0 5137

ER 3014 0.06 0.069 0 0.817
Ln U-S 3014 441.49 309.441 17.22 3375.2

Ln U-EDL 3014 10.19 0.736 7.782 13.056
Ln U-TIC 3014 9.302 1.696 −2.04 14.873

U-FDI 3014 69,407.898 167,333.8 0 2,113,444
U-IEIC 3014 22.984 58.506 0 718.5

Ln U-CS 3014 15.512 1.047 12.594 18.691
U-IS 3014 49.615 10.804 0 90.97
U-AL 3014 0.124 0.33 0 1

Table 7. Descriptive statistics for panel data of cities in three major regions of China.

East China

Variables Obs Mean Std. Dev. Min Max

EIC 1254 1182.068 3050.199 0 38,943
ER 1254 0.072 0.077 0 0.752

Ln U-S 1254 473.962 267.289 51.19 1442.97
Ln U-EDL 1254 10.426 0.701 8.476 13.056
Ln U-TIC 1254 9.825 1.781 4.078 14.873

U-FDI 1254 114,108.5 225,575.12 10 2,113,444
U-IEIC 1254 40.243 84.366 0 718.5

Ln U-CS 1254 15.834 0.999 12.971 18.571
U-IS 1254 49.438 8.712 0 82.28
U-AL 1254 0.149 0.356 0 1

Central China

Variables Obs Mean Std. Dev. Min Max

EIC 1188 261.213 642.137 0 6880
ER 1188 0.053 0.05 0.001 0.41

Ln U-S 1188 421.282 254.29 43.11 1244.35
Ln U-EDL 1188 10.079 0.677 8.232 12.456
Ln U-TIC 1188 9.038 1.503 4.344 13.433

U-FDI 1188 39,974.045 68,656.763 0 734,303
U-IEIC 1188 10.407 20.419 0 163.25

Ln U-CS 1188 15.373 0.967 12.594 18.059
U-IS 1188 49.416 11.651 15.17 85.92
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Table 7. Cont.

U-AL 1188 0.083 0.277 0 1

West China

Variables Obs Mean Std. Dev. Min Max

EIC 572 354.6 1180.692 0 11,445
ER 572 0.05 0.081 0 0.817

Ln U-S 572 412.271 458.309 17.22 3375.2
Ln U-EDL 572 9.903 0.77 7.782 12.322
Ln U-TIC 572 8.705 1.553 −2.04 13.124

U-FDI 572 32,542.272 136,893.7 0 1,121,599
U-IEIC 572 11.264 21.334 0 98

Ln U-CS 572 15.099 1.101 12.686 18.691
U-IS 572 50.415 12.9 9 90.97
U-AL 572 0.154 0.361 0 1

Table 8 shows the regression results of the random effects model. The quadratic
coefficients of environmental regulation were greater than 0, and the coefficients of the
primary term were less than 0, which indicated that the impact of environmental regulation
on the urban environmental innovation capability was a positive U-shaped curve that first
declined and then rose. In other words, our research showed that urban environmental
regulation had a restraining effect on urban environmental innovation in the short term [8];
however, they presented a positive correlation in the long term [12]. To avoid the interfer-
ence of regional differences and improve the robustness and accuracy of the findings, we
performed the same analysis on the sample data from three regions in China. Table 9 shows
the regression results of different regions of China. We obtained the same results from the
analysis, which showed that at the city level, the U-shaped relationship between China’s
environmental regulation and environmental innovation has a certain degree of stability.

Furthermore, we continued to investigate whether the negative effect of environmental
regulation on environmental innovation had spatial spillover effects or not. Table 10
reports the results of the SDM. Since the SDM contains the spatial lag terms of both
the explanatory variables and the explained variables, the partial differential method
was adopted to decompose the spillover effects of the SDM into direct effect, indirect
effect, and total effect. Among them, the direct effect reflects the impact on the city’s
environmental innovation, that is, the local effect. The indirect effect reflects the impact
on the environmental innovation of the surrounding cities, that is, the spillover effect. The
total effect is equal to the sum of the direct effect and the indirect effect. The R2 was 0.852
and the spatial rho was significant at a significance level of 1%, with a coefficient of 0.213,
indicating that environmental innovation in China city systems has a significant positive
spatial spillover effect. Regarding the relationship between environmental regulation and
environmental innovation, the regression results of the SDM were consistent with the
results of the random effects model. That is, the effect of environmental regulation on
environmental innovation was first to inhibit and then to promote.

Through the above regression results, we verified some existing findings. Firstly,
there was a significant positive correlation between urban size and urban environmental
innovation capability, which is consistent with the existing studies on the relationship
between enterprise environmental innovation and enterprise size [21,22], and the relation-
ship between regional environmental innovation and regional size [3,23,24]. Secondly, the
higher the level of urban economic development was, the stronger the capability of urban
environmental innovation was. This is also consistent with the existing research results
of environmental economics and innovation economics. Thirdly, urban FDI was not only
positively correlated with the urban environmental innovation capability, but also showed
positive local effects and local spillover effects. This is consistent with existing research
results [38,45,47,48]. A large amount of foreign capital investment promotes the improve-
ment of local environmental innovation ability, and also forms a strong trickle-down effect
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to the surrounding areas, promoting the environmental innovation of surrounding cities.
Fourthly, the urban initial environmental innovation capability was obviously conducive
to the urban environmental innovation capability. The direct effect of the urban initial
environmental innovation capability was 18.288, and the indirect effect was −22.658, both
of which were significant at the 1% significance level, indicating that urban environmental
innovation had strong path dependence characteristics, while it also reflected that the cities
with good performance in environmental innovation in the early stage would form a siphon
effect, thus restraining the environmental innovation of surrounding cities.

Table 8. Regression results of the random effects model.

Variables EIC Envir_M. Energy Green_G. Building Water_A. Transp.

ER2 896.321 *** 145.235 *** 324.754 *** 56.231 *** 101.632 *** 10.245 *** 63.247 ***
ER −1816.837 *** −348.393 *** −797.105 *** −238.132 *** −248.698 * −42.23 *** −148.083 **

Ln U-S 0.482 *** 0.089 *** 0.108 * 0.021 0.148 ** 0.029 *** 0.079 ***
Ln U-EDL 538.145 *** 75.462 *** 151.808 *** 9.333 200.017 *** 15.178 *** 74.9 ***
Ln U-TIC 14.046 19.014 *** −5.373 7.775 *** −1.607 2.769 *** −5.824

U-FDI 0.005 *** 0.001 *** 0.001 *** 0.0004 *** 0.002 *** 0.0009 *** 0.001 ***
U-IEIC 18.151 *** 1.691 *** 7.765 *** 1.522 *** 5.784 *** 0.45 *** 1.022 ***

Ln U-CS −187.683 *** −28.383 *** −59.192 *** −1.943 −65.131 *** −6.545 *** −24.405 ***
U-IS −22.907 *** −4.189 *** −6.86 *** −0.72 *** −7.784 *** −0.735 *** −1.975 ***
U-AL −180.225 −48.567 *** −117.343 ** −23.03 ** −3.391 3.827 13.869

Ln U-S −1754.264 *** −304.289 *** −314.708 −100.657 ** −689.436 *** −50.508 *** −263.437 ***

Note: *** p < 0.01, ** p < 0.05, * p < 0.1.

Table 9. Regression results from different regions of China.

Variables China East China Central China West China

ER2 896.321 *** 103.547 *** 315.631 *** 89.243 ***
ER −1816.837 *** −348.393 *** −797.105 *** −238.132 ***

Ln U-S 0.482 *** 0.089 *** 0.108 * 0.021
Ln U-EDL 538.145 *** 75.462 *** 151.808 *** 9.333
Ln U-TIC 14.046 19.014 *** −5.373 7.775 ***

U-FDI 0.005 *** 0.001 *** 0.001 *** 0.0008 ***
U-IEIC 18.151 *** 1.691 *** 7.765 *** 1.522 ***

Ln U-CS −187.683 *** −28.383 *** −59.192 *** −1.943
U-IS −22.907 *** −4.189 *** −6.86 *** −0.72 ***
U-AL −180.225 −48.567 *** −117.343 ** −23.03 **

Ln U-S −1754.264 *** −5115.433 *** 443.483 −1128.648 **
Note: *** p < 0.01, ** p < 0.05, * p < 0.1.

In addition, we also found some very interesting conclusions about the control vari-
ables. Firstly, the industrial structure dominated by the secondary industry not only did
not promote urban environmental innovation, but also played an obvious inhibitory effect.
This finding is clearly different from the existing related research [3,12]. To verify the cor-
rectness of this result, we replaced this variable with the proportion of tertiary industry and
performed a regression analysis again and found that the industrial structure dominated
by the tertiary industry had a significant role in promoting the environmental innovation
of the city itself and its surrounding cities. The reason for this result may be that the
traditional manufacturing industry is still the pillar industry in China’s cities dominated by
secondary industry, and patent applications are mostly completed by the tertiary industry,
represented by the information and communication industry, real estate industry, and
scientific research. Secondly, the scale of urban construction measured by the scale of urban
fixed asset investment had a significant negative effect on urban environmental innovation
capability. As an important driving force of economic growth, China’s urban fixed asset
investment is growing rapidly. However, while stimulating economic growth, it has also
increased energy consumption and environmental pollution. Many studies have found
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that there is a significant positive correlation between urban fixed asset investment and
urban environmental pollution emissions in China [50]. Thirdly, there was a negative
correlation between the urban administrative level and urban environmental innovation
capability. The reason for this may be that some non-capital cities have performed very well
in environmental innovation, such as Suzhou, Ningbo, Shenzhen, and Foshan. However,
this negative correlation did not pass the significance test, which also showed that the
relationship between the two needs more verification.

Table 10. Results of the spatial Durbin model (SDM).

Variables

Factors Elimination Effect Decomposition

Main W(X) Direct Effect Indirect Effect Total Effect

ER2 864.576 *** 1124.653 1024.561 *** 554.714 746.894 ***
ER −1717.110 *** 1242.10 −1734.926 *** 660.385 −1074.54 ***

Ln U-S 0.475 *** 0.00 0.483 *** 0.672 1.155
Ln U-EDL 437.675 *** −51.39 448.137 *** 489.962 * 938.098 **
Ln U-TIC 4.26 −36.73 −5.871 −92.338 −98.21

U-FDI 0.005 *** 0.002 *** 0.005 *** 0.011 *** 0.016 ***
U-IEIC 18.288 *** −20.246 *** 18.268 *** −22.658 ** * −4.39

Ln U-CS −229.288 *** 97.08 −232.795 *** −84.863 −317.658 *
U-IS −16.178 *** −4.67 −16.468 *** −34.963 *** −51.43 ***
U-AL −26.30 −2036.330 ** −23.97 −1675.709 −1699.679

_cons −692.31
Spatial rho 0.587 ***

R2 0.7186
Log-likelihood −9628.413

Note: ***, p < 0.01; **, p < 0.05; *, p < 0.1.

5. Conclusions

Exploring the relationship between environmental regulation and environmental
innovation is the core topic of environmental economics, innovation economics, and other
research fields, and it is also one of the emerging topics in the field of environmental
economic geography in recent years. This study used the number of environmental patent
applications to measure urban environmental innovation, and analyzed the role of urban
environmental regulation on urban environmental innovation, from which we summarize
the following key findings.

Firstly, the number of environmental patents in China has grown rapidly, from 87,691
in 2007 to 307,929 in 2017. From a technical perspective, technologies related to buildings
have always dominated the development of environmental innovation of cities in China,
while technologies in the field of greenhouse gases and water adaptation were quite un-
popular throughout China. China’s urban environmental innovation showed a significant
spatial correlation. The Moran’s I index of both the whole (urban EIC) and the six technical
fields were significant at the 1% level and greater than 0. Additionally, in the time sequence,
the values of Moran’s index were increasing, which indicated that the spatial correlation
was strengthened with the passage of time.

Secondly, the number of cities participating in environmental innovation in China
increased from 330 in 2007 to 338 in 2017, among which the number of cities engaging
in innovation around building technology was always the largest, while the number
of cities engaging in innovation around the greenhouse gas technology was always the
smallest. Spatially, China’s environmental innovation activities showed significant spatial
heterogeneity, highly concentrated in a few cities [43]. From 2007 to 2017, Beijing not only
surpassed Shanghai in the total number of environmental patent applications, but also
ranked first in the fields of environmental management, energy, greenhouse gas treatment,
and transportation technology. Shenzhen also surpassed Shanghai in the total number of
environmental patent applications, ranking second in China. At the same time, Shenzhen
had the largest number of environmental patent applications in the field of building and
water-related adaptation in China.

131



Int. J. Environ. Res. Public Health 2022, 19, 139

Thirdly, both the random effects model and the SDM model showed that there was
a U-shaped relationship between China’s urban environmental regulation and urban
environmental innovation, which was not only consistent with what the Porter hypothesis
advocates [9,12], but is also consistent with existing research on the relationship between
green innovation and urban green development [51]. Moreover, the regression results of
different technical fields and different regions verified this result. These results showed
that environmental regulations will first restrict environmental innovation due to increased
production costs. After a period of adaptation, environmental regulations will induce
environmental innovation. We also found some interesting results in the control variables.
Urban size, urban economic development level, and urban FDI all played positive roles in
promoting urban environmental innovation, while the urban fixed asset investment scale
and industrial structure dominated by the secondary industry significantly inhibited urban
environmental innovation. In addition, we also found that urban environmental innovation
had significant path dependence characteristics.

6. Discussion

The discussion of the relationship between environmental regulation and environmen-
tal innovation in this article gives us many policy implications. Firstly, local governments
should adhere to the innovation-driven development strategy, increasing R&D investment
to promote the continuous growth of urban technological innovation capability. Secondly,
local governments should continue to promote the transformation and upgrading of the
urban industrial structure, especially increasing the supports for the producer service
industry. Thirdly, local governments should increase the introduction of foreign capital
to promote the upgrading of local production and management methods. Fourthly, local
governments should conduct environmental assessments on the increasing urban fixed
asset investment under the background of rapid urbanization. In addition, increasing
investment in fixed assets will also reduce other financial expenditures. Fifthly, in view of
the U-shaped relationship between environmental regulation and environmental innova-
tion, local governments should adopt strategies that adapt to time and local conditions in
environmental regulation.

We noticed that enterprises are becoming increasingly important as the largest actors
in China’s environmental innovation. Based on applicant information for environmental
patents, we identified environmental innovation actors in four categories, namely universi-
ties and scientific research institutions, enterprises, individuals, and others. We found that
the proportion of enterprises increased rapidly from 39.7% in 2007 to 70.2% in 2017. This
showed that the difference in the spatial distribution of China’s environmental innovation
was seriously affected by the distribution of enterprises engaged in environmental innova-
tion. Therefore, future research on China’s environmental innovation must fully consider
the impact of the spatial distribution characteristics of different types of enterprises.

There are also some limitations that may exist in our study. First, we limited our data
to the patent applications from the Wanfang Patent Database, which cannot avoid criticism
about neglecting other data sources. Second, using only one indicator (environmental
patent applications) to measure the capacity of a city’s environmental innovation is rela-
tively weak, and building a richer evaluation system for city environmental innovation is a
direction we will explore in the future. Third, although six types of environmental tech-
nologies were identified based on the work of the Organization for Economic Co-operation
and Development (OECD), there are still some environmental technologies that we have
not considered, such as adsorption cooling technology [52,53], advanced combustion tech-
nology, and emission reduction technology [54,55]. A broader environmental technology
identification system should be constructed. Fourth, we considered the spatial relevance
of urban environmental innovation but ignored the spatial diffusion of environmental
innovation. In the era of innovation networking, cities participate in environmental innova-
tion activities not only relying on their own development, but also relying on networks to
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obtain innovation resources. Therefore, future environmental innovation research must
fully consider the externality effect brought by the innovation network.
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Appendix A

Table A1. Search strategies for the identification of environment-related technologies.

Environment-Related Technology Description IPC Class

Energy
Climate change mitigation technologies

related to energy generation,
transmission, or distribution.

F24J2, F03D9, H01L31, F03D11, H02J3, B03B13,
F03D7, F03D3, F03B13, H01L51, H02N6, F03G6,

F02J7, C10L5, B01J2, B09B3, F23L15, F23J15,
F23L7, C10J3, F23D14, F27D17, G21C15,

G21D3, G21C13, G21D1, G22C16, G06Q10,
H02J13, H01B12, G06Q50, H01M2, H01M8,
H01M10, H01M4, H02J7, F28D20, C25B1,
G06F17, H02J15, B01D53, B01J20, C01B31

Greenhouse gases Capture, storage, sequestration, or
disposal of greenhouse gases. B01D53, B01J20, C01B31

Transportation Climate change mitigation technologies
related to transportation.

B60L8, F02M25, B60L15, F02M21, F01N3,
B60W20, F02B29, B60W10, F01N5, F01N11,
F01N9, F02M27, B61D27, B61D17, B61C3,
F01D5, B64D27, B64C1, B64C23, B64D11,

B64C25, B63B1, B63H19, B63H13, B63H21,
B60L11, H02J7, H01M8, H02J17, B60L3, B60K1

Building Climate change mitigation technologies
related to buildings.

F03D9, F24D17, H01L31, E04H1, F21S9,
H05B33, F21S8, F21S2, F21V29, H05B41,

F21V23, F24F5, F24H8, F24F11, F25B15, F25B29,
F24F6, F24F1, F24D3, F24F12, F24H4, F24J2,

F24C3, F24B1, B66B25, B66B9, B66B1, B66B11,
B66B23, G08C17, G05B19, H04W52, G06F1,
H04L29, F24D19, H02M3, H02M1, H02J3,
H02M7, H05B37, E04B1, A01G9, E06B3,

E04D13, E04D11, H02J13, H01M8, H02J9,
G01D4, H02J7

B01D53, F23J15, F27B1, C21B7, C21C5, F23B80,
F23C9, F23C10, F02M3, B01J23, F01M13,

F02D21, G01M15, F02B47, F02D41, F02D43,
F02D45, F02M23, F02M25, 02M27, F02M31,
F02M39, F02P5, B01D46, B01D47, B01D49,

B01D50, B01D51, B03C3, F01N3, F01N5, F01N7,
F01N13, F01N9, C10L10, B63J4, C02F, E03C1,
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Table A1. Cont.

Environment-Related Technology Description IPC Class

Environmental management

Technologies of air pollution abatement,
water pollution abatement, waste

management, soil remediation, and
environmental monitoring.

E03F, E02B15, B63B35, C09K3, E01H15, B65F,
A23K1, A43B1, A43B21, B03B9, B22F8, B29B7,

B29B17, B30B9, B62D67, B65H73, B65D65,
C03B1, C03C6, C04B7, C04B11, C04B18,

C04B33, C08J11,C09K11, C10M175, C22B7,
C22B19, C22B25, D01G11, D21B1, D21C5,

D21H17, H01B15, H01J9, H01M6, H01M10,
C05F1, C05F5, C05F7, C05F9, C05F17, C10L5,
F23G5, F23G7, B09B, C10G1, A61L11, B09C,

F01N11, G08B21

Water adaptation Technologies of water conservation and
availability.

F16K21, F16L55, E03C1, E03D3, E03D1,
A47K11, E03D13, E03D5, E03B1, Y02B40,

A01G25, C12N15, F01K23, F01D11, F17D5,
G01M3, E03B5, E03B3, E03B9, E03B11
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Abstract: Exploring the changes of ecosystem services value caused by land use transformation
driven by urbanization is crucial for ensuring the safety of the regional ecological environment and
for enhancing the value of ecosystem services. Based on the land use remote sensing data during the
rapid urbanization development period of Hubei Province from 1995 to 2015, this study analyzed the
characteristics of land use/land cover change and land use transformation. The spatial–temporal
response characteristics and evolution of ecosystem services value (ESV) to land use transformation
driven by urbanization were measured by equivalent factor method, spatial autocorrelation analysis,
hot spot analysis and gravity model. We found that: (1) Driven by urbanization, the most significant
feature of land use transformation in Hubei Province was the expansion of the built-up land and
the significant reduction of cropland and forest, among which 90% of the new built-up land was
converted from cropland and forest. (2) This land use transformation became the main source of ESV
losses. Especially, the sharp increase of the built-up land from 2010 to 2015, occupying cropland and
forest, resulted in ESV losses of nearly USD 320 million. The service capacity of climate regulation,
soil conservation, gas regulation and food production undertaken by cropland and forest decreased.
(3) The ecosystem services value in the study area showed spatial distribution characteristics of
high in the west and low in the middle and east regions. The center of gravity of ESV shifted from
northwest to southeast. Due to the sharp increase of the built-up land from 2010 to 2015, the center of
gravity shift rebounded. This study can help policymakers better understand the trade−offs between
land use transformation and ecosystem services driven by urbanization.

Keywords: urbanization; land use transformation; ecosystem services value; spatial autocorrelation;
hot spot analysis; Hubei province; gravity model

1. Introduction

With the continuous development of the world economy, the process of global urban-
ization is accelerating. According to the Revised World Urbanization Prospects 2018, 55%
of the world’s population lives in cities, and this proportion will reach 68% by 2050 [1].
From 2015 to 2030, Asia and Africa will account for 90% of the global urban population
growth (equivalent to 2.5 billion people), of which China, India and Nigeria will con-
tribute 37% [2]. Unlike countries such as North America and Brazil, which have reached
at least 80% urbanization level, most countries in Africa and Asia are experiencing rapid
urbanization [3]. Rapid urbanization has brought qualitative changes to the economic,
administrative, cultural and social aspects of cities, but it has also increased the pressure on
the ecosystem and its components, such as natural resources environment and land use
change [4]. For example, Brazil entered a period of rapid urbanization development in the
1950s, and the urbanization level increased from 36% in 1950 to 65% in 1980. However, with
rapid urban development, economic, social and environmental problems also appeared,
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such as underemployment, urban disorder development and environmental pollution [5,6].
China has experienced the largest and fastest urbanization process. According to the data
of China Bureau of statistics, the urbanization level has risen from 17.90% in 1978 to 63.89%
in 2020. In this process, although the acceleration of urbanization promotes social and
economic development [7], it also leads to irreversible changes in land use [7,8], mainly
because the significant increase in urban land leads to a large amount of occupation of
natural land such as cropland, wetland and grassland [9]. In recent decades, the pattern
of land use/land cover in Mainland China has undergone significant changes [10], and
urbanization is one of the most important reasons for this change.

Land use changes reflect the most direct interaction between human activities and
ecosystems [11,12], and are therefore regarded as the main driving factor of ecological
processes and ecosystem services [13]. Abundant research has confirmed a certain connec-
tion between land use/land cover change and ecosystem services [14,15]. For example,
the replacement of forest and pasture land by cultivated land affects the soil regulation
function of the ecosystem [16]. Land use change affects the food production function of
the ecosystem [17–19]. The expansion of industrial and residential land has affected the
water supply function of the ecosystem [20–22], resulting in water resource shortages [23].
Land use/land cover change can change the surface−atmosphere interaction in energy ex-
changed and have an additional effect on temperature, thus affecting the climate regulation
function of ecosystem [24,25]. It also affects regional biodiversity at multiple scales and
lead to changes in landscape structure [26–28]. These studies have proved that land use
change causes changes in the structure and function of the ecosystem, thus changing the
provision of ecosystem services.

Ecosystem services refer to the benefits obtained from ecosystems that directly or indi-
rectly support human survival and development, including provisioning, regulation, sup-
porting and cultural services, which are related to human life, health and well−being [29–31].
Since ecosystem services are crucial to maintaining the quality of human life, many scholars
have devoted themselves to estimating and evaluating the value of ecosystem services.
There are many methods to evaluate the value of ecosystem services, including monetary
model, investment model [32,33], shadow engineering [34], matrix method [35], etc. Among
them, the currency model evaluates the value of ecosystem services in monetary units from
the perspective of economic benefits [36]. In 1997, based on the equilibrium value theory
and effect to value theory, Costanza formulated the equivalent factor table of global ecosys-
tem service value, determined the first global coefficient of ESV, and measured the ESV
change caused by land use change in the perspective of monetary units [29]. On the basis of
Costanza’s results and a questionnaire of 500 Chinese ecologists, Chinese scholar Xie Gaodi
determined the ESV equivalent factors suitable for China’s terrestrial ecosystem, and based
on China’s national conditions through the biomass parameter tree equivalent factor table
for multiple revisions to formulate “Chinese terrestrial ecosystem service value equivalent
factor table” [37–39]. At present, measuring the impact of land use/cover change on the
value of ecosystem services has become an important field of sustainable development
science [40]. In recent years, many scholars have carried out extensive research on this in
various regions, such as the world [41,42], Africa [43] OECD countries [44], Latin America
and the Caribbean [45], China [46], Nigeria [14], Nepal [47], India [48], Lake Balaton in
Central Europe [49], China’s Hengduan Mountains [50], Qinghai−Tibet Plateau [51], the
Middle Yangtze River City Group [52], Ethiopian Plateau [53], Coastal areas around the
Bohai Sea [54]. These are enough to show that all regions in the world pay more and more
attention to ecosystems. It is widely used to measure the health status of ecosystem through
the value of ecosystem services.

In recent years, there has been considerable research on land use change and ecosystem
services, which can be divided into two categories: The first type is based on different
models, such as CLUE−S model [55], CA−Markov model [56], etc., based on land use
conditions in different scenarios to predict the impact of future land use changes on the
value of ecosystem services. These scenarios generally include three scenarios: natural
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growth scenario, economic development scenario, and ecological protection scenario. The
other is to use land use and cover data to explore the temporal and spatial changes of the
ecosystem and discover the factors that lead to this change. These factors are mostly natural
and man−made factors [33,57–59] and policy factors [60]. The results of many scholars on
the relationship between land use change and ecosystem services have enriched the research
in the ES field. However, there are few studies on the impact of rapid urbanization on
land use and ecosystem services. “Urbanization−Land Use Change−Ecosystem Services
Value” is a coherent response process. In the region with rapid urbanization, this research
is necessary to enhance the public’s understanding of ecosystem service value and provide
policy support for the government. The urbanization rate of Hubei province was 31.20% in
1995 and 56.85% in 2015. With an average annual growth rate of 1.28 percentage points in
the past 20 years, the urbanization rate has increased by 25.65 percentage points, which is
much faster than the urbanization development rate of developed countries and regions in
Europe and the United States at the same stage. The rapid development of urbanization
leads to urban expansion, non−agriculturalization of cropland, increase of transportation
facilities, and reduction of lakes, all of which affect land use patterns and lead to land
use/land cover change. How to assess the effects of these land use changes? The response
to the value of its ecosystem services is an important evaluation path. Therefore, this
research attempts: (1) To investigate the changes of LULC from 1995 to 2015 as the research
basis and observe the characteristics of land use transformation in Hubei. (2) To measure
the changes of ESV and ecosystem services in Hubei province from 1995 to 2015. (3) To
explore the spatial response mode of ecosystem services value from the perspective of
county. (4) In general, to reveal the response patterns of ecosystem services value to land
use transformation driven by urbanization.

2. Materials and Methods

2.1. Study Area

Hubei province is located in central China, in the central of the Yangtze River basin,
north of Dongting Lake (118◦21′42”–116◦07′50” E, 29◦01′53”–33◦6′47” N) and is rich in wa-
ter resources. Administratively, the province has 12 prefecture−level cities, 1 autonomous
prefecture, 26 county−level cities, 35 counties and 1 forest area, covering a total area
of 185,900 km2 (Figure 1). By 2020, the permanent population of Hubei had reached
59.27 million, an increase of 755,000 over 2015. Hubei province has developed industry,
and equipment manufacturing industry is its important pillar industry. In recent years, it
has paid attention to green environmental protection and vigorously developed tourism,
low−carbon industry and the new energy industry. From the perspective of industrial
structure, the proportion of tertiary industry has risen in recent years. Hubei has a variety
of landforms, consisting of mountains, hills, plains and lakes. Because it is located in the
transition zone of the second step to the third step of China’s terrain, the terrain is high on
three sides, and the middle is low and flat. Most of the region has a subtropical monsoon
humid climate with an average annual temperature of 15◦~17◦and an average annual
rainfall of 800~1600 mm. The superior natural geographical environment breeds and
preserves rich and diverse biological communities, animal and plant resources, including
many rare and endangered species and national key protected species. Among them, there
are 1300 species of woody plants, many tree species, and precious and rare relict plants are
preserved. Located in the Yangtze River basin, Hubei province has 206 species of fish [61].
The central and southern Jianghan Plain along the river is the economic center of Hubei
province. The western and eastern parts of Hubei are mostly high mountains and large
rivers. They are located around Hubei province with underdeveloped transportation and
relatively backward economic development. During the study period, the urbanization
rates in Hubei province increased from 31.20% to 56.85%. With the rapid development
of urbanization in Hubei province, a series of ecological problems, such as the shortage
of urban green space, environmental pollution, land shortage and biodiversity reduction,
have emerged along with the transformation of land use [62].
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Figure 1. Location of Hubei, China. Note: Figure in top right shows the administrative area of Hubei
Province. It consists of 77 administrative units, including 12 prefecture level cities, 1 Autonomous
Prefecture, 26 county−level cities, 35 counties, 1 Autonomous County and 1 forest area.

2.2. Data Sources

This study used the LULC datasets from the 1995−2015 provided by the Data Center
for Resources and Environmental Sciences of the Chinese Academy of Sciences (http:
//www.resdc.cn/, accessed on 15 December 2021). Using Landsat TM/ETM remote
sensing images as the data source, the raster data onto national land use types of 1995,
2000, 2005, 2010 and 2015 with 1 km spatial resolution were generated by human–machine
interactive interpretation. This paper adopted the LULC classification system and Xie
Gaodi’s [63] method of classifying terrestrial ecosystem in China, combines the land use
characteristics of Hubei province, and divides the land use types into seven categories:
cropland, forest land, grassland, water, wetland, bare land and built-up land, then adjusts
and consolidates the secondary classification. The crop production, sown area and crop
price data required for the study were obtained from the Hubei Statistical Yearbook 2016, the
National Agricultural Product Price Survey Yearbook 2016, and the National Compilation
of Information on Costs and Returns of Agricultural Products 2016.

2.3. Methods
2.3.1. Calculation of ESV

The ecosystem services classification method proposed by Costanza et al. cannot
be directly applied to the calculation of ecosystem service value of China. This paper
refers to the equivalent factor method and revised equivalent factor table based on Chinese
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ecosystem services [39], and modifies it by using grain yield correction and biomass
correction methods in combination with the actual production capacity in Hubei province.
With an average yield of 1 hm2, 1/7 of the annual economic value of natural grain yields to
cropland is a standard ecosystem service value equivalent factor [37].

The specific correction process is as follows: Select early rice, medium rice, late rice,
japonica rice, wheat and corn as the main food crops. By consulting Hubei Statistical
Yearbook in 2016 and the National Compilation of Information on Costs and Returns of
Agricultural Products, the grain crops to yield, sown area and grain price and output value
of Hubei province in 2015 are obtained. According to Formula (1), the equivalent value of a
single ecosystem in Hubei province is 2516.20 CNY/hm2. The ecosystem services value
coefficients are shown below (Table 1).

En =
1
7

n

∑
i=1

qi pi
M

(1)

where En is the economic value (USD/hm2) of 1 hm2 ecosystem service value equivalent
factor, i is the type of food crops in the study area; n is the total number of major food crops
in the study area; pi is the average price of the crop i in the study area. qi is the average
yield per unit area of type i food crop in the study area, and M is the total sown area of all
food crops in the study area.

Table 1. Ecosystem services value coefficients per unit area in Hubei (USD·hm−2·a−1).

Top Level
Ecosystem Services

Second Level of ES Cropland Forest Grassland Wetland Bare Land Water

Provisioning service
Food production 394.96 98.74 90.84 201.43 1.97 244.87

Raw material produce 118.49 229.08 135.60 197.48 5.92 82.94
Water supply −31.60 118.49 75.04 1022.94 3.95 2812.10

Regulating service

Gas Regulation 185.63 753.38 476.58 750.42 25.67 339.66
Climate regulation 142.18 2254.22 1259.92 1421.85 19.75 663.53

Purifying Environment 43.45 660.57 416.02 1421.85 80.97 1129.58
Hydrological Regulation 434.45 1475.17 922.89 9569.84 47.39 21,600.27

Supporting service
Soil conservation 233.03 917.29 580.59 912.35 29.62 185.63

Maintaining nutrient supply 51.34 70.11 44.76 71.09 1.97 13.82
Biodiversity 47.39 835.34 527.93 3108.32 27.65 1295.46

Cultural service Aesthetic Landscape 23.70 366.32 233.03 1868.15 11.85 548.99

A total of 1643.03 7778.70 4763.20 20,545.73 256.72 28,916.87

On this basis, according to the area of each land use type, the ecosystem services value
of Hubei province can be calculated as follows [38,56]:

ESV = ∑ Ai × VCi (2)

ESVf = ∑
(

Ai × VCi f

)
(3)

where ESV is the service value of the ecosystem in the study area, ESVf represents the
value of the service function for species f, and Ai is the area of type i land use type. VCi is
the ecosystem services value coefficient of type i land use type, and VCi f is the value of the
f th ecological service function of the ith land use type.

2.3.2. Land Use Transfer Matrix

Land use transfer matrix is the application of Markov model in land use change. It
can show the transfer direction and quantitative change of different land use types and
reveal the evolution process of land use pattern. It comes from the quantitative description
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of system state and state transfer in system analysis. In Formula (4), S(t) is the system state
at time t, S(t+1) is the system state at time t + 1, Pij is the transition probability matrix in the
state, and the calculation formula is as Formula (5) [64,65]:

S(t,t+1) = Pij × S(t) (4)

Pij =

⎡
⎢⎢⎢⎣

P11 P12 · · ·
P21 P22 . . .

...
...

...

P1n
P2n

...
Pn1 Pn2 . . . Pnn

⎤
⎥⎥⎥⎦ (0 ≤ Pij ≤ 1

)
(5)

where P is Markov probability matrix, Pij represents the probability of transferring from
the current state i to another state j in the next time period. The low conversion probability
is close to 0 and the high conversion probability is close to 1.

In this research, after reclassifying the land use type grid data with ArcGIS10.2 soft-
ware, import it into ENVI software, create ENVI standard classification format, edit the
header file, and obtain the land use transfer matrix every 5 years through the Change
Detection Statistics tool.

2.3.3. Spatial Autocorrelation Analysis

Spatial autocorrelation analysis aims to reveal the correlation and difference between
the spatial distribution of a certain attribute and its neighboring regions. If the spatial corre-
lation is positive, it indicates that the spatial distribution of the attribute has agglomeration
effect. If the spatial correlation is negative, it indicates that the spatial distribution of the
attribute value is significantly different. Spatial autocorrelation is divided into global spatial
autocorrelation and local spatial autocorrelation. This study uses the global autocorrelation
model to determine the spatial distribution pattern of ecosystem service value. The Global
Moran’s I index is usually used for this calculation, and the formula is as follows [66,67]:

I =
∑n

i=1 ∑n
j=1 Wij(xi − x)

(
xj − x

)
S2 ∑n

i=1 ∑n
j=1 Wij

, I ∈ [−1, 1] (6)

where I is Moran index. xi and xj are the observed values of the ith evaluation unit and
the jth ESV evaluation unit, respectively. Wij is the spatial weight matrix between unit
i and unit j. x is the mean of the observed values. n is the sample size, that is, the total
number of ESV evaluation units at a certain scale in the study area. The Global Moran’s I
index is between −1 to 1. When the value is closer to −1, it indicates that the greater the
difference between evaluation units, the stronger the negative correlation, and the more
discrete the spatial distribution of ESV. When the Global Moran’s I index value is closer to
1, it indicates that the attribute difference between evaluation units is smaller, the positive
correlation is stronger, and the spatial distribution of ESV is more concentrated. When the
Global Moran’s I index value is close to 0, it indicates that there is no correlation between
evaluation units, and the spatial distribution of ESV is random.

Hot spot analysis is a common tool to identify the spatial distribution of cold spots
and hot spots. Using the Getis−Ord G* index to analyze the local correlation between cold
spots and hot spots can further study the local performance of the change of ecosystem
service value in space. Hot spot analysis can determine whether there are high−value
clusters (hot spots) and low−value clusters (cold spots) in the ecosystem service value of
Hubei Province, as well as the spatial clustering positions of high−value and low−value
regions [68]. By calculating the score Z (standard deviation) and probability P between
each patch, the spatial location where the high−value elements and low−value elements
gather [33].

G∗
i =

∑n
j=1 ωijxj − x ∑n

j=1 ωij

S ×
√[

n ∑n
j=1 ω2

ij−∑n
j=1 ωij

]2

n−1

(7)
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x =
∑n

j=1 xj

n
(8)

S =

√
∑n

j=1 x2
j

n − 1
− x2 (9)

xj is plaque attribute value, and ωij is the spatial weight matrix between plaque i and
plaque j. n is the total number of plaques; G∗

i is the Z score, and the Z score is a measure of
statistical significance. The higher or the lower the value of G∗

i , the tighter the accumulation
of hot spots or cold spots. When the ESV value is much larger than the adjacent area, a
statistically significant hot spot is formed, which is called the hot spot area, that is, the area
with high ESV change value. When the ESV value is much smaller than the adjacent area, a
statistically significant cold spot will be formed, which is called the cold spot area, that is,
the area with low ESV change value.

2.3.4. The Gravity Model

The gravity model is derived from physical concepts [69]. Later, it was widely used in
trade [70], energy [71], transportation [72] and other fields. This research adopts the center
of gravity shift model, which can intuitively reveal the spatial evolution characteristics of
the center of gravity of ESV.

If the study area consists of n units (n represents administrative units), and (xi,yi) is
the geometric coordinate of the ith unit (I = 1, 2, 3,..., n), then the barycenter coordinate of
ESV is (x, y), it can be expressed as [73]:

x =
∑n

i=1 mixi

∑n
i=1 mi

(10)

y =
∑n

i=1 miyi

∑n
i=1 mi

(11)

The movement direction of the center of gravity can be expressed as:

θ =

[
k × π

2
+ tan−1

(
yt2 − yt1

xt2 − xt1

)]
× 180◦

π
(12)

The movement distance of the center of gravity is calculated by the following formula:

D =
√
(xt2 − xt1)

2 + (yt2 − yt1)
2 (13)

where θ represents the deflection angle of the center of gravity of ESV, (xt1,yt1 ) and (xt2 , yt2 )
respectively represent the coordinates of the center of gravity at the beginning and end.
t1, t2 represents the start time and end time, and k is the adjustment coefficient. D
represents the moving distance of the center of gravity.

3. Results

3.1. Land Use Changes during the Period 1995–2015

After reclassifying land use sensing data of Hubei province in five periods from 1995
to 2015, the land use type distribution map is obtained (Figure 2). According to the results,
from 1995 to 2015, forest land and cropland were the main land use types in Hubei province,
and the built-up land mainly concentrated in Wuhan city and the center of each urban area
in central Hubei province was in an inverted “herringbone” shape in the trend of water
flow along the river at the center of Wuhan. There was an expanding trend toward wetland
mainly along both sides of the Yangtze River and Han River. The water area was mainly
distributed in the relatively flat Jianghan Plain.
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Figure 2. Land use change from 1995 to 2015.

The area and change of each land use type in the study area in five periods were
obtained by zoning statistics of the reclassified data (Table 2). On the whole, the significant
expansion of the built-up land and the reduction of cropland and forest were the most
significant characteristics of land use change in Hubei province in the past 20 years. During
the past 20 years, the area of the built-up land increased the most, which was 2148.49 km2,
and the area increased sharply from 2010 to 2015, accounting for more than 70% of the
total increased area. The area of cropland decreased the most, reaching 2047.36 km2, and
the area decreased accounted for nearly 60% of the total area decreased from 2010 to 2015.
Hubei province covered the largest area of forest, followed by cropland.
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Table 2. Changes in the area of each category from 1995 to 2015.

Land Use Type Periods Cropland Forest Grassland Water Wetland Bare Land Built-Up

Area (km2)

1995 69,066.83 93,458.77 7542.89 9797.99 1027.49 51.77 4954.25
2000 69,425.60 92,660.73 7541.91 9619.07 1663.92 47.80 4940.98
2005 68,603.72 92,591.53 7506.02 10,437.53 1513.55 46.80 5200.84
2010 68,234.93 92,534.27 7486.07 10,435.48 1613.12 47.80 5548.33
2015 67,019.47 92,167.33 7450.26 10,499.27 1612.13 48.79 7102.74

Area ratio (%)

1995 37.15 50.27 4.06 5.27 0.55 0.03 2.67
2000 37.35 49.84 4.06 5.17 0.90 0.03 2.66
2005 36.90 49.81 4.04 5.61 0.81 0.03 2.80
2010 36.71 49.78 4.03 5.61 0.87 0.03 2.98
2015 36.05 49.58 4.01 5.65 0.87 0.03 3.82

Variation (km2)

1995−2000 358.76 −798.04 −0.98 −180.63 636.43 −3.98 −13.28
2000−2005 −821.87 −69.20 −35.89 820.32 −150.37 −1.00 259.87
2005−2010 −368.80 −57.25 −19.96 −2.00 99.57 1.00 347.49
2010−2015 −1215.45 −366.94 −35.81 63.87 −0.99 1.00 1554.41
1995−2015 −2047.36 −1291.43 −92.63 701.56 584.64 −2.98 2148.49

Rate of change (%)

1995−2000 0.52 −0.85 −0.01 −1.84 61.94 −7.68 −0.27
2000−2005 −1.18 −0.07 −0.48 8.51 −9.04 −2.08 5.26
2005−2010 −0.54 −0.06 −0.27 −0.02 6.58 2.13 6.68
2010−2015 −1.78 −0.40 −0.48 0.61 −0.06 2.08 28.02
1995−2015 −2.96 −1.38 −1.23 7.14 56.90 −5.76 43.37

According to the land use transfer matrix (Table 3) from 1995 to 2015, the characteristics
of land use transformation in Hubei province were as follows: (1) From 1995 to 2015, the
area of cropland and forest land eventually decreased. Cropland was mainly converted into
forest land and the built-up land, with an area of 12,598.13 and 4323.12 km2, respectively.
Forest land was mainly converted into cropland and grassland, with an area of 12,996.31
and 3356.11 km2, respectively. (2) Although water areas and wetlands had been developed
and used for 20 years, they eventually increased. In terms of land use types occupied,
waters occupied the largest area of cropland at 3450.73 km2, and wetland also occupied the
largest area of cropland at 526.92 km2. The increase in the area of water areas and wetlands
may be related to the policy of “returning farmland to lakes” implemented in the middle
reaches of the Yangtze River. (3) The area of the built-up land had increased the most in
20 years, mainly occupying 4323.12 km2 of cropland and 862.23 km2 of forest land. The
occupied land area was mainly used for urban construction. The built-up land was the
land use type with the most thorough artificial transformation and the most affected by
urbanization. The difference between the area transferred to the built-up land and the area
transferred from the built-up land was the largest, which are 5729.23 and 3576.65 km2,
respectively. Therefore, the expansion of the built-up land was the most dramatic during
the study period. The occupation of crop land and forest land while the expansion of the
built-up land became a significant land use transformation feature in the period of rapid
urbanization in Hubei Province. During the study period, with the rapid development of
urbanization and the increase of urban and rural incomes, the demand for housing, travel
and consumption has increased, and the proportion of secondary and tertiary industries
in Hubei province has increased, which has promoted the occupation of urban and rural
built-up land to cropland, forest land and other ecological land.
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Table 3. Transition area matrix of LULC from 1995 to 2015 (km2).

Land Use Type (km2)
2015

Cropland Forest Grassland Water Wetland Bare Land Built-Up

1995

Cropland 47,475.51 12,598.13 743.47 3540.73 526.92 11.98 4323.12
Forest 12,996.31 75,296.37 3356.11 1021.90 114.76 7.98 862.23

Grassland 834.29 3307.21 3233.36 96.80 12.97 4.99 67.86
Water 2687.48 802.35 99.80 5275.17 525.92 0.00 423.13

Wetland 252.48 40.92 5.99 285.41 399.18 0.00 44.91
Bare land 13.97 4.99 2.99 1.00 0.00 20.96 7.98
Built−up 2903.04 311.36 22.95 300.38 35.93 2.99 1398.15

3.2. Temporal Response of Ecosystem Service Values to Land Use Change
3.2.1. Changes in Ecosystem Service Values of Different Land Use Types

Driven by the rapid urbanization development in Hubei province, land use transition
has led to the fluctuation of ecosystem services value (Table 4). As a large amount of
cropland and forest land were occupied by the built-up land expansion, the ecosystem
services value of cropland and forest land showed a decreasing trend during the study
period, in which the loss of forest land was the largest (USD 1.00 billion), and the loss of
cropland was the largest (2.96%). From 1995 to 2015, the ESV of water area and wetland
increased by USD 2.03 billion and 1.20 billion, respectively, with the largest increment of
water area, but the largest increment of wetland, reaching 56.90%. Overall, the total value
of ESV in Hubei province increased by USD 1.84 billion in 20 years, and the total ESV
showed an increasing trend from 1995 to 2010. From 2010 to 2015, when the expansion
of the built-up land invaded cropland and forest land was the most serious, the loss of
ESV in Hubei province was nearly USD 320 million. The policy of returning cropland to
lake in the middle reaches of the Yangtze River in 1998 may be responsible for the increase
of ecosystem services value of water area and wetland, while the rapid development of
urbanization may be responsible for the loss of ecosystem services value of cropland and
forest land.

Table 4. ESVs for different land use types in Hubei Province from 1995 to 2015 (USD).

Ecosystem Type Period Cropland Forest Grassland Water Wetland Bare Land Total

ESV (Billion)

1995 11.35 72.70 3.59 28.33 2.11 0.00 118.08
2000 11.41 72.08 3.59 27.82 3.42 0.00 118.31
2005 11.27 72.02 3.58 30.18 3.11 0.00 120.16
2010 11.21 71.98 3.57 30.18 3.31 0.00 120.25
2015 11.01 71.69 3.55 30.36 3.31 0.00 119.93

ESV Variety
(Billion)

1995−2000 0.06 −0.62 0.00 −0.52 1.31 0.00 0.23
2000−2005 −0.14 −0.05 −0.02 2.37 −0.31 0.00 1.85
2005−2010 −0.06 −0.04 −0.01 −0.01 0.20 0.00 0.08
2010−2015 −0.20 −0.29 −0.02 0.18 0.00 0.00 −0.32
1995−2015 −0.34 −1.00 −0.04 2.03 1.20 0.00 1.84

3.2.2. Changes in Individual Ecosystem Service Values

According to land use and land cover change and ESV coefficient, the contribution of
each ecosystem function caused by land use transition to the overall ESV was investigated
(Table 5). From the services value of each single ecosystem, hydrological regulation, climate
regulation, soil conservation and biodiversity maintenance contribute the most to the
overall ESV in the study area. Since 1995, with the rapid development of urbanization in
Hubei province, the expansion of the built-up land has occupied a large number of cropland
and forest land, and the problem of cropland conversion has intensified, which inevitably
leads to the weakening of the ecosystem service function of cropland and forest land. From
2010 to 2015, food production, raw material production, climate regulation, gas regulation,
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soil conservation and nutrient supply, as the main ecosystem service functions of cropland
and forest land, suffered losses to varying degrees, totaling USD 0.50 billion, accounting
for the overall ESV losses of the main position. This indicated that the sharp decrease of
cropland and forest land caused by rapid urbanization was the main source of ESV loss
in the study area. From the perspective of the four service functions of the ecosystem, the
largest loss was the regulation service, with a total loss of USD 270 million, followed by the
supporting service, with a loss of USD 120 million, and the supply service had a relatively
small loss, with a total loss of USD 110 million. In conclusion, the urbanization driven land
use transition in Hubei province had the greatest impact on ecosystem regulation services,
and the single ecosystem service function of the greatest impact was climate regulation. As
the main ecosystem service function of waters and lakes, water supply and hydrological
regulation have been increasing, with an increase of USD 250 million and 1790 million,
respectively, in the past two decades. The temporal change of ecosystem services value is
directly affected by land use transition. The drastic change of land use structure leads to
the tightening of resources and environment in the study area, which breaks the balance of
original ecosystem and leads to the decline in corresponding ecosystem service function of
the region.

Table 5. ESVs for different functions in Hubei Province from 1995 to 2015 (USD).

Top Level Ecosystem
Services

Second
Level of ES

ESV (Billion) ESV Variety

1995 2000 2005 2010 2015 95–00 00–05 05–10 10–15 95–15

Provisioning service
FP 3.98 3.99 3.98 3.96 3.91 0.01 −0.02 −0.01 −0.05 −0.07

RMP 3.16 3.16 3.15 3.15 3.13 0.00 −0.01 0.00 −0.02 −0.04
WS 3.81 3.81 4.03 4.04 4.05 0.00 0.22 0.01 0.02 0.25

Regulating service

GR 9.09 9.08 9.08 9.07 9.02 −0.01 −0.01 0.00 −0.05 −0.07
CR 23.80 23.70 23.70 23.69 23.59 −0.10 0.00 −0.01 −0.10 −0.20
PE 8.04 8.06 8.12 8.13 8.10 0.02 0.06 0.01 −0.02 0.06
HR 39.63 39.75 41.33 41.39 41.42 0.12 1.57 0.06 0.03 1.79

Supporting service
SC 10.90 10.89 10.86 10.85 10.79 −0.01 −0.03 −0.01 −0.06 −0.11

MNS 1.06 1.06 1.06 1.06 1.05 0.00 0.00 0.00 −0.01 −0.01
MB 10.12 10.23 10.28 10.30 10.27 0.11 0.05 0.02 −0.03 0.15

Cultural service AL 4.49 4.57 4.59 4.60 4.59 0.08 0.01 0.02 −0.01 0.09

Total 118.08 118.31 120.16 120.25 119.93 0.23 1.85 0.08 −0.32 1.84

Note: FP, food production; RMP, raw material production; WS, water supply; GR, gas regulation; CR, climate
regulation; PE, purifying environment; HR, hydrological regulation; SC, soil conservation; MNS, maintaining
nutrient supply; MB, maintaining biodiversity; AL, aesthetic landscape.

3.3. Spatial Response of Ecosystem Service Values to Land Use Transformation

To explore the spatial response from ecosystem services value to land use transition,
Global Moran’s I statistic was used to measure spatial autocorrelation based on factor
location and attribute to value. The spatial correlation of ecosystem services value in Hubei
province in the past 20 years was analyzed. As shown in Figure 3, Moran’s I values from
1995 to 2015 were greater than 0, and the county units in Hubei province were mostly in the
first and third quadrants, indicating that there was a positive spatial correlation between
ecosystem services value of Hubei province from 1995 to 2015. Spatial distribution had a
certain spatial correlation and presented spatial aggregation distribution pattern.
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Figure 3. Global Moran’s I in Hubei province from 1995 to 2015.

The hot spot analysis (Formula (7)–(9)) was used to reveal the local expression of the
change of ecosystem service value in space. The hot spot analysis results (Figure 4) showed
that the hot spots of ecosystem service value from 1995 to 2015 are mainly located in the
western region where urbanization is relatively slow and rich in forest resources, and the
distribution area is large and contiguous. Shennongjia Forestry District in the west was
always a hot spot area with 99% confidence. The forest land in Shennongjia Forestry District
accounts for more than 85%, the population is small, and the impact of human activities
on the ecosystem is small. Fang County, Yun County, Zhushan County, Xingshan County
in the northwest, and Lichuan County and Enshi City in the southwest were hot spots,
with confidence levels greater than 90%, and they made a great contribution to the overall
ESV. Most of these areas are mountainous areas with relatively high forest coverage and
good ecosystem conditions. Xishui County in the east and Zhongxiang City and Yunmeng
County in the middle were cold spots of ecosystem services value. During this period, the
pace of urban construction in this area has accelerated, industry has developed rapidly, and
construction land has expanded significantly.

From the number of cold spots and hot spots, from 1995 to 2005, the hot spots with 99%
confidence and 95% confidence in Hubei Province decreased, and the cold spots did not
change. From 2005 to 2015, the 95% confidence hot spots and 90% confidence hot spots in
Hubei Province increased, and Jiangling and Gong’an counties with 90% confidence in the
central region were no longer cold spots. Jiangling County and Gong’an County are close
to the Yangtze River. During this period, the government paid attention to the prevention
and control of water pollution and the protection of the ecological environment, so the
ecosystem condition has improved. From the results of the hot spot analysis, in areas with
slow urbanization development, the expansion of construction land is not obvious, and the
original vegetation coverage is relatively high, so the ecosystem status is relatively stable. In
addition, the Yangtze River passes through the territory of Hubei Province. Strengthening
the protection of the Yangtze River will help the ecosystem in the Yangtze River Basin
to improve.
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Figure 4. Hot spot analysis in Hubei province from 1995 to 2015.

The calculation of geographical gravity center can help to more accurately grasp the
temporal and spatial pattern of ESV from a dynamic perspective. As shown in Figure 5,
From 1995 to 2010, the gravity center of ESV shifted from northwest to southeast, with
an offset angle of 23.5◦ and an offset distance of 5.099 km. From 2010 to 2015, the rapid
development of urbanization in Hubei province led to a sharp decrease in cropland and
forest land, which reduced the value of ecosystem services. The center of ecosystem services
value shifted in the opposite direction, with an offset angle of 2.5◦, but the deviation
distance was not large. During the study period, the focus of ESV was within the boundary
of Jingmen City. The results showed that the provision of ecosystem services in Hubei
province showed a positive trend from 1995 to 2010, and the ecology in the eastern region
was recovering. The ecosystem situation in Hubei province rebounded from 2010 to 2015,
which was consistent with the change of ecosystem service values in Hubei province.
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Figure 5. The trajectory of the center of gravity of ecosystem services value in Hubei province from
1995 to 2015.

4. Discussion

Under the background of rapid urbanization development in Hubei province, this
study explored the characteristics of land use transformation by using land use transfer
matrix and evaluated ESV of the study area. On this basis, the ways of ESV responding to
land use transformation in time and space were analyzed. There has been much research
on ESV responses to land use overturning changes, but little is known about ESV responses
driven by rapid urbanization [33,60,74]. By constructing the analytical framework of
“urbanization—land use transformation—ecosystem services value response”, the study
further simulates this “social economic—nature” process.

Hubei province, as an important part of China’s key urban agglomeration—the middle
reaches of the Yangtze River urban agglomeration, is a typical representative of China’s
rapid urbanization development. Under the background of rapid urbanization, a large
number of labor force migrate to urban areas, regional economy develops rapidly, urban and
rural income increases substantially, and demand for housing and consumption surges [75],
thus promoting the occupation of urban and rural built-up land to cropland and forest land.
The encroachment of the built-up land on cropland and forest land leads to the increase
of the intensity and frequency of human activities’ interference to the ecosystem, which
directly threatens the service functions of the ecosystem [76,77]. These functions are mainly
food production, climate regulation, soil conservation and so on.
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As an ecological security barrier in the Shennongjia Forestry District in Hubei Province,
lakes and waters in the Yangtze and Han River basins have made outstanding contributions
to the overall ESV. Therefore, in future development planning, the background advantages
of the ecosystem should be fully maintained and the negative impact of urbanization
on land use transformation and the ecosystem should be weakened. The Yangtze River
Protection Law just passed on 26 December 2020, is the first river basin law in China to
protect the ecosystem of the whole Yangtze River Basin, which reflects the attention paid by
the state and society to the ecological environment of the Yangtze River Basin. The tourism
industry in Shennongjia Forestry District is relatively developed. While developing the
tourism industry, we must always place “protecting ecological balance” first. Judging
from the difference between the eastern, central and western parts of Hubei Province, the
western part of Hubei Province is mostly mountainous areas, with relatively low levels of
urbanization, high forest coverage, and high ecosystem security capabilities. Therefore,
the ESV of each county is also high. From 1995 to 2015, the central region of Hubei
Province accelerated urbanization, with rapid expansion of construction land, mostly in
plain areas, with low forest coverage, so the average ESV in the central region was the
lowest. The eastern region has the highest level of urbanization development, but the river
system here is well−developed and contributes a lot to the overall ESV, so the average
ESV in the eastern region is at a medium level. From the perspective of ESV hot spots, the
distribution is relatively concentrated and the area is large in the past 20 years. Therefore,
the synergistic effect of hot spots can be continued and enhanced, and ecological policies
such as “encouraging social capital to participate in ecological protection and restoration
policies” [78] and “ecological protection compensation policy” [79] can be used to further
support the enhancement of local ecological effects. The main goal of cold spot development
is to coordinate the contradiction between economic development and ecological protection.
The level of urbanization in Hubei Province is still in the upgrading stage, and the built-up
land is still in the expansion stage. It is a major challenge for Hubei province to ensure the
economic development while maintaining the ecosystem service function and value. Hubei
Province can rely on abundant higher education resources and combine its own scientific
research advantages to provide intellectual support for enhancing the service functions of
the ecosystem. When making plans, we should weigh various factors to avoid improper
utilization of resources. We can incorporate the local index of “Ecosystem services value”
into the local government performance assessment. For the cold spot area, we should first
identify the reasons for the low ecosystem services value. Then, according to the degree of
cropland occupied by the expansion of the built-up land, the degree of river pollution and
whether the land layout is reasonable, formulate targeted plans, such as strictly controlling
the building density, appropriately increasing the proportion of green space, increasing
forest reserves, etc. Enhancing people’s understanding of the relationship between with
ecological environment and the ecological management of government departments [80]
are of great significance for realizing regional sustainable development [81] and steadily
improving the capability of ecosystem service assurance.

5. Conclusions

In this study, taking Hubei province in central China as the research area, we analyzed
the characteristics of land use transformation driven by urbanization and the response of
ecosystem service value to land use transformation from 1995 to 2015 at the county scale.
The results showed that:

(1) Urbanization is an important inducement of land use transformation in Hubei
province. From 1995 to 2015, with the continuous improvement of urbanization level in
Hubei province, the land use structure changed constantly, and the continuous expansion
of the built-up land occupying a large amount of cropland and forest land became the
most significant feature of land use transformation. In addition, affected by the policy
of “returning farmland to lakes” in the Yangtze River Basin, the area of water area and
wetland increased during the study period, second only to construction land.
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(2) The spatial and temporal distribution pattern and evolution of ecosystem services
value are directly affected by land use transformation. During the study period, the value
of ecosystem services in Hubei province increased from USD 118.08 billion in 1995 to USD
119.93 billion in 2015, showing an overall trend of growth. However, from 2010 to 2015,
a large number of cropland and forest land in the study area were transformed into the
built-up land, resulting in a total ESV loss of USD 480 million for food production, raw
material production, climate regulation, gas regulation, soil conservation and other single
ecological functions, which became the main reason for the ESV loss in the study area.
Therefore, paying close attention to the development trend of urbanization and relevant
policies, timely optimizing the land use structure and controlling the area of ecological land
occupied by construction land is the focus of the work of relevant government departments
in the future. The well−developed water system in Hubei province and the rich forest
resources in the west have contributed greatly to the overall ESV of Hubei province.
Strengthening the protection of the forest areas in the west and the waters of the Yangtze
River and Han River is of great significance to maintaining the stability of the ecosystem
service value in Hubei province.

(3) Affected by rapid urbanization and land use changes, the ecosystem services value
in Hubei province was high in the west and low in the middle and the east. The hot spots
were mainly concentrated in the western regions with slow urbanization development
and high vegetation coverage, while the cold spots were mainly distributed in the central
regions with strong interference from human activities. In the last five years, when the
expansion of the built-up land was the most drastic, the center of gravity of ESV broke the
original deviation direction, showing a rebound of migration. Using a variety of spatial
analysis methods to analyze the development trend and spatial characteristics of ecosystem
services value can help us formulate differentiation policies according to the actual situation
of different regions, so as to help the local improve the ecological environment and enhance
the ecosystem services value. In general, the response of ecosystem services value to
land use transformation is the result of the interaction and synergistic development of the
complex system of “society−economy−nature” driven by urbanization.
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Abstract: Currently, fossil fuels are still the primary fuel source and reducing agent in the steel
industries. The utilization of fossil fuels is strongly associated with CO2 emissions. Therefore, an
alternative solution for green steel production is highly recommended, with the use of biomass as a
source of fuel and a reducing agent. Biomass’s growth consumes carbon dioxide from the atmosphere,
which may be stored for variable amounts of time (carbon dioxide removal, or CDR). The pellets
used in this study were prepared from a mixture of low-grade iron ore and palm kernel shells (PKS).
The reducing reactivity of the pellets was investigated by combining thermogravimetric analysis
(TGA) and laboratory experiments. In the TGA, the heating changes stably from room temperature
to 950 ◦C with 5–15 ◦C/min heating rate. The laboratory experiments’ temperature and heating rate
variations were 600–900 ◦C and 10–20 ◦C/min, respectively. Additionally, the reduction mechanism
was observed based on the X-ray diffraction analysis of the pellets and the composition of the reduced
gas. The study results show that increasing the heating rate will enhance the reduction reactivity
comprehensively and shorten the reduction time. The phase change of Fe2O3 → Fe3O4 → FeO →
Fe increases sharply starting at 800 ◦C. The XRD intensities of Fe compounds at a heating rate of
20 ◦C/min are higher than at 10 ◦C/min. Analysis of the reduced gas exhibits that carbon gasification
begins to enlarge at a temperature of 800 ◦C, thereby increasing the rate of iron ore reduction. The
combination of several analyses carried out shows that the reduction reaction of the mixture iron
ore-PKS pellets runs optimally at a heating rate of 20 ◦C/min. In this heating rate, the reduced gas
contains much higher CO than at the heating rate of 10 ◦C/min at temperatures above 800 ◦C, which
encourages a more significant reduction rate. In addition, the same reduction degree can be achieved
in a shorter time and at a lower temperature for a heating rate of 20 ◦C/min compared to 10 ◦C/min.

Keywords: biomass; iron ore; reduction reactivity; reduction degree; pellet

1. Introduction

The ironmaking industry is one of the largest fossil fuel-consuming industries globally.
Several methods are utilized in the industry, such as the blast furnace/basic oxygen furnace
(BF-BOF), direct reduction/electric arc furnace (DR-EAF), smelting reduction/basic oxygen
furnace (SR-BOF), and melting of scrap in an electric arc furnace (EAF) [1]. These methods
use fuel and reducing agents in coal, coke [1], natural gas, or oil derived from fossil fuels [2].
Consequently, this comprises a considerable contribution to global CO2 emissions. Thus,
renewable fuels utilization is an alternative way to reduce CO2 emissions. Biomass is
now being heavily explored, as evidenced by multiple studies indicating that biomass can
help mitigate CO2 emissions in the ironmaking process. Purwanto et al. [3] found that
using charcoal obtained from oil palm empty fruit bunch for sintering low-grade iron ore
potentially decreased CO2 emission in the ironmaking process. Furthermore, utilizing
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torrefied biomass as an ironmaking reductant has the potential to be carbon neutral due to
biomass’s propensity to adsorb CO2 during its growth phase [4]. Reducing agents required
in the iron ore reduction process can be met by biomass’s when thermally decomposed
into carbon, CO, and H2. This is shown in several reduction studies using charcoal from
sawdust, nutshell, and waste biomass [5] and raw biomass, such as pine sawdust [6,7],
coconut shell waste [8], and corn straw [9]. The use of biomass in iron ore reduction
provides a good interaction between iron ore and biomass. The iron ore plays a good
role as a catalyst for the pyrolysis process of biomass into the volatile matter, carbon,
and gas [10,11] and, simultaneously, the pyrolysis results become reducing agents that
encourage reduction reaction.

Biomass may be used as a reducing agent in various methods. The chemical vapor
infiltration (CVI) method utilizes volatile matter and gas from the pyrolysis of biomass to
diffuse into iron ore in different chambers. This method stimulates the formation of carbon
deposits, and the reduction reaction co-occurs. The CVI method directs the formation of
nanoscale distances between carbon-iron ore, which causes the reduction rate to occur
faster [12]. Investigation of Cahyono et al. [13] showed that using the CVI method in a
sinter plant could significantly decrease coke breeze and CO2 emissions in the ironmaking
sector. Another study indicated that the reduction rate of composites with the CVI method
was higher than that of a mixture of dehydrated iron ore and coke [14]. Another way for
obtaining carbon deposits as reducing agents is to impregnate iron ore with biomass tar and
then carbonize it. This triggers a high reduction reactivity [15]. In addition, the biomass is
also used as a composite mix with iron ore in the form of pellets or briquettes. Briquettes
of a mixture of iron ore and pine sawdust, which reduced at a temperature of 1100 ◦C
with a reaction time of 60 min, generated the reduced iron with Fe metal content up to
94.5% [16]. The investigation conducted by Guo et al. [17] showed that the pellet reduction
rate with biomass was relatively higher than without biomass at the same temperature.
This is caused by the increase in pellet porosity due to dehydrated and pyrolyzed biomass
promoting a higher interfacial chemical reaction rate.

The biomass utilization as a reducing agent can be more efficient when it is upgraded
to increase the calorific value and volumetric energy density, reduce ash, more acces-
sible handling properties, and diminish moisture content. Several forms of upgraded
biomass include a pellet form, charcoal, torrefied biomass, and others [1]. According to
Yuan et al. [18], the metallization degree of the reduced iron ore-straw fiber pellets was
slightly lower than those of the bamboo char-iron ore pellets and the charcoal-iron ore
pellets at 600–800 ◦C. However, it will reach a comparable metallization value to the other
two pellets at temperatures above 1000 ◦C. Meanwhile, another study showed slightly
different things. The reduction process for iron ore-raw biomass mixture pellets provides a
faster reduction rate at a relatively low temperature than composite pellets of iron ore-coke
and iron ore-charcoal. In addition, it displays lower apparent activation energy than the
other pellets [19]. Several reduction studies using iron ore-raw biomass mixture pellets
have been carried out. Rashid et al. [20] used spherical pellets of iron ore-palm kernel
shell mixture with a diameter 10–12 μm in their reduction study. The composition of PKS
by 30% by weight at a temperature of 900 ◦C resulted in the majority content of reduced
pellets being wustite (FeO). Furthermore, the study conducted by Huang et al. [6] used
a cylindrical pellet mixture of iron ore-pine sawdust with a Ø 15 mm × 10 mm. The
study results demonstrate that the iron ore-biomass ratio that gives the optimum degree of
metallization is 1:0.6.

One of the essential parameters considered in the reduction or pyrolysis process is
the heating rate. Several studies have analyzed the effect of heating rate changes on reduc-
tion reactivity through thermogravimetric analysis (TGA). The study utilized carbonized
goethite ore samples [12] and iron ore-biochar pellets [21]. These studies show that increas-
ing the heating rate on the same reducing agent will shift the initial temperature of the
weight loss. However, the trend of decreasing weight loss for each heating is almost the
same. Eventually, several previous studies that used biomass as a reducing agent in the
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iron ore-biomass pellets found it attractive to apply these for manufacturing sponge iron or
direct reduction iron (DRI). Based on the analysis of Mousa et al. [1] and Suopajärvi et al. [2],
one of the processes in ironmaking is with DR-EAF, which requires the supply of DRI in
the process. The DRI of this iron ore-biomass pellet reduction process can be an attractive
alternative.

The current study is proposed due to the promising prospects for DRI preparation in
the pellets of mixture iron ore-biomass and the lack of information about the effect of the
heating rate on the reduction reactivity of iron ore-biomass pellets. The purpose of this
study is to find out in more detail how the reduction reactivity in pellets of low degree
iron ore and palm kernel shell (PKS) mixtures at various heating rates, the mechanism of
the reduction of the pellets at various temperatures and heating rates, and the effect of
the temperature and heating rate on the value of the reduction and metallization degrees.
Results of the thermogravimetric analysis (TGA) could inform the reduction reactivity
of iron ore-PKS composites at various heating rates. The temperature and heating rate
were varied during the reduction laboratory experiments. The reduction mechanism was
investigated from the X-ray diffraction (XRD) analysis of the reduced composites and the
composition of the reduced gas. Finally, the reduced product’s degrees of reduction and
metallization of the reduced product are determined.

2. Materials and Methods

2.1. Materials Specification and Preparation

PT. Meratus Jaya Iron&Steel, South Kalimantan, Indonesia, supplied raw iron ore, with
a size ranging from 1 to 3 cm. Meanwhile, palm kernel shell (PKS) as the biomass utilized in
the study was provided by PT. Astra Agro Lestari Tbk., South Kalimantan, Indonesia. The
iron ore was finely crushed and filtered into particle sizes ranging from 53 to 149 microns.
The original ore was calcined at 350 ◦C for 3 h in an air environment with a heating rate of
3.5 ◦C/min before being mixed with biomass. The heating process is designed to reduce
the combined water (CW) and increase the sample surface area [9–11,22]. Additionally,
biomass powder is obtained by crushing and sifting into particles with sizing of 74 to
149 μm. Eventually, molasses is used as a binder to form iron ore-biomass pellets.

Table 1 shows the composition and phase identification of the original iron ore/goethite
as determined by X-ray fluorescence (XRF Epsilon 4, Malvern, UK) and X-ray diffraction
(XRD-Bruker D2 Phaser, Billerica, MA, USA).

Table 1. Contexture of goethite ore.

Composition TFe Fe2O3 Si Ca Al O CW C

Weight
(mass%) 46.835 18.941 9.225 5.366 0.534 37.492 4.93 5.62

TFe: Total Fe; CW: combined water.

Phase identification of the dehydrated ore was also carried out by XRD analysis. N2
adsorption-desorption measurements were used to determine the iron ore samples’ BET
surface area, pore-volume, and pore distribution (Quantachrome Instr. Ver. 10.01, Boynton
Beach, FL, USA). Furthermore, scanning electron microscopy (SEM) was used to examine
the surface structure of original and dehydrated iron ores (SEM-Jeol Jsm 6510 La, Tokyo,
Japan). The reduction reactivity of dehydrated iron ore as a raw material for pellets was
examined by thermogravimetric analysis (TG-Linseis STA, Selb, Germany). Additionally,
components and elements of biomass and molasses were determined using the proximate
analysis (Nabertherm N3/R Muffle furnace, Lilienthal, Germany; Heraeus UT 5042 EK,
Burladingen, Germany) and ultimate analysis (LECO CHN/S-628/632, St. Joseph, MI,
USA). The analysis results are provided in Table 2.
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Table 2. Properties of the biomass and molasses.

Sample
Proximate Analysis (Mass%, Air-Dried

Basis)
Ultimate Analysis (Mass%,

Air-Dried Basis)

Fixed
Carbon

Volatile
Matter Water Ash C H O N S

PKS 30.771 65.579 2.700 0.950 50.720 6.170 0.220 41.760 0.030

Molasses 4.968 56.441 35.191 3.430 29.690 7.730 0.560 57.400 0.260

The iron ore-biomass pellet composite is formed with an iron ore-biomass ratio of
7:3 by mass, and the binder used is 9% of the mixture. After mixed ingredients are
obtained, pellets for thermogravimetric analysis (TGA) and reduction experiments are
formed according to the cylinder diameter and pellet weight required. The pellets for TGA
analysis are thin cylindrical pellets with a diameter of 2 mm and a composite weight of
19 mg. Pellet formation utilizes a pellet mold and a pressure of 2 kN (hydraulic pump).
At the same time, the formation of cylindrical pellets for the reduction experiments uses a
pellet mold with a diameter of 5 mm and a pressure of 40 kN, with a pellet weight of 0.2 g.
Subsequently, they are dried in an oven at 105 ◦C for 3 h to expel moisture before being
stored in closed storage before use.

2.2. Experimental Methods
2.2.1. Thermal Analysis

Thermal analysis of the pellets of a mixture of iron ore and biomass was carried
out using thermogravimetry analysis (TG-Linseis STA, Selb, Germany). The TGA results
were then used to determine the reduction reactivity of the pellets. The TGA test is
executed under non-isothermal conditions from room temperature to 950 ◦C, with 5, 10,
and 15 ◦C/min heating rates under N2 gas flow.

2.2.2. Experiments on Reduction of Iron Ore-Biomass Pellets

The reduction experiments of the iron ore-biomass pellet are conducted by utilizing
the apparatus, as shown in Figure 1. As a whole, the system for the lab-scale reduction
process consists mainly of an electric furnace, a reduction chamber, temperature control,
gas flow control, cooling circuit, effluent gas treatment, and a gas analyzer.

Figure 1. Scheme of apparatus for reduction experiments.

The experiment was started by inserting pellet samples weighing 16.6 g into a tubular
fixed-bed reactor with a length of 20 cm and an internal diameter of 3 cm, enclosed by
the furnace. After the series of cooling devices, the gas treatment, and the gas analyzer
were prepared, and N2 was flowed at 200 mL/min to ensure that oxygen was expelled
from the reactor. After approximately 3 min of N2 flow, heating began to be adjusted
with a specific heating rate and reduction temperature. Temperature and heating rate
variations are 600–900 ◦C and 10, 15, and 20 ◦C/min, respectively. After reaching the
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desired temperature, the reduction was carried out under isothermal conditions for 60 min.
The N2 flow was halted once the reactor had cooled to room temperature to avoid product
re-oxidation [17]. The reduced gas from the beginning of increasing temperature until
the end of the 60th minute of the reduction process was evaluated using the gas analyzer.
Furthermore, the reduced pellets were weighed and subjected to be analyzed using XRD
and SEM completed with energy-dispersive X-ray spectroscopy (EDS).

2.3. Determination of Reduction and Metallization Degrees

The degree of reduction identifies how much oxygen can be released from the com-
ponents contained in the sample during the reduction process. Meanwhile, the degree of
metallization can inform how much the iron metal content is compared to the mass total of
Fe contained in the reduced sample. The reduction degree (RD) of the reduced iron ore is
determined by Equation (1) [23]:

RD = ∑ xi·RDi (1)

where RDi is the reduction degree of each iron compound and xi is the mass fraction
of each iron oxide (i represents Fe2O3, Fe3O4, FeO, or Fe). The reference intensity ratio
(RIR) approach [24], which is based on the intensity of the X-ray diffracted by the com-
ponent’s selected plane (hkl), is utilized to calculate the mass fraction of the iron oxide
component [11,23]. Additionally, the value of the reduction degree of each iron oxide is
approached by the following Equation (2) [23]:

RDX (%) =
(Mr FeO1.5)− Mr X
(Mr FeO1.5)− Mr Fe

· 100% (2)

X can be FeO1.5 (Fe2O3), FeO1.33 (Fe3O4), FeO, or Fe. The RDi value in Equation (1) is
calculated using Equation (2) as RDX.

On the other hand, the metallization degree of the reduced iron ore from the reduction
experiment is determined by Equation (3) [7]:

M =
MFe

TFe
· 100% (3)

where MFe is the mass of iron metal in the reduced sample and TFe is the mass total of Fe
in the reduced sample.

3. Results and Discussion

3.1. Effect of Dehydration Process on Iron Ore Properties

In the dehydration process, it is expected that the releasing water process from goethite
occurred, as in Equation (4), leading to lessening the water content and enhancing the
specific surface area of the iron ore [10,11,22].

2 FeOOH → Fe2O3 + H2O (4)

Figure 2a shows the pore size distribution, BET surface area, and pore volume of the
original and dehydrated ore. It seems that both ores have nanopores at around a size of
2 nm. After dehydration, the nanopores of the dehydrated ore enhance, and the mesopores
at the size of 3–8 nm slightly increase. It induces the rise of the dehydrated ore’s specific
surface area and pore volume.
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Figure 2. Alteration in (a) pore size distribution and SBET and VBJH values; (b) XRD patterns of
original iron ore and dehydrated ore.

Furthermore, X-ray diffractometry (XRD) was used to analyze the characteristic of the
ore structures before and after dehydration. Figure 2b exhibits that the goethite (FeOOH)
is the dominant phase in the original sample. After heating, most of FeOOH transforms
to Fe2O3 and subsequently partly converts to be Fe3O4. However, the XRD peaks also
indicate that a small amount of FeOOH is still comprised in the dehydrated iron. This is
conformable with the research conducted by Zhao et al. [9], where FeOOH could not be fully
decomposed into Fe2O3 and water after being heated at a temperature of 185–400 ◦C. The
hydroxyl and other oxygen-containing functional groups are still present in the dehydrated
ore. If they do not appear as aqueous structures of the goethite, they can be the ligand and
the arrangement of oxygen and hydroxide ions in the goethite with the densest hexagonal
accumulation [9].

Figure 3 reflects SEM images before and after dehydration of iron ores. From Figure 3a,
the goethite is abundant in the original ore sample, as evidenced by the needle-shaped
bulges [25,26] and colloform texture with cavities of goethite [8], as indicated by the yellow
circle lines. The needle and colloform surfaces appear smooth, with no scratches or grooves,
implying that the combined water and gangues are distributed throughout the goethite
samples. Figure 3b indicates how the surface shape of iron ore altered substantially after
heating. Because of the elimination of water following Equation (4) and the removal of
oxygen associated with iron oxide, porous structures are apparent in the heated samples.
The surface appears coarse and grainy with hexagonal and cubic geometries. It suggests
the presence of iron oxides, such as hematite and magnetite, respectively [27].

Figure 3. Images of SEM for iron ore (a) before and (b) after dehydration.

The thermogravimetric analysis and the derivative curve (dm/dt) of the dehydrated
ore as material for the composite pellet are represented in Figure 4. For thermogravimetric
analysis, dehydrated ore pellets used molasses as a binder. The curve’s trend begins to
decrease below the temperature of 150 ◦C, indicating an evaporation process of water
content from the iron ore and the molasse (S1). It is also emphasized by a small maximum
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peak (dm/dt) at a temperature of 130 ◦C. The sharper weight loss occurred at 150–265 ◦C
temperature (S2). As confirmed, dehydration, de-polymerization, and decomposition of
biomass/molasses [10,20,28] by the presence of the second maximum peak occurred at a
temperature of 200 ◦C.

Figure 4. Weight percentage and reactivity rate curve of dehydrated iron ore at a heating rate of
10 ◦C/min.

Furthermore, at temperatures above 265 ◦C, the weight loss occurs more gently. There
are processes of releasing volatile matter and reducing iron ore. There are many small
peaks, indicating a continuous slow reduction process up to 900 ◦C. At temperatures of
180–450 ◦C, the gas-solid indirect reduction process may occur, since heating the iron
ore-biomass composite pellets gradually produces reductive gases, such as CO and H2 [18].
According to Cahyono et al. [10], the reduction can commence at a temperature below
560 ◦C by gradually following the Fe2O3 → Fe3O4 → Fe steps. According to Zuo et al. [29],
the first primary reduction reaction took place in a temperature range of 565–847 ◦C, which
produced low valence iron oxide, such as Fe3O4, as the principal reduction product, while
the CO gas produced might also contribute to Fe2O3 reduction. The reaction is as follows:

3 Fe2O3(s) + C(s) → 2 Fe3O4(s) + CO(g) (5)

3.2. Thermogravimetric Characterization of the Composite Pellet

The thermal characteristics of the composite pellets of the iron ore and PKS mixture
were analyzed using the thermogravimetric. Figure 5 shows the results of the TGA analysis
of pellets with a heating rate of 10 ◦C/min as an example. The reduction process is divided
into four stages, where stage 1 (S1) occurs at 147.32–230 ◦C; Stage 2 (S2) occurs at 230–315 ◦C;
Stage 3 (S3) occurs at 315–435 ◦C, and Stage 4 (S4) occurs at 435–950 ◦C.

Some of the qualitative characterization parameters used include [21]: Ti and Tf, which
are the initial temperature and the final temperature for weight loss from the reduction
process, respectively; Tmax-1, Tmax-2, Tmax-3, and Tmax-4, which are the peak temperatures
of the reaction rate for the four stages, respectively; dm/dtmax-1, dm/dtmax-2, dm/dtmax-3, and
dm/dtmax-4, which are the peak values of the reaction rate for the four stages, respectively; tr
is the reaction time from Ti to Tf; and S is the comprehensive reactivity index of the iron
ore-biomass pellets, where the values are according to the following Equation (1):

S = (dm/dt)mean/
(

T2
i ·Tf

)
(6)

where (dm/dt)mean denotes the decrease rate’s mean value.
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Figure 5. Weight loss and reactivity rate (dm/dt) curves of the iron ore-biomass pellet at a heating rate
of 10 ◦C/min.

Figure 6 presents the TGA analysis of all samples heated to a temperature of 950 ◦C
at a heating rate of 5–15 ◦C/min. The samples’ weight loss and reactivity rate curves are
divided into four pyrolysis/reduction temperature stages, as shown in Figure 5.

Figure 6. Thermogravimetric analysis: (a) weight percentage; (b) reactivity rate curves of composite
pellet at a different heating rate.

The first to third peaks appear to be partially overlapping, while the fourth peaks are
small except for the heating rate of 15 ◦C/min. In addition, the weight loss and reaction
rate curves of the composite pellets move into the high temperature zone by enhancing
the heating rates (Figure 6). This phenomenon is usually named thermal hysteresis or
thermal lag. It can be induced by those individual reactions that do not have enough time
to complete or reach equilibrium due to the fast heating rate. Consequently, processes at
higher temperatures nearby overlap each other. On the other side, there is a temperature
differential through the sample’s cross-section at a high heating rate which prevents heat
transfer [21]. However, the pattern of the thermal decomposition does not alter. This
propensity also occurs in several studies related to pyrolysis/reduction [21,30,31].

All of the reduction characteristics described previously were computed, and the
results were displayed in Table 3 to evaluate the reactivity differences of composite pellets
quantitatively. From Table 3, it can be seen that the initial weight loss temperature (Ti)
increases as the heating rate is increased. At same time, the total weight loss temperature (Tf)
is the same at 950 ◦C (test temperature limit). This indicates that there is still a continuation
of the reduction at temperatures above 950 ◦C for all samples.
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Table 3. The distinctive reduction parameter of the composite pellet at three different heating rates.

Heating
Rate

(◦C/min)

Ti
(◦C)

Tmax-1

(◦C)
Tmax-2

(◦C)
Tmax-3

(◦C)
Tmax-4

(◦C)
Tf (◦C)

dm/dtmax-1

(%/min)
dm/dtmax-2

(%/min)
dm/dtmax-3

(%/min)
dm/dtmax-4

(%/min)
dm/dtmean
(%/min)

S tr
(min)

5 109.02 200.57 269.60 336.22 847.98 950 0.21 0.72 0.86 0.19 0.17 1.5 × 10-8 168.21

10 138.00 212.49 276.10 343.69 862.93 950 0.49 1.08 1.53 0.21 0.29 1.6 × 10-8 82.07

15 147.32 218.44 284.05 349.66 920.00 950 0.79 2.25 2.31 0.75 0.48 2.3 × 10-8 55.05

Further, the peak temperatures of reaction rates (Tmax-i) and reaction rate peaks
(dm/dtmax-i) for all stages exhibit ascent while raising the heating rate. In addition, the
value of S, which is the thorough reduction reactivity, also increases with the rising heating
rate. Otherwise, the reaction time (tr) will be shorter with an increased heating rate. The
tendencies are conformable with a study conducted by Wang et al. [21]. The increase in
heating rate leads the rate of volatile matter/gas release to be higher than the rate of char
formation in the pyrolysis process [30,31]. The produced gases, such as CO or H2, can
trigger the reduction reaction when they contact the iron ore. These cause the reactivity rate
(dm/dt) to also be enhanced. Hence, the value of S also raises with the increasing heating
rate. However, the analysis described previously could not explain the reduction reaction
mechanism in the composite pellet sample. Therefore, the subsequent study explores the
phase change and SEM analysis of the samples and analyzes the gas produced from the
reduction experiments to investigate the reaction mechanism in the sample.

3.3. Reduction Behavior of Composite Pellet

Figure 7 shows the phase transformation of iron oxide due to temperature changes
at two heating rates, namely 10 and 20 ◦C/min. From the two pictures, it can be noticed
that the reduction process goes well as the temperature increases. At a temperature of
600–700 ◦C, it can be noted that the majority of the identified phases of iron compounds
are magnetite (Fe3O4). In these temperatures, there has been a slow reduction reaction of
Fe2O3 → Fe3O4. This is reinforced by the gradual decrease in weight loss, as illustrated in
Figure 6, which reveals a reduction in reactivity. In addition, based on the XRD analysis in
Figure 3b for the dehydrated ore and Figure 7, it seems that FeOOH disappears after the
reduction process at 600 ◦C. Additionally, a part of hematite (Fe2O3) converts into magnetite.
Several studies show that slow reduction has started from around 450 ◦C [10,18,29]. At a
temperature of 800 ◦C, it seems that the reduction of Fe3O4 to FeO is quite significant. It is
indicated by the FeO phase, which appears more in Figure 7. In addition, there is also a
further reaction of FeO to Fe metal at a temperature of 850–900 ◦C. Starting at a temperature
of 800 ◦C, this evidences that temperature significantly influences the reduction process,
which drives the reactions of Fe2O3 → Fe3O4 → FeO → Fe reaction. At temperatures above
800 ◦C, carbon gasification and CO gas reduction are essential in the iron ore reduction
process [10,21,29]. In addition, Yuan et al. [18] investigated that CH4, as one of the volatile
matters yielded from the biomass pyrolysis process at ~900 ◦C, can be a reductive gas that
plays a role in the following equation:

CH4 + 4 Fe2O3 → 8 Fe + 3 CO2 + 6 H2O (7)

The trend of iron oxide phase transformation at both heating rates is similar. However,
based on Figure 7, it can be seen that the FeO and Fe phases’ intensities at the heating
rate of 20 ◦C/min are higher than the ones at the heating rate of 10 ◦C/min, especially at
temperatures of 850–900 ◦C. It signifies that the presence of FeO and Fe at the heating rate
of 20 ◦C/min is higher than the one at the heating rate of 10 ◦C/min. It is conformable with
the analysis of the reduction characteristics from Table 3, which indicates that increasing
the heating rate enhances the thorough reduction reactivity.
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Figure 7. XRD pattern of samples after reduction process from 600–900 ◦C for 1 h with a heating rate
of (a) 10 ◦C/min; (b) 20 ◦C/min.

The temperature effect on the gas composition (CO, CO2, CH4, and H2) for the heating
rates of 10 and 20 ◦C/min is shown in Figure 8. The graphs show the gas composition
when the temperature increases (small graphs) and the isothermal reduction within 60 min
for each reduction temperature. The gas profile shows that CO and H2 are produced first,
followed by CO2 when the temperature rises at the same heating rate. At a heating rate of
10 and 20 ◦C/min, CO and H2 start appearing at a temperature of about 350 and 550 ◦C,
respectively. Continuously, they rise to 450 and 650 ◦C, respectively. It can be noticed that
increasing the heating rate leads to a shift in the initial temperature of the decomposition.
The shift is in line with the analysis of the reduction characteristics in Section 3.2. Some
studies on increasing the heating rate on the reduction reactivity of iron ore show a similar
phenomenon [21,32].

As shown in Figure 8a,b for the temperature increase graph, in the temperature range
of 350–450 ◦C, the decomposition of biomass into tar, carbon, gases, and volatile compounds
occurs, followed by the release of volatile compounds and gases. CO2 gas continues to
rise significantly as the temperature increases from 400 ◦C to 500 ◦C. After passing a
temperature of 500 ◦C, it seems that the CO drops to a temperature of 700 ◦C (Figure S1b)
while the CO2 concentration is still above the CO levels. It indicates that there is a slow
reduction between CO gas and iron oxide, as shown in the following Equation:

3 Fe2O3 + CO → 2 Fe3O4 + CO2 (8)

The occurrence of the reduction reaction at temperatures below 570 ◦C is in accor-
dance with several studies that have been carried out [18,29]. In addition, Zhao et al. [28]
stated that carbon deposits in iron ore could induce a reduction to occur at tempera-
tures above 500 ◦C. Furthermore, CO levels begin to rise above 700 ◦C (Figure S1b) and
eventually exceed CO2 levels at temperatures above 800 ◦C. This denotes that the carbon
gasification process of carbon obtained from the biomass pyrolysis has occurred as the
following Equation:

C + CO2 → 2 CO (9)

Additionally, when the temperature is raised to 800 or 900 ◦C (Figure S1d), there is a
decrease in CH4 and an increase in H2. This may be due to the decomposition of CH4 into
C and H2 [33]. Subsequently, the formed C can react with CO2 to generate CO according to
Equation (9), and then CO reacts as shown in Equation (8).
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Figure 8. The temperature and heating rate effects on gas composition when the temperature rises
(small graphs) and the isothermal reduction lasting 60 min for a heating rate of 10 ◦C/min (a,b) and
20 ◦C/min (c,d).

Based on Figure 8a for the isothermal reduction step lasting 60 min, it can be seen that
the presence of H2 and CO is small. This may cause the reduction to proceed slowly for the
reaction of Fe2O3 → Fe3O4. The reduced iron oxide phase at temperatures of 600 and 700 ◦C
is represented in Figure 7a. At 800 ◦C (Figure 8b), there is an increase in CO, indicating that
the carbon gasification process is beginning to expand. This enhances the reduction rate of
the Fe2O3 → Fe3O4 → FeO reactions. This occurrence corresponds to the iron oxide phase
analysis in Figure 7a for a temperature of 800 ◦C. In addition, the reduction at a temperature
of 900 ◦C (Figure S1d) showed that the carbon gasification process was extensive in the
initial 20 min, characterized by the composition of CO, which reached 6.2% mole compared
to CO2 at 3.4% mole. Although CO then reacts further with iron oxide, the composition
of CO is always higher than CO2 until the end of the 60 min. It reveals that the carbon
gasification rate is greater than the rate of CO reduction. On the other hand, the availability
of excess CO triggers the reduction reaction rate. Based on Figure 7a, it can be seen that the
intensity of Fe increases at a temperature of 900 ◦C, which means that the reaction of FeO
→ Fe is significant at this temperature.

According to Figure 8c,d for the temperature increase graph, it seems that when the
temperature increases to 600 ◦C, the resultant gas concentration is minimal. This is due to
a shift in the initial temperature of biomass decomposition from 350 ◦C to 550 ◦C at the
heating rate of 10 ◦C/min to 20 ◦C/min, respectively. Therefore, biomass decomposition is
continued at the start of isothermal heating at 600 ◦C. A temperature difference between
the surface and the middle of the pellet is created by rapid heating [21]. It impacts the lack
of heat transfer to the pellet center, leading to a small portion of FeOOH in the sample at a
temperature of 600 ◦C not being dehydrated, as shown in Figure 7b. When the temperature
rises to 700 ◦C (Figure S2b), it can be seen that CO, CO2, CH4, and H2 gases appear. This
shows a process of decomposition of biomass into volatile matter and gas. Then, the
temperature rising to 800 ◦C causes a decrease in CO and CH4 and an increase in CO2 at
around 800 ◦C. This indicates a slow CO reduction and CH4 decomposition into C and
H2. When the temperature is raised to 900 ◦C (Figure S2d), a similar phenomenon to the
heating rate of 10 ◦C/min is evident. Here, the CO and H2 increase along with the decrease
in CH4. This is due to an intense carbon gasification process at a temperature of 900 ◦C,
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which raises the level of CO, and subsequently reacts according to Equation (4). In addition,
the increase in H2 is due to the decomposition of CH4 into C and H2 [33].

As shown in Figure 8c, where the isothermal heating lasts 60 min, CO and H2 produced
by biomass decomposition have little effect on the reduction process at a temperature of
600◦. This is notified by the insignificant change of the iron oxide phase from the dehydrated
ore (Figure 3) to the reduced ore at this temperature (Figure 7b). At a temperature of 700 ◦C
(Figure S2b), there seems to be an increase in H2 from the beginning, along with a decrease
in CH4. This indicates the decomposition of CH4 into C and H2. The presence of H2 can
influence the slow reduction that occurs. This slow reduction does not significantly change
the iron oxide phase (Figures 3 and 7b). Hereafter, trends occurring at temperatures of 800
and 900 ◦C are similar to those observed at the heating rate of 10 ◦C/min. Equation (5)
shows that the carbon gasification process expands at 800 ◦C and becomes quite substantial
at 900 ◦C (Figure S2d). At high temperatures, endothermic carbon gasification escalates,
thereby producing more CO. The exothermic reaction between iron oxide and CO, occurs
more quickly. It creates a coupling reaction condition between carbon gasification and
reduction of iron oxide, which controls heat transfer [34].

Further, Figure 8c,d shows that the 20 ◦C/min heating rate produces more CO from
carbon gasification than the 10 ◦C/min heating rate. Consequently, the reduction rate of
the reaction of Fe2O3 → Fe3O4 → FeO → Fe at the heating rate of 20 ◦C/min becomes
faster than 10 ◦C/min. Figure 7a,b confirm that FeO and Fe peaks are more visible and
higher at the heating rate of 20 ◦C/min than at 10 ◦C/min. Applying a higher heating
rate in the iron-making industry will be more advantageous because it can shorten the
reduction process time. In addition, the higher heating rate can provide a higher reduction
rate, and more Fe metal is produced. Furthermore, the effect of the magnitude of the
reduction rate can also be influenced by H2. At temperatures above 800 ◦C, H2 gas can
exert a more substantial reduction reaction effect than CO gas [35]. It can be seen from
Figure S2d that above a temperature of 800 ◦C, H2 decreases slowly. According to Wei
et al. [27], at a temperature of 900 ◦C, H2 can significantly impact the reduction reaction,
but if the concentration of H2 is less than 25%, the reduction will be slow.

The results of the SEM-EDS test in Figure 9 are to see changes in the surface morphol-
ogy of the reduced sample. The figure shows the difference between the reduced samples
at 600 ◦C and 900 ◦C and a heating rate of 10 ◦C/min. From the appearance of the sample
morphology, both have almost the same distribution of elements. The sample temperature
of 900 ◦C shows a slightly higher porosity distribution, and more small basins were seen.
It shows that the high temperature causes the carbon gasification process, which causes
depressions to form on the surface of the reduced iron. However, in general, the final
characteristics of the two reduced pellets were morphologically almost the same. This
demonstrates that the temperature variation (600 and 900 ◦C) slightly influences the quality
of the direct reduction iron product (DRI)’s surfaces but increases the pellet reduction rate,
based on Figures 7 and 8. Furthermore, the sample at 900 ◦C has a higher Fe content and a
lower carbon deposit than the sample at 600 ◦C, according to the results of the EDS analysis
(Figure 9b,d). Compared to lower temperatures (600 ◦C), the carbon content of biomass
decomposition at 900 ◦C has been converted significantly through the reduction process
and carbon gasification.
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Figure 9. SEM images showing a change of iron ore surface after reduction and result of EDS analysis:
(a,b) at 600 ◦C; (c,d) at 900 ◦C with heating rate 10 ◦C/min and reduction time 60 min.

3.4. Reduction and Metallization Degree of Composite Pellet

Figure 10 shows the degrees of reduction and metallization as a temperature and
heating rate function. The figure shows that the trend of the reduction and metallization
degrees’ profile as a function of temperature for the three heating rates is almost the same.
Increasing the temperature from 600 ◦C to 700 ◦C will cause a minimal effect on the rise of
both degrees.

 

Figure 10. Reduction and metallization degrees of the iron ore-biomass pellets with temperature and
heating rate variations.

Meanwhile, increasing the temperature to 800 ◦C begins to increase the degree of
reduction and metallization significantly. This corresponds to the appearance of the phase
change in Figure 7, where Fe3O4 commences forming into FeO significantly at a temperature
of 800 ◦C. At 900 ◦C, most of the FeO is further converted into Fe. It induces both degrees to
increase significantly, from 800 ◦C to 900 ◦C. In addition, at the heating rate of 20 ◦C/min,
both degrees showed higher values starting at 800 ◦C compared to heating rates of 10 and
15 ◦C/min. Eventually, the degree of metallization values approaches the reduction degree
value at a temperature of 900 ◦C for all heating rates as the temperature rises.

Figure 11 exhibits the comparison between the reduction degree from the current study
result and the study result of Castro et al. [36] for the case of iron ore-coke in a blast furnace.
There is an increase in the reduction degree from 12.90% at 600 ◦C to 74.14% at 900 ◦C in
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the current study results. The presence of biomass in iron ore pellets drives an increase
in the porosity of the pellet so that the reaction area between the iron ore and biomass
becomes large. In addition, the high porosity produced can facilitate the entry and exit of
reductant gas and reduced gas, which is beneficial for the reduction of pellets and reductant
gas [17]. It seems that the reduction degree at 700 ◦C is almost the same for both methods
at about 17.50%. However, iron ore-coke in the blast furnace demonstrates that a reduction
degree of 74% is achieved at temperatures above 1000 ◦C. This confirms that the use of iron
ore-PKS by the direct reduction method can lower the reduction temperature compared to
the case of iron ore-coke in a blast furnace. Therefore, using pellets of a mixture of iron ore
and biomass for manufacturing direct reduced iron (DRI) in the ironmaking industry is
expected to save energy.

Figure 11. Reduction degree of the iron ore-biomass pellets by a direct reduction process at different
temperatures compared to the blast furnace process.

4. Conclusions

The conclusions of the study are summarized as follow:

1. The dehydration process of low-grade iron ore could remove water content from the
iron ore powder, which had an impact through increasing the specific surface area
and the occurrence of a reduction reaction that transforms Fe2O3 to Fe3O4.

2. From thermogravimetric analysis, as the heating rate rose, the initial temperature of
the weight loss shifted to a higher temperature. In addition, increasing the heating rate
induces elevating the comprehensive reduction reactivity index (S) and shortening
the reduction time.

3. Analysis of phase transformation based on temperature changes showed that, at a
temperature of 600–700 ◦C, most of the formed phase was magnetite (Fe3O4). By
increasing the temperature to 800 ◦C, wustite (FeO) formation was very significant.
The reduction reaction at 900 ◦C indicated that Fe2O3 → Fe3O4 → FeO → Fe reaction
was fast. According to the reduced gas analysis, carbon gasification significantly en-
hanced the reduction rate starting at 800 ◦C. Furthermore, a heating rate of 20 ◦C/min
resulted in higher peak Fe intensity when compared to 10 ◦C/min. This could be due
to the carbon gasification rate at a heating rate of 20 ◦C/min higher than at 10 ◦C/min.

4. The changing trend of the reduction and metallization degrees from 600 to 700 ◦C
was slight. However, increasing the temperature to 800 ◦C showed a consistently high
escalation of both degrees up to 900 ◦C. The degrees of reduction and metallization
at a heating rate of 20 ◦C/min showed a more considerable increase than 10 and
15 ◦C/min. In addition, the current study can achieve the same degree of reduction at
lower temperatures compared to the iron-coke mixture in the blast furnace method.
This indicates that there is energy saving in this direct reduction process.
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Supplementary Materials: The following are available online at https://www.mdpi.com/article/10
.3390/en15010137/s1, Figure S1: The temperature and heating rate effects on gas composition when
the temperature rises (small graphs) and the isothermal reduction lasting 60 min for a heating rate of
10 ◦C/min (a) 600 ◦C; (b) 700 ◦C; (c) 800 ◦C; (d) 900 ◦C. Figure S2: The temperature and heating rate
effects on gas composition when the temperature rises (small graphs) and the isothermal reduction
lasting 60 min for a heating rate of 20 ◦C/min (a) 600 ◦C; (b) 700 ◦C; (c) 800 ◦C; (d) 900 ◦C.
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Abstract: Wind direction and speed are the most important factors that determine the degree of
damage caused by a jet fire. In this study, the metal hose used to extract/supply fuel was identified as
the component with the highest risk for a jet fire occurring at an aerospace facility. A risk assessment
was performed to evaluate the individual risk of a jet fire from the metal hose according to the wind
direction and speed. HSE failure data was applied for calculating the jet fire probability including
metal hose failure, ignition frequency, and jet fire frequency. Which was 3.0 × 10−4. The individual
risk of different fatality probabilities was calculated according to the wind rose data for the aerospace
facility. The individual risk from jet fire in the aerospace facility was calculated with a maximum risk
of 3.35 × 10−5 and a minimum risk of 1.49 × 10−6. The individual risk satisfied HSE ALARP criteria.
In addition, firewalls, extinguishing systems, and an emergency shut off system were enhanced, and
it was thought that the risk from jet fire could satisfy acceptable criteria.

Keywords: individual risk; aerospace facility; fatality probability; jet fire; kerosene atomization; wind
direction and speed

1. Introduction

Fire risk is the likelihood of a fire or explosion to occur, which is affected by any unique
feature or potential hazard. Increases in indoor combustibles, diverse high-rise buildings,
and population density have led to increased fire risks. Fire risk assessment is necessary
for maintaining the safety of buildings and designing fire safety measures. Insufficient
measures can result in massive casualties and damage to property. Risk assessment consid-
ers the structure of the building, its contents, layout, wind speed, and escape routes in the
event of a fire.

Fire risk assessment can be of two types: quantitative and qualitative. Quantitative
assessment methods are based on frequency analysis of entities that may cause fire and
explosion and a consequence analysis of the potential damage of an accident to humans or
property [1–3]. Examples of quantitative assessment methods include fault tree analysis
(FTA), event tree analysis (ETA), cause–consequence analysis (CCA), layer of protection
analysis, risk matrix, and the frequency–number of fatalities (F–N) curve. On the contrary,
qualitative assessment methods comprehensively collect the opinions of many experts and
include what-if analysis, hazard and operability, and process hazard review. In Korea,
fire risk assessments are generally qualitative; a quantitative assessment method has not
yet been universally accepted. Quantitative fire risk assessments are needed for liquefied
natural gas plants, aerospace facilities, and other facilities with major fire hazards [4,5]. Fire
risk assessment for existing nuclear plants and safety-critical systems can widely vary in
approaches and outcomes [6].

Recently, in order to promote national economic growth and national interest, not
only government space activities, but also commercial space activities of private companies
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are considered as one of the key areas of activity [7]. According to the establishment and
operation of space launch sites increases through the active space activities, various risks
may occur in the aerospace facility, such as damage to structure and human life due to
complexity and risk factors of aerospace systems. As such, a quantitative risk assessment of
all parts, procedures, and operations of the aerospace facility is required [8–10]. Aerospace
facilities perform various operations that pose a fire risk, such as rocket transfer and
assembly, fuel and oxidant charging, and maintenance of electronics and general machinery.
If a launch is rescheduled, the charged kerosene should be immediately extracted and then
recharged. Due to the large amount of kerosene involved in the extraction and charging
processes, as even a small leak can pose a fire risk. Jet and pool fires can be caused by
fuel and oxidant leakage, tank failure, and catastrophic tank rupture. The potential of an
explosion and secondary damage increases with the size of the leak. Thus, a quantitative
fire risk assessment should be conducted to minimize the primary and secondary fire
damage that could occur in aerospace facilities, with a special focus on the metal hose that
is connected to the tank inside the rocket for supplying and extracting fuel [11,12]. Due to
the metal hose posing a high risk in the event of a fuel leak, quantitative risk assessment
should be performed for metal hose.

In this study, UK Health and Safety Executive (HSE) probability data was used to
analyze metal hose failure and ignition frequency, and a consequence analysis was per-
formed to analyze the fatality of jet fire. Wind rose was used to analyze the effect of wind
direction and speed, which are the most important factors in the case of a jet fire. Finally, the
individual risk assessment to the aerospace facility from metal hose jet fire was performed,
considering the probability of failure and ignition, consequence of jet fire, wind direction
and speed through comparison with the HSE risk standard.

2. Methodology

Validation for quantitative risk assessment can have several meanings that are dis-
putable. As such, quantitative risk assessment of validation aspects, considering the
objectives, expected results may be necessary [13,14]. Specifically, sampling proper data
and its methods are most important to conduct quantitative risk assessment exactly. There-
fore, in this study, through the validation approaches, a quantitative risk assessment was
performed.

2.1. Validation Approach

Quantitative risk assessment is expressed as multiplying the frequency by consequence
of a hazard factor leading to an injury or disease. In the case of frequency, it is the probability
of occurrence of accidents and diseases for hazardous and dangerous work. In the case
of consequence, it is the degree of exposure to human and material damage. As such,
the quantitative fire risk assessment risk is a method of predicting the degree of risk for
multiplying the frequency by consequence values of fire, according to the accident scenario,
which are dependent on various parameters. Finally, after the quantitative risk assessment,
it establishes mitigation to solve the workplace risk factors, such as installing emergency
warning devices and securing a minimum safety distance [2,4,15]. Quantitative fire risk
assessment consists of five methods, as shown in Figure 1 [16]. This section is introduced
based on quantitative fire risk assessment to perform this research.
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Figure 1. Quantitative fire risk assessment procedure.

2.1.1. Part 1. Risk Assessment Objective (Select Accident Scenarios)

This part means to identify hazardous source and accident scenarios that match
installation specific interests. In some cases, relevant guidelines and standards could be
applied for this part. Selecting proper accident scenarios is important. When a risk is
calculated by considering an accident with a very low frequencies and low impact, it takes
a lot of time and money to control the risk. To select the proper hazardous source, a P&ID
(Piping and Instrument Diagram) and aerospace facility drawing were analyzed, and a
metal hose was selected as the most dangerous source.

2.1.2. Part 2. Fire Risk Information (Collect Relevant Data Sources and Risk
Calculation Method)

This part is necessary to conduct quantitative risk assessment adequately. A frequency
data, which is needed to calculate fire occurrence probability, could be collected to analyze
accident data from HSE, OGP (Oil and Gas Producers), NFPA (National Fire Protection
Association), and HIAD (Hydrogen Incident Accident Database) [4,5]. A consequence could
be calculated from various empirical equations or differential equations. Since solving
differential equations is very difficult and complex, empirical equations based on various
experiments are used to calculate the consequence and risk analysis. A fatality of jet fire and
consequences are calculated based on the TNO Green book [17] and Han and Weng [18],
considering mass release rate and probit function. An individual risk is calculated from
fatality, frequency of jet fire, and weather conditions, which is made from HSE; a simplified
approach to estimating individual risk [19]. A jet breakup length that is corresponded to
velocity, density, surface tension, and viscosity, where the empirical equation was validated
from Miesse [20]. Considering weather conditions in the Republic of Korea, wind rose data
from Korea Meteorological Administration (KMA) was used.
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2.1.3. Part 3. Frequency (Selecting Proper Database and Applying)

As a result of the accident probability database analysis, the specific accident probabil-
ity data for a metal hose does not exist. As such HSE probability database applicable to
general leak situations were selected.

In this part, the metal hose fire probability was calculated from metal hose failure and
ignition probability values using the HSE and cox et al. database [21,22].

2.1.4. Part 4. Consequence

The consequence of accidents can be analyzed through fatality of overpressure, radia-
tion intensity, and toxic gas concentration. In the case of jet fire, fatality is caused by the
radiation of the flame. In this study, the fatality area and distance were calculated using the
Han and Weng [18] equation based on mass release rate and probit function.

2.1.5. Part 5. Quantitative Fire Risk Assessment Presentation

Quantitative fire risk assessment can derive the final individual risk using frequency
and consequence analysis. In this study, wind rose data was applied to HSE’s individual
risk equation [19] to consider both wind direction and speed.

2.2. Scenario and Boundary Definitions (Metal Hose)

The target scenario was set in the space launch facility at Goheung, Republic of Korea,
which was operated by the Korea Aerospace Research Institute. The risk assessment
focused on the metal hose, which was highly likely to cause a jet fire due to leakage, failure
to switch off, cracking, or excessive flow rate. The risk of a jet fire was calculated by
considering the size of the metal hose, internal temperature and pressure, flow rate, and
location. Since the metal hose charges and discharges fuel, it was always exposed to danger
in the event of a fire or accident. If the metal hose and rocket were separated, a larger fire
may occur. Figure 2 shows the schematic of the metal hose used at the Goheung rocket
launch facility, respectively. Table 1 presents the properties of kerosene [23,24]. As shown
in Figure 2, the metal hose could be divided into three stages. A jet fire may occur at any
stage. However, jet fires at higher stages will not result in injury to humans; thus, the fire
risk assessment focused on the lowest stage (i.e., metal hose 1), since this part was most
likely to cause injuries to humans.

Table 1. Properties of kerosene [23,24].

Physical Properties Value Physical Properties Value

Critical temperature (◦C) 321.45 Viscosity (N·s/m2) 0.00164
Boiling point (◦C) 150.82 Critical pressure (bar) 22.9
Flammable/toxic Flammable Surface tension (N/m) 0.0275

Molecular weight (g/mol) 128.258 Upper flammable limit (%) 5.6
Lower flammable limit (%) 0.7 Density (kg/m3) 820
Heat of combustion (kJ/kg) 43,200 Burning velocity (mm/s) 0.07
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Figure 2. Schematic of metal hoses connecting the rocket to the umbilical tower.

2.3. Individual Risk

Individual risk (IR) refers to the probability of personal injury in hazardous facilities
when a fire occurs near an ignition source [19,25]. It can be expressed in two ways. The first
is by plotting risk contours to designate the range around a hazardous facility for the same
risk level. The second is a two-dimensional profile that indicates the risk level according to
distance from the hazardous facility. IR can be calculated as follows [19]:

IRk = θk·∑
i

ploc,i,k·FoFi (1)

where IRk is IR of population group k; θk is the overall fraction of time that population
group k is in the area; ploc,i,k is the probability that population group k is at location i; FoFi
is the frequency of fatalities at location i [19,26].

FoFi can be calculated as follows [19]:

FoFi = ∑
j

feo,j·p f at,i,j·pweather,j·pdirection,i,j (2)

where feo,j is the frequency of event outcome j; p f at,i,j and pweather,j are the probabilities of
fatality and weather conditions produced by event outcome j (from meteorological data,
1 for weather independent event outcomes), respectively; pdirection,i,j is the probability of the
direction required to produce event outcome i (related to the wind rose and cloud width
for gas dispersion events, one for omnidirectional events). For the sake of simplicity, the
following assumptions are used to calculate the individual risk [19,27,28]:

1. The wind distribution is constant, and accidents can occur in all directions.
2. Only one wind speed and climate stability degree are used.
3. Mitigation factors, such as evacuation, are not considered.
4. Leakage sources are uniformly distributed; thus, accidents can occur at any point.
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2.4. Jet Fire Fatality

The fatality of a jet fire is calculated from the thermal radiation. In the case of the
jet fire fatality probability function, the Equation (3) considering the thermal radiation
exposure time to the target and the thermal radiation flux is used [17,29,30].

Pr = −14.9 + 2.56 ln
(

t·I 4
3 /104

)
(3)

where t is the time that the target is exposed to radiation. The exposure time is generally
assumed as 30 s in urban settings. I is the thermal radiation flux [30].

Second, if you replace the thermal radiation flux, you can use the Equation (4) using
the leakage flow rate and the distance between the target and the center of the flame zone.

Pr = 16.61 + 3.4 ln
(

Q
R2

)
(4)

where Q is the mass flow rate of leakage; R is the distance between the target and the center
of the flame zone [30].

In the study, the probabilities of 99%, 50%, and 1% fatality can be calculated according
to the radiation, while the areas and distance for these fatalities, due to a metal hose
failure, can be calculated using Equation (5) with the probability values of 7.33, 5, and 2.67,
respectively [17,30].

rjet,99 = 3.915
√

Q, rjet,50 = 5.514
√

Q, rjet.1 = 7.768
√

Q (5)

The average fatality probability in each area can be calculated as follows [29,30].

∫ 3.915
0 Pdr∫ 3.915
0 dr

= 1,

∫ 5.514
3.915 Pdr∫ 5.514
3.915 dr

= 0.805,

∫ 7.768
5.514 Pdr∫ 7.768
5.514 dr

= 0.172 (6)

Figure 3 shows a schematic of the three fatality areas around a jet fire.

 
Figure 3. Schematic of fatality probability according to areas around a jet fire point.

2.5. Kerosene Atomization

During the charging process, fuel flows through the metal hose at a velocity of
4–100 m/s and a pressure of 1.5–10 bar. If the metal hose ruptures, the high velocity
of the leaking fuel can cause a jet fire, where the fuel is atomized or evaporated as it
combusts. At room temperature (15–20 ◦C), liquid propellants evaporate more slowly
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than liquefied propellants; thus, a pool fire is more likely to occur [31–34]. However, a jet
fire can occur under high velocity and pressure conditions. Khan et al. [35] reported the
combustion characteristics of kerosene droplet. Due to the research data, a kerosene droplet
under the 125 μm, was immediately burned by ignitor. Therefore, atomized kerosene was
sufficiently burned by ignitor, and jet fires can be generated. The size and shape of the
atomization depend on We and Re of the leaking fuel. Liquid fuel frequently atomizes
when the velocity was over 100 m/s [35–37]. An atomization characteristic was correlated
with leakage velocity, and when the leakage velocity was increased over 100 m/s, mostly
liquid fuels, which were passed atomization length (jet breakup length), were atomized and
immediately vaporized, but liquefied fuels were atomized and evaporated under 100 m/s
easily [31,32].

As shown in Figure 4, the atomization of the leak jet occurred at a constant breakup
length. Miesse [20] had and established Equation (7) for calculating the atomization length.
The Equation (7) was suitable for the density range 300 to 1500 kg/m3, and viscosity
range 0.01 to 10 cp conditions. The position where kerosene atomizes can be calculated as
follows [32]:

Lc = 538 d We0.5 Re−0.625 (7)

We =
ρV2d

σ
(8)

Re = ρVd/μ (9)

where Lc is the breakup length, d is the diameter, We is the Weber number, and Re is
the Reynolds number. Table 2 presents the parameters of the metal hose according to its
diameter. With the metal hose, it was impossible to meet the high-pressure conditions for
kerosene atomization. Preferentially, a breakup length is calculated to consider fatality
areas accurately, since the jet fire occurred after the breakup length. As show in Table 2, the
minimum breakup length was 3.2 m. In this study, the accurate fatality area was described
in Section 3, using the breakup length value.

Figure 4. Kerosene atomization.

179



Energies 2022, 15, 189

Table 2. Parameters of the metal hose.

Diameter (mm) Velocity (m/s)
Reynolds
Number

Weber Number
Breakup Length

(m)

10 169.7 8.5 × 105 8.6 × 106 3.11
13 100.4 6.5 × 105 4.0 × 106 3.20
15 75.4 5.7 × 105 2.6 × 106 3.28
20 42.4 4.4 × 105 1.1 × 106 3.43
25 27.2 3.7 × 105 6.4 × 105 3.59
30 18.9 3.3 × 105 4.3 × 105 3.77
35 13.9 3.1 × 105 3.3 × 105 3.98
40 10.6 3.1 × 105 2.8 × 105 4.24

2.6. Metal Hose Ignition Probability and Wind Rose Data

Frequency analysis is a hierarchical method for calculating the probability of a fire
or explosion occurring in a given structure. It can be used to identify equipment failure,
faults, operating conditions, environmental conditions, and human error that contribute to
fire and explosion accidents. FTA and ETA were used to calculate the failure and ignition
probabilities to determine the probabilities of a pool fire, fireball, and jet fire for one year.

For FTA, the ignition probability of various flammable materials in the event of a
metal hose leak was taken from the literature [38–40]. Table 3 presents the probability of a
fire occurring for different release rates. The frequency analysis results for metal hoses are
detailed in Section 3. Data from the UK Health and Safety Executive (HSE) were referenced
to determine the failure probability of the metal hose, which was set to 1.0 × 10−2 [21,38].

Table 3. Ignition probability of a liquid according to the release rate.

Release Rate Ignition Probability of a Liquid

<1 kg/s 1.0 × 10−2

1–50 kg/s 3.0 × 10−2

>50 kg/s 8.0 × 10−2

A wind rose graphs the frequencies of the wind direction and speed at an observation
point. It can be used to show the long-term average wind direction and speed [41,42],
which are important factors that affect the location and extent of damage caused by a jet
fire [42–44]. In this study, the wind direction was expressed as a probability, and it was
combined with the frequency analysis for the fire risk assessment. Twelve wind directions
were selected, and their probabilities were set according to the wind data from Goheung,
which is where the aerospace facility is located. The software WPLOT [45] was used to
analyze the wind rose data. Figure 5 shows the wind rose for Goheung. Table 4 presents
wind data sourced from KMA from 2009 to 2018 in 12 directions according to frequency.
Wind rose data is the probability data about wind direction and speed. For example, in
Table 4, when the wind direction is 345 to 15 degrees, the probability of blowing with a
wind speed of 0 to 1 m/s can be expressed as 26.6538%.

Wind speeds >5 m/s accounted for less than 1% of the 10 years of data and thus, were
excluded from the analysis. Although a higher wind speed can lead to greater damage, the
frequency was so low that the risk was negligible. The remaining wind speed data were
used to quantify the probability of a jet fire in each wind direction. The total probability of
a jet fire was determined by summing the probabilities in each wind direction. According
to the wind rose data for this aerospace facility, the highest probability of a jet fire was at
345–15◦ for a wind speed of 0–1 m/s and at 315–345◦ for wind speeds of 1–2, 2–3, 3–4, and
>4 m/s.
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Figure 5. Wind direction and speed at the aerospace facility in Goheung (Korea Meteorological
Administration).

Table 4. Probability of jet fire, according to wind direction and speed.

Direction (◦) 0–1 (m/s) 1–2 (m/s) 2–3 (m/s) 3–4 (m/s) >4 (m/s)

345–15 26.65380 1.50060 0.54358 0.32131 0.16008
15–45 1.25990 1.61807 0.44338 0.05873 0.00576
45–75 1.99926 3.33057 2.44034 0.67487 0.09213

75–105 0.71633 0.86374 0.42266 0.17620 0.09098
105–135 0.66911 1.13207 0.57237 0.14050 0.05873
135–165 1.34628 3.15206 3.00350 1.03418 0.42266
165–195 0.81537 1.23802 1.12977 0.71057 0.41575
195–225 0.64838 1.11825 1.29906 0.87871 0.45720
225–255 0.65759 1.34397 1.29791 0.83955 0.33974
255–285 0.28561 0.97084 1.19426 0.51824 0.18772
285–315 0.38465 0.96623 1.41307 0.92938 0.78773
315–345 3.02999 5.00622 4.92330 4.50871 6.79358

Total 38.46620 22.24060 18.68320 10.79100 9.81205

3. Consequence Analysis

For the consequence analysis, a kerosene jet fire was assumed to occur under the
following conditions:

1. Kerosene leaks from the metal hose at a high speed.
2. Metal hose has a hole diameter of 13 mm.
3. Kerosene atomizes to form a jet fire when Lc = 3.20 m.
4. Radii from the jet fire for 99%, 50%, and 1% fatality can be determined.
5. Frequency of a jet fire can be determined for four directions, and the frequencies in

each direction can be summed to obtain the total frequency.

Table 5 presents the fire probability for a metal hose with a hole diameter of 13 mm
and release rate of 10.93 kg/s, while Table 6 presents the radii for 99%, 50%, and 1% fatality
when a jet fire occurs with a leakage flow rate of 10.93 kg/s. According to Equations (5)
and (6), the 99%, 50%, and 1% fatality areas and radii were 493.87 m2 and 3.20~12.94 m,
518.01 m2 and 12.94~18.23 m, and 1027.71 m2 and 18.23~25.68 m, respectively. When the
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analysis of the results was performed, it was confirmed that the lower the fatality, the lower
the degree of damage, but the wider the damage range.

Table 5. Metal hose fire probability.

Ignition Probability Failure Probability Metal Hose Fire Probability

3.0 × 10−2 1.0 × 10−2 3.0 × 10−4

Table 6. Fatality area and distance from jet fire point according to metal hose release rate.

Metal Hose
Release Rate

99% Fatality Area
99% Fatality

Distance

50% Fatality Area
50% Fatality

Distance

1% Fatality Area
1% Fatality Distance

10.93 kg/s 493.87 m2

3.20~12.94 m
518.01 m2

12.94~18.23 m
1027.71 m2

18.23~25.68 m

4. Risk Analysis

IR was obtained from the results of the frequency analysis and consequence analysis,
which is calculated as follows:

IR = θ·ploc· fmh· f atjet f ire·pwindrose (10)

where θ is the overall fraction of time that a person is in a given area, ploc is the probability
that the person is at a location, fmh is the fire probability of the metal hose, f atjet f ire is the
fatality probability of a jet fire, and pwindrose is the probability that the jet fire will be in one
of the windrose (obtained through WPLOT).

For the risk analysis, a kerosene jet fire individual risk was assumed to occur under
the following conditions:

1. θ is set to 0.33 since Korean labour standards are applied to work 8 h out of 24 h.
2. The ploc was set as follows, since the person working at the space launch facility was

among those working at the Korea Aerospace Research Institute located in Goheung
was 0.88.

In this study, Equation (10) was created based on Equation (2). Although Equation (2)
assumed to have a constant velocity distribution in all wind directions, Equation (10) used
in this study that considered both wind direction and speed to calculate the individual risk
result value.

Table 7 presents the values of the terms in Equation (10). Figure 5 lists the IR ranges by
applying different colors to visually express the IR result values derived through Equation
(10). The colors in Figure 6 are used in Figures 7–9 to visualize IR according to the wind
speed and direction for each fatality probability. Figures 7–9 show the results for 99%, 50%,
1% IR. For Table 7, all probability values of the wind rose are omitted since they are listed
in Section 2.5.

Table 7. Calculation of IR for different fatality probabilities.

IR (Jet Fire) θ ploc feo fatjet fire pwind rose

99% 0.33 0.88 3.0 × 10−4 1 12 directions

50% 0.33 0.88 3.0 × 10−4 0.805 12 directions

1% 0.33 0.88 3.0 × 10−4 0.172 12 directions
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Figure 6. IR contours.
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Figure 7. IR of 99% fatality at different wind directions and speeds: (a) 0–1 m/s, (b) 1–2 m/s,
(c) 2–3 m/s, (d) 3–4 m/s, and (e) >4 m/s.
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Figure 8. IR of 50% fatality at different wind directions and speeds: (a) 0–1 m/s, (b) 1–2 m/s,
(c) 2–3 m/s, (d) 3–4 m/s, and (e) >4 m/s.
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Figure 9. IR of 1% fatality at different wind directions and speeds: (a) 0–1 m/s, (b) 1–2 m/s,
(c) 2–3 m/s, (d) 3–4 m/s, and (e) >4 m/s.

The IR results were calculated for the areas corresponding to 99%, 50%, and 1% fatality
in each wind direction. The total IR was calculated for each wind speed. For the case of
99% fatality, the highest IR was at 345◦–15◦ for a wind speed of 0–1 m/s and at 315◦–345◦
for wind speeds >1 m/s. The lowest IR was at 255◦–285◦ for a wind speed of 0–1 m/s,
75◦–105◦ for wind speeds of 1–4 m/s, and 15◦–45◦ for wind speeds >4 m/s. For the case
of 50% fatality, the highest IR was at 345◦–15◦ for a wind speed of 0–1 m/s and 315◦–345◦
for wind speeds >1 m/s. The lowest IR was at 255◦–285◦ for a wind speed of 0–1 m/s,
75◦–105◦ for wind speeds of 1–4 m/s, and 15◦–45◦ for a wind speed >4 m/s. For the case of
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1% fatality, the highest IR was at 345◦–15◦ for a wind speed of 0–1 m/s and 315◦–345◦ for
wind speeds >1 m/s. The lowest IR was at 255◦–285◦ for a wind speed of 0–1 m/s, 75◦–105◦
for wind speeds of 1–4 m/s, and 15◦–45◦ for a wind speed >4 m/s. The IR showed the
same tendencies at 99%, 50%, and 1% fatality. The total IR was high at 0–1 m/s, which was
the most frequent wind speed; this indicates a high probability of IR when a jet fire occurs.

5. Results and Discussion

In Section 4, individual risk results were calculated by considering the 99%, 50%, and
1% fatality ranges and wind direction and speed. Furthermore, in the case of Section 4,
individual risks for all wind directions, speeds, and fatality ranges were, respectively,
calculated and presented. In Section 5, the total individual risk considering wind speed
and fatality ranges is calculated, and the safety of the aerospace facility is confirmed when
metal hose jet fire occurred through comparison with the HSE risk standard. The HSE risk
standard is a criteria created to ensure plant safety from unexpected accident that does not
generate damage to workers, the environment, or assets [46,47].

HSE risk standard follows the ALARP (As Low as Reasonably Practicable) standard.
As shown in Figure 10, ALARP is set for the safe operation of chemical facilities and plants,
and there is a difference between the risk standard for workers and for the public [48–50].

Figure 10. HSE ALARP standard.

As a result, the total individual risk result value considering fatality and wind speed
was shown in Figure 11, and it was found that the individual risk decreased as the wind
speed increased and the fatality decreased. In the case of wind speed, due to the probability
decreasing as the wind speed was increased, the pwindrose of Equation (10) was decreased
and, consequently, the individual risk was lowered. Similarly, in the case of fatality, due
to the fatality decreasing as the f atjet f ire of Equation (10) was decreased, consequently,
the individual risk was lowered. Finally, when compared with the ALARP standard, all
individual risks were included in the ALARP standard regardless of wind speed and fatality.
The individual risk from jet fire in an aerospace facility was calculated that maximum risk
is 3.35 × 10−5, minimum is 1.49 × 10−6. According to this study’s results, when a jet
fire occurred from a metal hose, the risk satisfied tolerable criteria. Therefore, enhanced
firewalls, extinguishing systems, and emergency shut off systems are needed to prevent jet
fire accidents and to satisfy acceptable criteria. If the same accident occurs in another area,
a jet fire risk assessment can be performed by implementing the same method using the
wind data of the area where the rocket launch facility is located.
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Figure 11. Total IR values according to fatality and wind speed.

In this study, the quantitative risk assessment according to the wind rose of the
aerospace facility where a jet fire in a metal hose occurs was performed. Further studies
should be conducted including the social risk, which is the probability of injury to the
entire population in hazardous facilities when a fire occurs near an ignition source.

6. Sensitivity Analysis

Sensitivity analysis is an evaluation method that changes how the individual pa-
rameters affect the optimal solution. Sensitivity analysis was performed using ploc as a
parameter. As a special and high-risk facility, the aerospace facility is not required for many
working people, and it was an important factor in calculating individual risk results for
metal hose jet fires in aerospace facilities, as well as fire and explosion scenarios that may
occur in aerospace equipment. Therefore, in this study, sensitivity analysis was calculated
by considering ploc among the various parameters used in the individual risk equation of
metal hose jet fire according to wind direction and speed. In addition, the value of ploc was
the average standard of a working person in the aerospace facility, and as such sensitivity
analysis was performed by selecting for higher and lower values than the average standard
that was 0.88.

For the sensitivity analysis, according to the total individual risk it was assumed to
occur under the following conditions:

1. The high ploc value is set to 1, assuming that the working person is the maximum in
the aerospace facility.

2. The high and low values are 1 and 0.5.
3. Sensitivity analysis was compared based on 99% fatality.
4. In the results and discussion, 99% fatality was selected, due to the high individual

risk and sensitivity analysis was performed.

As a result, Figure 12 shows the sensitivity analysis considering the ploc value. In
the case of the ploc value is higher than the average standard, when the maximum risk is
3.81 × 10−5 and the minimum is 9.71 × 10−6. When the ploc value is lower than the average
standard, the maximum risk is 1.90 × 10−5 and the minimum is 4.86 × 10−6. Finally, this
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study confirmed that individual risk satisfied the tolerable criteria even if the ploc value
was maximum.

 
Figure 12. Sensitivity analysis considering to the ploc.

7. Conclusions

In this study, a risk assessment was performed on a jet fire at an aerospace facility
considering the wind direction and speed. A consequence analysis was performed based
on the properties of the metal hose, kerosene, and jet fire. Next, the IR was calculated
for the wind rose when a jet fire occurred in a metal hose. The following conclusions can
be drawn:

1. The fire probability of a metal hose with a hole diameter of 13 mm and release rate of
10.93 kg/s is 3.0 × 10−4.

2. In a case of jet fire occurring from a metal hose, the 99% fatality area and distance
are 493.87 m2 and 3.20~12.94 m, the 50% fatality area and distance are 518.01 m2 and
12.94~18.23 m, and 1% fatality area and distance are 1027.71 m2 and 18.23~25.68 m,
respectively.

3. The highest IR was at 345◦–15◦ for a wind speed of 0–1 m/s and at 315◦–345◦ for
wind speeds >1 m/s. The lowest IR was at 255◦–285◦ for a wind speed of 0–1 m/s,
75◦–105◦ for wind speeds of 1–4 m/s, and 15◦–45◦ for wind speeds >4 m/s. The IR
showed similar tendencies at different fatality probabilities.

4. The individual risk from jet fire in an aerospace facility was calculated that maximum
risk is 3.35 × 10−5, minimum is 1.49 × 10−6. The highest IR of 3.35 × 10−5 is within the
tolerable range according to the risk assessment criteria set by HSE ALARP standard.
Furthermore, all individual risks were satisfied with the ALARP standard, regardless
of wind speed and fatality. Therefore, the risk of metal hose jet fire was tolerable.

5. As a result of sensitivity analysis according to ploc, which is an important factor in
considering individual risk results for metal hose jet fire, this study appeared that all
individual risks satisfy the tolerable criteria, even if the ploc value is maximum.

To summarize the results of this study, the major risk component is the metal hose, and
the maximum IR in aerospace facility satisfies HSE ALARP standard. Further, using these
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results, it is possible to strengthen safety by applying additional firewalls, extinguishing
systems, and emergency shut off systems.
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Nomenclature

IRk IR of population group k (1/year)
θk Overall fraction of time that population group k is in the area (-)
ploc,i,k Probability that population group k is at location i (-)
FoFi Frequency of fatalities at location i (-)
feo,j Frequency of event outcome j (1/year)
p f at,i,j Probabilities of fatality produced by event outcome j (-)
pweather,j Probabilities of weather conditions produced by event outcome j (-)
pdirection,i,j Probability of the direction required to produce event outcome i (-)
t Time that the target is exposed to radiation (s)
I Thermal radiation flux (W/m2)
Q Mass flow rate of leakage (kg/s)
R Distance between the target and the center of the flame zone (m)
Lc Jet breakup length (m)
We Weber number
Re Reynolds number
ρ Density (kg/m3)
V Jet velocity (m/s)
d Diameter of nozzle or hole (m)
σ Surface tension (N/m)
μ Viscosity (kg/m/s)
θ Overall fraction of time that a person is in a given area (-)
ploc Probability that the person is at a location (-)
fmh Fire probability of the metal hose (1/year)
f atjet f ire The fatality probability of a jet fire (-)
pwindrose Probability that the jet fire will be in one of the wind rose (-)
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Abstract: A three-electrode alternating current fused magnesia furnace (AFMF) with advanced
control technology was evaluated by combined energy and exergy analysis. To gain insight into
the mass flow, energy flow and exergy efficiency of the present fused magnesia furnace, the exergy
destruction was analysed to study the energy irreversibility of the furnace. Two different production
processes, the magnesite ore smelting process (MOP) and light-calcined magnesia process (LMP), are
discussed separately. Two methods were carried out to improve LMP and MOP; one of which has
been applied in factories. The equipment consists of an electric power supply system, a light-calcined
system and a three-electrode fused magnesia furnace. All parameters were tested or calculated based
on the data investigated in industrial factories. The calculation results showed that for LMP and MOP,
the mass transport efficiencies were 16.6% and 38.3%, the energy efficiencies were 62.2% and 65.5%,
and the exergy destructions were 70.5% and 48.4%, respectively. Additionally, the energy efficiency
and exergy efficiency of the preparation process of LMP were 39.4% and 35.6%, respectively. After
the production system was improved, the mass transport efficiency, energy efficiency and exergy
destruction were determined.

Keywords: fused magnesia; exergy efficiency; energy efficiency; energy saving; alternating current
furnace

1. Introduction

Refractory materials are widely used in high-temperature industrial environments,
such as the aerospace, steel and construction industries. Magnesia oxide plays an irreplace-
able role in refractory material production because of its resistance to oxidation, deoxidation
and thermal decomposition. An electric arc furnace (EAF) was first used to produce fused
magnesia in 1991 to facilitate high-quality magnesia oxide production in China [1]. In the
industrial process of MgO production, the main equipment used to produce fused magnesia
oxide is a fused magnesia furnace, and the heat resource of the furnace consists of arc heat
generation (40%) and resistance heat generation (60%) [2]. With a rapid increase in MgO
requirement in several industries, over 90% of electrically fused magnesia oxide has been
produced in a low energy efficiency EAF, which is a serious waste of electrical energy [3–6].
There are two common electric fused systems that are used to produce electrically fused
magnesia oxide: the two-electrode direct current magnesia furnace (DFMF) and three-
electrode alternating current fused magnesia furnace (AFMF). The researchers’ research
focuses mainly on power supply systems and automation control. Wang et al. estimated the
electrical system losses of electric arc furnaces, and Fu et al. studied the common blow-out
phenomenon in electric magnesia furnaces and gave a predictive model that can predict
the occurrence of the phenomenon of blasting furnaces in magnesia fusion furnaces [7,8].
Compared with the DFMF system, the AFMF system is a widely used method because of
its mature technology and good production ability; however, the DFMF system is also used
in some plants due to its higher energy efficiency and low equipment cost. Qin improved
the basic structural parameters and operation methods of the two-electrode DC electric arc
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furnace and described the energy-saving characteristics of the two-electrode DC electric arc
furnace. In addition, Kong et al. improved the control method of a three-electrode AC elec-
tric arc furnace and summarised the advantages of a three-phase electric arc furnace [9,10].
Furthermore, it is also clear that substantial energy consumption and large numbers of
byproducts exist in both the AFMF system and DFMF system. As the requirement of
high-quality MgO increases, AFMF systems play an important role in high-quality MgO
production, and the improvement in the energy efficiency of AFMF systems has received
much attention in the past decade. Li et al. conducted a series of studies on the cleaner
production of magnesium oxide in Liaoning Province, analysed the production process
from the perspective of the urban environment and production environment and gave
the best production process for refractory materials using magnesium oxide [5,11]. Based
on the metallurgical system, Chai et al. carried out a comparative modelling of the fused
magnesia production process, applied the CPS system to the fused magnesia production
process and gave the basic realisation route of the fused magnesia CPS system [12]. The
AFMF system can also be divided into two processes, namely, the magnesite ore smelting
process (MOP) and light-burned magnesia process (LMP), due to different raw material
preparation methods.

The raw materials of the MOP process are produced in an ore-crushing plant, and
magnesite ores are mined from the magnesite mines and are transported to be crushed.
The main raw material of the LMP process is light calcinated magnesia. Light calcinated
magnesia powder is generally produced in a light-burning plant, where the raw material ore
is sent to the light-calcinating equipment for calcination at a temperature of 900–1000 K [13].
Inside, the ore decomposes and generates light calcinated magnesia. During the light
calcination process, the main heat source is the combustion of the gas by the gas producer.
After the light calcinated magnesia powder is produced, it is placed for cooling to room
temperature.

After cooling, light-calcined magnesia powder can be pressed to pellets and sent to an
electric-fused plant. In addition to the equipment used in light-calcined plants, the basic
equipment of MOPs and LMPs are almost the same in electric fused plants.

The light-calcined system is the main equipment in the LMP. Unlike in the MOP, a
light-calcined system is used to pretreat the raw materials by heating them at a temperature
between 800 K and 1000 K. In the temperature range from 800–1000 K, the MgCO3 in
magnesite ores decompose into CO2 and MgO. Longo et al. provided several chemical
reaction equations for MgCO3 decomposition production at different temperature ranges,
and studies have shown that the production of MgO presents different states at different
temperature ranges [14]. Jie Y. et al. summarised the research directions in the field of
fused magnesia as optimisation, control, modelling and experimental constraints and
also summarised the main problems in the field of fused magnesia and the intelligent
technologies that can be applied [15].

The three-electrode alternating current fused magnesia furnace (AFMF) system plays
the most important role in both MOPs and LMPs, and the system in electric fused plants
mainly consists of a high-voltage transformer (HVT), material transport equipment (MTE)
and an AFMF. High-voltage electrical power is translated into standard electricity with a
regime of 2800 kVA through a multistage coil in the HVT. A mathematical model used to
calculate the electric loss of HVTs was developed by Gutiérrez et al. considering multistage
coil loss (copper loss), wire loss (iron loss) and reactive power [16]. The electrical loss
assessment of an HVT was discussed by Zhou’s group with respect to source-load power
uncertainty and electricity price fluctuations [17]. An MTE system consists of material
feeders and material setters; a complex control system was designed by Chai based on a
cyber-physical system (CPS) system, and an integrated optimal operation control algorithm
was proposed [18]. Liu designed and modelled all of the equipment to lay magnesite ores,
and the structural strength and stability were studied based on ANSYS workbench 17.0. At
the same time, a control program compiled by a ladder diagram was also developed [19].
The AFMF is the most important equipment in both MOPs and LMPs; raw materials are
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preheated at the upper part of the furnace, and a smelting process occurs in the lower
part of the furnace [7]. Shan explained the mechanism of ore preheating and surface heat
transfer and discussed the influencing factors of the resultant heat transfer. The equipment
used to heat water, which is needed for use in industrial parks, was designed and applied
in Don-xing refractory company to avoid wasting heat [20]. Fu. et al. performed some
research on the prediction of eruptions occurring in the AFMF, and a software and hardware
set that can accurately identify the vibration frequency of raw material eruptions was
developed together [21]. Li established a mathematical model to describe phenomena that
occurs in furnaces, i.e., the magnetic field, fluid flow field and heat transfer; at the same
time, the combustion enthalpy change was also considered in the model [22]. Although
researchers have performed many studies on the control system of AFMF systems and
affiliated equipment to achieve better energy efficiency, few studies have provided a clear
comparison of MOPs and LMPs with respect to energy performance.

Exergy analysis has been widely used to evaluate the energy efficiency of industrial
processes, and the efficiency and rationality of the exergy concept has been proven in
metallurgical systems. Rong et al. applied exergy analysis to the rotary kiln-electric furnace
(RKEF) system, investigated the potential for energy savings, and used waste heat to preheat
the raw materials [23]. Yu et al. presented comprehensive exergy and energy analyses to
compare the energy performance of RKEF systems and sintering-preheating-submerge
arc furnace (SPSF) systems and concluded that SPSF systems are more environmentally
friendly than RKEF systems and that waste gas could be recycled and show a better energy
saving effect [24]. Zhang et al. studied the exergy loss of each component of electric
vehicles, and an exergy analysis was carried out on the heat pump air conditioning system
(HPACS) of electric vehicles with a battery thermal management system. The results
show that under all operating conditions, the compressor is the main source of system
exergy losses [25–29]. Harmed K. also carried out corresponding research in the field of
seawater desalination. This article focuses on the recovery of sewage as the research object
and uses electric energy as the energy supply for evaporation treatment to provide good
environmental protection. Energy-exergy loss was evaluated. In addition, the researchers
also conducted corresponding evaluations and studies on the reverse osmosis seawater
desalination process based on geothermal energy [30–32]. Mahmoudan A. proposed a new
type of integrated energy system based on a geothermal heat source and LNG radiator
and carried out energy, exergy and exergy economic evaluations of the system. At the
same time, parameter research was carried out on different decision variables, and finally,
the TOPSIS method specified the optimal control scheme [31]. Although many exergy
analyses have been applied in several industrial systems, exergy analyses of MOP and LMP
in AFMF systems have not been discussed in previous studies. The preparation process of
MgO requires large amounts of electricity, and the energy saving potential urgently needs
to be evaluated.

In the present work, energy, exergy, and environmental analyses of a real-scale magne-
site smelting process were applied to evaluate the energy efficiency, exergy efficiency and
performance with respect to environmental protection of MOP and LMP. In the circum-
stances of a reduction in carbon emissions, the importance of evaluating the energy and
exergy efficiency and eco-friendliness of energy-intensive enterprises is obvious. This study
provides a series of key parameter analyses in magnesite smelting process systems and
shows the tremendous potential of environmental protection, energy savings and exergy
savings

2. System Description

Figure 1 shows the main equipment of the MOP and LMP systems. The two parts in
the picture were taken on the top and side of the mould, showing the electrode, the mould
and the finished product of fused magnesia waiting to be broken after the production
process. The three-phase magnesia smelting furnace is located at No. 1 Magnesite Plant of
Hai-cheng Magnesite Group Corporation. The furnace provides experimental data used
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in the text. The equipment mainly consists of three carbon electrodes, servo motors and
crystallisers.

Figure 1. Fused Magnesium Furnace.

Figure 2 shows the total process of MOP and LMP. The arrows in the map show the
translation of materials and directions of energy and mass flow. LMP and MOP utilise
different pretreatments of materials of different purities. Ores were first mined from a
magnesite mine and transported to a sorting centre in which the mass fraction of different
batch ores can be tested and divided into three ranges. The raw materials with mass fraction
of MgCO3 between 0.7 and 0.8 are referred to as inferior ores; these raw materials must
be floated in a flotation kiln first to filter out the materials with a mass fraction lower than
0.75 based on the standards summarised from production experience. Materials with a
mass fraction lower than 0.75 were used to treat pollution gas. Other materials were sent
to a light-calcined warehouse and were mixed with raw materials with a mass fraction
between 0.8 and 0.9 (named premium ores). The materials were sent to a light-calcined bed,
and after the light-calcined process, the pre-production materials were transported to the
electric fused furnace. This total process is referred to as LMP. In addition to the materials
mentioned above, ores with mass fractions higher than 0.9 are named excellent ores. These
ores are only crushed in crushing plants first and then are transported to electric fused
furnaces. This process is named MOP.

Figure 3a shows the specific production process under the two different processes of
LMP and MOP, as well as the boundary division when calculating the mass–energy–exergy
balance. First, regarding the mass balance, in the MOP route, ore, electrodes, combustion air
and refractory materials are considered input items of the process flow. After the smelting
is completed, the fused magnesia, flue gas, remaining ore and byproducts are considered
outputs. In the LMP route, the ore is processed in the light calciner and then sent to AFMF
to complete smelting. The decomposition process of the ore is completed in the light
calciner. The mass input and output items are the same as in the MOP route. In the light
calciner, less attention has been given to the flue gas emission of the calcination process
because the preparation process of the raw materials is not the focus of this article. The
article only calculates the mass output of its light calcinated magnesia powder. Second,
regarding the energy balance, in the MOP route, Figure 3a cannot explain the preheating
of the ore or the incomplete solidification of molten magnesium oxide. As a supplement,
the detailed flow of internal energy is given in Figure 3b. Combining the two figures,
the information on the energy balance, input items, output items, and loss items of the
energy balance are all marked. Unlike the MOP process, the LMP process involves the light
calcination process. To make the calculation more detailed, the electrical system, the light
calcinating system and the AFMF are divided into several calculation domains. The sum of
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the results of each calculation domain can obtain the energy balance of the overall LMP
process, and the production unit consumption of the two process routes are calculated.
Finally, regarding the analysis of exergy balance, the exergy input of the MOP process
mainly includes ore, electrodes, reaction air, etc., and the output items mainly include
fused magnesia, auxiliary products, etc., unlike MOP, exergy loss also exists in the light
calcination process, and the exergy loss is also calculated separately. Figure 3c shows the
distribution of refractory materials, byproducts and fused magnesia after smelting and
cooling. The main component of the byproducts is heavy calcinated magnesia. Although
its market value is lower than that of fused magnesia, it is also a useful product, so some
attention should be given to the output of byproducts.

Figure 2. Magnesite oxide production industrial process diagram.

Figure 3. Cont.
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Figure 3. Process flow diagram and mass–energy–exergy flow. (a) Process flow diagram; (b) the
internal energy transmission diagram of AFMF; (c) the difference between fused magnesia and
byproducts.

3. System Modelling

3.1. Reactions Mechanism

Several different reactions occurred in both the LMP and MOP, and details of the
reactions are tabulated in Tables 1 and 2.

Table 1. Reactions occurred in MOP.

Reactions Equations Abbreviations of Reactions

Combustion of carbon electrodes C + O2 = CO2 MOP-ELET-1
2C + O2 = 2CO MOP-ELET-2

Decomposition of raw materials MgCO3 = MgO + CO2 MOP-RM-1
CaCO3 = CaO + CO2 MOP-RM-2

Reduction reaction C + CO2 = 2CO MOP-SAF-1
Reduction reaction C + MgO = Mg + CO MOP-SAF-2
Slagging reaction SiO2 + CaO = CaO·SiO2 MOP-SAF-3
Slagging reaction SiO2 + MgO = MgO·SiO2 MOP-SAF-4
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Table 2. Reactions occurred in LMP.

Reactions Equations Abbreviations of Reactions

Combustion of carbon electrodes C + O2 = CO2 LMP-ELET-1
2C + O2 = 2CO LMP-ELET-2

Decomposition of raw materials MgCO3 = MgO + CO2 LMP-RM-1
CaCO3 = CaO + CO2 LMP-RM-2

Reduction reaction C + CO2 = 2CO LMP-SAF-1
Reduction reaction C + MgO = Mg + CO LMP-SAF-2
Reduction reaction C + SiO2 = Si + CO LMP-SAF-3
Reduction reaction C + Fe2O3 = 2FeO + CO LMP-SAF-4
Reduction reaction C + FeO = Fe + CO LMP-SAF-5
Slagging reaction SiO2 + CaO = CaO·SiO2 LMP-SAF-6
Slagging reaction SiO2 + MgO = MgO·SiO2 LMP-SAF-7

3.2. Mass Balance Analysis

According to the combustion equations of the production process, the input mass flows
consist of carbon electrode mass loss, preheated raw ores, combustion air and prefilled
refractory materials. Fused magnesite oxide ingots, byproducts, remaining ores, flue gas
and dust mixed in high-temperature gas are considered output mass flows. The mass
balance equation can be written as follows:

Min,ce + Min,ho + Min,ca + Min, f m =
Mout,mi + Mout, f g + Mout,bp + Mout,ro + Mout, f m

(1)

The symbols in the above equation represent the mass of carbon electrodes (ce), heated
raw ores (ho), combustion air (ca), filled refractory materials (fm), magnesite oxide ingot
(mi), byproducts (bp), flue gas loss (fg), and remaining ores (ro).

In the process, the mass flow transfer efficiency is calculated by [27]:

ηmt =
Mout,mi

Min,ce + Min,ho + Min,ca + Min, f m
× 100% (2)

Mce, Mho, Mf m, Mmi, Mbp and Mro can be obtained through experiments in a factory.
Mca can be calculated as:

Mca = 10.5 × Mce (3)

Mf g can be calculated as:

Mf g =
44
40

× Mmi + Mca + Mce (4)

3.3. Energy Analysis

According to the actual production, the energy analysis is different from the traditional
calculation of energy balance. First, at the end of the smelting process, part of the magnesia
oxide is not completely solidified, and the latent heat of fusion during the smelting process is
not completely released in the form of solidification heat. Because the process is submerged
arc smelting, part of the heat in the high-temperature flue gas from the furnace is used to
preheat the ore. To study the heat solidification heat release and flue gas preheating in more
detail, they are regarded as heat income items. The energy analysis of the paper mainly
consists of equations on all energy sources, energy expenditures and energy efficiency of
the process. The energy balance equation is as follows:

∑
i

Ein,i =∑
i

Eout,i + ∑
i

Eloss,i (5)

∑
i

Ein,i =Ein,electrode + Ein,electic + Ein,solid + Ein, f luegas (6)
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∑
i

Eout,i = Eout,oresheat + Eout,mgoheat+Eout,oresdecom (7)

∑
i

Eloss,i =Eloss,elecwall + Eloss, f urnacewall + Eloss,gas + Eloss,melting + Eloss,byproducts

+Eloss,electricity + Eloss,re f ractory + Eloss,remain + Eloss,elecheat + Eloss,other
(8)

ηet =

∑
i

Eout,i

∑
i

Ein,i
(9)

where Ein,i, Eout,i and Eloss,i are the input, output and loss energy flows, respectively. The
subscripts show the different input, output and loss energy flows.

The energy calculation equations are listed in Table 3.

Table 3. Basic energy equations of energy balance.

Item Calculation Equation

Energy balance Heat E = Cp × (T − T0)
Combustion E = m × LHV

Wall loss E = λ × (T − T0)
Solid/melt potential E = m × ΔHf

3.4. Exergy Analysis

Exergy analysis means calculating the exact exergy value of every part in the MOP
and LMP systems based on the reasonable assumptions mentioned above, every items of
exergy were shown in Table 4.

Table 4. The exergy process of every part.

Inlet Exergy Outlet Exergy Destruction Exergy

Ores Flue gas Combustion
Combustion electrode Fused magnesium Dissociation reaction

Reaction air Potential heat of byproducts Heat transfer
- Potential heat of soot -

According to the Szargut study in 1988 [30], the exergy balance equations are as
follows:

∑
a

Exin,a + Welectric = ∑
b

Exout,b + ∑
c

Exdestruction,c (10)

∑
a

Exin,a = Exin,ores + Exin,air + Exin,electrode (11)

∑
b

Exout,b = Exout,gas + Exout, f used + Exout,byproducts + Exout,soot (12)

∑
c

Exdestruction,c = Exdestruction,combustion + Exdestruction,dissociation + Exdestruction,heat (13)

Welectric = 4800 × Nnum (14)

where every variable in Equations (11)–(14) is shown in Table 3, and Welectric and Nnum
are the electric energy input through the grid and the electricity indicator number change,
respectively.

The exergy flow consists of physical exergy and chemical exergy, and the exergy
balance equation can be written as:

Ex = Exph + Exch (15)
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where Ex is the total exergy in the process, Exph is the physical exergy and Exch is the
chemical exergy.

Exph = (H − H0) + T0(S0 − S) + Exch (16)

where (H − H0) and (S0 − S) represent the enthalpy and entropy change, respectively. T0
refers to the reference temperature in the reference environment. In Equation (18), (H −
H0) can be calculated as follows:

H − H0 = m · cp(T) · (T − T0) (17)

(S0 − S) can be calculated by Equations (19) and (20), and Equation (19) can be used
to calculate the entropy change in materials whose properties cannot be influenced by
pressure.

S0 − S = m
T0∫

T

cp(T)
T

dT (18)

Equation (20) calculates the entropy change in materials whose properties can be
influenced by pressure through the addition of an amendment [19,29].

S0 − S = m

⎛
⎝ T0∫

T

cp(T)
T

dT − R ln
P0

P

⎞
⎠ (19)

where R is the ideal gas constant and cp(T) is the specific heat of materials at different
temperatures. The equations to calculate R and cp(T) are as follows [29]:

cp(T) = A0 + A1T + A2T2 + A3T3 (20)

R =
PV
nT

(21)

n =
m
M

(22)

where n is the mole number of the gas, T is the temperature of the gas, M is the relative
molecular mass, m is the mass of the gas, and V is the volume of the gas.

Chemical exergy is another important part of the total exergy; in this paper, solid fuels
should be calculated as follows:

Exch = m · μ · qLHV (23)

where μ is the chemical exergy coefficient and qLHV is the low caloric value. The chemical
exergy of gas generated in MOP and LMP can be calculated as:

Exch = m · (∑
i

fi · Exch,i + RT0∑
i

fi · ln fi) (24)

In Equation (25), fi is the mole fraction of i, and Exch,i is the normal chemical exergy of
i. The chemical exergy of the fused magnesia ingot and byproducts can be calculated as:

Exch = m · ∑
j

f j · Exch,j (25)

The exergy of heat loss is given by [24,29]:

Exloss = (1 − T0

T
)Q (26)

Q =
λtrans(Tw,in − Tw,out)S

l
(27)
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where λtrans is the coefficient of heat transfer, Tw,in and Tw,out represent the temperature of
the steel wall inside and outside, respectively, l is the equivalent length of heat transfer and
S is the heat transfer area of heat transfer.

In MOP and LMP systems, the processes are irreversible, and several researchers
have defined the exergy efficiency to evaluate the minimum energy value required for the
production process of fused magnesia; thus, the exergy efficiency can be calculated as the
ratio of total exergy and demanded exergy in the production process:

δ =
Exdemand

Extotal
× 100% (28)

where δ is the efficiency of exergy and Exdemand is the exergy demanded in MOP and LMP.
To explore ways to improve the efficiency of exergy more conveniently, chemical

exergy and physical exergy can be divided into avoidable exergy and inevitable exergy:

Exdestruction = Exdestruction,avoidable + Exdestruction,inevitable (29)

Corner mark has explained the implication of terms.

4. Results Analysis

The data in the following calculation results were tested on the 4th AFMF at Hai-cheng
Magnesia Group Corporation during 20 July 2021 and 31 July 2021.

4.1. Mass Balance Results
4.1.1. Mass Conservations

The mass fraction of the MOP and LMP can be calculated as follows. First, the total
mass balance is shown in Figure 3a. The mass input includes the flow of ores, carbon
electrodes and combustion air; similarly, the output flows were fused magnesia ingot, flue
gas soot, byproducts, remaining ores and additional materials. The mass balance equation is
shown in Equation (1). The weights of ores, carbon electrodes, fused magnesia, byproducts,
remaining ores and additional materials were tested in a factory. These amounts are
weighed by a floor scale, where the raw material part is measured before being added into
the furnace, and the product part is measured after the product is cooled and sorted. The
total mass balance results are shown in Tables 5 and 6.

Table 5. MOP system mass flow balance.

Input Flows Amount (kg/h) per (%) Output Flows Amount (kg/h) per (%)

Mho 3800 13.1 Mmi 907.6 16.3
Mce 65.3 1.2 Mfg 2909.7 13.2
Mca 714.3 71.5 Mbp 720.5 1.6
Mfm 776.1 14.2 Mro 100 2.5

Mfm 776.1 14.2
Total 5455.7 100 Total 5455.7 100

Table 6. LMP system mass flow balance.

Input Flows Amount (kg/h) per (%) Output Flows Amount (kg/h) per (%)

Mho 3800 71.6 Mmi 2031 38.3
Mce 62.7 1.2 Mfg 730.7 13.7
Mca 668 12.6 Mbp 1669 31.5
Mfm 776.1 14.6 Mro 100 1.9

Mfm 776.1 14.6
Total 5306.8 Total 5306.8 100
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4.1.2. The Properties of the Flue Gas

Due to a government policy, CO2 emission is an important limitation, and monitoring
carbon dioxide emission is very important, but in normal operation, it is impractical to
obtain the emission of CO2 exactly. In the present study, it is assumed that the sources of
CO2 emission were the combustion of carbon electrodes and the decomposition of ores.
The main composition of ores was MgCO3 (85–90%) and CaCO3 (5–8%), the composition
of combustion air was assumed to consist of O2 (21%), N2 (78.7%) and CO2 (0.3%), and the
composition of carbon electrodes was mainly graphite. The results were calculated based
on Equations (1)–(4) and are shown in Tables 5 and 6. In addition, in the LMP route, due
to the few mass loss during the light burning process is, the mass transfer efficiency can
generally reach more than 95% in actual production. In this section, the mass flow of the
light burning process is not analysed separately.

4.1.3. Mass Conversion Rate

The magnesia carbonate content in the ores was significant in comparison to the
calcium carbonate content; the lowest temperature in the furnace reached at least 900 K,
and the magnesia carbonate and calcium carbonate were totally decomposed in fused
magnesia and byproducts range which can be seen in Figure 3c. The mass conversion rate
was calculated as follows:

ηmc =
Mmi

Mho + Mce + Mca + Mf m
(30)

ηmc is the mass conversion rate of the process. The maximum theoretical mass con-
version rates of MOP and LMP were 34% and 71.6%, the actual mass conversion rates
of MOP and LMP were 16.6% and 38.3% and the difference between the actual results
and theoretical results was 17.4% and 33.3%, respectively. The quality conversion rate has
considerable room for improvement.

In addition, in order to better analyse the output of magnesia per ton of raw materials,
the different qualities of fused magnesia produced per ton of ore have also been counted.

In Table 7, the output mass and output ratio of fused magnesia with different purity
under the two routes are shown respectively. The output ratio is the ratio of different purity
fused magnesia and raw materials. It is obvious that under the LMP route, the ratio of raw
materials converted into magnesia with 97.5% purity is 0.055, and the ratio of raw materials
converted into magnesia 97% is 0.074, which are 0.009 and 0.012 higher than those under
the MOP route, respectively. The results show that the LMP route has more advantages
in preparing high-quality fused magnesia than MOP. In addition, under the LMP route,
the output ratio of byproducts is 0.199, which still has great potential for fused magnesia
quality improvement.

Table 7. Proportion of products.

Raw
Materials

Fused Magnesia
(97.5%)

Fused Magnesia
(97%)

Fused Magnesia
(96%)

Fused Magnesia
(95%)

Byproducts

MOP
3900
kg/h

175 kg/h 236 kg/h 341 kg/h 155 kg/h 720.5 kg/h
(0.046) (0.062) (0.089) (0.041) (0.180)

LMP
8400
kg/h

465 kg/h 621 kg/h 533 kg/h 412 kg/h 1669 kg/h
(0.055) (0.074) (0.063) (0.049) (0.199)

4.2. Energy Balance Results

In MOP systems, the input energy flow mainly consists of the combustion of carbon
electrodes, electricity power, preheating power of flue gas and solidification exotherm
energy. The output energy flow consists of the following: the potential energy of carbon
electrodes, the decomposition energy of ores, the melting potential energy of MgO at 3073 K,
the potential energy of byproducts when the temperature increased from 973 K–1673 K,
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the heat loss of the flue gas and refractory materials, the potential energy of byproducts
when the temperature increased from 973 K–3073 K and the energy loss of electric system.
Therefore, the energy balance can be expressed as Equations (6)–(8). In addition, since the
raw materials of the LMP must be light calcined, and the reason for the energy balance
calculation in different regions has been explained in the previous section, in this section,
the energy balance of the electrical system, the preparation process of raw materials and
AFMF involved in the LMP and MOP are separately evaluated for energy, and the unit
consumption of the product is comprehensively analysed at the end.

4.2.1. Energy Balance of Electric System

The structure of the electric system of the fused magnesia furnace is shown in Figure 4.
It generally includes electric blockers, electric reactors, electric transformers, carbon elec-
trodes and arc zones. Generally, the factory voltmeter is connected after the reactor and
before the transformer, which is equivalent to the circuit shown in the figure above. In the
electrical system of this article, the impedance loss caused by the blocker and the reactor is
not calculated because the single furnace meter cannot accurately reflect the corresponding
power consumption. At the same time, due to the special structure of the three-phase EAF,
the three electrodes forming the three-phase electric arc need to be connected in a star
shape.

Figure 4. Electric system of MOP and LMP system.

Figure 5 shows the load equivalent circuit from the primary side of the transformer
to the secondary side of the transformer and finally to the arc zone. In this process, the
circuit on the left represents the primary side, and the circuit on the right represents the
secondary side. Each component area has a corresponding reactance and impedance. Due
to the extremely high voltage on the primary side, the circuit impedance and inductance
loss are small, so they are omitted in the equivalent change process. On the secondary side,
the impedance and inductive reactance of the transformer’s secondary coil (corner mark 2)
and the impedance and inductance of the short network part (corner mark b) are mainly
considered. In addition, RA is the arc resistance. Therefore, the reactance in the simplified
circuit is recorded as the total reactance X, and the total impedance in the circuit is recorded
as the impedance R.
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Figure 5. Equivalent circuit of electrical system.

The energy loss of the electric system can be calculated based on GB/T 19212.3-2012,
and the equation follows:

Eelecloss =
√
(R2 + X2)·I2 + Etransloss (31)

where Eelecloss is the total energy loss of the electric system, R = 0.00056 Ω is the resistance
of the electric short net, X = 0.0042 Ω is the reactance of the electric short net, I = 8151 A is
the current of the electric short net, and Etransloss = 25.5 kW, which was demanded based on
the industry standard in China “GB/T 19212.3-2012”.

4.2.2. Raw Materials Preparation Energy Balance of LMP

As the raw material of the LMP system was light-calcined magnesia oxide, the prepa-
ration process of this material was also analysed in this section. The basic equations of the
process were almost the same as the equations above. The calculation results were listed in
Table 8.

Table 8. Energy calculation results of the preparation process.

Input Energy per
Amount
(kWh/t)

Output Energy per
Amount
(kWh/t)

Coal chemistry 100 1929.1 Gas loss 109.1
Cooling air loss 124.8

MgO heat 14.7
Ores decomposition 634.4

Vaporisation 161.5
Wall loss 148.1

Other loss 736.5
total 100 1929.1 total 1929.1

The preparation process was divided into two processes, gas preparation and light-
calcined magnesia oxide preparation. All calculation results are listed in Table 8, and the
total efficiency of gas preparation was 81.6%. During the light-calcined magnesia oxide
preparation process, gas combustion was the main energy source of the process, accounting
for approximately 80.8%, the preheated ores brought a 16.4% energy input, and the energy
consumption per ton was 6,944,000 kJ (1929.1 kWh). In the output energies, the physical
heat of flue gas and magnesia oxide was 43,027,875 kJ (1195.2 kWh) per ton. The calculation
in this section provides a basis for the following analysis. The coefficients specific heat
capacity equations are shown in Table 9.

205



Energies 2022, 15, 214

Table 9. The coefficients specific heat capacity equation.

Materials A0 A1 A2 A3 Range

CO 28.16 0.168 × 10−2 0.537 × 10−5 −2.222 × 10−9 273 K–1800 K
CO2 22.26 5.981 × 10−2 −3.501 × 10−5 7.469 × 10−9 273 K–1800 K
O2 25.48 1.520 × 10−2 −0.716 × 10−5 1.312 × 10−9 273 K–1800 K

H2O 32.24 0.192 × 10−2 1.055 × 10−5 −3.595 × 10−9 273 K–1800 K
N2 28.90 −0.157 × 10−2 0.808 × 10−5 −2.873 × 10−9 273 K–1800 K

4.2.3. Energy Balance of MOP and LMP

In Equation (21), the constants A0–A3 are listed in Table 6. The specific heat capacity of
flue gas was the average of all components, and the calculation equation was as follows [31]:

Cp,average =
1
n

n

∑
1

Cp,i (32)

where Cp,i is the specific heat of i and Cp,average is the average specific heat of all components.
The basic equations applied to the calculation of Tables 10 and 11 are given in the

initial part of Section 4. All the calculation results are given in Tables 10 and 11 and are
summarised in Figures 6 and 7. It is not difficult to see that in MOP, similar to the LMP
system (Figure 8), the main energy source is electric energy, which accounts for 61% and
50% of the total energy input, i.e., 2826 kWh/t and 1182.3 kWh/t, respectively. At the same
time, there are considerable byproducts as a result of the two processes. The economic
value of byproducts is much lower than that of fused magnesia, and the product quality
has substantial room for improvement. The difference is that there is a large amount of
preheating of flue gas during the MOP process. This part of the energy accounts for 19.7%
of the total energy input. Compared with an open EAF, the energy efficiency is improved.
In addition, when the molten magnesia oxide solidifies, a large amount of heat will be
released, accounting for 10.1% of the energy input. The actual product unit consumption
is 2803 kWh/t, and the theoretical product unit consumption is 1600 kWh/t. In addition,
in the LMP, since the raw material was light burnt magnesia powder, the amount of flue
gas generated during the reaction process was not large, which led to a poor preheating
effect of the ore, but the output of fused magnesia was much higher than that in the MOP.
This situation led to 39.1% of the total energy of the solidification exotherm in the LMP.
This calculation result clearly shows that the MOP process is affected by the lower output,
the LMP is affected by the lack of a preheating process, and both have great potential for
product quality improvement and energy efficiency improvement.

Table 10. Energy calculation results of MOP.

Input Energy per
Amount
(kWh/t)

Output Energy per
Amount
(kWh/t)

Electrode comb 9.1 421.3 Electrodes wall loss 0.1 4.3
Electricity 60.9 2826 Potential heat of electrodes 1 45.6

Solidification 10.3 479 Decomposition ores 17.5 811.9
Flue gas preheat 19.7 909.6 Ores heating 15.6 721.2

- Magnesium oxide heating 17.5 813.4
- Byproducts heating 4.4 205.4
- Melting potential heat 11.6 538.3

Wall loss 4.4 202.2
Flue gas 16.3 757

Remained ores 0.3 11.7
Electricity loss 7.3 341.1

Refractory materials 3.5 161.9
Other loss 0.5 21.9

Total 100 4635.9 Total 100 4635.9
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Table 11. Energy calculation results of LMP.

Input Energy per
Amount
(kWh/t)

Output Energy per
Amount
(kWh/t)

Electrode comb 7.6 179.4 Electrodes wall loss 0.1 1.9
Electricity 50.2 1182.3 Potential heat of electrodes 0.9 20.2

Solidification 39.1 920.3 Magnesium oxide heating 42.8 1008.8
Flue gas preheat 3.1 74 Byproducts heating 17.3 406.9

Melting potential heat 22.7 534
Wall loss 3.8 89.7
Flue gas 2.7 63.4

Remained ores 0.2 4.9
Electricity loss 6.4 151.2

Refractory materials 3 71.8
Other loss 0.1 3.2

Total 100 2356 Total 100 2356

Figure 6. Energy flow of preparation process.

Figure 7. Energy flow of MOP.
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Figure 8. Energy flow of LMP.

To more scientifically reflect the effects of the two process routes, the comprehensive
energy consumption of the two process routes is calculated and compared. In the MOP
route, the energy consumption per ton of magnesium oxide is 2826 kWh/t. In the LMP
route, the energy consumption per ton is 2826 kWh/t. The energy consumption per ton of
magnesium oxide is 3111.4 kWh/t, of which the energy consumption of the light burning
part is 1929.1 kWh/t, and the energy consumption of the AFMF part is 1182.3 kWh/t. In
general, the unit consumption of the LMP process is slightly higher than that of the MOP
process. However, from another point of view, in the LMP process, the residual energy of
the fused magnesia is 1415.7 kWh/t, and the energy of the residual fused magnesia in the
MOP process is 1018.8 kWh/t, which shows that the LMP process has greater energy-saving
potential.

4.3. Exergy Balance Results
4.3.1. Exergy Balance

Through the energy analysis in the previous section, the input and output channels of
the energy flow and their values are determined. The energy quality and rationality can
be discussed through exergy analysis. The exergy input items of MOP and LMP include
carbon electrodes, combustion air, ores, electric energy and the exergy output items include
magnesia ingot, byproducts, flue gas and heat loss through walls. The main exergy loss
methods were as follows: decomposition exergy loss, wall heat transfer exergy loss, exergy
loss of refractory materials and gas heat transfer (see also in Table 3 and Figure 3c).

The main exergy balance equation is shown in Equation (11). Exelectric was determined
to be 2544 kW based on Equation (15). Exores, Exfused and Exbyproducts can be calculated based
on Equation (26). As the main element of the byproducts was MgO, ExMgO consisted of
Exfused and Exbyproducts, and the value was 573.7 kW. During the combustion process of elec-
trodes, compressible gas was generated and can be calculated based on Equations (16)–(25).
The exergy output of flue gas was 279.4 kW, and the thermal exergy caused by heat loss
through the walls was determined by Equations (27) and (28). Standard chemical exergy
values are listed in Table 12. All calculation results can be seen in Tables 13–15.

208



Energies 2022, 15, 214

Table 12. Standard chemical exergy values of ores, fused magnesium ingot, and byproducts.

Species Standard Chemical Exergy (kJ/kmol)

CaCO3 1000
MgCO3 37,900

MgO 66,800
C 410,534

O2 3933
CO2 20,125
CaO 110,200
SiO2 1900

Fe2O3 16,500
MgO·SiO2 198,960
CaO·SiO2 275,400

Fe2O3·SiO2 18,400

Table 13. Exergy calculation results of preparation.

Input Exergy kWh/t
Output
Exergy

kWh/t Exergy Destruction kWh/t

Gas preparation

Excoals 1937.1 Exgas, 1461.3 Heat and mass transfer 475.8

Total 1937.1 Total 1461.3 Total 475.8

Light calcined magnesium oxide preparation 0.11

Gas
chemistry 1450.5 MgO

physical 146.4 Heat and mass transfer 371.6

gas physical 128.7 Flue gas 544.1 Combustion 390.8

Ores physical 10.9 Ores dissociation 137.2

Total 1590.1 Total 690.5 Total 899.6

Table 14. Exergy calculation results of MOP.

Input Exergy kWh/t Output Exergy kWh/t Exergy Destruction kWh/t

Ores 522.1 Magnesia chemical 355.3 Combustion 46.2
Electrodes 688.8 Magnesia physical 504.2 Dissociation 1385

Combustion air 10.6 Flue gas chemical 335.7 Heat and mass transfer 576.8
Leaking air 1.1 Byproduct chemical 282.1

Electric 2826.7 Byproduct physical 177.9
Prefilled materials 47.9

Wall loss 339.1
Total 4050.2 Total 1195.2 Total 2855

Table 15. Exergy calculation results of LMP.

Input Exergy kWh/t Output Exergy kWh/t Exergy Destruction kWh/t

Ores 583.9 Magnesia chemical 352.6 Combustion 23.8
Electrodes 293.3 Flue gas chemical 16.1 Heat and mass transfer 248.5

Combustion air 4.5 Magnesia physical 733.7 Byproducts chemical 289.8
Leaking air 0.5 Byproducts physical 331.6

Electric 1253.2 Prefilled materials 21.0
Wall loss 122.8

Total 2139.9 Total 1102.4 Total 1037.5

The calculation results of preparation process were shown in Figure 9 and Table 13.
During the gas preparation process, the exergy input was coal chemistry exergy, with a
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value of 1937.1kWh/t, the exergy destruction was 475.8kWh/t and the exergy efficiency of
gas preparation was 75.4%.

Figure 9. Exergy flow of raw materials preparation.

In the LMP process, the exergy calculation results were determined in the same manner
as above. In addition, as the main raw material was light-calcined magnesia, the exergy
flow of the preparation of the LMP process was determined as follows:

In the light-calcined magnesia oxide preparation process, the main exergy input was
gas exergy, with a value of 1450.5kWh/t. The exergy output consisted of the physical
exergy of magnesia oxide and flue gas, i.e., 146.4kWh/t and 544.1kWh/t, respectively. The
exergy destruction methods were heat and mass transfer, combustion and ore dissociation,
and the total exergy destruction was 899.6kWh/t.

Tables 14 and 15, Figures 10 and 11 show the exergy balance calculation results of MOP
and LMP. In MOP, the exergy input items are electric energy exergy, electrode chemical
exergy, and ore chemical exergy, the values of which are 2826.7 kWh/t, 688.8 kWh/t, 522.1
kWh/t. The main exergy output item is the chemical exergy and physical exergy of fused
magnesia the values of which are respectively 355.3 kWh/t and 335.7 kWh/t, the exergy
efficiency is 29.5%. In LMP, the exergy input items are also electric energy exergy, electrode
chemical exergy, the values are 583.9 kWh/t, 293.3 kWh/t, 1253.2 kWh/t. The exergy
output items are the chemical exergy and physical exergy of fused magnesia. The values
are respectively 352.6 kWh/t, 733.7 kWh/t, the exergy efficiency is 51.5%. Exergy loss and
other calculations are shown later.
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Figure 10. Exergy flow of MOP.

Figure 11. Exergy flow of LMP.

4.3.2. Exergy Destruction

Generally, an exergy reduction process is always accompanied by an entropy increase
process which was shown in Table 16. Entropy production is always an irreversible process,
such as friction heat generation, electrothermal effects, chemical reactions, and limited
temperature difference heat transfer. For MOP and LMP processes, the irreversible process
is roughly divided into three types: electrode combustion, ore decomposition and heat
and component transfer in the overall process. In Equations (17)–(20), the basic entropy
change calculation formula is given. In the MOP process, according to Equations (17)–(20),
in order to evaluate the exergy destruction, the following series of equations are proposed
to calculate the entropy production value:

S0 − S = (ΔScombustion − Scombustion) + (ΔSdiscomp − Sdiscomp) (33)

where ΔS is the entropy change, Scombustion is the entropy transfer during the electrode
combustion process and Sdissociate is the entropy transfer during the ore dissociation pro-
cess. The entropy changes of the combustion process and dissociation process are named
ΔScombustion and ΔScombustion, respectively, for the electrode combustion process:

ΔScombustion = Sprod − Sreact (34)

where subscripts prod and react stand for production and reactants. The entropy values
used to calculate the entropy change are listed in Table 13. The entropy change in electrode
combustion was determined to be 40.7 kW.
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Table 16. Entropy of reactions.

T (K) Mass (kg/s) N (kmol/s) S (kj/kmol*k) xi

Combustion of electrodes

C 315 0.018 0.0014 5.694 0.097

O2 315 0.047 0.0014 205.138 0.254

N2 315 0.12 0.0043 191.598 0.649

CO2 973 0.065 0.0014 213.76 0.351

N2 973 0.12 0.0043 191.598 0.649

Dissociation of ores

MgCO3 973 1.04 0.0122 147.32 0.934

CaCO3 1173 0.073 0.00073 214.76 0.066

MgO 973 0.45 0.012 64.315 0.436

CO2 973 0.512 0.012 250.635 0.497

CaO 1173 0.041 0.00073 102.67 0.040

CO2 1173 0.032 0.00073 278.03 0.031

The entropy transfer caused by heat transfer can be calculated as follows [32]:

Scombustion =
melec·qcarbon − melec·cpelec·Telec

Telec
(35)

where Telec is the combustion temperature of the electrodes and combustion air. In this
study, because the actual combustion temperature cannot be tested directly, the value was
assumed to be 700 ◦C. During the electrode combustion process, the entropy transfer equals
3.75 kW, and the total entropy generation through the combustion process is 36.9 kW.

The exergy destruction of the decomposition of ores consists of two parts: the ex-
ergy destruction of the decomposition of ores and the mass transfer of CO2. Similar to
the calculation process above, the exergy destruction of the decomposition of ores can
also be calculated, and the results are shown in Table 13. The reactions considered in
the decomposition process were endothermic reactions, and the entropy transfer can be
calculated as:

Sdiscomp = − Qdiscomp

Tediscomp
(36)

According to the energy balance results, the entropy transfers of MgCO3 and CaCO3
dissociation are −60.56 kJ/kmol·K and −116 kJ/kmol·K, respectively, and the exergy
destruction of this part is 707 kW; thus, the total exergy destruction of the ore decomposition
process is 1246.5 kW.

Another part of the exergy destruction of ores decomposition process was the gener-
ation of CO2, according to the Equation (20), the exergy destruction caused by the mass
transfer of the system is equal to 183.1 kW, during the MOP process, the mass and heat
transfer exergy destruction of prefilled refractory materials are determined as follows:

Exdothers
heat and mass trans f er = Exinput − Exoutput − Exdcombustion − Exddecomposition − ExdCO2

heat and mass transfer (37)

Because the mass and heat transfer boundary of prefilled refractory materials and other
materials can hardly be defined, the value of exergy destruction was determined by the
difference among the results of exergy input, exergy output and other exergy destruction
methods.
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4.3.3. Analysis of Exergy Balance

Four processes were discussed above: LMP, MOP, light-calcined preparation and gas
preparation. The calculation results were shown in Figures 9–11 and Tables 13–15. Large
amounts of exergy were wasted during the processes; thus, the exergy recycling potential
will be discussed.

For the MOP process, the exergy destruction of ore dissociation was light-calcined
magnesia, which is a pretreated raw material. Therefore, its preparation process is also
considered in this article, including the preparation of fuel gas and light-calcined magnesia
in the raw material preparation process. In the gas preparation process, the coal-gas
conversion process is realised. In this process, coal and water vapour undergo an oxidation-
reduction reaction, and part of the exergy is lost in the heat and mass transfer process. The
overall transfer efficiency of the process is 75.4%. In the preparation process of light-calcined
magnesia, a large amount of carbon dioxide is generated, which leads to complicated
air flow in the equipment. The mixing of high-temperature carbon dioxide and room
temperature air produces a large amount of exergy loss. This part of the loss is 3378.5 kW.
At the same time, during the fuel combustion process, a large amount of chemical reaction
exergy losses (43.4%) are produced. In theory, improving the quality of fuel can effectively
reduce this part of the loss. In the LMP system, the products of the above preparation
process are used as raw materials for production. The main inevitable exergy loss in the
production process is heat and mass transfer loss, which accounts for 35.9% of the total
exergy loss. The physical exergies of the byproducts and magnesia product are 673.2 kW
and 1489.4 kW, respectively, and these two parts can be used for ore preheating or other
recovery methods. The total exergy efficiency of the process was 12.7%, and the value was
at a low level.

According to the exergy and energy balance calculation above, the reasons for the
low efficiencies of MOP and LMP are summarised as follows. First, the MOP production
equipment is not completely closed, causing a large amount of gas generated during
the smelting process to overflow and carry a large amount of energy. Relying only on
the accumulation of materials in the furnace body cannot fully recover this part of the
energy. Second, in the products of MOP and LMP, the output of byproducts due to the low
furnace temperature is close to 50%. Excessively high byproducts reduce the production
efficiency of the furnace, indicating that the energy input of the furnace body is not enough
to completely decompose and melt the raw materials in the furnace. Finally, in the LMP
raw material preparation process, the high-temperature light-calcined magnesia powder is
not directly used in LMP. A large amount of physical heat of the light-calcined magnesia
powder is wasted in the storage and transport process, and the light-calcined magnesia
needs to be reheated in LMP. For the above reasons, the improvement methods are proposed
in the next section.

4.4. Analysis of Improving Methods

The analysis of the improved methods is mainly aimed at the MOP and LMP processes.
Optimisation research on the gas preparation process and the preparation process of light
burnt magnesia will continue in future research. This section divides the improvement
measures into three parts in response to the problems summarised above. The first is to
seal the furnace body to reduce the flue gas emissions and recover the heat taken away by
the high-temperature magnesia ingot at the same time. The second is to increase smelting
power, improve product quality and reduce energy loss caused by byproducts.

4.4.1. The Energy Saving Potential of Energy Saving Recycling

Preheat treatment of decomposed ore is often proposed in production processes such
as submerged arc furnaces. Therefore, this article refers to the existing waste heat recovery
research content and the energy balance calculation results and proposes a closed furnace
body and heat recovery equipment. Based on this method, the heat carried by the flue
gas in the LMP process and the heat of the high-temperature magnesia oxide lumps in the
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MOP process can be recovered for material production, where the energy conversion rate
is set to 1 to determine the potential for energy-saving recycling.

The energy recycling potential and efficiency are shown in Figure 12. The avoidable
energy loss of preparation was the most of three processes due to the energy loss of a large
amount of flue gas during the preparation process. The avoidable energy loss of the LMP
process was the second of the processes. Due to the physical energy of the magnesia ingot
and flue gas, the energy loss of wall heat transfer and the electric system cannot be avoided.
The energy loss recycling potential of LMP was the least of the processes as a result of the
energy loss of ore dissociation that occurred in the preparation process. The proportions
of avoidable energy loss of the LMP, MOP and preparation were 20.7%, 19.8% and 53.2%,
respectively; only the recovery potential was estimated in this section. The actual recovery
path and equipment design were not studied, but will be investigated in future research.

Figure 12. Energy recycling potential.

4.4.2. The Replacement of Different Electric Transformer

According to the previous calculation results, it is not difficult to see that the high
proportion of byproducts in the product due to an insufficient furnace temperature is an
important cause of low energy efficiency. Therefore, under the premise that other factors
do not change, transformers with ratings of 3500 kVA and 4200 kVA are used. Using the
factory production data, the calculation evaluation of the energy efficiency and exergy
efficiency were carried out.

According to the calculation results in Figure 13, the high output of byproducts has
led to a large amount of energy loss and exergy loss. At the same time, the production of
byproducts is due to the small volume of the high-temperature zone of the molten pool.
The energy loss of byproducts accounts for 4.4% and 17.3%. The maximum temperature
of the molten pool and the volume of the molten pool can be increased by increasing the
power of the transformer. The calculation results are shown in Figure 13. The energy
and exergy efficiency of the LMP was higher than that of the MOP. After increasing the
transformer power, the energy efficiency of MOP and LMP increased to 52.5% and 71.2%,
and the exergy efficiency increased to 32.5% and 53.7%, respectively.
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Figure 13. Energy and exergy efficiency at different transformer power.

5. Conclusions

Based on the energy and exergy analysis of the LMP, MOP, and preparation process,
the main conclusions are described as follows:

1. The energy efficiencies of LMP, MOP, and the preparation process were 65.5%, 46.7%,
and 39.4%, respectively, and the calculation consisted of all processes in the fused
magnesia production process. The results show that the fused magnesia produc-
tion process has great potential for energy savings in electric systems, raw material
preparation and AFMFs.

2. The exergy efficiencies of the LMP, MOP, and the preparation process were 51.6%
29.5% and 35.6%, respectively, and the exergy destruction mainly consisted of heat
and mass transfer, byproduct physical and chemical exergy and decomposition of
ores.

3. The energy recycling potential of the three processes was calculated to ensure the value
of avoidable energy loss, and the proportions of avoidable energy loss of the LMP,
MOP and preparation process were 20.7%, 19.8% and 53.2%, respectively. Another
energy saving method was carried out to improve the energy efficiency of LMP and
MOP. As the electrical transformer power increased, the energy efficiency of LMP and
MOP increased to 52.5% and 71.2%, respectively, and the exergy efficiency of LMP
and MOP slightly increased to 32.5% and 53.7%, respectively.
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Abstract: In this study, the economic feasibility of green remodeling (GR), which could improve
the health, safety, and energy of elderly households considering social cost, was analyzed. As a
result, the net present value of GR was ‘−10,267 USD (49.7%)’, which was found to be uneconomical
compared to the total construction cost (20,981 USD, 100%) despite benefits of energy saving, carbon
reduction, and air pollutant reduction. Based on this result, in order to expand GR for low-income
elderly households, who cannot afford to perform GR, a GR support measure linked to the currently
implemented energy conversion and old-age housing support policies was proposed. It allows the
government to perform GR for low-income elderly households with 1/4 of the total construction
cost. This result could revitalize GR to reduce greenhouse gas and contribute to housing stability for
low-income elderly households who are vulnerable to COVID-19 and climate change.

Keywords: old housing; sick building syndrome; green remodeling; social cost; energy transition;
housing stability policy

1. Introduction

1.1. Background and Purpose

The World Health Organization (WHO) has pointed out the aging generation problem,
where the global population over the age of 60 is expected to increase from 900 million
in 2015 to 2 billion in 2050 [1]. Korea has become an aging society, with an aging rate of
14% as of 2017, and it is expected to reach 20% by 2025, at which point it will become a
super-aging society. Recently, Statistics Korea predicted that this trend of aging in Korea
will be accelerated more and more [2]. Due to the global COVID-19 pandemic from
the end of 2019, “untact”, non-face-to-face society (business, education, shipping, etc.),
and non-face-to-face services (food, goods, drive-thru shopping, etc.) have quickly been
established in Korea as the New Normal [3]. These social changes increase the staying
time of residents in buildings, and they emphasize the importance of indoor environment
(temperature/humidity/ventilation) and air quality, which directly affect human health [4].
In this regard, the housing condition of an aged house is affected by the indoor environment
and air quality, and it is closely related to the health of the residents [5]. For example, high
or low temperature indoors (summer/winter) causes cardiovascular diseases, high blood
pressure, and respiratory problems [6]. Specifically, an imbalance in room temperature or
humidity leads to mold growth, which may cause respiratory disease and lung cancer [7].
In addition, the problem of noise from the outside intruding into the house may also
cause cardiovascular diseases, sleep problems, and cognitive impairment [8]. Improving
the energy efficiency of old houses is known to be a good strategy for enhancing the
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housing condition of a house in the long term [9]. For example, improving building
envelope insulation, windows, and heating-cooling equipment may enhance the indoor
thermal environment, and making high-performance window improvements using sealing
materials (airtight tape, etc.) may reduce the external noise problem [10]. The total heat
exchange ventilation system improves the indoor air quality by introducing purified outside
air [11]. Insulation, windows, high-efficiency air conditioning systems (boiler/EHP), and
total heat exchange ventilation systems are actively used as the elementary technologies
of GR (Green Remodeling) for improving the energy performance of old buildings. These
measures for improving the energy efficiency of old buildings are referred to using various
terms such as energy retrofit and green renovation, but in this paper, the term ’GR’ is used.
Further, ‘GR’ in this paper includes deep energy retrofitting, such as improving insulation,
windows, air condition, ventilation, etc., rather than a single measurement for performance
improvement.

In April 2019, in a report on the perspective of the clean energy transition, the IEA
highlighted the importance of energy transition through GR of old buildings [12]. The
GR is used as a core energy saving policy in the building sector for energy conversion
and greenhouse gas reduction. However, there are several barriers to applying GR policy
for reducing greenhouse gas emissions, so many countries are using various measures to
overcome these barriers [13,14].

The most representative barriers are economic feasibility, such as high initial construc-
tion cost and low subsidy. Technical skill level, information imbalance, uncertainty, and
rebound effect have also been mentioned as barriers [13–15]. To alleviate these barriers
and implement GR, many countries are using construction cost support, low-interest loans,
technical support, and various types of promotional support according to the energy im-
provement performance of old buildings as auxiliary policies [13,14]. Many other research
papers involving GR suggest an optimal GR planning direction by approving the energy
effect of GR and analyzing economic feasibility to alleviate the aforementioned policy
barriers. First, simple remodeling action (insulation replacement, windows replacement
or air conditioning replacement) can bring about lower results than expected in terms
of energy and cost effectiveness as compared to GR (insulation + windows + HVAC +
ventilation) [16]. These relationships can be confirmed from empirical GR analysis cases in
Europe and the United States [17–19]. The cause of this is that using a simple measure that
is not coordinated with other aging elements (such as walls, roofs, windows, ventilation,
and air conditioning) can lead to a lower energy saving effect than expected, due to the
deteriorated quality of thermal bridges and elements that were not improved after con-
struction [20]. By contrast, the GR provides energy performance to new construction levels
by examining the deterioration of the target building in advance and planning all elements
that require improved consideration of the latest legislations (insulation, thermal bridges,
air tightness and ventilation, and mechanical and electrical installations). Accordingly,
the EU Commission also recommends GR in consideration of reliable energy efficiency
improvement and economic feasibility for the owners and investors of old buildings [21].

However, this GR is not a measure that can be adopted by all owners of old buildings,
because of the high initial construction cost which requires about 10 years (relatively long
term) to recover the construction cost [22]. This is particularly true for low-income elderly
households who experience a relatively large impact on energy bill burden, indoor environ-
ment, and air pollution. Although elderly households desperately need GR, it will be difficult
to improve energy, indoor environment, and air quality without government support.

This paper investigated the aging status of buildings as well as the energy performance
and usage status of nine old houses for low-income elderly households in Seoul, Korea.
Among them, one old house was selected, and the total construction cost required for GR
and energy savings before and after GR were analyzed. Based on the results of these analy-
ses, an economic analysis was conducted in consideration of social costs. Then, to activate
GR for low-income elderly households, a GR support plan that links the current energy
transition with the low-income old housing support policy was proposed by utilizing the
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health, safety, and energy improvement effects of GR. This support plan is expected to
contribute to an improved residential environment along with activation of the GR from
the GR support for low-income elderly households who are vulnerable to COVID-19 and
climate change.

The unique features of this study are that when planning the GR of old housing for
low-income elderly households, energy, health, and safety factors that were considered
as housing characteristics of elderly households were all reflected in the construction cost
to analyze economic feasibility. Therefore, an effective housing stabilization plane was
proposed by integrating the old housing support policy for low-income elderly households
with the direct and indirect effect of GR.

1.2. Procedure and Method

The research procedure was divided into four stages: Section 2 describes the literature
review, Section 3 details the target selection and GR plan, Section 4 discusses the economic
analysis, and Section 5 presents the GR support concept proposal. In the literature review
in Section 2, previous studies were reviewed to derive health problems and the causes
for the residents of old houses, and architectural methods that could be used to improve
these issues were summarized. Then, factors for safety improvement were investigated
in consideration of the residential characteristics of elderly households, which may be
the most vulnerable group among residents of old houses. Finally, the scope of energy
elements and performance level of improvement for old houses were investigated, and the
improvement scope and performance level of buildings and facilities that were suitable for
the characteristics of old houses in Korea were summarized. The GR range of this study
based on the review includes health, safety, and energy performance improvements in
consideration of the residential characteristics of low-income elderly households.

In Section 3, the status of aging houses of low-income elderly households in Seoul,
Korea was investigated, and target buildings were selected for GR analysis. First, the
aging status of the houses in which the vulnerable class (such as elderly households) with
less than 70% income reside among the old single houses and multi-family houses that
have been in Seoul for more than 30 years was investigated and analyzed. Next, GR
target buildings were selected, and the scope and methods for GR improvement were
summarized based on the results of a literature review and on-site investigations. This GR
plan includes building and facility elements applied in terms of health, safety, and energy.
The performance level of these elements was planned in consideration of regulations and
construction costs.

In Section 4, the economic analysis considering social costs was described. First, the
total construction cost was derived by calculating the construction costs of each element
in the GR plan. For energy analysis, the annual energy and reduced amounts of the
greenhouse gas (CO2) for the target building before and after GR were calculated using
ECO-2 (Korean Building Energy Efficiency Rating Program). To analyze the economic
feasibility, the annual energy saving cost (benefit of residence) was calculated by converting
the amount of the energy into the electricity rates for houses. The social cost was calculated
by converting the reduction amount of greenhouse gas (Social Benefit-(1)) and the reduction
effect of the air pollutant (Social Benefit-(2)) into cost [23]. For the economic feasibility
analysis, the residence benefit and the social benefit according to the GR of the old house
compared to the total construction cost of the GR were analyzed and compared using
the Net Present Value (NPV) method. The NPV method was used to analyze economic
feasibility, because it can suggest the present value of future accrued benefits, and the
results of its analyses can be used for other analyses [24].

In Section 5, a GR support plan was proposed in which the housing stability policy
and the energy conversion policy for low-income elderly households were mixed based on
the analysis results. Figure 1 shows a flowchart of the research contents according to the
research procedure.
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Figure 1. Research flowchart.

2. Literature Review

In the literature review of previous studies, three aspects of old housing were inves-
tigated. First, the causes of health problems in old houses and architectural methods to
improve them were investigated; second, using the 2017 Seoul housing situation survey
data, factors for improving the safety aspect of the elderly households who are vulnerable
groups were derived; and third, GR factors and performance levels in terms of energy were
summarized. The results of this survey will be used as basic data when planning the GR of
old housing for low-income elderly households.

2.1. Causes of Health Problems in Old Houses and Methods of Architectural Improvement

Sick Building Syndrome refers to a phenomenon wherein the indoor air quality and
indoor environment can adversely affect the health of the residents [25]. Outside air
polluted by PM2.5 and PM10 enters the room without being purified, which can cause
respiratory diseases in the residents [26,27]. In addition, various damages may be caused
to residents due to damp wallpaper and mold growing inside the wall, various harmful
gases leaking from the grain pipe, and VOCs (volatile organic compounds) that may be
present after interior construction [8,25,28].

First, the unexpected inflow of polluted outdoor air by particle materials (PM2.5,
PM10) into the room is largely affected by the quality of the aged windows [27]. The inflow
of polluted outdoor air can be reduced by replacing old windows and sealing window
edges. Mold growing indoors mainly occurs on the side walls (where the outside and the
wall come into contact) according to the temperature difference between the inside and
outside, and this difference worsens when the indoor air is not ventilated. The vulnerable
areas to indoor dewing and mold are mainly the space between furniture (closets, etc.) and
the wall and/or in the space between the wallpaper and the wall. The main cause of this
problem may be the wall heat bridging and lack of indoor ventilation. For an architectural
method to improve this problem, an insulation construction without thermal bridges
(external insulation) and a total heat exchange ventilation system suitable for the purpose
may be applied [29,30]. The leakage of methane gas, ammonia gas, carbon monoxide, and
carbon dioxide from old drains or gas pipes may cause headaches or dizziness. To solve
these problems, old pipes should be regularly cleaned and replaced [30]. Specifically, it
is necessary to properly manage and replace the trap protecting the water seal which can
block the backflow of odors to facilitate drainage and manage aging vent pipes to protect
the water seal. There is a possibility of causing chronic diseases such as headaches and
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allergies due to organic compounds such as acetone, benzene, and formaldehyde generated
from materials and furniture that is newly installed due to repair activities, such as interior
construction and furniture replacement, while maintaining the building. This problem may
be improved by regular ventilation and the use of environment friendly materials [31,32].

According to the Health and Home Upgrades research report by DOE (U.S. Depart-
ment of Energy) in February 2017, housing environment has a significant impact on resident
health, and improving the energy performance and ventilation facilities of old buildings
also enhances the energy and health of residents [28]. As an empirical case of health
improvement by GR, Beysse et al. analyzed the health improvement effect of 40 elderly
households after GR in the US. As a result, respiratory diseases, overall health problems,
indoor environment (temperature/humidity), indoor air quality, and musty smell from
pipes were all improved [33]. Ahrentzen et al. performed GR (including eco-friendly
finishing material and furniture) for 57 aged houses of low-income elderly citizens in the
United States. As a result, the indoor environment (temperature/humidity) and indoor
air quality (formaldehyde, particle matter, etc.) were improved, and the overall health
of residents was enhanced as well [34]. In addition, in the analysis of a number of GR
empirical cases, the resident health was enhanced from the improvement of the indoor
environment and indoor air quality after GR [35–37].

In summary, energy saving and improvements in both indoor environment and indoor
air quality are some of the expected benefits of reforming insulation, windows, heating and
cooling, and ventilation facilities which are general elements of GR. Further, the results
showed that it can help improve the indoor environment to enhance the health of residents
by applying eco-friendly materials and furniture, as well as proper management and
replacement of old pipes when improving the interior space.

2.2. Review of Housing Improvement Factors for Elderly Households among the Vulnerable Classes

To capture the housing situation survey in Seoul in 2017, the factors necessary for
housing improvement were investigated by reflecting the characteristics of elderly house-
holds [38]. A survey was conducted that covered a total of 10 items, as shown in Figure 2. In
the results of a study comparing owned houses to rented houses, ‘Nonslip Floor Materials’,
‘Indoor Emergency Bell’, ‘Door Knobs’, and ‘Support Knobs’ appeared at high proportions.
Among 10 items, except for the ‘Indoor Emergency Bell’ and ‘Safety Knobs’, these items are
optional items which can be reflected in a GR plan without affecting the cost and the plan.
Therefore, when planning a GR improvement model in this study, the items of ‘Indoor
Emergency Bell’ and ‘Safety Knobs’ were included in consideration of the characteristics of
elderly households of aged houses, and they were reflected in the construction cost.

 

Figure 2. Ratio of items required for rebuilding houses of elderly households.
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2.3. Investigation of Energy Performance Improvement (GR) Factors and Performance Level of
Aged Houses

Recently, the research on energy performance improvements of aged buildings has
mainly focused on energy saving by total GR or the cost efficiency of zero-energy GR, rather
than the energy efficiency of individual items. In particular, to increase the utilization of
GR research, various studies have examined GR strategies for apartment houses, school
facilities, and business facilities, which are in high demand [10,39–41]. The improvement
scopes and performances of these precedent studies have differences in climate by region,
technology level, and residential environment, so care should be taken when adopting the
applied technology for use in various settings. Accordingly, in this study, the performance
of the improvement scope was considered by referring to the GR guidelines issued by the
Korean government.

In ‘Guidelines for the Establishment and Implementation of Urban Renewal Revi-
talization Plan for Urban Renewal New Deal Projects’ published in August 2018, the
Korean government disclosed GR cases, scope of technical elements, and recommended
performance of aged houses [41]. The scope of improvement in the guidelines includes
the replacement of roof/exterior wall insulation, windows (including entrance doors), air
conditioning equipment, indoor LED lightening, and renewal of façade design. These
need to be additionally reflected when planning the GR improvement model, because
the literature review does not include the consideration of a ventilation system or sealing
system for resident’s health. This guideline provides performance improvement standards
for each GR item, and it can be used to determine the performance level. Table 1 presents
the improvement in factors and performance for each item. ‘Bad’ refers to the performance
of the aged building, ‘Good’ refers to the performance of a passive house in Germany, and
‘Recommended’ refers to the performance level of each item of the GR plan considered in
this study.

Table 1. Improvement in factors and performance in terms of energy consumption [41].

Locations
Level of Performance/Location

Bad Recommended Good

Insulation of Roof
(W/m2·K) 0.33 0.15 0.08

Insulation of Exterior Wall
(W/m2·K) 0.45 0.22 0.13

Insulation of Window
(W/m2·K) 2.9 1.41 0.75

Lighting Density
(W/m2) 17.29 9.46 3.40

Heating/Cooling - A Product of Class I of the Energy
Consumption Efficiency

Amount of Energy Consumption
(kWh/m2·y) 228.10 167.43 55.0

Amount of Primary Energy
Consumption (kWh/m2·y) 267.20 214.43 150.7

Finally, the use of IoT-based smart home technology for small elderly households is
spreading [29]; however, the GR plan described in this study minimizes the automatic
control facilities and applies only the items related to safety (emergency bell linked to
mobile phone) while considering the cost aspect.

Figure 3 summarizes the problems in health, safety, and energy aspects and the
direction of architectural improvement considering the characteristics of residents of aged
houses from the literature research. Figure 3 shows that the architectural method for
enhancing the health problems of aged houses and the method for improving the building
energy performance have many items in common. Based on this, it is clear that performing
the GR described in the literature review has the effect of enhancing the health problems
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of residents. However, the GR scope of this study considering the health and safety of
elderly households should be additionally applied to the material selection and replacement
of sanitary piping, and the additional installation of various knobs, non-slip pads, and
emergency bells, along with the removal of faulting should be considered based on the
fact that the residents are elderly people. The results of this survey will be used in a GR
plan considering health, safety, and energy after investigating the status of aged houses of
low-income elderly households.

 

Figure 3. Issues associated with aged people in households of the old houses and the orientation of
improvement in parts of the GR.

3. Current Status Survey and GR Plan for Aged House of Elderly Households in Seoul,
Korea (Scope of Improvement and Performance)

To investigate the current status of aged houses of elderly households in Seoul, the sites
were surveyed with the project implementer for about two months with the cooperation of
the ‘Hope home repair project’ of Seodaemun-gu, Seoul and the ‘Structural safety status
survey project’ of Dongjak-gu, Seoul. More than 20 aged houses were investigated, and
nine households were found to be suitable for this study.

Accordingly, in this section, common characteristics were derived by summarizing the
aging status and problems of nine buildings of low-income elderly households. Among
them, buildings that could be used to analyze the improvement effect by GR were selected
as the target sites.

3.1. Survey on Current Status of Aged Houses for Elderly Households in Seoul

Table 2 summarize the building status, resident information, and building energy
performance of aged self-owned houses or aged multi-family houses in which elderly
households reside. As shown in the survey results, most elderly households living in aged
houses for around 30 years were women over 70 years old, and they often lived on the
lower floors (1st floor) with inconvenient movement and relatively insufficient ventilation
and light.
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Dewing and mold, both of which have substantial effects on the health of residents in
terms of building function and age, were found in all except the two remodeled houses (No.
4 and 6). There was a household (No. 3) with a public restroom and a household (No. 1)
with an indoor rest room that had thresholds higher than 500 mm, despite the inconvenience
of mobility. In terms of building energy and indoor air quality, all households had very
poor insulation. Regarding the windows, all except two households were equipped with
a combination of wooden single windows and AL single windows, so the insulation
performance was less than 1/3 of the current legal standard performance. As the window
frames have been used for more than 20 years, the air tightness performance was very
weak. In addition, the front doors of all households were not equipped with a windproof
structure, and there were no ventilation facilities at all. This was expected to have a
significant negative impact on the health of elderly people, who are relatively vulnerable
to particle matters and indoor air pollutants. Finally, regarding the heating and cooling
facilities, all households were equipped with wall mounted air conditioners for cooling
and boilers for heating using urban gas. Some households had outdated cooling/heating
equipment, but there was no problem in usage. Table 3 presents images of major defects
such as dewing and mold, a restroom in need of improvement, old window sets, and
household front doors.

Table 3. Survey cases of defects in aged houses.

Dewing and Mold Poor Toilet Threshold Obsolete Set of Windows Front Gate of Households

    

   
 

(Above): Household #2
(Below): Household #3

(Above): Household #1
(Below): Household #3

(Above): Household #6
(Below): Household #7

(Above): Household #2
(Below): Household #3

Interior Finish: Wallpaper
Flutter

Water Leakage Safety (Electricity)
Others (Thermal Bridge and

Airtightness)

    

    

(Above/Below):
five households

(Above): two households
(Below): seven households

(Above/Below):
three households

(Above): three households
(Below): two households

3.2. Selection and Status of Target Sites for GR Effect Analysis

According to the site survey, the low-income elderly households were living on the
lower floors of single-family or multi-family houses with monthly rent or that they owned
themselves. Among them, residents of multi-family houses that were paying monthly
rent requested relocation to a public rental apartment or housing cost support rather than
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facility improvement. By contrast, residents in their own aged house wanted subsidies
for facility improvement or full facility improvement. In the case of owned single-family
households, there was a problem in new construction and sale because the site area was
small (less than 33 m2) and it was located in a dead-end alley. To solve this problem, it
may be an option to proceed with the remodeling by consulting with the neighbor of the
adjacent site, but this is not easy.

Although all households surveyed require housing stability by facility improvement,
by considering problems such as (1) self-ownership or rental, (2) relocation of residential
households after facility remodeling, and (3) the scope of facility remodeling, the houses
with clear land and architectural boundaries among self-owned houses were selected as
the target buildings for GR analysis of aged houses. From the households surveyed, three
households were single-family houses, and among them, No. 4 and 5 were candidates.
No. 4, which has a relatively clear boundary of the building area on the site, was selected
for analysis. Even though No. 4 was renewed by some facility improvements such as a
window renewal and interior-exterior finishing renewal project in July 2019, there were no
improvements in building energy, indoor air quality, or safety, except for windows. Table 4
presents the status of No. 4 after facility improvement.

Table 4. Cases of the survey on defects of old houses.

Land and Plan of an Old
House

Exterior/Interior Improvement in Finishes Improvement of Window

   

   

Formation of house plan via
actual measurement at site

(Above): Front view
(Below): Back view

Paint finish (only for main entrance)

(Above): Indoor view
(Below): Main gate

PVC(Polyvinyl Chloride)
Double window

3.3. GR Scope and Planning Direction of the Selected Building

Considering the utilization of the analysis results and the wide-ranging maintenance
statuses of aged houses, the site and building type were based on the No. 4 case, but the
aging performance of each item was analyzed as the aging performance with the highest
ratio among the aging status survey results of the nine households. Table 5 (1) summarizes
the average aging performance in terms of the building envelope (insulation, windows,
doors), facility performance, indoor air quality, and user (elderly household) safety of
the investigated buildings, (2) summarizes the problems in energy, air quality, and safety
according to the aging performance of each item, and (3) explains the scope of improvement
and method of remodeling for each item in terms of building envelope performance, interior
and exterior finishing, facility performance, indoor air quality, and safety.
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4. Economic Analysis Considering Social Cost

4.1. Analytical Procedures and Methods

Regarding the analysis procedure and method, first, the energies before and after
GR were analyzed by considering the spatial characteristics of the target building and
the aging performances of the nine aged houses. The analysis tool was ECO-2, a Korean
building energy efficiency rating program. For weather data of ECO-2, standard profiles
were brought in from ECO-2 central server to allow selection of average data for 66 regions
in Korea. Essentially, Korea has distinct climatic characteristics of four seasons: spring,
summer, fall, and winter. Weather data of ECO-2 provide monthly average values calculated
based on TMY (typical meteorological year data) weather data, which provides monthly
average ambient temperature and monthly average solar intensity according to the incident
angle by bearing. The target building of this study was located in Seoul. Accordingly, in
ECO-2, Seoul was set out of 66 areas in Korea and analysis was conducted.

For the existing model (=building to be analyzed) and the improved model (=GR
plan), the energy consumption was analyzed by preparing an improvement plan based on
the aging performance and the renewal direction for each of items (1) and (3) in Figure 3
and Table 5. Second, the total construction cost was calculated per each item by dividing
the aging performance (demolition cost, interior and exterior finishing, rest room renewal,
etc.), health, safety, and energy performance of the improved model. Third, by comparing
the energy and carbon generation of the existing model to the improved model in terms of
ECO-2 analysis, the annual energy savings, greenhouse gas (CO2) savings, and air pollutant
savings were derived, then converted into costs to calculate the annual benefits. Next, by
calculating the benefits ((1) energy saving cost (resident benefit—1), (2) greenhouse gas
reduction (social cost—1) and (3) air pollutant reduction (social cost—2)) of the improved
model compared to the total construction cost (cost), the economic feasibility was analyzed
using the net present value method (NPV). Based on this, in the discussion section of
Section 5, a GR support policy concept for low-income elderly households was proposed
by mixing the ‘housing stability policy for low-income elderly people’ and the ‘urban
energy transition policy’ of Korea Government. Figure 4 depicts a schematic diagram of the
analysis procedure detailing each step and method of the target building (existing model).

 

Figure 4. Problems considering elderly households in aged houses and improvement directions for
each GR item.
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4.2. Primary Energy Consumption Analysis for Existing and Improved Models
4.2.1. Primary Energy Consumption Analysis for Existing Model

As mentioned above, the primary energy consumption analysis for the existing model
was conducted based on the architectural spatial properties (actual area and height) of the
No. 4 case and the average aging performances of the nine aged houses. Tables 6 and 7 lists
the key input values for energy performance analysis of the existing model as well as the
reference notices and the energy performance result value output from ECO-2.

4.2.2. Improved Model Analysis

The energy performance of the improved model was set at the recommended level of
the GR technical reference notices [41], and external insulation (adding 100 mm of mineral
wool and dry finish) was applied for insulation remodeling in consideration of thermal
bridge improvement and fire safety. Further, to improve the airtight performance, by
applying a first-grade window set with airtight performance as well as applying airtight
tape to the window frame (wall joint) and hole portions of the ventilation device, the
building’s airtight performance was analyzed by assuming grade 3 (based on ACH 50).
Tables 8 and 9 shows the key input value for ECO-2 and the analysis results for the
improved model.

4.2.3. Calculation of Annual Energy and Greenhouse Gas Reduction from the Energy
Analysis Results
ECO-2 (Energy) Result Analysis: Comparison before to after GR

The heating energy requirement of the existing model was 173.9 kWh/m2·y, and the
heating energy requirement of the improved model was 60.4 kWh/m2·y, which represents
a reduction to 1/3 of the original value. In terms of cooling, it slightly increased from
31.4 kWh/m2·y to 34.4 kWh/m2·y. This is an analysis result that is generally acquired
in residential buildings with improved insulation, as the heat exchange of the indoor
heat generating load becomes difficult as the building’s thermal insulation and airtight
performance are improved.

The primary energy consumption of the existing model was the lowest grade (grade
7) for the building energy efficiency of 413.1 kWh/m2·y, which indicated very poor energy
performance. The primary energy consumption of the improved model was slightly lower
than grade 3 for the building energy efficiency of 246.2 kWh/m2·y, which was similar
to the level of a newly constructed building. Improvements could be made to a higher
level than this. However, as the level of improvement was judged to be appropriate in
consideration of the construction cost, the current legal standards, and recommended
standards of the Ministry of Land, Infrastructure and Transport, no additional energy
performance improvement was conducted.

Comparison of Annual Energy Consumption and CO2 Emission

The annual energy consumption and CO2 emission were calculated based on ECO-
2 analysis, and the energy consumption was calculated by converting it into the used
amount of energy. It is necessary to understand the terms of primary energy consumption
and the energy consumption. Energy consumption refers to the actual amount of energy
required for equipment (cooling and heating equipment, hot water supply, ventilation and
lighting equipment). The value calculated by converting the energy consumption into the
primary energy is the primary energy consumption (= energy consumption × primary
energy conversion factor for each source). Tables 10 and 11 present comparisons of the
annual energy consumption and CO2 emission for the existing model and the improved
model, respectively.
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Table 9. ‘ECO-2′ results of analysis—Improved model.

Category Heating Cooling DHW Lighting Ventilation Total

Energy Demand (kWh/m2·y) 60.4 34.4 30.7 19.1 0 144.5
Energy Consumption (kWh/m2·y) 172.1 9.2 35.6 19.1 3.1 239.2

Primary Energy Consumption (kWh/m2·y) 196.0 25.4 39.3 52.5 8.6 321.9
CO2 Emission (kgCO2) 35.8 4.3 7.2 9.0 1.5 57.8

Primary Energy Consumption (kWh/m2·y) for class 133.5 25.4 26.1 52.5 8.6 246.2

Table 10. Comparison of annual energy consumption and savings.

Items
Annual Energy

Consumption per Area
Area of

Use
Annual Energy
Consumption

Existing Model 452.6 kWh/m2·y 28 m2 12,672.8 kWh/y
Improvement Model 239.2 kWh/m2·y 28 m2 6697.6 kWh/y

Amount of Saving - - 5975.2 kWh/y
Rate of Saving (%) 47.2%

Table 11. Comparison of annual CO2 emission.

Items Annual CO2 Emission per Area
Area of

Use
Annual CO2

Emission

Existing Model 106.3 kgCO2/m2·y 28 m2 2976.4 kgCO2/y
Improvement Model 57.8 kgCO2/m2·y 28 m2 1618.4 kgCO2/y

Amount of Saving - - 1358 kgCO2/y
Rate of Saving (%) 45.7%

The energy consumption and CO2 emission results in Tables 10 and 11 may have varied
depending on the usage profile of ECO-2 (Regulations on Operation of Energy Efficiency
Rating in Buildings, Annex 2) [42] and the actual building usage time and pattern, equipment
efficiency, etc. However, ECO-2 is currently the only officially approved building energy
performance evaluation tool in Korea, and it is generally used to estimate building energy
performance and energy usage in the building planning stage and related research fields.

4.3. Calculation of Total Construction Cost (Cost) and Annual Benefit (Benefit) for Economic Analysis
4.3.1. Calculation of Total Construction Cost (Cost)

The calculation of the total construction cost of the improved model was entrusted to a
construction cost expert. For the energy performance improvement, the performance level
satisfying the “recommendation” of the GR technical reference [41] was applied. The mechanical
equipment, the total heat exchange ventilation system (health improvement), and safety were
separately quoted and applied. In addition, the aging performance improvement cost is the
construction cost calculated based on the performance applied to a general house. The total
construction cost came to about 20,000 USD; the construction cost per area is 714.2 USD/m2.
Considering that the new construction cost of an aged facility in Korea is 2100 USD/m2 [45], it
is possible to improve the energy performance of aged houses to the level of new constructions
with a construction cost of about 33% compared to the cost of new construction.

Further, in the process of calculating the construction cost, it can be recognized that
the energy performance and aging performance improvement should be carried out simul-
taneously instead of separately, while including the replacement of interior finishing (aging
performance improvement) for window construction (energy performance improvement),
and including the replacement of floor finishing for the improvement of floor heating, etc.
This shows that the efficiency is high when the energy performance policy for aged houses
and the housing stability policy for the people are implemented as a combined policy rather
than as separate policies. Details of the total construction cost of the improved model are
shown in Table 12 below.
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4.3.2. Annual Benefit Calculation

Generally, social cost refers to the cost born from the activities of producers on the
public and society as a whole. Social cost may include the external costs as a basic factor,
and it may include or exclude private costs depending on the particular definition [46].
External costs are the costs incurred in removing public harms such as soot, odor, and noise.
The external costs are not internalized by producers, but they are very important from a
social point of view. As environmental problems grow, the importance of the external cost
on social costs increases.

The social cost concept used in this study focused on external costs while excluding
the private costs incurred from the generation of electricity. The external costs in terms of
power generation can occur regardless of the size of the project, such as carbon emission
reduction, air pollutant emission reduction, avoidance of distribution line construction
cost, and avoidance of measuring cost [47]. However, it was excluded due to the limitation
of social cost data, such as the avoidances of the distribution line construction cost and
the measuring cost. Accordingly, the benefits of economic analysis considering the social
cost in this study were set with the effects from (1) energy consumption cost reduction,
(2) carbon emission reduction, and (3) air pollutant emission reduction.

Benefit from Annual Energy Saving

The annual energy cost savings were calculated by converting the annual energy
consumption savings in Table 10 into costs. The annual electricity rate per kWh was
calculated by applying ‘the electricity rates for house in Korea (low voltage)’ + ‘0.093 USD
per kWh of electricity rate for the section below 300 kWh’. The calculation method is the
same as that shown in Equation (1).

Annual Energy Saving (USD/y) = (Energy Consumption [(kWh/(m2·y)) ×
Area (m2)] × Electricity Rate (USD/kWh)

(1)

Benefit from Annual Carbon Emission Reduction

The benefits of reducing carbon emissions are the social benefits resulting from the
reduced consumption of electricity and energy.

The social benefits of the annual carbon emission (CO2) reduction were calculated by
converting the annual carbon savings in Table 11 into costs. To convert carbon emission
reduction into cost, it was calculated by applying the average annual price of carbon credits
in 2019 on the Korea Exchange (KAU 19), 22.8 USD per tCO2. The calculation method is
the same as that shown in Equation (2) [47].

Benefit of annual carbon emission reduction (USD/y) = (Annual carbon
emission reduction amount [(tCO2/(m2·y)) × Area (m2)] × Price of carbon

credits (USD/tCO2)
(2)

Benefit from Annual Air Pollutant Material Reduction

The benefit of air pollutant material reduction is also a social benefit generated by
the reduced consumption of electricity and energy. The calculation method is the same
as that shown in Equation (3) [22]. The social cost of air pollutants was referred to as the
social cost per MWh for nitrogen oxide, sulfur oxide, and dust by air pollutants in the
preliminary feasibility report of “Smart Grid Expansion Project (2015)” of KDI. The benefit
of nitrogen oxide was applied with 6.92 USD/MWh, that of sulfur oxide was applied with
3.97 USD/MWh, and that of dust was applied with 0.71 USD/MWh [47]. Table 13 provides
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the results of calculating the annual air pollutant reduction benefits according to the annual
electricity savings.

Annual air pollutant reduction benefit (USD/y) = [(Annual electricity
savings (kWh/(m2·y)) × Area (m2)] × ∑[(Social cost of air pollutant

(USD/kWh)]
(3)

Table 13. Social cost according to the air pollutant reduction from the electricity saving.

Contents Remarks

Annual amount of reduced energy
consumption (MWh) 5975.2 Table 8 Results of

analysis

Social cost
corresponding to

reduced emission of
air pollutants

Nitrogen Oxides
(USD/MWh) 6.92

[47]
Sulfur Oxides
(USD/MWh) 3.97

Dust (USD/MWh) 0.71

Total benefit corresponding to annual amount
of reduction of air pollutants (USD) 69.29 -

Table 14 shows the calculation of the total cost and benefit for economic analysis.

Table 14. Comparison of annual energy consumption and savings.

Items
Total Cost

(USD)

Annual Amount of Total Benefit (USD)

Cost
Corresponding to Reduced

Annual
Consumption of Energy

Social Cost
Corresponding to
Reduced Annual

CO2 Emission

Social Cost
Corresponding to
Reduced Emission
of Air Pollutants

Total construction cost (Cost) 20,981.50 - - -
Annual amount of reduction

cost (Benefit) 557.49 31.99 69.29

4.4. Economic Analysis Considering Social Cost
4.4.1. Economic Analysis Criteria

For economic analysis, the net present value (NPV) method was applied instead of
the commonly used CBA (cost–benefit analysis). This was performed because the present
value of future accrued benefits can be provided, and this can be used for other analyses in
consideration of the analyzed net present value [24]. In addition, for the economic analysis
criteria for public policies and buildings, the revision and supplementary studies of the
general guidelines for conducting preliminary feasibility studies for public corporations and
quasi-governmental institutions of the Korea Development Institute (KDI) were conducted
while referring to [23]. The social discount rate was calculated as 4.5%, and the analysis
period was set to 30 years, as was the case for building. The calculation method is the same
as that shown in Equation (4). As a result of the analysis, when the net present value is
greater than “0”, it is judged to be economical. Here, Bt refers to the benefit of ‘t’ period, Ct
refers to the cost of ‘t’ period, r refers to the social discount rate (interest rate), and t refers
to the number of years of use.

Net Present Value(NPV) =
n

∑
t=0

Bt
(1 + r)t −

n

∑
t=0

Ct
(1 + r)t (4)
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4.4.2. Economic Analysis Result

As the result of the GR economic analysis of the aged house, the net present value
was found to be “−10,267.15 USD (49.7%)”, indicating that it is not economical, despite the
effects of carbon reduction and air pollutant reduction applied. The amount of government
support for the GR of low-income elderly households is not the total construction cost of
“20,981.50 USD (100%)”, but it may instead be estimated to be “10,267.15 USD (49.7%)”
corresponding to the amount of support excluding residents net benefits (annual energy
consumption reduction cost) and the social benefits from carbon and air pollutant reduction
(see Table 15).

Table 15. Economic analysis result (net present value, NPV).

NPV
Total Cost

(USD)

Total Benefit for Period of Operation (USD)

Cost Corresponding to
Reduced Consumption of

Energy (A)

Social Cost
Corresponding to

Reduced CO2

Emission (B)

Social Cost
Corresponding to
Reduced Emission

of Air Pollutants (C)

−10,267.15
(49% of Total Cost) 20,981.50 (100%)

9080.83 (43.2%) 504.85 (2.4%) 1128.67 (5.3%)
10,714.35 (Sum of Benefit A, B, C; 51% of Total Cost)

5. Discussion

According to the analysis results, among the total construction cost of GR, which has
the effect of improving the health of residents of aged houses and reducing greenhouse
emission, the ratio of construction cost for health, safety, and energy saving was 59%, and
the ratio of construction cost for improving aging performance was 41%, as presented in
Table 12.

From the 59% of health, safety, and energy saving construction cost, the energy saving
cost incurred during the operation period is 43.2%, which is directly returned to the resident
as a benefit generated while the resident continues to live in the property after GR. From
the remaining 15.8%, 7.7% (2.4% + 5.3%) can be offset by the social benefits stemming
from the carbon and air pollutant reduction effect according to the reduction in electricity
consumption. That is, 15.8% of the actual cost is supported by the government for health,
safety, and energy saving construction costs, but 7.7% is offset by the environmental
improvement effect (effect of reducing carbon and air pollutants), so it can be estimated
that only 8.1% would be supported. Seoul, Korea achieved a reduction of 4.7 million TOE
of GHG emissions from December 2019 to April 2021 with the One Less Nuclear Power
Plant Project, an energy transition policy [48]. Of the project budget, 89% was invested in
the installation of new and renewable energy including solar power [49]. However, solar
power is mainly installed in existing buildings, so there may be a difference between the
installation efficiency of the system and the actual production efficiency due to climate
influences such as surrounding buildings, maintenance, and the rainy seasons [50]. In areas
with high building density, such as Seoul, there is a limitation to the quantitative expansion
of energy conversion that can be achieved by installing solar power, so it is necessary to
diversify the energy conversion policies rather than continuously increase the installation
of solar power. As of 2021, 10 years have passed since this support policy was started,
Seoul Metropolitan Government is still providing subsidies for solar power installation as
part of the energy transition policy, which total 8.38 billion USD per year [48]. Some of this
subsidy may be changed to support GR policy by linking it with energy conversion policy
considering the energy saving effect (reduction of carbon and air pollutants) according to
GR. Figure 5 presents the ratio of the energy saving construction cost support amount of
GR as part of the energy conversion policy linked with the energy saving effect of GR.
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Figure 5. Concept of policy for supporting low-income housing stability from GR linked with the
energy transition policy.

From the total construction cost of GR, the construction cost for aging performance
improvement (41%) can be supported by the home repair and construction support policies
for self-owned or rental households among low-income households with less than 60% of
the median income in Seoul [51]. The scope of support is wallpaper, flooring, insulation,
sanitary equipment (wash basin/toilet), lighting, etc., the scale of support is up to 1200 USD
per household, and the support can reach up to 3200 USD by linking with the energy
efficiency improvement project of the Korea Energy Foundation [52]. In addition, the
Korean Government is subsidizing all or part of the cost of improving aged housing for low-
income elderly households based on Article 15 of the Act on Support for Underprivileged
Group, Disabled Persons and Age, etc. (support for housing remodeling expenses) [53].
From this study, the government can determine the amount of support by investigating
the maximum payable dead amount to each households share amount (A%), calculating
the “subsidy for the housing stabilization policy for elderly households (= 41%−(support
for house repair and construction, 16.7%)−(resident share (A%)) by considering the size
of the city and county unit budget secured, and establishing a plan to support each year
depending on the number of supported households. Therefore, the size of the GR subsidy
per households can be adjusted at a maximum of 24.4% of the total construction cost,
according to the resident’s share (A%).

Accordingly, it is possible to reduce the burden of construction cost for the GR im-
plementation of low-income elderly households, and to increase the effect of improving
facilities in aged houses from GR. It is expected that if the government utilizes the di-
rect/indirect effects of GR, then the low-income elderly households can perform GR with
support of a 1/4 of the GR construction cost, and the burden of the amount of support can
be reduced as a result.

6. Conclusions

In this study, the economic feasibility of GR was analyzed while considering health,
safety, and energy by investigating the status and characteristics of aged houses of low-
income elderly people in Seoul. From the literature review, problems in the health, safety,
and energy aspects of aged houses and architectural improvement directions were derived.
Further, the aging status and energy performance of nine single-family and multi-family
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houses in which low-income elderly people in Seoul reside were investigated. A GR project
was planned to improve health, safety, and energy performance by selecting one aged
house where GR analysis was possible among the nine aged houses surveyed. Based on
this plan, the total construction cost and energy performance before and after GR were
analyzed, and the economic analysis was conducted in consideration of the social cost. As
a result of the economic analysis of the GR for aged houses in which low-income elderly
people live, the net present value was “−10,267.15 USD (49.7%)”, indicating that there
was no economic effect even though energy saving (9080.83 USD, 43.2%) as well as carbon
(504.85 USD, 2.4%) and air pollutant reduction (1128.67 USD, 5.3%) effects were applied.

Nevertheless, from the analysis result, we propose a GR support plan linking with
the current energy transition policies and the aged housing support policies for the low-
income people, in an attempt to expand the GR of low-income people who are vulnerable
to the health and safety of the aged houses and unable to implement GR. Of the total
GR construction cost, the energy saving construction cost (59%) can be offset by 15.8%
by linking with the energy transition support policy and by the energy consumption
reduction amount of residents (43.2%). In addition, of the total construction cost of GR,
the construction cost for improvement of aging performance (41%) was partially offset in
Seoul by housing repair and construction support, and it was possible to secure a budget
according to the Act on Support for Underprivileged Groups, Disabled Persons and Age,
etc. of the Korean Government. Therefore, it is possible to calculate the subsidy for the
housing stabilization policy for low-income households (=41%−support for house repair
and construction, 16.7%−resident share, A%). Accordingly, it would be possible to establish
policies at the city or county level to provide support each year according to the total
supported households of low-income elderly people and the size of the budget secured.

Finally, in this study, the concept of a support policy was suggested through GR to
improve old housing of small-scale low-income elderly people. However, this study has
a limitation, in that the analysis was made only for detached houses. It is necessary to
increase the reliability of the analysis result by increasing the number of buildings to be
analyzed in the future. In addition, to improve housing of the poor, according to various
housing types and ages in Korea, more diverse types of measures to improve housing for
the general population are needed in the future. In the analysis process, ECO-2 was used to
analyze the energy consumption of an aged house, but for the usage profile, the housing
type of a general family, which is the default value of the program, is reflected, so it may
differ from the housing patterns of elderly households and ordinary people. This value is
the default value set by the government. Therefore, it is necessary to modify it or to revise
the study so that more practical results can be derived by adding supplementary data.
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27. Ścibor, M.; Balcerzak, B.; Galbarczyk, A.; Targosz, N.; Jasienska, G. Are we safe inside? Indoor air quality in relation to outdoor
concentration of PM10 and PM2.5 and to characteristics of homes. Sustain. Cities Soc. 2019, 48, 101537. [CrossRef]

242



Buildings 2022, 12, 29

28. Jacobs, D.; Wilson, J.; Tohn, E. Health and home upgrades. ASHRAE J. 2017, 59, 66–68.
29. Park, S.J.; Kim, M.J. A framework for green remodeling enabling energy efficiency and healthy living for the elderly. Energies

2018, 11, 2031. [CrossRef]
30. Kwon, Y.P. Mechanical Facilities for Building; DAEGA Books: Gyeonggi-do, Korea, 2013; pp. 267–313.
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Abstract: The problem of energy consumption and the importance of improving existing buildings’
energy performance are notorious. This work aims to contribute to this improvement by identifying
the latest and most appropriate machine learning or statistical techniques, which analyze this problem
by looking at large quantities of building energy performance certification data and other data sources.
PRISMA, a well-established systematic literature review and meta-analysis method, was used to
detect specific factors that influence the energy performance of buildings, resulting in an analysis of
35 papers published between 2016 and April 2021, creating a baseline for further inquiry. Through this
systematic literature review and bibliometric analysis, machine learning and statistical approaches
primarily based on building energy certification data were identified and analyzed in two groups:
(1) automatic evaluation of buildings’ energy performance and, (2) prediction of energy-efficient
retrofit measures. The main contribution of our study is a conceptual and theoretical framework
applicable in the analysis of the energy performance of buildings with intelligent computational
methods. With our framework, the reader can understand which approaches are most used and
more appropriate for analyzing the energy performance of different types of buildings, discussing
the dimensions that are better used in such approaches.

Keywords: energy performance certificate (EPC); machine learning (ML); energy-efficient retrofitting
measures (EERM); energy performance of buildings (EPB); energy efficiency (EE)

1. Introduction

Considering that buildings account for 40% of the primary energy consumption (EC) in
the European Union [1], reducing the EC of buildings has become a necessity. The European
Union, considering the increasing urbanization and climate change trends, defined the
objective to reduce EC by 32.5% until 2030, from the baseline year of 2007, as a key priority
in the EU’s strategy and Green deal [2] to increase EE and decrease the energy performance
(EP) of existing buildings [2–4]. This goal is aligned with the United Nations’ seventh
Sustainable Development Goal (SDG): “Ensure access to affordable, reliable, sustainable
and modern energy for all” [5].

Buildings are responsible for the second largest portion of the final EC in the European
Union [1,6,7], with households on 26.3% and public buildings on 28.8%, just after the
transport sector (with 30.9%). Their refurbishment and energy-efficient retrofitting is a
priority for many countries to reduce EC and decrease the EP of existing buildings as
part of the EU Green deal [2,8]. In the current state of the art, data science and machine
learning are available to analyze, predict and improve energy efficiency (EE) in buildings in
meaningful ways. Such computer science approaches can be used to forecast and minimize
energy consumption, design energy-efficient buildings, define strategies for mitigating
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impacts on the environment and climate, and predict and propose useful and cost-effective
retrofit measures to increase the EE of buildings to provide a comfortable indoor living
environment [9,10]. By measuring, monitoring, and improving the EE in buildings, we
can reduce the amount of energy consumed while maintaining or even enhancing the
quality of services provided by those buildings, a “double the global rate of improvement
in EE”—SDG7.8 [5,11].

This paper proposes a conceptual and theoretical framework applicable in the analysis
of literature papers that tackle the problem of the EPB with machine learning or statistical
methods. In more detail, this work aims to add to the improvement of the EP of existing
buildings, one of the core goals of the EU Green deal [2], by identifying and analyzing the
latest and most appropriate machine learning or statistical techniques, as a baseline for
future research by building a conceptual and theoretical framework based on a systematic
literature review using PRISMA guidelines. Our approach helps the researcher find which
methods are most used and more appropriate for analyzing the EP of different types
of buildings.

Moreover, our framework addresses the dimensions and factors extracted from avail-
able data sources such as building energy certification data, EC data, wheatear and climate
data, and others. Our proposal will help the community foster innovation on enhanced
buildings’ energy performance (EP) and predict energy-efficient retrofit measures (EERM).

In this context, our study adopts a well-established systematic literature review
(SLR) method, the Preferred Reporting Items for Systematic Reviews and Meta-Analyses
(PRISMA [12]), to identify the most relevant literature contributions to the energy perfor-
mance of buildings (EPB) and the prediction of EERM, using machine learning (ML) or
statistical methods. Furthermore, we used a visualization bibliometric tool, VOSviewer [13],
to find the most used terms in the literature related to the EPB with machine learning or
statistical methods.

Some literature review papers tackle similar problems, mostly related to EC [14–18].
The main innovation and novelty of the study is how we present and group the data,
focusing on the building types and addressing the dimensions and methods for each type.
We believe that our study will help the community foster innovation on the enhanced
EPB and predict energy-efficient retrofit measures. We present and visualize our results
using the bibliometric network software tool VOSviewer. This tool allows creating and
visualizing bibliometric networks based on text data and keyword co-occurrence, and
authors’ co-authorship networks of terms. This allows us to visualize and identify the most
important terms and authors co-authorship respective relations for quantitative analysis.

Considering the stated intentions of this paper, we raised the following research
questions:

• RQ1: What are the most relevant machine learning or statistical approaches that
automatically evaluate buildings’ EP using EPC data?

• RQ2: What are the most relevant machine learning or statistical approaches for pre-
dicting energy-efficient retrofit measures to improve buildings’ EP?

The research questions focus on two objectives (1) automatic clustering—classification
of the EPC of a building, and (2) prediction of energy-efficient retrofit measures, using ML
and EPC data. Additionally, as mentioned, our approach brings a clear contribution to the
EU Green deal and SDG7 of the United Nations [5].

Our paper is organized as follows. Section 2 presents the adopted systematic literature
review technique (PRISMA) and our overall methodology. Section 3 describes the applica-
tion of PRISMA and details the collected data from the survey, whereas in Section 4, we
present and analyze such results using the visualization and bibliometric tool. Section 5
discusses our findings, aligned with our research questions, while in Section 6, we present
our conclusions.
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2. Methodology

The SLR analysis was performed by adopting a well-established systematic litera-
ture review and meta-analysis method (PRISMA). In our methodology, we combined this
method with data visualization techniques, ending up with 4 main phases: (1) data se-
lection, (2) results and analysis: survey results, categorization and dimensions analysis,
visualization and bibliometric analysis, (3) discussion, (4) conclusions [19], as depicted in
Figure 1.

 

Figure 1. Methodology.

Phase 1—Data Collection: Following PRISMA guidelines [12], we conducted an
evidence-based systematic review to select the best basis for reporting systematic reviews.
Our adoption of PRISMA follows the literature trend of using such a method as a basis for
reporting systematic reviews, especially evaluations of interventions [12]. The PRISMA
guidelines consist of a flow diagram and a checklist. The flow diagram of conducting a
PRISMA survey has four phases: identification, screening, eligibility, and inclusion, as
depicted in Figure 2. The checklist proposes a pre-defined structure for a survey with
different sections. In addition, there are precise guidelines to be followed and described in
more detail in Section 3 [12]. As mentioned, we focused our analysis on ML or statistical
approaches using the public build, residential, and office buildings.

Phase 2—Results and Analysis: In this phase, we present the analysis of our PRISMA
results. We analyze the main journals and conferences, the keyword co-occurrence, and the
authors’ co-authorship. We present and visualize our results using the bibliometric network
software tool VOSviewer. This tool allows creating and visualizing bibliometric networks
based on text data, particularly keyword co-occurrence and authors’ co-authorship net-
works of terms. This analysis illustrates the relationships and connections between the
network’s elements (nodes), corresponding to the most used terms, allowing the identifica-
tion of networks characteristics, such as node and cluster centrality. VOSviewer calculates
the node links and weight, demonstrating each node’s importance in the network. This
allows us to visualize and detect the most important terms and authors’ co-authorship
individual relations for quantitative analysis. The size of nodes presents the degree of
centrality: the larger the node, the more times it is reported in the text data. The thickness
of edges presents the number of times two linked nodes are reported, showing their signifi-
cance; by default, the networks are allocated from the largest to the smallest [13]. With this
approach, we could summarize and critically analyze the most used dimensions, clustering
and classification techniques, EP retrofitting prediction techniques, and the most used
building types in each study. This method allowed us to find, accurately and efficiently, the
best literature modeling practices and techniques for achieving enhanced EP.
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Phase 3—Discussion: In this phase, we discuss the previous phases’ findings by
following the research questions. We specifically address the identified knowledge gaps
and our study limitations.

Phase 4—Conclusion: We sum up and present the conclusion of our study.

 
Figure 2. PRISMA Flowchart.

3. Data Collection

3.1. PRISMA Method

By adopting the PRISMA guidelines, the SLR was performed as follows. First, a search
process was conducted to detect publications that have in their titles, abstract or keywords
the following Boolean expressions:

(“energy retrofit*” OR “energy performance” OR “energy analysis” AND (“artificial
intelligence” OR “artificial neural networks” OR “machine learning” OR “genetic algo-
rithms” OR “classification” OR “clustering analysis”) OR “certificat*” OR “hypercube”
OR “k-means”)

The literature search was performed in April 2021 using the following data repositories:
Science Direct, Web of Science, and Scopus. Using ‘OR,’ and ‘AND’ statements, we in-
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clude all papers published between the periods 1st January 2016–27th of April 2021. The
analyzed topics were integrative, including computer science, mathematics, engineering,
environmental, and data science. While all sources were used, the analysis indicated that
most of the publications from Science Direct were also in Web of Science and Scopus.

The final set of SLR papers for qualitative and quantitative analysis was organized
using the Mendeley references manager open-source tool [20]. This step permitted us to
extract metadata, remove duplicates, and obtain precise figures on the relative importance
of the author of a particular keyword. The obtained metadata were: authors, publication
metadata, references, and citations.

3.2. PRISMA Results

The following PRISMA flow diagram presents the SLR data collection process for our
quantitative and qualitative analyses (Figure 2). The initial step in this approach identified
published papers through a database search, resulting in 1292 publications (Web of Science
374; Science Direct 338; Scopus 580). The inclusion criteria were original research papers
written in English and published in Q1–Q2 peer-reviewed journals (based on scimago
rank) and related conferences in the said period. We focused only on papers with studies
within the EU, given the applicability of EU directives and regulations and building energy
certification, which differs for countries outside the EU. Moreover, even within the EU,
there is variation in the methods used to identify and assess EC and building energy
certification [21]. Additionally, review, position, and reports papers were excluded.

Subsequently, we removed duplicates (e = 415). Then, we performed title and abstract
screening. Step 1 excluded all the papers whose title was not relevant to the scope and
objectives of this study (e = 503). Step 2 excluded all the papers without an abstract or whose
abstract was not relevant to the scope and objectives of this study (e = 162). Finally, step 3
excluded all the papers according to the outlined inclusion and exclusion criteria (e = 146)
as mentioned in the previous paragraph. Next, the full texts of the remaining 66 papers
were read, assessed, and fitted on the scope of the research. Thirty-one papers were
excluded, given that they did not use ML or statistical techniques. Finally, the remaining
35 papers were considered eligible for further analysis. Thirty-three were published in
scientific journals, whereas two were published in conference proceedings.

4. Results and Analysis

4.1. Journals and Conferences Analysis

In the study of a total of 33 literature papers, we analyzed 13 journal papers, in-
cluding from Applied Energy (9), Energy & Buildings (7), Sustainable Cities & Soci-
ety (4), Energies (3), Energy (2), Sustainability (1), IEEE Transactions on Automation
Science & Engineering (1), Renewable & Sustainable Energy Reviews (1), Measurement (1),
Croatian Review of Economic, Business & Social Statistics (1), Journal Electronics (1), En-
ergy Policy (1) and Neural Computing & Applications (1). Table 1 shows the summary of
the journals with their information, that most journals are Q1-quartile ranked (9), repre-
senting 90%, (2) are Q2-quartile-ranked, and the remaining (1) is not yet classified by the
quartile-ranked [22], although the quartile rank can change over time.

The five major research areas found in the analysis were energy, engineering, envi-
ronmental science, mathematics, and social sciences. The 33 selected papers’ publishers
originate from five countries, with most of them from the United Kingdom (6) and The
Netherlands (2), followed by Switzerland (2), the United States of America (1), Croatia (1),
and China (1). The top publishers found are Elsevier BV (5), Elsevier Ltd. (4), Taylor and
Francis Ltd. (2), MDPI Multidisciplinary Digital Publishing Institute (1), MDPI AG (1),
Institute of Electrical and Electronics Engineers Inc (1), Croatian Statistical Association (1),
Science Press (1) and Springer London (1).

249



Buildings 2022, 12, 28

Table 1. Journals details.

Journals No. Publisher Country Field Publisher

Applied Energy 9 Elsevier BV United Kingdom Energy, Engineering,
Environmental Science

Energy and Buildings 7 Elsevier BV Netherlands Engineering

Sustainable Cities & Society 4 Elsevier BV Netherlands Energy, Engineering,
Social Sciences

Energies 3 MDPI Multidisciplinary
Digital Publishing Institute Switzerland Energy, Engineering,

Mathematics

Energy 2 Elsevier Ltd. United Kingdom
Energy, Engineering,

Environmental Science,
Mathematics

Sustainability 1 MDPI AG Switzerland Energy, Environmental Science,
Social Sciences

IEEE Transactions on Automation
Science and Engineering 1 Institute of Electrical &

Electronics Engineers Inc. United States Engineering

Renewable & Sustainable Energy
Reviews 1 Elsevier Ltd. United Kingdom Energy

Measurement 1 Taylor & Francis Ltd. United Kingdom Mathematics, Social Sciences

Croatian Review of Economic,
Business & Social Statistics 1 Croatian Statistical

Association Croatian Statistics

Journal Electronics 1 Science Press China Engineering

Energy Policy 1 Elsevier BV United Kingdom Energy, Environmental Science

Neural Computing & Applications 1 Springer London United Kingdom Computer Science

The conferences found in this study were IEEE International Conference on Internet
of Things and Green Computing & Communications and Cyber, Physical & Social Com-
puting and Smart Data (2017), and IOP Conference Series: Earth & Environmental Science
(2019). Table 2 presents that the major research areas of the conference are computer and
environmental science in the United Kingdom and Indonesia.

Table 2. Conferences details.

Conference No. Publisher Country Field

IEEE International Conference on Internet of Things and Green
Computing and Communications & Cyber, Physical and Social

Computing and Smart Data (2017)
1 United Kingdom Computer Science

IOP Conference Series: Earth and Environmental Science (2019) 1 Indonesia Environmental Science

4.2. Keyword Co-Occurrence Analysis

Term co-occurrence analysis was conducted utilizing the mentioned text mining tool
for network analysis, VOSviewer. The analysis was conducted utilizing a full count-
ing method, encompassing 143 screened terms, with a minimum threshold of two co-
occurrences. Of the total 143, only 21 terms were chosen for the analysis (Table 3).
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Table 3. Keywords co-occurrence ranked by the link strength.

Keywords Occurrence Total Link Strength

Energy Efficiency 7 10

Building Energy Retrofit 4 8

Machine Learning 4 8

Office Buildings 3 8

Building Energy Performance 5 7

Energy Performance Certificate 5 7

Energyplus 3 7

Multi-Objective Optimization 3 7

Genetic Algorithm 2 6

Sensitivity Analysis 2 6

Artificial Neural Networks 2 5

Building Retrofit 3 5

Cluster Analysis 2 5

Energy Simulation 3 5

Energy Retrofitting 2 4

Energy Savings 2 4

Genetic Algorithm (Nsga-Ii) 2 4

Reference Buildings 2 4

Dell’olmo, Jacopo 2 4

Piscitelli, Marco Savino 2 4

Salata, Ferdinando 2 4

Energy Performance Certificates 2 3

Building Sampling 2 2

Fernández Bandera, C 2 2

Ramos Ruiz, G 2 2

Data Exploration 2 1

Most of the analyzed keywords were related to energy efficiency (EE), building energy
retrofit, ML, and building energy performance. The top five found keywords were EE
(7 occurrences, 10 total link strength), building energy retrofit (4 occurrences, 8 total link
strength), ML (4 occurrences, 8 total link strength), office buildings (3 occurrences, 8 total
link strength) and building EP (5 occurrences, 7 total link strength).

In keywords of co-occurrence analysis, four clusters (Figure 3) were found with
21 keywords and 50 links. The biggest nodes of each cluster were identified as EE (blue),
building EP and EPC (red), office buildings (green), and energy simulation (yellow).

Focusing on the interrelated network of Figure 3 (21 items, 4 clusters, and 50 links),
the energy simulation term (yellow cluster) has a connection only with the term energy
efficiency (EE) (blue cluster). The building energy performance term (red cluster) has a
connection only with the term EE (blue cluster), and the energy performance certificate
(EPC) term (red cluster) has a connection with the terms building retrofit (blue cluster) and
energy retrofitting (green cluster). The office buildings term (green cluster) relates to all
the clusters, namely with the term’s sensitivity analysis (yellow cluster), building energy
retrofit and artificial neural networks (ANN) (red cluster), EE, and building retrofit (blue
cluster). Finally, the EE term (blue cluster) relates to all the clusters too, namely with the
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term’s energy simulation (yellow cluster), ANN, building energy performance and ML (red
cluster), office buildings, and clustering analysis (green cluster).

 

Figure 3. Keyword occurrence network visualization.

An extensive, connected network of keywords and groups of keywords occurs in
individual articles, mostly between 2018 and 2020 (Figure 4). The keyword analysis
indicated research fields emphasizing ML and EE and found ML techniques, such as
clustering analysis, energy simulation, and ANN.

 
Figure 4. Keyword co-occurrence by year overlay visualization.
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4.3. Authors’ Co-Authorship Analysis

An authors’ occurrence analysis was conducted using the reported text mining tool
for network and bibliometric analysis, VOSviewer. The analysis was conducted applying
the full count method, choosing 15 maximum number of authors per document and a
minimum threshold of 2, resulting in a total of 154 authors meeting this threshold, of which
28 authors were analyzed (Figure 5).

 

Figure 5. Authors’ co-authorship network visualization analysis.

The top 10 found authors were Ascione Fabrizio with a link strength of 21 [23–27],
Bianco Nicola with a link strength of 21 [23–27], Mauro Gerardo Maria with a link strength
of 21 [23–27], Vanoli Giuseppe Peter with a link strength of 21 [23–27], Ali Usman with
a link strength of 16 [28–30], Hoare Cathal with a link strength of 16 [28–30], Mangina
Eleni with a link strength of 16 [28–30], O’Donnell James with a link strength of 16 [28–30],
Shamsi Mohammad Haris with a link strength of 16 [28–30], and Bohacek Mark with a link
strength of 12 [28,29].

In the authors’ co-authorship analysis, seven clusters were found with 28 items and
54 links. Cluster 1 (green) relates to the top four author co-authorships ranked by link
strength. For De Stasio Claudio with a link strength of 9 [23–25] and De Masi Rosa Francesca
with a link strength of 8 [26,27] (Table 4), Cluster 2 (red) has seven items and found Ali
Usman and Bohacek Mark. For Hoare Cathal, Mangina Eleni, O’Donnell James, Purcell
Karl, Shamsi Mohammad Haris [28–30], Cluster 3 (yellow) has four items and found Casals
Miquel, Ferré-Bigorra Jaume, Gangolells Marta, and Macarulla Marcel [31,32]. Cluster 4
(blue) has three items and found Capozzoli Alfonso, Cerquitelli Tania and Piscitelli Marco
Savino [33–35], and Cluster 5 (cyan) has three items and found Ciancio Virgilio, Dell’olmo
Jacopo and Salata Ferdinando [36,37]. Cluster 6 (purple) has two items: Fernández Bandera
C and Ramos Ruiz G [38].
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Table 4. Authors’ co-authorship ranked by link strength.

Authors Documents Total Link Strength

Ascione, Fabrizio 5 21

Bianco, Nicola 5 21

Mauro, Gerardo Maria 5 21

Vanoli, Giuseppe Peter 5 21

Ali, Usman 3 16

Hoare, Cathal 3 16

Mangina, Eleni 3 16

O’Donnell, James 3 16

Shamsi, Mohammad Haris 3 16

Bohacek, Mark 2 12

Purcell, Karl 2 12

De Stasio, Claudio 3 9

De Masi, Rosa Francesca 2 8

Casals, Miquel 2 6

Ferré-Bigorra, Jaume 2 6

Gangolells, Marta 2 6

Macarulla, Marcel 2 6

Capozzoli, Alfonso 3 5

Cerquitelli, Tania 3 5

Ciancio, Virgilio 2 4

Dell’olmo, Jacopo 2 4

Piscitelli, Marco Savino 2 4

Salata, Ferdinando 2 4

Fernández Bandera, C 2 2

Ramos Ruiz, G 2 2

Clusters 2, 3, and 5 relate to authors’ published articles in 2020–2021. Cluster 4
relates to authors with publications in 2019, and cluster 7 corresponds to authors with
publications in 2018; for the remaining authors, articles were published in 2017. Figure 6
indicates that the top 10 author co-authorships were published in 2017, demonstrating
that the academic community had a strong connection in 2017. Finally, the most relevant
papers were published from 2017 to 2020, demonstrating that the academic community
has increased.
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Figure 6. Authors’ co-authorship visualization by year.

4.4. Most Cited Publications

Analysis of the most-cited publications helped us to detect the important research
topics in the literature. The most cited and chosen publications were searched using Science
Direct, Scopus and Web of Science datasets. The study detected publications that have been
cited between 84 times and 0 times. Table 5 shows this process’s resulting conceptual and
theoretical framework with each paper’s dimensions, intelligent computing methods, and
type of buildings.

The top five found publications are from the following authors: Ascione, Bianco,
Stasio et al. [23] with 84 citations (the most cited), followed by Ramos Ruiz et al. [38] with
44 citations, Ascione, Bianco, De Masi et al. [27] with 44 citations, Niemelä, Kosonen, and
Jokisalo [39] with 39 citations and Beccali et al. [40] with 37 citations. These results (Table 5)
are coherent with previous analyses described above. These papers are the most cited and
present the central concepts in the field.

The top five cited papers present in Table 5 were published in Q1-ranked journals and
mostly in Energy and Buildings and Applied Energy journals. Furthermore, and coherent
to the analysis, the most cited article is also emphasized in the authors’ co-authorship
analysis (Section 4.3). Cluster 1 (green) in Figure 5 groups the most cited author co-
authorship Ascione, Bianco, Stasio et al. [23] and cluster 6 (purple) groups most of the
author co-authorships of the second most-cited article Ramos Ruiz et al. [38]. In keyword
co-occurrence analysis (Section 4.3), the term ANN was outstanding and is one of the
techniques used by the most cited publication of Beccali et al. [40].
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Likewise, several ML and statistical methods were used for energy applications on
SLR papers. The 10 top most-cited papers used a combination of methods, namely simu-
lation techniques, Pareto front, genetic algorithm NSGA-II, and ANN (Table 5). As input
in those methods, these top 10 papers used the following dimensions extracted from the
data: climate and weather, building thermo-physical characteristics, building envelope,
building geometry, HVAC systems, EC, and building typology. In the case studies, most of
them used residential buildings (6), offices (1), universities (2), schools (1), and hospitals (1),
refs. [23,27,37–44]. The remaining SLR papers used similar dimensions: building geom-
etry, building envelope, other building properties, climate and weather, HVAC systems,
and energy consumption (EC) [16,18,20,21,28–48]. A total of 19 out of 35 papers used a
residential building as the case study [28–30,33–37,39,41–43,45–47,53–57]. Some of them
combine different types of buildings. Five papers combined residential and commercial
buildings—offices and schools [25,32,44,52,58], two papers addressed offices [31,49] and six
analyzed schools and universities [27,38,40,50,51,59]. Only one addressed a hospital [23]
and one a care home [48].

Furthermore, only the most recent papers utilized building EPC data for their anal-
ysis [28,29,31,34,50–54,56,57,60,61]. This aspect is surprising since the first directive on
building energy performance, “the Energy Performance of Building Directive (EPBD),” was
introduced by the European Parliament in 2002. Additionally, improvements to the EPBD
were performed in 2010 [60,61]. The remaining papers use energy building audits analysis
and reference buildings for their research.

The most-used techniques for predicting EP and retrofitting were energy performance
simulation techniques, statistical-based approaches, genetic algorithms, and ANN. Few
studies use only ML methods, namely (13) studies [28,29,31,33–35,40,45,48,50,52,56,59].
The most common clustering and classification techniques were K-means (7), statistical
methods (6), Latin hypercube sampling (2), other manual groupings (2), decision tree (2),
and probability density function (1) [23,25,28–34,47,50–52,54,55,57,59].

4.5. Type of Buildings, Dimensions, and Methods Analysis

A conceptual and theoretical framework was built to evaluate this survey’s building
types, dimensions, and computational intelligence methods in more detail; see Tables 6 and 7.
This framework seeks to understand the most-used ML and statistical approach according
to each SLP study’s dimensions and building types resulting from the previous analysis
(Table 5). It focuses on research inputs, goals, and outcomes to create the basis for our
research evaluation criteria.

Table 6. Analysis of the used Dimensions by Type of Buildings.

No. Building Type Dimension Category Reference

1 Hospital

-Thermo-physical characteristics
-Building envelope

-HVAC systems
-Weather

-Energy use

[16]

3 University/School

-Building envelope
-Building operation

-HVAC systems
-Financial attributes

-Thermophysical parameters
-Typology
-Climate

-Geometry
-Energy consumption

-Hot water
-Internal heat gain and lighting

-Standard Emission Rate
-Air infiltration rate

-Terminal unit energy
-Demand and cooling system efficiency.

-Roof wall ratio
-Solar radiation on the roof

[20,31,33,43,44,46]
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Table 6. Cont.

No. Building Type Dimension Category Reference

4 Residential

-Building Envelope
-Geometry

-HVAC systems
-Internal heat gains

-Weather
-Building materials
-Financial attributes

-Cost data of different renovation measures
-Building–location–orientation

-Photovoltaic
-Energy performance index

-Envelope U-values
-Construction assemblies

-Thermal solar panels
-Electricity consumption

-Building age
-Construction year

-Average global efficiency for space heating
-EPC

-Construction age
-EP (Normalized primary energy demand for space heating [kWh/m2],

etc.)
-Occupancy status

-Energy class
-Renovation changes

-CO2 emissions
-Primary energy consumption

[21–23,26–30,32,34–
36,38–40,47–49,51,52]

4 Residential and offices

-Weather
-Building Envelope

-HVAC systems
-Energy use

-Envelope U-values

[37,50]

5 Residential, Offices and
Schools

-Geometry
-Building envelope

-HVAC systems
-Climate

-Geospatial
-Construction shape

-Occupational characteristics
-Energetic characteristics

-Building Insulation

[18,25,45]

6 Care homes
-Building intrinsic properties

-Occupancy patterns
-Environmental conditions

[41]

7 Offices

-Building envelope
-Indoor facilities

-Useful floor area (m2)
-Building shape

-Climate
-Glazing type

-Wall insulation
-Heating system
-Energy source

-Cooling system

[24,42]

Table 4 presents our findings on dimensions by building types to implicate new
knowledge, which helps energy experts to learn and use the most critical dimensions for
particular building types in their modeling and research work.

The SLR analysis suggests that the dimensions extracted from the data sources, can be
grouped in the following way:

• Climate: location, weather, building orientation.
• Building geometry: building shape, building type, building fabric, number of floors,

window-wall ratios.
• Non-geometric building data: envelope U-values, construction assemblies, heating

ventilation, air conditioning (HVAC) systems properties, building age.
• Energy consumption: electricity consumption, energy use, average global efficiency

for space heating, HVAC systems, internal heat gain, and lighting.
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• Energy performance: standard emission rate, CO2 emissions, terminal unit energy,
energy performance index, the efficiency of the subsystems for space heating.

• Financial attributes: cost data of different renovation measures
• Occupational characteristics.

Table 7 presents our inference which may help data scientists understand the right
method to employ for further research.

Table 7. Methods by Dimensional Analysis.

No. Computational Intelligence Method Dimension Category Reference

1 Simulation

-Climate
-Building geometry

-Non-geometric building data
-Energy consumption
-Energy performance

[16,18,20,23,29–32,34,37,39,40,47,49]

2 Genetic Algorithm

-Climate
-Geometric building

-Non-geometric building data
-Energy consumption
-Energy performance
-Financial attributes

[16,20,29–32,35,39–42,52]

3 Sensitivity analysis

-Climate
-Building geometry

-Non-geometric building data
-Energy consumption
-Energy performance
-Financial attributes

[31,44,49]

4 Artificial neural networks (ANN)

-Climate
-Building geometry

-Non-geometric building data
-Energy consumption
-Energy performance

-Occupational characteristics

[28,33,41,43,45,51]

5 K-means clustering

-Climate
-Building geometry

-Non-geometric building data
-Energy consumption
-Energy performance

-Occupational characteristics

[23,25–27,43,45,46]

6 Geographic information systems (GIS)

-Climate
-Building geometry

-Non-geometric building data
-Energy consumption
-Energy performance

[21,23,27,43,50,51]

7 DBSCAN algorithm

-Climate
-Building geometry

-Non-geometric building data
-Energy consumption
-Energy performance

-Occupational characteristics

[27,45]

8 Correlation analysis

-Climate
-Building geometry

-Non-geometric building data
-Energy consumption
-Energy performance

-Occupational characteristics

[23,25–27,45]
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Table 7. Cont.

No. Computational Intelligence Method Dimension Category Reference

9 Statistical approach

-Climate data
-Building geometry

-Non-geometric building data
-Energy consumption
-Energy performance

[22–26,29,30,35,41,42,44,48,49,51,52]

10 Cost-Benefit analysis

-Climate data
-Building geometry

-Non-geometric building data
-Energy consumption
-Energy performance
-Financial attributes

[24,34,49]

11 Principal Component Analysis

-Climate
-Building geometry

-Non-geometric building data
-Energy consumption

[38,41]

The above analysis allows us to use the most common dimension categories of build-
ing to find an adequate method to evaluate the energy performance according to the
building type we are interested in. As the results demonstrated, most studies have common
dimensions no matter the building type and methods.

5. Discussion

Our research aimed to highlight and detect the literature on machine learning (ML)
and statistical techniques that tackle the EPB and create a systematic, organized view of
those literature studies.

Following, we discuss how our study answers the posed research questions, namely:

• RQ1: What are the most relevant machine learning or statistical approaches that
automatically evaluate buildings’ energy performance using EPC data?

• RQ2: What are the most relevant ML or statistical approaches for predicting energy-
efficient retrofit measures to improve buildings’ energy performance?

5.1. Research Questions Discussion

Our analysis indicates that the two problems discussed by the proposed machine
learning or statistical approaches are clustering (classification) and prediction in the energy
performance of buildings.

Regarding the first question (RQ1), 13 studies used the EPC dataset [30,32–35,52,58]
as explained in Sections 4.4 and 4.5. This kind of data is multi-dimensional, given that
each energy certificate has many attributes. The exploitation of a given data mining
algorithm on such data (such as cluster analysis) is challenging due to the high variability
and dimensionality of the data [33]. As for data classification and clustering techniques,
most studies applied the K-means clustering algorithm to characterize the cluster sets
with given energy performance, as explained in Sections 4.4 and 4.5. Some studies used a
density-based spatial clustering of application with noise algorithm (DBSCAN) to handle
outliers and correlation analysis to identify the best input demission for their clustering
analysis [32–34,52]. A few studies referring to RQ1 used GIS and geospatial maps to
visualize their clustering results [30,58]. Finally, (5) papers of similar studies answered RQ1,
namely [30,33–35,58].

Regarding RQ2, most approaches to predicting energy-efficient retrofit measures used
simulation tools such as EnergyPlus [62] or TRNSYS [63] to model the energy consumption
(EC) of a 3D model of the building. They understudy and then use GA to perform multi-
objective optimization, obtaining a good solution for the different criteria defined as
important in their studies [46]. The strategy of using precomputed 3D models requires a
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large database of models and the accuracy depends on how close those models match real-
world buildings. Although the most common algorithm for multi-objective optimization
is the non-dominated sorting GA II (NSGA-II), it is possible to improve the algorithm by
customizing it for energy retrofitting scenarios [64]. NSGA-II is a GA and customizing it for
the specific field of energy retrofit would yield more efficient computations. Additionally,
the more recent NSGA-III is not used by researchers [65]. The improved version will be more
efficient computationally when finding optimal solutions. The simulation’s quality depends
on having a good model representation of the building and using other environmental
factors such as weather data and orientation of the building/solar exposition [44].

The environmental characteristics that impact the building EP are also important
criteria to determine what retrofitting measures are cost-effective. It is also essential to
describe the building materials in terms of their heat loss/gain rating by the thicknesses (U-
value) of features, namely roof, wall, floor, ceiling, and window, as well as identify the type
of heating and cooling systems, renewable energy systems being used, occupation density,
and others that might affect the building’s energy consumption. It can be considered that
the more extreme the weather conditions are in the region of the building, the more critical
it is to include it in the modeling of EP [44].

Moreover, referring to the RQ2, several authors used GA (7) [23,27,38,39,42,48] to
predict cost-optimal energy retrofit solutions. Some approaches used artificial neural
networks (ANN) [35,40,48,50,52,56]. Most papers in this category are case studies using a
single building or a representative building sample to collect the necessary data to serve their
experiments. No study referring to RQ2 used GIS and geospatial maps to visualize. Finally,
(15) papers of similar studies answered the RQ2, namely [23,25,27,29,36–39,41,42,44,46,48,55].

Some studies (8) answer both research questions; two such approaches are an excellent
example of using K-means clustering and ANN with public EPC databases to predict
EERM [50,52]. Other approaches focusing only on predicting energy consumption (EC)
show that it is possible to use a data-driven urban energy simulation to predict the hourly,
daily, and monthly energy consumption. In addition, models are used as a baseline for EC
and then apply a residual network ML model to predict the EC on the various scales [43].

The primary objectives of the studies in this category (8 studies) are the prediction of EP,
potential for energy savings, and cost-optimal retrofitting solutions [40,43,45,47,49,50,52,59].
As data classification and clustering techniques, some studies (6) adopted K-
means [28,32,50,52,57,59]. Ultimately, some (2) applied manual classification [47,49]. As a
prediction of EP and cost-optimal retrofit solutions techniques, some approaches (7) em-
ployed ANN and GA [40,47,49,50,52,56,57]. Others implemented different ML algorithms,
such as random forest (RF) [59]. Lastly, some of the approaches executed simulations
and mathematical techniques, such as a multiple linear regression, Pearson’s correlation,
principal component analysis, Monte Carlo, Gaussian process regression model, Gaussian
mixture regression model, and deep learning algorithms [28,49,56]. Finally, some studies
(3) use geographical information systems (GIS) and geospatial maps to visualize their
results [28,50,56].

5.2. Knowledge Gap

Our analysis concluded that the research gap is related to identifying and testing ML
approaches that are best fitted and have better performance in targeting automatic evaluation
of buildings’ energy performance using EPC data. Moreover, most of the studies use statistical
and audit approaches at a multilevel scope [15,17,19,22,24,25,27–41,45,48,49]. However, some
studies (13) use the EPC dataset for their analysis [28,29,31,34,50–54,56,57,60,61]. Furthermore,
most studies apply simulation techniques and GA for prediction, targeting multi-objective
cost-optimal solutions, a promising approach.

We conclude that more research is needed to validate and improve future modeling
strategies using EPC datasets and different features. These gaps have shown an opportunity
for future research.
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5.3. Study Limitations

Although we tried to guarantee the quality of this review and, particularly, the data
selection, this study has limitations. Specifically, we would like to highlight the dependency
on the keywords and the selected data repositories, since additional data repositories could
be used and only English papers were included, neglecting publications written in other
languages. Finally, another important limitation of this study is the time frame, given that
we focused on papers published in the last five years, between early 2016 and April 2021.

6. Conclusions

The PRISMA methodology summarized the SLR analysis and generated a systematic
view of ML and statistical approaches applied in improving the EPB which can be used for
future research. This study showed that after 2019, most studies used, processed, and ana-
lyzed EPC datasets, adopting ML or statistical approaches. Clustering analysis is applied to
find similar patterns in buildings’ EPC data. Simulation techniques and K-means clustering
are the most used approaches to group buildings with similar characteristics. Box plot
statistical analysis and dbscan are robust techniques used to eliminate outliers and noise
due to their ability to deal with complex and high-dimensional data. Correlation analysis
showed that the best approach is to estimate the importance of each analyzed input dimen-
sion. Additionally, the literature indicated that the best and most used evaluation method
of the performance of the proposed algorithm was the accuracy of the ML-based solution.

Our research findings aim to fulfill identified knowledge gaps and open a methodolog-
ical agenda that will help the reader identify effective combinations of ML and statistical
approaches, addressing EPB and EERM in the future, providing a good starting point for
further research.
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Abstract: Single-row double-jet film cooling (DJFC) of a turbine guide vane is numerically inves-
tigated in the present study, under a realistic aero-thermal condition. The double-jet units are
positioned at specific locations, with 57% axial chord length (Cx) on the suction side or 28% Cx on
the pressure side with respect to the leading edge of the guide vane. Three spanwise spacings (Z) in
double-jet unit (Z = 0, 0.5d, and 1.0d, here d is the film hole diameter) and four spanwise injection
angles (β = 11◦, 17◦, 23◦, and 29◦) are considered in the layout design of double jets. The results show
that the layout of double jets affects the coupling of adjacent jets and thus subsequently changes
the jet-in-crossflow dynamics. Relative to the spanwise injection angle, the spanwise spacing in a
double-jet unit is a more important geometric parameter that affects the jet-in-crossflow dynamics in
the downstream flowfield. With the increase in the spanwise injection angle and spanwise spacing in
the double-jet unit, the film cooling effectiveness is generally improved. On the suction surface, DJFC
does not show any benefit on film cooling improvement under smaller blowing ratios. Only under
larger blowing ratios does its positive potential for film cooling enhancement start to show. Compared
to the suction surface, the positive potential of the DJFC on enhancing film cooling effectiveness
behaves more obviously on the pressure surface. In particular, under large blowing ratios, the DJFC
plays dual roles in suppressing jet detachment and broadening the coolant jet spread in a spanwise
direction. With regard to the DJFC on the suction surface, its main role in film cooling enhancement
relies on the improvement of the spanwise film layer coverage on the film-cooled surface.

Keywords: double-jet film cooling; turbine guide vane; pressure surface; suction surface; numeri-
cal simulation

1. Introduction

Film cooling has been widely applied to the highly-efficient thermal protection of
guide vanes in modern gas turbines [1]. As the gas turbines advance, the turbine inlet
temperature will be progressively elevated such that the thermal-protection requirement
becomes more critical. To ensure the guide vanes work reliably under crucial aero-thermal
conditions without significant deterioration, developing more efficient film cooling schemes
is a necessity.

Researchers have devoted tremendous efforts to explore effective strategies for en-
hancing film cooling performance, either in passive or active mode [2,3]. The innovation
of shaped holes is regarded as the most inspiring advancement [4]. Through shaped
film cooling holes, the jet injection is modified and subsequently, the flow dynamics of
jet-in-crossflow, which is attributed to the cancellation of the kidney vortex pair or counter-
rotating vortex pair (CVP) that originates from the mutual interaction of the ejecting jet
with oncoming crossflow. It is well known that the earlier exploration of shaped holes was
initialized in the middle of the 1970s. The preliminary investigation of Goldstein et al. [5]
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demonstrated that a fan-shaped hole could produce a marked film cooling improvement
on the immediate downstream surface. Following this acceptance, fan-shaped hole film
cooling attracted much attention during the past decades. For instance, Thole et al. [6]
presented a detailed flowfield measurement for the coolant injection from shaped holes
with expanded exits. Gritsch et al. [7,8] experimentally investigated the geometric influence
of fan-shaped holes on film cooling performances. Lee and Kim [9] conducted a single-
objective geometric optimization study of fan-shaped hole film cooling with the aim of
increasing cooling effectiveness. Saumweber and Schulz [10] researched the effect of the
geometric parameters of fan-shaped holes on the film cooling performance. These further
investigations illustrated clearly the dominate dynamic flow features of fan-shaped hole
film cooling, including less coolant-mainstream shear mixing, less coolant-jet penetration
into the mainstream, and wider coolant-jet lateral spread relative to the conventional hole.
Despite the widespread use in practical, the challenging subjects in multi-parameter influ-
ence and multi-objective optimization of fan-shaped hole film cooling remain unexamined
so far. More recently, Huang et al. [11] performed a multi-objective optimization of the
laidback fan-shaped hole as applied to the turbine guide suction surface by taking the
film cooling effectiveness and the discharge coefficient into consideration. Lenzi et al. [12]
revealed the unsteady flowfield characterization of a shaped-hole effusion system in the
swirling mainstream from detailed experimental tests. Kim et al. [13] investigated the
influence of fan-shaped hole position and jet-to-crossflow density ratio on the film cooling
performance. Baek et al. [14] performed a numerical study to deeply reveal the inher-
ent flow dynamics of fan-shaped hole film cooling by using the large eddy simulation
methodology. Lee et al. [15] optimized the fan-shaped hole using experimental methods,
wherein the influence of primary flow velocity on the optimization was examined. Based
on the fan-shaped holes, many innovative film cooling holes were suggested in recent years
(e.g., arrowhead hole [16], NEKOMIMI hole [17], crescent hole [18], dumbbell hole [19],
ridge hole [20], tripod hole [21], slot-similar hole [22], etc.), aiming at the possible solu-
tions to approach the ideal art of film cooling. Although these innovative shaped holes
have been confirmed to indeed play positive roles in improving film cooling effectiveness,
they generally face fabrication and feasibility problems in engineering application due to
their complex geometries. From this viewpoint, apparently, developing more realistic film
cooling enhancement configurations is of more practical significance.

The double-jet film cooling configuration, referred as DJFC, is a simply constructed
combined-hole configuration, wherein two film cooling holes with opposite orientation
angles are integrated in a unit. On account of its realistic fabrication, DJFC gained much
attention recently. Kusterer and his partners conducted a succession of investigations
on the DJFC. Initially, they tried different spanwise spacings of the DJFC holes under a
series of blowing ratios [23,24] and proved that the DJFC has the potential to produce an
anti-kidney vortex pair. However, at this stage, some of the structures they tried were
unsuccessful. For example, a “negative” spanwise spacing would significantly reduce
the cooling effectiveness. Soon they discovered the reasonable double-jet structures and
conducted further research with the use of these structures under both low and high
blowing ratios [25,26]. They concluded that the DJFC with an appropriate design could
form an anti-CVP structure to effectively alleviate the adverse CVP effect. As the double
jets were arranged with opposite orientation angles, the compound injection angle was
identified to be a crucial geometric parameter that affected the film cooling characteristics.
Wang et al. [27] investigated the influence of streamwise spacing in a double-jet unit on film
cooling performance. It was found that a larger streamwise spacing helps the formation
of the anti-CVP structure and thus the improvement of film cooling effectiveness. Han
et al. [28] studied the DJFC by using pressure sensitive paint technology and numerical
simulation. It was demonstrated that the anti-CVP structure formed in the DJFC was
tightly associated with the double-jet pitch and the compound injection angle, wherein the
former affected the interaction and the latter affected the strength of each branch of the anti-
kidney vortexes. Choi et al. [29] and Lee et al. [30] carried out an optimization of the DJFC
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configurations by selecting four variables (spanwise and streamwise distances between
film-hole centers, and respective spanwise injection angles) as design variables. The cooling
performance was optimized with the increase in the spanwise injection angle, attributed to
a wider spanwise spreading of coolant coverage. Khalatov et al. [31] experimentally studied
the influence of primary flow turbulence and pressure gradient on the DJFC. From the test
results, they concluded that the double-jet scheme is superior to the traditional two-row
scheme. An increase of about 20% of the averaged cooling effectiveness could be achieved
under low and moderate blowing ratios. In general, the primary flow turbulence had a weak
influence on the average cooling effectiveness of the DJFC, but the favorable streamwise
pressure gradient could reduce the average film cooling effectiveness by about 25%. Graf
and Kleiser [32] performed an LES study to determine the influence of the coolant injection
condition and yaw angle on the thermal and aerodynamic performances of the DJFC. They
identified that the increase in the yaw angle helped to improve the spanwise spread of the
coolant jet. However, the far downstream film cooling effectiveness was reduced and the
mixing loss increased. It should be noted that their research was mainly carried out under
the double-jet layout with zero spanwise spacing. Yao et al. [33,34] performed experimental
studies to determine the influence of spanwise spacing and streamwise spacing of double-
jet unit on the film cooling performance. They reported that the spanwise distance greatly
influenced the range of lateral coverage. Under moderate spanwise distances, the anti-
kidney vortex effect more clearly dominated, whereas this anti-kidney vortex effect was
weaker under a larger spanwise distance. Furthermore, the influence of streamwise spacing
on the DJFC was tightly associated with the spanwise spacing. He et al. [35] studied
the influence of the primary flow attack angle on the DJFC. It was found that larger
negative attack angles of primary flow generally had an adverse influence on double-
jet film cooling because of the limited lateral coverage. Liao et al. [36] performed an
investigation to determine the surface curvature influence on the DJFC. Compared to the
flat surface, the film cooling effectiveness of the DJFC on a convex surface increased, but the
situation was opposite on a concave surface under low blowing conditions. The appropriate
blowing ratio varied in accordance with the surface curvature. In general, in the DJFC, the
main geometric parameters that significantly affected film cooling performance were the
compound injection angle and spanwise and streamwise pitches of the double-jet unit.

As far as we know, most of the previous investigations on the DJFC were performed
on a flat surface. However, the film cooling performance is significantly influenced by
the surface curvature and pressure gradient of the primary flow passage. Apparently,
the assessment of shaped-hole film cooling on its potential use in real gas turbines is an
obligatory issue. Although the effects of major variables in the DJFC have been extensively
investigated, little attention has been paid to DJFC application in gas turbine vanes. Aiming
at this issue, a numerical investigation is conducted in the current study to provide more
detailed insight into the DJFC roles in the application of a turbine guide vane under the high-
temperature and high-pressure conditions of gas turbines. From this work, the influence of
the blowing ratio, spanwise injection angle, and spanwise spacing in a double-jet unit on
film cooling performance is illustrated. Of particular, the different influential roles of the
DJFC on the suction and pressure surfaces of a specific guide vane are identified.

2. Computational Procedures

2.1. Brief Description of the Physical Model

The simulated turbine guide vane was simply treated as a linear two-dimensional
vane without considering its complicated contours. Its sectional profile was extracted from
the mid-span of a real gas turbine guide vane, referring to Zhu et al. [37], as schematically
displayed in Figure 1a. The main geometric parameters are listed in Table 1, including the
chord length (C), axial chord length (Cx), cascade pitch (Pvane), inflow angle (ϕ), orientation
angle (θ), and segment height in the computational domain. In this study, the baseline case
was set by positioning a single row of cylindrical holes at specific streamwise locations,
with 57% Cx on the suction side or 28% Cx on the pressure side with respect to the leading
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edge of guide vane, as displayed in Figure 1a. With regard to the DJFC, the cylindrical hole
was replaced by the double-jet unit, wherein the streamwise location of the rear-hole outlet
was kept the same with the baseline case, as displayed in Figure 1b.

Figure 1. Schematic of the turbine guide vane and coolant injection position. (a) turbine guide vane,
(b) coolant injection position on the vane surface.

Table 1. Main parameters of the turbine guide vane.

Parameters Symbol Value

chord length C 74.4 mm
axial chord length Cx 42.3 mm

cascade pitch Pvane 53.6 mm
inflow angle ϕ 90◦

orientation angle θ 35.7◦
segment height H 4 mm

Figure 2 shows the schematic layout of the double-jet unit, wherein the double jets
are arranged with opposite orientation angles. The geometric parameters in the DJFC
configuration include the hole diameter (d), hole height (t), streamwise injection angle
(α) and spanwise injection angle (β) with respect to each hole, streamwise spacing (X)
and spanwise spacing (Z) between staggered holes, and the hole-to-hole pitch of adjacent
double-jet units (P). In this work, two key geometric parameters (β and Z) were selected
as the variable parameters for consideration, as they have been well demonstrated to be
the main influential parameters in the DJFC. The other geometric parameters were kept
constant, such as d = 0.8 mm, t/d = 2.5, P/d = 3, X/d = 3, and α = 30◦. All of the geometric
parameters in the DJFC are summarized in Table 2, wherein four spanwise injection angles
(β = 11◦, 17◦, 23◦, and 29◦) and three spanwise spacings (Z/d = 0, 0.5, and 1.0) were taken
into consideration. For the purpose of comparison, the film-hole diameter in the baseline
case was set to

√
2 d to ensure that it had the same equivalent film-hole outlet area as

that of the double-jet unit. As displayed in Figure 2, the coordinate system originated at
the crossing point between the line linking the centers of rear-hole outlets (related to the
leading edge of the guide vane) and the middle line of the spanwise spacing. This origin
was the center of cylindrical hole in the baseline case. The x-direction (also s-direction along
the respective surface) denoted the streamwise direction; y- and z- directions denoted the
normal direction and spanwise direction, respectively.
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Figure 2. Schematic layout of the DJFC holes.

Table 2. Main geometric parameters in the DJFC.

Parameters Symbol Value

film-hole diameter d 0.8 mm
film-hole height t 2.5d

row pitch P 3d
streamwise injection angle α 30◦

streamwise spacing X 3d
spanwise injection angle β 11◦, 17◦, 23◦, 29◦

spanwise spacing Z 0, 0.5d, 1.0d

2.2. Computational Model

On account that the cascade flow was of periodicity, one cascade pitch was considered,
as schematically shown in Figure 3. In addition, a segment of guide vane was selected
as the spanwise size of computational domain, wherein one pitch of adjacent double-jet
units was included, by defining the spanwise-end sections as the periodic boundaries. The
plenum-fed mode was adopted to supply cooling air for coolant jet injection. In accordance
with the current computational domain, the boundary conditions included the inlet and
outlet of cascade flow, inlet of coolant flow, film-cooled surface, and the periodic boundaries
that enclose the computational domain. They are briefly summarized as follows.

Figure 3. Schematic diagram of the computational domain.

Cascade channel: the cascade inlet that was located at a position 1.0 Cx upstream of
the guide vane leading edge. At the cascade inlet, a velocity-inlet condition was applied,
corresponding to a specified mainstream Reynolds number of Re∞ = 425,000, as defined in
Equation (1). The total inlet temperature of the mainstream (Tt,∞) was 2100 K. Referring to
Ragab and El-Gabry [38], the turbulence intensity level was selected as 8% under engine-
representative conditions. The cascade outlet was set downstream the guide vane trailing
edge, with an axial distance of 1.5 Cx. At the cascade outlet, a constant static pressure (pout)
of 1.3 MPa was applied.

Re∞ =
ρ∞u∞C

μ∞
(1)
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where ρ∞ is the mainstream density, u∞ is the mainstream inlet velocity, and μ∞ is the
mainstream dynamic viscosity.

Coolant plenum: the coolant-plume inlet was set as the mass-flow inlet condition.
It was set in accordance with the required blowing ratio (M), as defined in Equation (2).
The coolant had a total temperature (Tt,c) of 900 K and a turbulence intensity level of 5%.
In the present study, four blowing ratios were considered. They were 0.5, 1.0, 1.5, and 2.0.

M =
ρcuc

ρ∞u∞
(2)

where ρc is the coolant density, and uc is the bulk-average coolant jet injection velocity.
Periodic planes: on the periodic planes that enclosed the computational domain, the

periodic boundary condition was applied.
Film-cooled surface: on the film-cooled surface, both the adiabatic thermal boundary

condition and the no-slip flow boundary condition were applied.

2.3. Computational Methodology and Validation

Numerical simulations were conducted with the use of Fluent-CFD solver [39], wherein
3-D steady-state Reynolds-average N-S equations together with turbulence transport equa-
tions were solved. The SIMPLEC algorithm was adopted for the treatment of pressure-
velocity coupling. The second-order upwind scheme and the central differencing scheme
were used for the spatial discretization of convection terms and diffusion terns in the gov-
erning equations, respectively. On account of a compressible effect, an ideal air approach
was applied for the working fluid, with the uses of ideal-gas-based density, Sutherland
law-based viscosity, Kinetic theory-based specific heat, and thermal conductivity in the
computations. Referring to previous works (e.g., Ely and Jubran [40], Silieti et al. [41],
Balasubramaniyan and Jubran [42], Zhu et al. [43]), the realizable k-ε turbulence model
was adopted in the present study. The computation process was regarded to be convergent
when the residual descended to five orders of magnitude.

Based on the computed film-cooled surface temperature under thermally adiabatic
film-cooled conditions (Taw), the adiabatic film cooling effectiveness was determined as:

ηad =
T∞ − Taw

T∞ − Tc
(3)

where T∞ and Tc are the respective static temperatures of primary flow and coolant flow at
their respective inlets.

In the entire computational domain, multi-block meshes were generated in differ-
ent computational zones, such as the cascade channel, coolant chamber, and film holes.
Figure 4a shows the local meshes in the film-hole center-line section and in the vicinity
of the double-jet unit. Viscous clustering was applied to the near-wall zone of the guide
vane to ensure that y+ was less than unity. In the present study, the grid independence and
numerical uncertainty were evaluated in advance with the use of the grid convergence
index method (GCI) [44] by applying three sample grid systems (coarse, intermediate, and
fine). Figure 4b displays the center-line ηad distributions with the uses of three sets of grids
and the extrapolated curve. Figure 4c presents the discretization error bars along with the
intermediate-grid solution. When the grid number exceeded 3.0 million, the numerical
simulation was not sensitive to the grid number. Therefore, the final computational mesh
set was selected with approximately 3.0 million grids. In this situation, the maximum
discretization error was less than 5%.
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Figure 4. Representative meshes and grid independence test. (a) computational meshes, (b) adia-
batic film cooling effectiveness along the centerline, (c) intermediate grid solution with discretization
error bars.

Three examples were selected to validate the computational scheme in advance against
the published experimental results. The first example was selected to validate the static
pressure distribution simulation against a scaled turbine guide vane model test performed
by Dees et al. [45], as displayed in Figure 5a. The static pressure coefficient is defined as
cp = (ps − pt∞)/

(
0.5ρ∞u2

∞
)
, where ps and pt∞ are the static pressure on the guide vane

surface and the total pressure of the mainstream at the entrance. It was found that the
simulation agreed well with the experimental result. The second example was selected to
validate the simulation of ηad against a scaled fan-shaped-hole film-cooled guide vane test
model presented by Dittmar et al. [46], as displayed in Figure 5b. The last example was the
DJFC on a flat plat presented by Yao et al. [47], as displayed in Figure 5c. It was confirmed
that the current simulation with the use of a realizable k-ε turbulence model presented a
better prediction of the film cooling performance. In comparison with the experimental
results, the relative deviation of numerical prediction was generally less than 7%.

Figure 5. Validation of the computational scheme. (a) static pressure coefficient distribution,
(b) fan-shaped hole film cooling on the pressure side, (c) DJFC on a flat surface.

3. Results and Discussion

3.1. DJFC on the Pressure Surface

Figure 6 presents local ηad contours on the pressure surface downstream film cooling
holes, for a specific double-jet layout with β = 29◦ and Z/d = 1.0. For the DJFC, local
ηad distribution immediately behind the front-hole (relative to the leading edge of the
turbine guide vane) was very similar to the single compound-angle hole film cooling before
the front jet interacted with the rear jet. When two coolant jets merged together in the
downstream flow field, the cooling film coverage in the spanwise direction broadened
rapidly, taking on a “branched” feature along the streamwise direction. At M = 0.5, the
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local film cooling effectiveness in the vicinity of film cooling holes was higher, as found
Figure 6a. As the ejecting jets with a small blowing ratio have a weaker normal penetration
momentum, they would remain closer to the downstream surface nearby the film cooling
holes, as displayed in Figure 7a with the use of definition of Θ = (T − Tc)/(T∞ − Tc). At this
blowing ratio, only one pair of vortices was observed on the left side of z/d = 0 (negative
z-direction), corresponding to the rear jet of double jets. On the right side (positive z-
direction) in the DJFC, the kidney-like vortex was seriously destroyed due to the interaction
between double jets. At M = 1.5, as the coolant jets had stronger injection momentum, a
stronger normal penetration would occur in the double-jet film cooling. As displayed in
Figure 8a, two pairs of counter-rotating vortices were clearly observed in the immediate
downstream section of s/d = 3. Each individual pair of vortices retained a kidney-vortex
feature, but took on an asymmetric distribution. It was also seen that the scale of the
kidney-vortex on the left side of z/d = 0 was distinct from that on the right side in the DJFC.
As the kidney-like vortex on the right side was generated from the front jet of the double-jet
unit, in the same streamwise location, it developed with a longer distance compared to
the rear jet. Farther downstream the film cooling holes, two pairs of counter-rotating
vortexes gradually coupled together to form a single pair of counter-rotating vortices, as
displayed in Figure 8b–d. Interestingly, although these central vortices in the DJFC were
similar to the conventional kidney vortices of a single jet, their rotational directions were
completely opposite with respect to the conventional kidney vortices originating from a
baseline cylindrical hole (as displayed in Figure 9). For the cylindrical hole with compound
injection angles, the flow field will not form a symmetric kidney vortex pair. Due to the
existence of the compound angle, the branch of the vortex facing the mainstream will be
weakened upon the impact of the mainstream. At the same time, the branch facing away
from the mainstream will be strengthened by the mainstream, thus forming an asymmetric
vortex pair. The flow field of the DJFC coolant jet can be considered the combination of
flow fields caused by two ‘individual’ cylindrical holes with opposite compound angles.
It was composed of two asymmetric vortex pairs, and the outer branches of these two
vortex pairs quickly disappeared upon the impact of mainstream. As a result, only one
anti-kidney-shaped vortex pair was left in the far downstream flow field. By observing the
secondary flow field of the anti-kidney vortex pair on a series of cross-sections along the
mainstream direction, it can be seen that in the middle area of the anti-kidney vortex pair,
the cooling air flowed towards the surface. At the bottom of anti-kidney vortex pair, the
cooling air was pushed towards the outside of the vortex pair, which not only prevented
the high-temperature mainstream from moving to the bottom of the anti-kidney vortex
pair, but also increased the coverage area of the film layer on the wall surface. Therefore,
dominated by these anti-kidney vortices, the normal penetration of coolant jets in the
far downstream position was suppressed effectively. Even at a large blowing ratio, the
detachment of coolant jet from the film-cooled surface could be eliminated in the DJFC, by
comparing Figures 8d and 9d. At the same time, as the coolant jets with a higher blowing
ratio had a stronger injection momentum, so their downward spreading capacity was
enhanced. As a consequence, among the current range of blowing ratios, the film layer
coverage on the far downstream surface increased with the increase in the blowing ratio in
the DJFC, as demonstrated in Figure 6.
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Figure 6. Local film cooling effectiveness distribution on the pressure surface for DJFC with β = 29◦

and Z/d = 1.0. (a) M = 0.5, (b) M = 1.0, (c) M = 1.5, (d) M = 2.0.

Figure 7. Dimensionless temperature contours and streamlines in downstream normal sections on
the pressure side for DJFC under M = 0.5. (a) s/d = 3, (b) s/d = 6, (c) s/d = 9, (d) s/d = 15.

Figure 8. Dimensionless temperature contours and streamlines in downstream normal sections on
the pressure side for DJFC under M = 1.5. (a) s/d = 3, (b) s/d = 6, (c) s/d = 9, (d) s/d = 15.
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Figure 9. Dimensionless temperature contours and streamlines in downstream normal sections on
the pressure side for cylindrical holes under M = 1.5. (a) s/d = 3, (b) s/d = 6, (c) s/d = 9, (d) s/d = 15.

For the DJFC, because of the additional interaction between double jets, the flow
dynamics of jet-in-crossflow are tightly affected by the layout of double jets. To illustrate
the effects of the spanwise injection angle and spanwise spacing in a double-jet unit,
Figure 10 displays the streamlines and dimensionless temperature contours in the specified
downstream normal sections of s/d = 3 and s/d = 6 for two typical double-jet units under
M = 1.5. Combined with Figure 8, it is distinctly demonstrated that vortical structures
of the DJFC behind the film cooling holes varied significantly in accordance with the
spanwise injection angle and spanwise spacing. When the double jets were aligned with
zero spanwise spacing (Z/d = 0), the development of the vortical structure originated from
the front jet would be more seriously affected by the rear jet. On the contrary, the coolant jet
ejected from the rear hole would also be affected seriously by the front jet. For this cause, in
this situation, the near field behind the film cooling holes was mainly dominated by a single
central vortex, as displayed in Figure 10a. Seen from Figure 11 wherein the streamwise
vortices distributions are displayed, this single central vortex dominated nearly the entire
downstream flow field (as demonstrated in Figure 11b). With the increase in spanwise
spacing in the double-jet unit, the interaction between double jets would be alleviated such
that the anti-kidney vortices are able to generate. As displayed in Figure 11c, in the situation
of Z/d = 0.5 and β = 29◦, the anti-kidney vortices were identified. When compared to the
situation of Z/d = 1.0 and β = 29◦ (as seen in Figure 11d), the scale of vortices in situation
of Z/d = 0.5 and β = 29◦ was smaller. In general, when the double jets were arranged with
a spanwise spacing of Z/d = 1.0, two pairs of counter-rotating vortices would form at the
near field behind the film cooling holes, regardless of the coolant injection angle. However,
if the spanwise injection angle is small, these two pairs of counter-rotating vortices cannot
easily merge together along the streamwise direction, as displayed in Figures 10b and 11e.
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Figure 10. Dimensionless temperature contours and streamlines in downstream normal sections
on the pressure side for two typical situations under M = 1.5. (a) Z/d = 0, β = 29◦, (a-1) s/d = 3,
(a-2) s/d = 6; (b) Z/d = 1.0, β = 11◦, (b-1) s/d = 3, (b-2) s/d = 6.

Figure 11. Streamwise vorticity distributions in downstream normal sections for some situations
under M = 1.5. (a) cylindrical hole, (b) Z/d = 0, β = 29◦, (c) Z/d = 0.5, β = 29◦, (d) Z/d = 1.0, β = 29◦,
(e) Z/d = 1.0, β = 11◦.
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From the flow dynamics of jet-in-crossflow in the DJFC as mentioned above, it is
conjectured that the layout of double jets would significantly affect the DJFC performance.
Figure 12 displays the dimensionless temperature contours in downstream normal sections
as well as film-cooled surface on the pressure side under M = 0.5. At a small blowing ratio,
the coolant jet ejecting from cylindrical hole generally demonstrated good attachment on
the downstream surface, as displayed in Figure 12a. Therefore, the positive role of the DJFC
on suppressing coolant-jet detachment was conjectured to be weakly reflected, although the
vortical structures were altered. For the DJFC, when the spanwise spacing in double-jet unit
was zero, the coolant jet spreading in spanwise direction as well as the film layer coverage
was nearly the same as that in the cylindrical hole film cooling, as seen in Figure 12b. With
the increase in spanwise spacing in the double-jet unit, the coolant jet spreading in the
spanwise direction as well as the film layer coverage on the downstream surface broadened
gradually, as demonstrated in Figure 12c,d, so that the positive potential of the DJFC on film
cooling enhancement could be realized. Under a large blowing ratio, the single cylindrical
hole coolant jet showed a serious detachment on the downstream surface, as displayed in
Figure 13a. The DJFC provided dual roles on film cooling enhancement, as demonstrated
in Figure 13b–d. On the first aspect, the coolant jet detachment was effectively suppressed.
On the second aspect, the cooling film coverage in the lateral direction broadened. In
particular, for the double-jet with a larger spanwise spacing, these positive roles were more
pronounced due to the significant alteration of vortical structures.

Figure 12. Dimensionless temperature contours in downstream normal sections on the pressure side
under M = 0.5. (a) cylindrical hole, (b) Z/d = 0, β = 29◦, (c) Z/d = 0.5, β = 29◦, (d) Z/d = 1.0, β = 29◦.
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Figure 13. Dimensionless temperature contours in downstream normal sections on the pressure side
under M = 1.5. (a) cylindrical hole, (b) Z/d = 0, β = 29◦, (c) Z/d = 0.5, β = 29◦, (d) Z/d = 1.0, β = 29◦.

Figure 14 presents the effects of spanwise spacing in a double-jet unit on ηad,l-av dis-
tribution at the pressure surface, at a specified spanwise injection angle of β = 29◦. Seen
from Figure 14, the spanwise spacing in double-jet unit was confirmed to be an extremely
important geometric parameter that affects the DJFC performance. At M = 0.5, as seen in
Figure 14a, an unreasonable layout of double jets would reduce the film cooling effective-
ness compared to the cylindrical hole, such as the Z/d = 0 case. Under larger blowing
ratios, the advantage of double-jet film cooling behaves significantly when compared to the
cylindrical hole, owing to its positive roles on preventing the coolant jet detachment from
the film-cooled surface and broadening the coolant jet spreading in a spanwise direction.
It is also found from Figure 14a that a larger spanwise spacing in the double-jet unit is
more favourable under a smaller blowing ratio, by comparing the Z/d = 0.5 case and
Z/d = 1.0 case, but under large blowing ratios, the Z/d = 0.5 layout produces stronger film
cooling enhancement than the Z/d = 1.0 case, as seen in Figure 14c,d. In general, a certain
spanwise spacing in the double-jet unit is needed to ensure the formation of anti-vortexes
in the downstream flow field. As previously mentioned in Figure 11c,d, the scale of vortices
in the situation of Z/d = 0.5 and β = 29◦ was smaller than that in the situation of Z/d = 1.0
and β = 29◦. Therefore, the film layer in the downstream position was more stable to be
weakly destroyed by the hot primary flow invasion in the situation of Z/d = 0.5 and β = 29◦
compared to the situation of Z/d = 1.0 and β = 29◦, as demonstrated in Figure 15.
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Figure 14. Effect of spanwise spacing on laterally averaged film cooling effectiveness on the pressure
surface. (a) M = 0.5, (b) M = 1.0, (c) M = 1.5, (d) M = 2.0.

Figure 15. Dimensionless temperature contours and streamlines on a normal section of s/d = 18 on
the pressure side under M = 1.5. (a) Z/d = 0.5 and β = 29◦, (b) Z/d = 1.0 and β = 29◦.

Figure 16 shows the influence of spanwise injection angle on ηad,l-av distribution on
the pressure surface at a specified spanwise spacing of Z/d = 1.0 in the double-jet unit. It
was confirmed that ηad was certainly enhanced when the double jets were arranged with a
spanwise spacing of Z/d = 1.0, regardless of the coolant injection angle. With the increase
in the spanwise injection angle in the current range, ηad,l-av increased in general. It was
also noted that when the spanwise injection angle increased from β = 23◦ to β = 29◦, the
film cooling effectiveness barely improved.
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Figure 16. Effect of the spanwise injection angle on laterally averaged film cooling effectiveness on
the pressure surface. (a) M = 0.5, (b) M = 1.0, (c) M = 1.5, (d) M = 2.0.

3.2. DJFC on the Suction Surface

On the suction surface, the DJFC did not show any benefit on film cooling improve-
ment under smaller blowing ratios. Only under larger blowing ratios did its positive
potential on film cooling enhancement start to show, as displayed in Figure 17. When
compared to Figure 14, it was confirmed that the effect of the double-jet layout on ηad,l-av
distribution on the suction surface was similar to that on the pressure surface. That is, a
larger spanwise spacing in the double-jet unit generally produced a higher film cooling
enhancement. Evaluated under the spatially averaged film cooling effectiveness (ηad,s-av)
over a specified zone between s/d = 0 and s/d = 30, a direct comparison is presented here to
illustrate the different roles of the DJFC on the suction side and pressure side by selecting
the most favourable layout of double jets (Z/d = 1.0 and β = 29◦). On the suction side,
according to Figure 17, the ηad,s-av for this double-jet film cooling was nearly the same as the
baseline cylindrical hole under M = 0.5. Under large blowing ratios (M = 1.5 and M = 2.0),
the ηad,s-av increased by about 11–15% by using the double-jet scheme with respect to the
baseline cylindrical hole. On the pressure side, according to Figure 14, the ηad,s-av increased
by about 12.5% under M = 0.5 by using this double-jet layout with respect to the cylindrical
hole. This value could reach nearly 300% under large blowing ratios.
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Figure 17. Laterally averaged film cooling effectiveness on the suction surface. (a) M = 0.5, (b) M = 1.0,
(c) M = 1.5, (d) M = 2.0.

It is well known that at the suction side, the mainstream experiences a significant
acceleration from the leading edge to the middle chord of the turbine guide vane. Due
to this strong acceleration process, the static temperature of oncoming primary flow is
reduced and the oncoming flow velocity is increased. Regarding the flow dynamics of jet-in-
crossflow for the film cooling hole positioned under such a flow-accelerated circumstance,
the normal penetration of coolant jet injection is effectively suppressed. As a consequence,
the mutual interaction between double jets would be altered compared to that on the
pressure side. Figure 18 displays temperature contours and streamlines in downstream
normal sections on the suction side for the DJFC (Z/d = 1.0 and β = 29◦) under M = 1.5.
In the immediate downstream section of s/d = 3, only a single pair of counter-rotating
vortices is observed, as displayed in Figure 18a. Comparing with Figure 8, wherein the
appearance of dual counter-rotating vortex pairs are clearly observed on the pressure side,
it is suggested that the merger of vortical structures that originated from double jets would
be stronger on the suction side. Figure 19 displays temperature contours and streamlines
in downstream normal sections on the suction side for DJFC (Z/d = 0 and β = 29◦) under
M = 1.5. When compared to Figure 18, the main feature of vortical development nearly
remained, but the coolant layer was more concentrated in the central zone around z = 0 at a
small spanwise spacing.
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Figure 18. Dimensionless temperature contours and streamlines in downstream normal sections on
the suction side for DJFC (Z/d = 1.0 and β = 29◦) under M = 1.5. (a) s/d = 3, (b) s/d = 6, (c) s/d = 12,
(d) s/d = 18.

Figure 19. Dimensionless temperature contours and streamlines in downstream normal sections on
the suction side for DJFC (Z/d = 0 and β = 29◦) under M = 1.5. (a) s/d = 3, (b) s/d = 6, (c) s/d = 12,
(d) s/d = 18.

Figure 20 displays the dimensionless temperature contours in downstream normal
sections as well as the film-cooled surface on the suction side under M = 1.5. As seen in
Figure 20a, the cylindrical hole the film layer is well attached to the downstream surface,
without the appearance of serious detachment as occurred on the pressure side. This is the
main reason for the positive potential of the DJFC in improving film-cooling behavior more
significantly on the pressure surface when compared to the suction surface. In particular,
as the coolant jet detachment could be suppressed well on the suction side, the main
role of the DJFC on film cooling enhancement should rely on the improvement of the
spanwise spreading of coolant jets and subsequent film layer coverage in the spanwise
direction. For the DJFC, when the spanwise spacing in double-jet unit was zero, the film
layer coverage was nearly the same as that in the cylindrical hole film cooling, as seen in
Figure 20b. With the increase in spanwise spacing in the double-jet unit, the film layer
coverage on downstream surface broadened, as demonstrated in Figure 20d, so that the
positive potential of the DJFC on film cooling enhancement was realized.
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Figure 20. Dimensionless temperature contours in downstream normal sections on the suction side
under M = 1.5. (a) cylindrical hole, (b) Z/d = 0, β = 29◦, (c) Z/d = 0.5, β = 29◦, (d) Z/d = 1.0, β = 29◦.

Figure 21 presents the local ηad distribution on the guide vane surface for a specific
double-jet layout with β = 23◦ and Z/d = 1.0. While the blowing ratio increases, the
coverage of the cooling jet on film-cooled surface expands in the spanwise direction, either
on the pressure surface or suction surface. By comparing the ηad on the turbine surfaces, it
can be seen that the coolant jet ejecting from DJFC holes had a stronger downward tracing
capacity on the pressure surface compared to the suction surface.

Figure 21. Local film cooling effectiveness distribution on the guide vane surface for DJFC with
β = 23◦ and Z/d = 1.0. (a) M = 0.5, (b) M = 1.0, (c) M = 1.5, (d) M = 2.0.
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4. Conclusions

This paper presents a numerical study to research the film cooling performance of
a single line double-jet unit on a turbine guide vane under high-temperature and high-
pressure conditions. The double-jet unit was positioned at an axial location of 57% Cx on the
suction surface or 28% Cx on the pressure surface apart from the leading edge of guide vane.
Four spanwise injection angles (β = 11◦, 17◦, 23◦, and 29◦) and three spanwise spacings in
the double-jet unit (Z/d = 0, 0.5, and 1.0) were taken into consideration. According to the
current research, the conclusions are deduced as the follows.

(1) The layout of double jets affects the mutual interaction between adjacent jets and
subsequently changes the jet-in-crossflow dynamics. Relative to the spanwise injection
angle, the spanwise spacing in the double-jet unit is a more important geometric parameter
that affects the vortical structures in the downstream flow field. In particular, a certain
spanwise spacing in the double-jet unit is needed for producing stronger anti-kidney
vortices and better film cooling performance. By increasing the spanwise injection angle and
spanwise spacing in double-jet unit, the film cooling effectiveness is improved in general.

(2) On the suction surface, the DJFC does not show any benefit on film cooling
improvement under smaller blowing ratios. Only under larger blowing ratios does its
positive potential on film cooling enhancement start to show. When compared to the
suction surface, the positive potential of the DJFC on improving film cooling behaves
significantly on the pressure surface, especially under large blowing ratios. In the viewing
of spatially-averaged film cooling effectiveness over a specified zone between s/d = 0 and
s/d = 30, an increase of about 11~15% is achieved by the most favorable double-jet layout
on the suction surface with respect to the cylindrical hole under large blowing ratios, while
on the pressure side, this value could reach nearly 300%.

(3) On the pressure side, dual roles of the DJFC on film cooling enhancement are
identified under large blowing ratios. On the first aspect, the coolant jet detachment is
effectively suppressed. On the second aspect, the coolant jet spread in a spanwise direction
is broadened, while under small blowing ratios, the film cooling enhancement with the use
of the DJFC on the pressure side mainly relies on the second role. With regard to the DJFC
on the suction surface, its main role in film cooling enhancement relies on the improvement
of the spanwise film layer coverage on the film-cooled surface
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Nomenclature

C chord length (m)
Cp static pressure coefficient
Cx axial chord length (m)
d film hole diameter (m)
H segment height of guide vane (m)
M nominal blowing ratio
m mass flow-rate (kg/s)
P hole-to-hole pitch (m)
Pvane cascade pitch (m)
p static pressure (Pa)
Re Reynolds number
s streamwise direction
T temperature (K)
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t film hole height (m)
u velocity (m/s)
X streamwise spacing between double jets (m)
x axial direction
y normal direction
Z spanwise spacing between double jets (m)
z lateral or spanwise direction
Greek Letters
α streamwise injection angle (◦)
β lateral injection angle (◦)
η film cooling effectiveness
φ inflow angle of vane (◦)
μ dynamic viscosity (N·s/m2)
θ orientation angle of vane (◦)
ρ density (kg/m3)
ω vorticity (1/s)
Θ dimensionless temperature
Subscripts
ad adiabatic
aw adiabatic wall
c coolant or secondary flow
l-av laterally-averaged
s-av spatially-averaged
s static condition
t total condition
∞ primary flow
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Abstract: Unlike conventional concrete materials, Engineered Cementitious Composites (ECC) use a
micromechanics-based design theory in the material design process. Recently, the use of nanoparticles
in various concretes and mortars has increased. This study used nanocalcite to investigate the
mechanical, microstructural fractal analysis of environmentally friendly nanocalcite-doped ECC
(NCa-ECC). This paper investigated the effects of nanocalcite (NCa) with different contents (0.5, 1,
and 1.5% by mass of binder) on the mechanical properties of engineered cementitious composites
(ECC). For this purpose, compressive strength, ultrasonic pulse velocity (UPV), and flexural strength
tests were conducted to investigate the mechanical properties of the ECC series. In addition, SEM
analyses were carried out to investigate the microstructural properties of the ECC series. The content
of nanocalcite improved the mechanical and microstructural properties of the nanocalcite-modified
ECC series. In addition, the 1 NCa series (1% nanocalcite modified to the mass of the binder) had the
best performance among the series used in this study.

Keywords: nanocalcite; environmentally friendly cementitious composite; mechanical properties;
microstructure analysis; 3D fractal analysis; sustainability; fly ash

1. Introduction

Cementitious materials perform a necessary part in the construction sector and are
therefore of paramount importance to improve their durability and mechanical charac-
teristics [1–5]. Because of recent characterization technology progress, the characteristics
of all these synthetic structures may be examined on a variety of length scales ranging
from nano to macro [6–8]. Thus, cement materials’ structure and behavior patterns at the
sub-micrometer scale are better understood, which has improved their macro-properties [9].
For example, the durability can be improved by reducing the cement paste’s total poros-
ity by inserting additives in a range of pores primarily present at a micrometer length
scale [10–12]. The studies performed on environmentally friendly and sustainable compos-
ites recently have gained importance. Tosee et al. [13] investigated the compressive strength
of environmentally friendly concrete modified with eggshell powder using the hybrid
ANN-SFL optimization algorithm. They found that the highest compressive strength was
obtained for the samples containing 7–9% of eggshell powder and it was 55% higher than
their control samples. Ziada et al. [14] produced environmentally friendly fly ash-based
and basalt powder waste-filled sustainable geopolymer mortar with basalt fiber. They
found that the produced sustainable mortar had high strength and durability properties
and the use of 1.2% of basalt fiber increased samples’ compressive strength by up to 18%
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and flexural strength by up to 44%. Şahmaran et al. [15] produced ECC mixes with var-
ious FA/PC ratios (1.2, 2.2, and 4.2). They found that the increase of FA content in ECC
specimens exhibit more ductile behavior.

Ultra-high-molecular-weight polyethylene, carbon, and high-modulus polyvinyl al-
cohol (PVA) fibers are now used in cement-based products. PVA fibers are widely used
because the first two fibers are too costly to be commonly used [16–18]. The modification
of fibers in cement-based materials focuses on increasing toughness [19,20]. Overall, using
fiber improves interfacial adhesion. However, this enhances the bridging result between
such fiber and the interface, and it overlooks the influence of sliding friction on fracture
energy. When fibers are detached, the increased bond strength at the interface causes a
large amount of fracture energy to be generated quickly, raising the potential of brittle
fracture [21]. Previous articles had improved the toughness of concrete by altering the con-
tent of cementitious composites, such as micro compounding, in which certain microscale
particles are added to the concrete mix to increase the toughness of the concrete [22,23].

Unlike conventional concrete materials, Engineered Cementitious Composites (ECC)
use a micromechanics-based design theory in the material design process. In a single
tensile loading, PVA-ECC has tight and multiple cracking behaviors. The intrinsically
cracking width of less than 100 mm is high ductility and improved durability [24]. The
tensile strain capacity for PVA-ECC over five percent was demonstrated using commonly
available materials and equipment in the concrete manufacturing sector [25]. Li et al. [26]
found that the fiber volume should not be more than 2% to ensure good performance in
ECC blends. Due to their composite performance and economic considerations, PVA fibers
are among the types of fibers used by ECC and the other high performance cementitious
composites [27–31].

Nanomaterials have been demonstrated to enhance the interfacial transition area of
structures by speeding up the hydration reaction, considerably improving the porosity
and durability of the hardened cement-based mixtures [32]. Furthermore, the addition of
nanoparticles generally increase the matrix fracture toughness due to the shielding effect on
the crack tip and improves the multiple cracking behavior of engineered cementitious com-
posites by making the fiber distribution more homogenous [25]. Among the nanoparticles,
nano-CaCO3 is one of the most used nanoparticles in cementitious composites [33]. The
most stable shape of naturally abundant inorganic Calcium Carbonate (CaCO3) material in
nature is nanocalcite. Calcium Carbonate (CaCO3) is immaculate, crystalline, and highly
transparent. Nanocalcite offers advantages in addition to its excellent functions, such as
enhancing resilience and rigidity, providing perfect stability and insulation in electricity.

The fracture surface morphology of cementitious materials resulting from crack prop-
agation under loading would explain the differences in the mechanical behavior and the
corresponding failure mode [34,35]. It is well established that several parameters control
the roughness and texture of the fracture surface of the cementitious composite. The me-
andering of main crack (for example, tortuous or much less tortuous fracture surfaces) is
considerably influenced by the use of micro and nano additives, properties of aggregate
particles, and the concrete mix design [36]. Beginning with the pioneering work by Man-
delbrot [37], the concept of fractal geometry and fractal dimension has become popular
in construction technology and associated materials to better understand the relationship
between the flexural response and the tortuosity of fracture surface in ECC [33] and for the
design multiscale reinforcing fibers of composite materials [38].

The literature review above clearly indicates that research in this field has gener-
ally focused on evaluating strength properties, durability-related behavior, and thermo-
mechanical performance at a macro level. However, research conducted thus far is still
less to comprehensively evaluate the microstructure-associated mechanical and fracture
characterization of engineered cementitious mixes modified with nanocalcite and 3D fractal
characterization. This leads to the aim of this study, which is to analyze the mechanical
performance and micro-structural damage characteristics of nano-modified ECC mixes and
to improve the toughness, the multiple cracking behavior and the strength of the strain
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hardening ECC composites for the development of super infrastructures, which are driven
to attain higher strength and higher toughness. In this study, the effects of nanocalcite on
ECC’s mechanical and microstructural properties are investigated by modifying nanocalcite
with 0%, 1%, and 1.5% mass of binder. Compressive strength, flexural tensile strength, and
ultrasonic pulse velocity (UPV) tests were performed to investigate nano-modified ECC
mixtures’ mechanical and physical properties. In addition, scanning electron microscopy
(SEM) and 3D fractal analysis were performed to examine the microstructural and crack
analysis of the samples.

2. Materials and Methods

2.1. Materials and Mixing Procedures

CEM I 42.5N Portland cement, fly ash (Class F), silica sand, water, high-range water-
reducing admixture (HRWRA), and polyvinyl alcohol (PVA) fibers were used to prepare
the ECC samples. The chemical and physical properties of the binder (Portland cement
and fly ash) and filler (silica sand) are listed in Tables 1 and 2, respectively. In addition, the
mixing ratios of the blends are listed in Table 3. Ding et al. [39] replaced the NCa material
with Portland cement by 0%, 1%, 2%, 3% ratios to obtain nano-CaCO3 modified ultra-
high performance engineered cementitious composites mixes. In this study, the NCa was
replaced with the binder by 0%, 0.5%, 1%, 1.5% ratios. Figure 1 shows the used nanocalcite
materials and PVA fibers. In the mixing phase, the Portland cement (PC), fly ash (FA), and
silica sand were dry blended for 3 min in a mixer. After that, HRWRA and dissolved water
were added and mixed for another 5 min. Then, PVA fibers were added into the fresh
mortar until it was homogeneous. Finally, nanocalcite was added with 0.5, 1, and 1.5 ratios
and mixed homogeneously. The nanocalcite used in this study is white, with a purity of
99.9% and an average particle size of 900 nm. The freshly prepared mixture was poured
into 15 × 50 × 350 mm molds and 50 × 50 × 50 mm cubic molds, and then these molds
were covered with a plastic sheet. The specimens were cured at 23 ◦C. Figure 2 shows
poured fresh nanocalcite-doped ECC samples.

Table 1. Chemical properties of binder and filler materials (% by weight).

Binder and Filler Materials Used Na2O K2O MgO CaO Fe2O3 SiO2 Al2O3 LOI

FA 0.7 1.9 1.7 3.5 5.5 61.1 21.8 1.58
PC 0.2 0.8 2.5 61.3 3.34 20.80 5.50 2.22

Sand 0.021 0.011 0.011 0.022 0.022 99.80 0.062 0.075

Table 2. Physical properties of binder and filler materials.

Binder and Filler Materials Used Specific Gravity BF (m2/kg)

FA 2.11 292
PC 3.065 326

Sand 2.65 -

Table 3. Mixture ratios of nanocalcite-doped ECC series.

Mixture ID. PC W/B 1 PVA (vol.%) FA/PC
NCa/B 1

(%)
Sand/PC

HRWRA
(kg/m3)

0 NCa 1 0.25 2 1.25 - 0.82 5.50
0.5 NCa 1 0.25 2 1.25 0.5 0.82 5.55
1 NCa 1 0.25 2 1.25 1 0.82 5.60

1.5 NCa 1 0.25 2 1.25 1.5 0.82 5.65
1 B: Binder materials (PC + FA).

297



Buildings 2022, 12, 36
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Figure 1. (a) Nanocalcite materials (b) PVA fiber.

 
Figure 2. Poured fresh nanocalcite-doped ECC samples.

2.2. Performed Tests and Specimens

In this study, compressive strength, flexural strength, and UPV tests were performed
on NCa-ECC specimens. Then, 3D fractal analysis was conducted. Finally, the microstruc-
ture of the specimens was investigated using SEM analysis. First, the ultrasonic pulse
velocity (UPV) was tested according to ASTM C 597 to determine the UPV values of three
50 × 50 × 50 mm cube samples for each series after 28 days [40]. Then, 50 × 50 × 50 mm
cube specimens were placed in a compressive strength testing machine with a capacity of
2000 kN and subjected to compression at a rate of 0.602 MPa/s. Factors such as loading
speed, size, and age of the samples were entered into the pressure machine before loading to
obtain compressive strength values automatically. Thus, the compressive strength test was
performed on three cubes of each series according to ASTM C109 [41]. The flowability of
the fresh mixtures was tested according to ASTM C230 [42]. The spreading diameter of the
mixtures obtained from this experiment was equal and measured approximately 210 mm.
Thus, the fresh mixtures given in Table 3 showed good fluidity without segregation.
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In this study, the flexural strength test was performed on 15 × 50 × 350 mm samples
to obtain flexural strength, mid-span displacement, strain, and stress-deflection curves
according to ASTM C348 [43]. For this proposal, a closed-loop controlled universal testing
machine (Figure 3) with a loading rate of 0.003 mm/s was used. Three samples were used
for each series, and the average results of the samples were obtained. The flexural stress-
deflection curves were obtained using flexural strength values and deflections, recorded
by the computer data recording system on the testing machine. Erdem and Gurbuz [44]
performed a similar test on hybrid fiber reinforced engineered cementitious specimens.

 

Figure 3. The flexural test set-up.

Figure 4 shows the multiple cracks formed in the samples subjected to the flexural
strength test. The crack of the prismatic sample was obtained using a 40× magnification
microscope to observe the PVA inside the crack. Figure 5. shows the crack of the sample
subjected to the flexural test at 40× magnification. After the strength tests, small pieces
of the specimen were taken and subjected to SEM. The microstructure of the samples was
studied using SEM analysis.

(a) 

Figure 4. Cont.
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(b) 

Figure 4. The specimens were subjected to the flexural strength test. (a) 0 NCa; (b) 1 NCa.

 
Figure 5. The appearance of a crack in a specimen subjected to the flexural test at 40× magnification.

In addition, following the flexural tensile tests, the fractal dimensions of cracks were
determined. Images of the samples after the flexural testing were firstly captured using
a high-resolution camera. Then, these images were converted from RGB mode to an
8 bytes greyscale and scaled up to reflect the actual dimensions. The main flexural bending
moment-induced cracks at the same point for all the samples were digitized for thresholding
using open-access digital image analysis software called Image J. Then, these were covered
by imaginary meshes with rectangular box sizes containing the number of pixels of the
crack image (Figure 6). Next, the number of grid squares to cover the cracks was counted
for the plot of In (box count) versus In (box size), which were used to compute the average
value of fractal dimension that is the slope of the line joining the logarithm of the number
of grid squares encountered by the crack and the logarithm of the square grid dimension.
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(a) (b) 

Figure 6. Example of crack analysis with different box sizes using Image-J software. (a) Boxing size
of 1 unit (b) Boxing size of 4 unit.

Then, using the formula established by Guo et al. [45], the composites’ dissipated
fracture energy (Ws/Gf) was approximated at the macro scale as a function of the surface
macro-cracks. The ratio of energy (Ws) produced by crack propagation to fracture energy
(Gf) is shown by the value of Ws/Gf.

Ws/Gf = a × (δ/a) D1−d (1)

where a denotes the Euclidean length (equal to the diameter of the tested composite), and
D1−d denotes the fractal dimension of the crack.

3. Results and Discussion

3.1. Compressive Strength and Ultrasonic Pulse Velocity (UPV) Results

The compressive strength and UPV tests after 28 days of the fabricated series with
three different ratios of nanocalcite are shown in Figures 7 and 8. Compressive strength
results were obtained by averaging three 50 × 50 × 50 mm cubic samples for each series.
The maximum increase in compressive strength and UPV values were obtained for 1 NCa
(1% by mass of binder) specimens. When the NCa content was increased from 0.5 to
1 percent, the compressive strength of NCa-ECC increased steadily by 2.17 to 6.92 percent
compared to the 0 NCa series. When the NCa content was increased to 1.5 percent, the
enhancement of compressive strength decreased to 4.64 percent. The increased strength
could be attributed to both the filling effect and the chemical effect associated with NCa.
NCa can react with C3A to form mono-carbonate, which has a unique structure with strong
hydrogen bonds between oxygen atoms and interlayer waters in carbonate groups [46].
In addition, CaCO3 can increase the stability and nature of ettringite [47]. The difficulty
of uniform distribution may be the reason for the less apparent positive effect of NCa
at higher dosage on compressive strength [39]. As a result, increasing the nanocalcite
content in the mixes increased the compressive strength values. These increases were
50.17, 51.26, 53.64, and 52.50 MPa for 0, 0.5, 1, and 1.5 NCa series. When the content
of Nano-CaCO3 increased from 1% to 1.5%, the improvement of strengths was reduced.
Because excessive NCa addition led to poor dispersion of the matrix, insufficient hydration,
and limited the improvement of the strength of the samples [48]. In addition, The matrix
had an agglomeration effect due to the increase of nano-materials. In addition, free water
cannot reach the cement particles, which reduces hydration and reduces the strength of the
concrete [49].
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Figure 7. Compressive strength results of NCa-ECC.
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Figure 8. UPV results of NCa-ECC.

Figure 8 shows the ultrasonic pulse velocity (UPV) testing of NCa-ECC samples with
different mixtures. Looking at the UPV results, it is observed that the result has a parallel
relationship with the compressive strength results. The UPV increased with increasing
nanocalcite content in the mixes by 3630.06, 3700, 3755, and 3630 m/sec for 0, 0.5, 1, and
1.5 NCa series. Adesina and Das [50] investigated the UPV values of 50 × 50 × 50 mm
cubic ECC samples by replacing crumb rubber with silica sand. They found that the UPV
value of ECC samples without adding crumb rubber was 3689 m/s, while the UPV value
decreased to 2976 m/s when they used 100% crumb rubber. The UPV result of ECC without
the addition of crumb rubber obtained in their study was consistent with the UPV result of
the ECC without the addition of NCa obtained in this study. In addition, the correlation
between compressive strength and UPV for all the mixes is shown in Figure 9. Figure 9
shows that the R coefficient is 0.9264. This R coefficient indicates a strong relationship
between UPV and the compressive strength of the specimens.
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Figure 9. Correlation between compressive strength and UPV.

3.2. Flexural Performance

Test results of 15 × 50 × 350 mm specimens subjected to flexural test after 28 days are
shown in Figure 10. The results were obtained by averaging the flexural results of three
samples for each series. The maximum increase in flexural strength was obtained for 1 NCa
specimen. Accordingly, the increase in the nanocalcite content in the mixes increased the
flexural strength values. Sun et al. [51] found that the content of nano-CaCO3 improved the
flexural performance of ECC. In addition, increasing the nanocalcite content in the blends
increased the flexural strength values to 13.1, 14.31, 16.9, and 15.31 MPa for 0, 0.5, 1, and
1.5 NCa series, respectively. In general, the increase in the flexural strength values with
the addition of the nanomaterials would be further beneficial for applying ECC-steel bar
reinforced composite beams. In this case, the ECC with higher flexural strength could carry
developing tensile stress under flexural loading and the steel reinforcement rebar after
cracks. This, in turn, results in a much higher load-carrying capacity for the composite.

Moreover, mid-span displacement, strain, and stress-deflection curves were obtained
from the flexural strength test. The strain, mid-span displacement, flexural toughness, and
ductility index results obtained from the stress-deflection curves are shown in Table 4. This
table indicates that 1 NCa samples have the highest strain and mid-span displacement
values. Thus, the increase in the content of nanocalcite increased the flexural performance
and compressive strength of the samples. In addition, by examining the stress-deflection
curves of 15 × 50 × 350 mm specimens shown in Figure 11, the content of NCa improved
the flexural performance. The maximum deflection values (deflection capacity) of the
samples subjected to the flexural strength test were obtained from the endpoints of the
flexural stress-deflection curves. The increases in the deflection capacity of the 0.5 NCa
(11.74 mm), 1 NCa (12.88 mm), and 1.5 NCa (12.51 mm) series were 46.70%, 61.01%, and
56.39%, respectively, compared to the 0 NCa (8 mm) series. Furthermore, the flexural
strength increases of 0.5, 1, and 1.5 NCa series were 8.68%, 31.55%, and 18.68, respectively,
compared to the 0 NCa series. Thus, series 1 NCa exhibited the best flexural properties,
having the highest flexural stress and deflection values. Ding et al. [39] found that the
content of nano-CaCO3 increased the strength of UHP-ECC, and an NC content of three
percent (by mass of cement) was considered ideal. In their study, they replaced the NC
material with PC only, but if they had replaced the NC material with a binder (FA and PC),
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the ratio they used would have been approximately 1–1.5% by mass of the binder. Thus,
their conclusion was close to the conclusion of this study.
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Figure 10. Flexural strength results of NCa-ECC.

Table 4. Strain, mid-span displacement, flexural toughness, and ductility results.

Mix ID 0 NCa 0.5 NCa 1 NCa 1.5 NCa

Mid-span displacement (mm) 3.50 3.48 8.45 5.57
Strain (%) 0.39 0.38 0.84 0.56

Flexural Toughness (MPa.mm) 74.7 75 161 99.2
Ductility index increase (%) 0 0.21 98.20 39.44

Figure 11. Flexural stress–deflection curves of the specimens.

Ductility and flexural toughness can be evaluated using flexural load-deflection curves,
as indicated in the literature [52,53]. The area under the whole load-deflection curve is used
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to compute flexural toughness, and the load–deflection curves were also used to calculate
ductility. The ductility index (μ) calculated using the formula;

μ = δu/δy (2)

where δu is the ultimate displacement and δy is the yield displacement. After calculating
the ductility indexes of the samples, the percent increases of the ductility indexes of the
samples compared to the 0 NCa series were calculated and given in Table 4. NCa-containing
mixtures exhibit considerably greater deflections in the ultimate state and higher loads
when compared to the 0 NCa mixture. This results in a greater area under the load-
deflection curves, which may indicate increased toughness. In addition, it can be concluded
that adding NCa to the ECC mixes improves the ductility and flexural toughness of the
mixes. In this study, the highest flexural toughness and ductility were obtained for 1 NCa
specimen. Yeşilmen et al. [54] used nano-silica and nano-CaCO3 in ECC mixtures, and they
found that the nano- CaCO3 contained ECC mixtures had the highest ductility. The higher
fracture toughness and improved multiple cracking behavior associated with the nano-
particle reinforced mix can make ECC effectively improve the unstable crack propagation
caused by the surrounding concrete or old/new concrete interface. This, in turn, reduces
the common early damage types in repair structures such as spalling and interlaminar
fracture [55].

3.3. Fractal Analysis

In the literature, there are various methods (cube counting, variance methods, etc.) for
extracting and then calculating the cracking map and fractal dimension of surface cracks
at the fractured 15 × 50 × 350 mm samples shown in Figure 12. Box-counting is the most
preferred and practical technique for measuring the borders of a form by measuring the
distances between points on it using square boxes. Erdem and Blankson [36] described the
techniques in depth in prior research.

Figure 12. (a) An example of the crack on the studied sample (b) the extracted map of the crack.

The fractal dimension values of the surface cracks provided by the Image J program
are illustrated in Figure 13. The results clearly show that the ECC mix with 1% nanocalcite
particles (1 NCa) has the highest fractal dimension value among the NCa-ECC series. In
addition, the other nanocalcite dopped ECC samples had a fractal dimension higher than
the control ECC series (0 NCa). The greater fractal dimension of the 1 NCa mixture resulted
in higher fracture energy dissipation at the macro scale level, as verified by the findings
shown in Table 5. The greater fractal dimension values with the adding nanoparticles most
likely indicate that the filling effect of nanocalcite particles refines the pore structures and
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reduces unsaturated bonds, resulting in improved bondability between and creating the
deformation hardening method along the fracture front and voids. However, using more
than 1% nanocalcite particles decreases fractal dimension and fractural energy. In general,
the previous studies [37,55] show that the fractal of general cementitious materials has a
value of 1 and 2. The results of this study are consistent with the existing literature.

 
(a) (b) 

 
(c) (d) 

Figure 13. Fractal dimensions of the (a) 0 NCa, (b) 0.5 NCa, (c) 1 NCa, and (d) 1.5 NCa samples.

Table 5. The summary of the fractal analysis of the mixtures.

Mix ID Fractal Dimension -D Ws/Gf (mm)

0 NCa 1.352 113.58
0.5 NCa 1.430 158.68
1 NCa 1.532 246.40

1.5 NCa 1.495 210.53

Figure 14 illustrated 3D views of the cracked surfaces’ crack surface roughness. Ac-
cording to the findings, the sample containing 1% nanocalcite particles had the greatest
energy value during fracture initiation and propagation. The 3D surfaces curves of the
mixtures corresponding with the depth of the sample locations are shown in Figure 14.
The findings showed that the more fibers associated with, the larger surface area would
be available to bridge cracks during the crack propagation process under flexural loading.
This would, in turn, result in much higher fiber bridging complementary energy in terms
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of the micromechanical principles. In general, the strong bridging ability could confirm the
excellent deflection capacity with the increase in the content of the NCa particles.

 

 

(a) (b) 

(c) (d) 

Figure 14. 3D surface graphs of the fracture surfaces of the (a) 0 NCa, (b) 0.5 NCa, (c) 1 NCa, and
(d) 1.5 NCa samples.

3.4. SEM Analysis

The ECC matrix without nanomaterials is shown in Figure 15. The micrograph in
Figure 15 indicates that the composites were relatively loose, with unhydrated fly ash
particles clustered with distinct interfaces. It consists of dense calcium silicate hydrate
(CSH) gel, unhydrated FA particles, amorphous and crystallized calcium hydroxide (CH).
The micromorphology of a modified ECC sample matrix with nanocalcite (1 NCa) is shown
in Figure 16. The matrix compactness improved after nanomaterials were added, and
although unhydrated fly ash particles were retained, their distribution was uniform and
had no clear interfaces. The main explanation for this was that the nanoparticles have
a similar particle size to hydrated calcium silicate [56]. In addition, the newly formed
hydration products slightly increased the density of the matrix, which improved the
mechanical properties.

Conversely, the matrix did not exhibit visible micro-cracks. This, in turn, indicates
that the addition of NCa particles can increase the fracture toughness of the matrix. The
improvement of the matrix fracture toughness would be attributable to the shielding effect
on crack tips [57]. As found in the Due et al. [58] study, the active ingredients of FA in 28-day
samples prepared in this study reacted together with Ca(OH)2. This reaction effectively
improves the growth rate of matrix strength and imparts good strength to NCa-ECC.
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Figure 15. SEM of the 0 NCa sample magnified at 5000 times.

 
Figure 16. SEM of the 1 NCa sample magnified at 5000 times.
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4. Conclusions

In this study, NCa-ECC blends were prepared by replacing 0.5, 1, and 1.5 proportions
of nanocalcite in the binder of the prepared blends. Compressive strength, flexural strength,
and UPV tests were carried out to investigate the mechanical properties of the NCa-ECC
mixes. In addition, SEM analyses were carried out to investigate the microstructural
properties of the specimens. As a result of these tests, the following results were obtained:

• Increasing the nanocalcite content in NCa-ECC mixtures increased the compressive
strength. The increase in compressive strength was 2.17%, 6.92%, and 4.64% for 0.5, 1,
and 1.5 NCa, respectively, compared to the 0 NCa blend.

• The increase in nanocalcite content in NCa-ECC blends increased flexural strength
values. The increase in flexural strength values was 9.24%, 29.01%, and 16.87% for 0.5,
1, and 1.5 NCa, respectively, compared to the 0 NCa blend.

• Increasing the nanocalcite content in NCa-ECC blends increased the UPV. The increases
in UPV were 1.93%, 3.44%, and 2.75% for 0.5, 1, and 1.5, respectively, compared to the
0 NCa blend.

• The use of nanocalcite increased the fractal dimension of the NCa-ECC samples.
These increases were 5.77%, 13.31%, and 10.57% for 0.5, 1, and 1.5 NCa, respectively,
compared to the 0 NCa blend.

• In general, the nanocalcite content improved the mechanical and microstructural
properties of NCa-ECC mixtures.

• The addition of nanocalcite particles into the ECC mixes can increase the compressive
strength. Adding more NCa particles seems to have had a negative effect on enhancing
the compressive strength due to poor dispersion and a more significant air-entraining
effect beyond some limit. In this experimental work, adding 1% of NCa can obtain the
optimal quasi-static compressive strength.

• The deflection capacity under flexure of the ECC mixes had a significant increase
after adding the NCa particles. Moreover, the strain hardening behavior associated
with multiple cracks was enhanced after adding the NCa particles. Based on this
experimental work, the NCa is suitable for improving the strain hardening behavior
of the ECC mixes.

• This study enables producing the high toughness and high strength ECC products
with the nano-particle inclusion. Nanomodified ECC, with larger Poission’s effect than
concrete, may be used in concrete-filled-steel-tube column that decrease the imperfect
interface bonding between concrete and steel, and to produce a more ductile composite
for the development of super infrastructure.
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Abstract: This article presents approximating relations defining energy-optimal structures of the HVAC
(Heating, Ventilation, Air Conditioning) system for cleanrooms as a function of key constant parameters
and energy-optimal control algorithms for various options of heat recovery and external climates. The
annual unit primary energy demand of the HVAC system for thermodynamic air treatment was adopted
as the objective function. Research was performed for wide representative variability ranges of key
constant parameters: cleanliness class—Cs (ISO5÷ISO8), unit cooling loads—

.
qj (100 ÷ 500) W/m2

and percentage of outdoor air—αo (5 ÷ 100)%. HVAC systems are described with vectors x with
coordinates defined by constant parameters and decision variables, and the results are presented in
the form of approximating functions illustrating zones of energy-optimal structures of the HVAC
system x∗ = f (Cs,

.
qj, αo). In the optimization procedure, the type of heat recovery as an element of

optimal structures of the HVAC system and algorithms of energy-optimal control were defined based
on an objective function and simulation models. It was proven that using heat recovery is profitable
only for HVAC systems without recirculation and with internal recirculation (savings of 5 ÷ 66%,
depending on the type of heat recovery and the climate), while it is not profitable (or generates losses)
for HVAC systems with external recirculation or external and internal recirculation at the same time.

Keywords: cleanrooms; ventilation; air conditioning; energy consumption; optimization

1. Introduction

HVAC systems for cleanrooms generate very high energy consumption for thermody-
namic treatment and forcing through air. The literature provides a lot of data confirming
this thesis. According to Kircher et al. [1], the energy consumption of HVAC systems for
cleanrooms in the USA is 30 ÷ 50% times higher than for commercial buildings. According
to Tschudi et al. [2], as well as Zhuang et al. [3], this range is wider and equals 10 ÷ 100%.
Shan and Wang [4], as well as Tsao et al. [5,6], report that the percentage of energy con-
sumption by HVAC systems in factories with advanced technologies equals 30 ÷ 65%,
while, according to Hu et al. [7] and Zhao et al. [8], the percentage for cleanrooms with
semiconductor manufacturing equals 40 ÷ 50% of the total energy consumption. High-
energy inputs for air conditioning for cleanrooms inspire research aimed to reduce the
energy consumption. Such studies address two issues: the optimization of the structure
of the HVAC system or the optimization of control algorithms according to the energy
criterion. The support tool here is software for determining energy consumption by the
HVAC system of cleanrooms; significant results of work in this area were obtained by Hu
et al. [9–11]. In Reference [9], the authors presented a validated FES (Fab Energy Simulation)
simulation tool to determine energy consumption in an application for a semiconductor
manufacturing fab. The mathematical model for the HVAC system was based on the energy
balance equations for the individual components. In relation to the commercial comparable
program “CleanCalc II”, the FES program allowed for the definition of a few additional
parameters by the user while showing excellent consistency of the results (2.33%). The
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study [10] developed a new ECF (energy conversion factor) calculator in an application
for high-tech factories, including HVAC systems. In turn, in article [11], the authors pre-
sented the integration of both tools: the FES program and the ECF calculator in order to
optimize energy consumption by HVAC systems in technologically advanced factories
(high-tech fabs).

Research on optimizing structures of the HVAC system for cleanrooms was performed
by Lin et al. [12], who modified a classic MAU (Make-up Air Unit) + FFU (Filter Fan Unit)
+ DCC (Dry Cooling Coil) in the recirculation channel, replacing the DCC with FDCU (Fan
Dry Cooling Unit) modules in the ceiling of a cleanroom. As a result of elimination of under
pressure above the suspended ceiling and air infiltration, as well as the reduction of forcing
through losses, they achieved a reduction in energy consumption of the HVAC system
with FDCU by 4.3% compared to the system with the DCC. Hu and Tsao [13] investigated
five cases of structures of HVAC system of semiconductor manufacturing rooms. The
HVAC structures were different combinations of elements: RCU (Recirculation Air Unit),
MAU, FCU (Fan Coil Unit), FFU and DCC. The authors compared the annual electricity
consumption in each of these systems, calculating the “Energy Consumption Evaluation”
coefficient with values of 1.08, 1.12, 1.19 and 3.80 in relation to the optimal system—MAU +
DCC + FFU.

Shan and Wang [4] presented simulation results for three typical options of the struc-
ture of the HVAC system for cleanrooms in the pharmaceutical industry: “Interactive
option”, “Partially decoupled option” and “Fully decoupled option”. They proved, for
the chosen application, that using the “Partially decoupled option” made it possible to
reduce the consumption of electricity and gas for cooling and heating by 69.8% and 87.8%,
respectively.

Tsao et al. [14] presented simulation results for eight different combinations of a struc-
ture of the HVAC system of a semiconductor manufacturing room. These combinations
included: the location of a fan in MAU (push-through vs. draft-through), one or two temper-
ature levels of cooling water from chillers and using condensation heat recovery in chillers
for reheating in MAU. They proved the possibility of reducing electricity consumption by
38.65% compared to the standard option.

Additionally, Kim et al. [15] simulated the operation of a HVAC system for cleanrooms
for four options: Variable Air Volume (VAV), AIR WASHer System (AIRWASH), Dedicated
Outdoor Air System (DOAS) and Integrated with Indirect and Direct Evaporative Coolers
(IDECOAS). The simulation tool used was the EES (f-chart Software 2009) program. The
scope of the simulation included two types of systems (type 1—percentage of outdoor air
α = 100% and type 2—α �= 100%) and six types of climates. The simulation results proved
that DOAS and IDECOAS applications make it possible to reduce the annual demand for
cold and heat by 67.5% and 59.5%, respectively, compared to a VAV system. Yin et al. [16,17]
energetically optimized a classic HVAC system: MAU + FFU + DCC, in which, as part of
the modification, only part of the recirculation air was cooled in the DCC, and reheating
in MAU was replaced by a mixing operation in a space above the suspended ceiling.
Eventually, the demand for cold in the DCC was decreased by 40 ÷ 52% compared to the
classic system [17]. Similarly, Ma et al. [18] optimized the heat exchanger system in the
MAU unit by resigning from reheating and achieving energy savings for pumping in the
MAU unit in the range of 10.7–17.2%. The mentioned authors also optimized the structure
of the filtration system by filtering the return and outdoor air separately. They proved that,
by replacing the HEPA filters on the return with fine filters, the energy consumption could
be reduced from 25.8% to 45% due to the lower air flow resistance [19].

Additionally, Yin et al. [20] optimized an existing classic HVAC system (MAU + FFU + DCC)
in a semiconductor manufacturing factory. Based on the results of the measurements and
numerical simulations for a HVAC system upgrade option, they proved that, by imple-
menting high-temperature chillers, heat recovery from DCC to MAU and resigning from
reheating, the energy consumption can be reduced by 20.2% compared to the existing
HVAC system.
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Chen et al. [21] analyzed the possibilities and energy effects of the application of
adiabatic humidification for HVAC systems of selected cleanrooms. They indicated the
system “spray nozzles using high-pressure water atomization” as the most advantageous
in the case of adiabatic humidification. Xu et al. [22] presented the results of research on
the efficiency of FFU fans. The evaluation criteria were the TPE (total pressure efficiency)
and EPI (energy performance index) values. They proved that greater energy efficiency
is usually associated with larger fans. Energy consumption for the various HVAC system
structures of operating theaters was one of the criteria for multicriteria evaluating these
systems presented by Fan et al. [23]. By solving the MCDM (multicriteria decision-making)
problem, the authors proved a relationship between energy consumption, ventilation effec-
tiveness and user satisfaction. Research in this area, especially with regards to recirculation
and heat recovery, was also carried out by Ozyogurtcu et al. [24], who analyzed the en-
ergy consumption of four different HVAC systems in hospital operating rooms. They
proved that the optimal energy is the HVAC system with a recuperator and regulated air
recirculation.

The research on the optimization of the structure of the cooling system for HVAC
systems of cleanrooms was conducted by Jia et al. [25]. The authors investigated two free
cooling systems integrated with the central cooling system: tap water and cooling tower.
They proved that the COP coefficients of a tap water free cooling system were about 7.4
and 2.2 times higher than that of mechanical cooling and tower cooling systems. In turn,
the results of research on the optimization of an integrated cooling and heat generation
system for HVAC systems in an electronics factory were presented by Zheng and Li [26].
The authors developed the GMEL (Grade Match Between Energy and Load) method
that allows for the optimal use of cold and waste heat for the mutual compensation of
loads. For the case study, they achieved energy savings of 26.7/52.4% in the summer and
winter, respectively.

Research on the optimization of the control of HVAC systems of cleanrooms with the
structure MAU + DCC was led by Wang et al. [27], demonstrating savings of 7.09% com-
pared to the classic PDI controller. In turn, Zhuang et al. [28] developed and implemented
an energy-optimized control strategy for multizone HVAC systems in a pharmaceutical
plant on a simulation platform, achieving 20% energy savings compared to the standard
control strategy.

A series of papers dedicated to research concerning the energy-optimal control of a
HVAC system for cleanrooms, mainly in the pharmaceutical industry, was published by
Zhuang, Wang and Shan [3,29–31].

In paper [29], the authors presented a probabilistic method of optimal control of
HVAC systems based on the ADV strategy (“Adaptive Full-Range Decoupled Ventilation
Strategy”). They proved that the implementation of this strategy makes it possible to reduce
the annual average energy cost compared to the DV (Dedicated Outdoor Air Ventilation),
PD (Partially Decoupled Control) and IC (Interactive Control) strategies by 18.2%, 13.6%
and 6.5%, respectively.

In another study [31], the authors showed savings of 6.8 ÷ 40.8% as a result of the
implementation of the ADV over IC strategy.

Using a simulation platform, Zhuang et al. [30] also tested and implemented the ADV
strategy for a HVAC system for cleanrooms of a pharmaceutical factory in Hong Kong. In
this case, they proved that the implementation of this strategy makes it possible to reduce
the annual energy consumption by 21.64%, 15.63% and 7.77%, respectively, compared to
the PD, IC and DV strategies.

In paper [3], the authors addressed solving the problem of energy-optimal control of a
multizone HVAC system of a classic structure (MAU + AHU) and different loads in indi-
vidual zones (rooms). They proposed the Coordinated Demand—Controlled Ventilation
(CDCV) strategy, the implementation of which made it possible to reduce the demand for
reheating by 89.6% and to reduce the total energy demand by 63.3%.
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In turn, Chang et al. [32] investigated six strategies for controlling a cleanroom HVAC
system, indicating the energy-optimal variant. They proved that the setting of the required
room temperature is of key importance here; increasing this temperature by 1 ◦C resulted
in a reduction of energy consumption by 1%. Loomans et al. [33,34] and Molnaar [35], on
the other hand, simulated and experimentally tested three ventilation strategies in phar-
maceutical cleanrooms: Fine-tuning, DCF (Demand Controlled Filtration) and Optimizing
airflow pattern. They proved that, using the DCF strategy, it is possible to reduce the energy
consumption of fans by up to 70% and 93.6% in the case studies under consideration.

Shao et al. [36] investigated experimentally the effect of airflow reduction as a factor
of reducing energy consumption on the relative concentration of particles in a cleanroom.
The obtained results and correlations allowed for optimal energetic determination of the
air stream as a function of the cleanliness class of the room.

To summarize the current state of research concerning the optimization of HVAC
system for cleanrooms, the following can be stated:

• until now, researchers have mainly focused on case studies in pharmaceutical and
semiconductor industries;

• optimal structures of the HVAC system are calculated by performing simulations for
several predetermined acceptable variants and indicating the variant for which the
annual energy consumption is minimal;

• there is no global approach to calculating the optimal structures of the HVAC system
as a function of key constants parameters being the input data and describing the
HVAC system.

Therefore, there is a methodological gap at the stage of determining the set of accept-
able structures of HVAC systems of cleanrooms fulfilling the functional function described
by: cleanliness class, temperature, relative humidity, air velocity, degree of turbulence,
overpressure, concentration of pollutants and share of outside air.

At the same time, there is a need to undertake research on support tools in order to
determine, from a set of acceptable variants, the optimal structure and algorithms of HVAC
system control.

Therefore, for the needs of the application, methods and tools are sought that allow, at
the starting point, to define a set of acceptable structures of HVAC systems on the basis of
output data—the standard parameters defining the utility function, decision variables and
limiting conditions. Next, relationships are sought on the basis of which optimal structures
and algorithms for controlling HVAC systems can be determined. In applications, it is
important that the arguments in these relations are constant parameters constituting the
output data in the optimization procedure.

The aim of the presented paper is to calculate approximating functions describing opti-
mal structures of the HVAC system for cleanrooms depending on key constant parameters
(arguments): cleanliness class (Cs), percentage of outdoor air (αo) and unit cooling load
(qj) and determination of the energy-optimal control algorithms for heat recovery options
and the outdoor climate. The annual unit primary energy demand of the HVAC system for
thermodynamic air treatment was adopted as the objective function.

The proposed method is an original approach, both from the scientific and the applica-
tion points of view.

2. Research Problem, General Algorithm

Every HVAC system can be described by a vector with coordinates defined by constant
parameters and decision variables. With regards to cleanrooms, the constant parameters
are primarily temperature, relative humidity, cleanliness class, percentage of outdoor air,
unit cooling load and pressure gradients.

For determined combinations of constant parameters values of a HVAC system, a
single optimization problem can be defined concerning calculating the optimal HVAC
system for which the annual energy demands (final, primary) reach the minimum values.
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The constant parameters of a HVAC system for cleanrooms are within realistic value
ranges. In general, one can define a set of combinations of constant parameter values in
which each constant parameter takes values representing the entire range of variability.

The research problem comes down to calculating the set of optimal structures of a
HVAC system assigned to combinations of values of constant parameters representing
realistic ranges of variability of these parameters in cleanrooms.

On this basis, it is possible to calculate approximating relations defining structures of
HVAC systems as a function of combinations of constant parameter values.

The general algorithm of the optimization procedure partly based on the methodol-
ogy presented earlier by the authors of References [37,38] is presented in Figure 1. The
algorithm includes:

• calculating the set of constant parameters xi and the set of decision variables xj;
• two phases of analysis: calculating the matrix of all possible variants of limiting

conditions and of acceptable variants, respectively, for:

- combinations of decision variables values xj for normalizing constant parameters
(matrices Wi, W, Gi, Gj and Wg) and

- the HVAC system (matrices XJ, G and X);

• calculating the optimal structures of HVAC systems x∗ngk for combinations of values of
key constant parameters (arguments): cleanliness class (Csk), percentage of outdoor
air (αok) and unit cooling load (qjk), k = 1 . . . K;

• defining approximation relations x∗ngk = f(Csk, αok, qjk);
• defining algorithms of energy-optimal control for optimal structures of HVAC systems

x∗ngk based on the objective function;
• calculating the optimal variant x∗.

Constant parameters are by definition invariant in the optimization procedure, but
in general, they can be functions of both time and space. The decision variables change
during the optimization procedure and are the arguments of the x describing the HVAC
system, the constraint conditions and the objective function. The fragment of the procedure
in Figure 1, leading to the determination of the set of acceptable HVAC system structures, the
X matrix, is based on the methodology described in detail in Reference [37]. After determining
the X matrix, in the next step of the optimization procedure, the real required ranges for the
variability of key fixed parameters in cleanroom applications, are determined: cleanliness
class (Csk), share of outside air (αok) and unit cooling load (qjk). Then, on this basis, a
representative set of combinations of the values of the key parameters of the HVAC system
constants is determined, and for each of these combinations, the optimal structure of the
HVAC system x∗ngk is determined based on an algorithm from the set of permissible structures
(X matrices). In the next step, on the basis of the obtained results, the general algorithm
assumes the development of approximating relations defining energy-optimal structures of
HVAC systems as a function of key constant parameters x∗ngk = f(Csk, αok, qjk). In the final
stage of the optimization procedure, the objective function is determined—the minimum
annual demand for primary energy for thermodynamic treatment, the optimal type of heat
recovery for various outdoor climate options and the energy-optimal control algorithms.

The algorithm structure of the general optimization procedure includes three ba-
sic steps:

• determination of a set of permissible HVAC system structures—X matrix, based on
the utility function (normalized constants and limiting conditions);

• determination of the optimal structure of the HVAC system—x∗ng based on the key
constants: Cs—cleanliness class,

.
qj—unit heat load and αo—percentage of outside air;

• determination of the energy-optimal variant of the HVAC system—vector x∗, taking
into account the optimal structure and the optimal type of heat recovery.
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Figure 1. Optimization procedure—general algorithm.

318



Energies 2022, 15, 313

3. Acceptable Structures of HVAC System

The starting point in determining the permissible structures of the HVAC system is
the determination of a set of parameters standardized by this system. A wide range of
normalized constant parameters in a cleanroom was used:

• temperature, tR
• relative humidity ϕR ∈ (ϕR1, ϕR2)
• acceptable concentration of contaminants, kd
• cleanliness class, CS
• overpressure, Δp
• percentage of outdoor air, αo

The procedure leading to the determination of acceptable structures of the HVAC
system based on the methodology previously developed by the authors of Reference [37] is
presented in Appendix A. This procedure uses system analysis and matrix calculus. The
forms of the determined matrices are listed in Appendix A; these matrices are described in
the following order:

• normalized constant parameters;
• a set of all possible variants of a combination of decision variables for the normalization

of each individual and all constant parameters together;
• limiting conditions for variants of combinations of decision variables for the standard-

ization of constant parameters;
• set of eliminated decision variables;
• a set of all possible variants of the HVAC system for the standardization of constant

parameters;
• limiting conditions for possible variants of the HVAC system;
• set of acceptable HVAC system structures.

Acceptable variants xng of the structure of the HVAC system for cleanrooms are
presented synthetically in a form of a general model in Figure 2.

.
Vo,

.
Vc,

.
V,

.
Ve,

.
V1,

.
V2, ΔV—volume stream of outdoor air, processing air, supply air,

exhaust air, external recirculation air, internal recirculation air and balance sheet difference.

αo =
.

Vo.
V

, αc =
.

Vc.
V

, α1 =
.

V1.
V

, α2 =
.

V2.
V

—percentage of outdoor air, processing air,
external recirculation air and internal recirculation air;

E1, E2, E3—filtration efficiency of the 1◦, 2◦ and 3◦ stages;
HR—heat recovery.
Acceptable variants xng of the HVAC system include:
x1—CAV air system without recirculation:

a. AHU—thermodynamic treatment: heat recovery, primary heater, cooler, secondary
heater and steam humidifier;

b. hygienic standard: three stages of filtration, 3rd stage filter integrated with a supply
diffuser, hygienic design;

c. installation: variable flow regulators.

x2—CAV air system with external recirculation:

a. two air handling units in cascade at the supply: MAU + AHU;
b. MAU of outdoor air with heat recovery;
c. AHU—thermodynamic treatment: primary heater, cooler, secondary heater and

steam humidifier;
d. hygienic standard: as with x1 point b;
e. installation: as with x1 point c.

x3—CAV air system with internal recirculation (room):

a. two air handling units in cascade at the supply: AHU + RU (RDCU);
b. AHU—thermodynamic treatment: heat recovery, primary heater, cooler, secondary

heater and steam humidifier;
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c. RU (Recirculation Unit) or RDCU (Recirculation Dry Cooling Unit)—recirculation
(recirculation with dry cooling);

d. hygienic standard: as with x1 point b;
e. installation: as with x1 point c.

x4—CAV system with external and internal recirculation (room):

a. three air handling units in cascade at the supply: MAU + AHU + RU (RDCU);
b. MAU of outdoor air with heat recovery;
c. AHU—thermodynamic treatment: primary heater, cooler, secondary heater and

steam humidifier;
d. RU or RDCU—recirculation (recirculation with dry cooling);
e. hygienic standard: as with x1 point b;
f. installation: as with x1 point c.

In variants x3 and x4, alternatives to internal recirculation RU (RDCU) are: FFU
(FFU + DCC) or FFU + FDCU.

(a)

(b)

(c)

Figure 2. General model of the acceptable variants of structures of the HVAC system for cleanrooms:
x1—without recirculation (α1 = 0, α2 = 0, αo = 1); x2—with external recirculation (α1 �= 0, α2 = 0);
x3—with internal recirculation (α1 = 0, α2 �= 1); x4—with external and internal recirculation (α1 �= 0,
α2 �= 0). Variants of internal recirculation (α2 �= 0): (a) RU or RDCU, (b) FFU or FFU + DCC,
(c) FFU + FDCU.

4. Optimal Structures of HVAC System

4.1. Optimal Structure Selection Algorithm

The calculation algorithm of the optimal structure of the HVAC system is shown in
Figure 3. The starting point includes constant parameters of the HVAC system and set of
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acceptable variants xng ∈ X. Selection of the optimal structure of the HVAC system is a
permissibility function of recirculation (hygienic function) and values of three air streams:

 

HVAC system 

Constant parameters xi – output data 

normalized: tR R1 R2, kd, Cs  
remaining:qj, wj, Vjo,  

recirculation: allowed o not allowed o = 1 

Set of acceptable variants of structures of HVAC 
system xng X, x=[x1,x2,x3, x4] 

Energy (heat) balance, air balance 

Vjs= f(Cs), Vjo= f kd  Vjle  

tSC SCmax - SC 

Vjc= f (qjc, tSC) 

Optimal structure of HVAC system – qualitative analysis 

Allowed 
recirculation 

x = x1 or x = x2  or x = x3 or x = x4 x = x1  

Vj= max (Vjs,Vjc,Vjo) 

Vjc< Vjs Vjo< Vjc 

o 1 2 no o 1 2 = 0 

2 = 0) no yes yes no 

„a” „b „c” „d „e”

Figure 3. Cont.
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Optimal structure of HVAC 
system xng

*  = xng 

tR tRmax 

tR= f( c, tSC) 

Vj = Vjo 

Vjc= Vj 

Vjs= Vj 

c = 1 

o = 1 

Vj = Vjc 

Vjs = Vj 

Vj1= Vjc Vjo 

1= 
Vj1

Vj
 

c = 1 

o=
Vjo

Vj
 

Vo< Vjc 

x = x1  x = x2  

Vjo< Vjs 

x = x1  x = x3  

Vj= Vjo 

Vjc= Vj 

Vjs= Vj 

c = 1 

o = 1 

Vj = Vjs 

Vjc = Vjo 

Vj2= Vjs Vjc 

2 = 
Vj2

Vj
 

c = 
Vjc

Vj
 

o os 

Vjo< Vjc

x = x4  

Vj = Vjs 

Vj1 = Vjc Vjo 

Vj2 = Vjs Vjc 

1 = 
Vj1

Vj
 

2 = 
Vj2

Vj
 

c = 
Vjc

Vj
 

o os 

Vjo< Vjs Vjc< Vjs 

Vj = Vjo 

Vjc = Vj 

Vjs = Vj 

c = 1 

o = 1 

Vj = Vjs 

Vjc = Vj 

Vjo = Vj 

c = 1 

o = 1 

Vj = Vjc 

Vjo = Vj 

Vjs = Vj 

c = 1 

o = 1 

Vj = Vjs 

Vjc = Vj 

Vjo = Vj 

c = 1 

o = 1 

x = x1 or x = x2  x = x1 or x = x3 or x = x4 

tSC SC -  

„a” „b”  „c” „d” „e”

o=1) 
no 

1  
yes no yes 

no yes 

o=1) 2  

2  

no yes no yes 

no 

yes 

1  

tRmax= f(Cs, comfort) 

Figure 3. Calculation algorithm of the optimal structure of the HVAC system.

• .
Vjo = f(kd, Δp,

.
Vjle)—unit outdoor air stream as a function of hygiene requirements

(the concentration of pollutants—kd), overpressure (Δp) or compensation of exhaust
air from local exhausts (

.
Vjle);

• .
Vjs = f(Cs)—unit air stream as a function of the room cleanliness class;

• .
Vjc =

.
Vjcmin

= f
( .

qj

)
—unit air stream as a function of the cooling loads discharged

using AHU.
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In case recirculation is not allowed, the only system acceptable is x1; if allowed, all
systems are possible: x1, x2, x3 and x4.

Unit stream of outdoor air
.

Vjo, depending on the conditions, is within the range
corresponding to the percentage of outdoor air αo = 5 ÷ 100%.

Unit air stream as a function of the cleanliness class
.

Vjs is calculated based on the
average air speed from the range (wmin, wmax) required for a specific room cleanliness class
according to ASHRAE [39]. Unit air stream for discharging cooling loads using AHU is
calculated—taking into consideration the designations in Figure 4—using relation:

.
Vjc =

.
qjc

ρcpΔtSC
, (1)

whereby:
.
qjc= qj − qjDC (2)

with:

qj—unit cooling loads;
qjc—unit cooling load discharged using AHU;
qjDC—unit cooling load discharged by dry coolers in the recirculation circuit (DCC, RDCU
and RCU).

Figure 4. Isotherms characteristic for calculating the
.

Vjc (AHU) air stream.

In a specific case, when
.
qjDC = 0

.
qjc =

.
qj (3)

In the first step, requirement
.

Vjc = min (corresponding to the minimum energy con-
sumption) implies relation:

ΔtSC = ΔtSCmax − δtSC = (tR − tDP) − δtSC (4)

which means that
tSC = tSCmin = tDP + δtSC (5)

where:
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δtSC—realistic tolerance range with temperature tSC in relation to temperature tDP,
δtSC = (0 ÷ 1) ◦C
tDP—dew point temperature.

In the physical interpretation, this requirement means that the minimum air flow to
dissipate cooling loads

.
Vjc is determined assuming the maximum possible temperature

difference ΔtSC between the air in the room and the supply air. In turn, the minimum
supply air temperature tSCmin is theoretically equal to the dew point temperature tDP; in
practice, it should be slightly higher (here, the real tolerance range δtSC was adopted).

Then, on the basis of the values of air flows
.

Vjs,
.

Vjc and
.

Vjo, which are comparative
terms, the algorithm determines the optimal structure of the HVAC system x1, x2, x3 or x4,
and the resulting temperature difference ΔtR and the supply temperature tS are calculated
according to the relations:

• system x1 (α1 = 0, α2 = 0, αc = 1):

ΔtR = ΔtSC (6)

tS = tSC (7)

• system x2 (α1 �= 0, α2 = 0, αc = 1):

ΔtR = ΔtSC (8)

tS = tSC (9)

• system x3 (α1 = 0, α2 �= 0, αc �= 0):

ΔtR = αc·ΔtSC = (1 − α2)·ΔtSC (10)

tS = αc·tSC + (1 − αc) tR (11)

tSC =
1
αc

·tS+(1 − 1
αc

)·tR (12)

• system x4 (α1 �= 0, α2 �= 0, αc �= 0):

ΔtR = αc·ΔtSC = (1 − α2) ΔtSC (13)

tS = αc·tSC + (1 − αc) tR (14)

tSC =
1
αc

·tS+(1− 1
αc

)·tR (15)

whereby:
αc = 1 − α2 = αo + α1 (16)

In the next step, a significant limitation is the relationship resulting from the air
distribution system required in the room:

ΔtR ≤ ΔtSC (17)

indirectly related to relation:
tSC ≤ tS (18)

and a comparative section:
ΔtR ≤ ΔtRmax (19)

It should be noted that the maximum value of the temperature difference

ΔtRmax = tR − tSmin (20)

is the result of comfort limitations (air supply system) and, indirectly, of the room cleanli-
ness class.
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At this stage, it may turn out that the determined temperature difference ΔtSC, which
corresponds to the air stream

.
Vjc = min, is greater than the permissible temperature differ-

ence ΔtRmax for comfort or technological reasons. In such a case, the algorithm assumes a
decrease in the value of the temperature difference ΔtSC according to the relation:

ΔtSC ≡ ΔtSC − δt (21)

with:

δt = (0.5 ÷ 1.0) ◦C—iterative temperature jump, and the procedure is repeated.

Based on the algorithm (Figure 3), the optimal variants of the HVAC system structure
of cleanrooms were determined as a function of the relationship between the streams

.
Vjs,

.
Vjc and

.
Vjo; these variants are summarized in Table 1.

Table 1. Optimal variants of the HVAC structure x∗ng of clean air as a function of the relation of
streams

.
Vjs,

.
Vjc and

.
Vjo.

Optimal Variant of the HVAC Structure
x∗ng

Relations:
.

Vjs,
.

Vjc and
.

Vjo Air Streams

x1
αo = 1 i α1 = 0 i α2 = 0

.
Vjo ≥ .

Vjs,
.

Vjo ≥ .
Vjc

.
Vj =

.
Vjo

.
Vjc =

.
Vj

x2
.

Vjo <
.

Vjc,
.

Vjc ≥
.

Vjs

.
Vj =

.
Vjc

.
Vjs =

.
Vj

x3
.

Vjo <
.

Vjs,
.

Vjo ≥ .
Vjc,

.
Vjc <

.
Vjs

.
Vj =

.
Vjs

.
Vjc =

.
Vjo

x4
.

Vjo <
.

Vjc,
.

Vjc <
.

Vjs
.

Vj =
.

Vjs

4.2. Optimal Structure Selection Algorithm

By analyzing realistic required ranges of variability of the key constant parameters in
applications for cleanrooms, the following conclusions can be made:

• dry bulb temperature changes in a narrow range of +21 ÷ +23 ◦C; on average,
tR = +22 ◦C;

• relative humidity usually changes in the range of (50 ± 5)% (sometimes, the range is
wider);

• the most common cleanliness classes are ISO5 classes (M3.5—cl. 100), ISO7 (M5.5—cl.
10,000) and ISO8 (M6.5—cl. 100,000) [39];

• unit cooling loads are qj = (100 ÷ 500) W/m2 [40];
• the required percentage of outdoor air is αo = (5 ÷ 100)%.

Therefore, further analyses include variants of combinations of key constant parame-
ters of a HVAC system, in which each constant parameter takes values representing the
mentioned variability ranges.

4.3. Approximating Functions

Optimal structures of the HVAC system for cleanrooms are calculated based on the
algorithm in Figure 3 for representative variants of combinations of key constant parameters:
cleanliness class Cs, unit cooling load qj (qj = qjc) and percentage of outdoor air αo are
shown in Table 2. The analyses were performed with the temperature of tR = +22 ◦C and
relative humidity ϕR = (50 ± 5)%.
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Table 2. Optimal structures of the HVAC system for cleanrooms x∗ng .

Variant of
Constant

Parameters

Cleanliness Class
ISO(US.FSd.209e)

qj
/6

W/m2
αos

/4

%

.
Vjs

m3/hm2

.
Vjo

m3/hm2

.
Vjs

/7

m3/hm2

Optimal Structure of HVAC System

xng

.
Vj

m3/hm2
αo

/5

%
αc
%

α1
%

α2
%

1.1.1

ISO Class 5 1/

(M3.5—cl. 100)

100

5 900 45 27.1 x3 900 5 5 - 95

1.1.2 10 900 90 27.1 x3 900 10 10 - 90

1.1.3 30 900 270 27.1 x3 900 30 30 - 70

1.1.4 50 900 450 27.1 x3 900 50 50 - 50

1.1.5 100 900 900 27.1 x1 900 100 100 - -

1.2.1

300

5 900 45 81.4 x4 900 5 9 4 91

1.2.2 10 900 90 81.4 x3 900 10 10 - 90

1.2.3 30 900 270 81.4 x3 900 30 30 - 70

1.2.4 50 900 450 81.4 x3 900 50 50 - 50

1.2.5 100 900 900 81.4 x1 900 100 100 - -

1.3.1

500

5 900 45 135.7 x4 900 5 15 10 85

1.3.2 10 900 90 135.7 x4 900 10 15 5 85

1.3.3 30 900 270 135.7 x3 900 30 30 - 70

1.3.4 50 900 450 135.7 x3 900 50 50 - 50

1.3.5 100 900 900 135.7 x1 900 100 100 - -

2.1.1

ISO Class 7 2/

(M5.5—cl.10 000)

100

5 216 10.8 27.1 x4 216 5 12.5 7.5 87.5

2.1.2 10 216 21.6 27.1 x4 216 10 12.5 2.5 87.5

2.1.3 30 216 64.8 27.1 x3 216 30 30 - 70

2.1.4 50 216 108 27.1 x3 216 50 50 - 50

2.1.5 100 216 216 27.1 x1 216 100 100 - -

2.2.1

300

5 216 10.8 81.4 x4 216 5 37.7 32.7 62.3

2.2.2 10 216 21.6 81.4 x4 216 10 37.7 27.7 62.3

2.2.3 30 216 64.8 81.4 x4 216 30 37.7 7.7 62.3

2.2.4 50 216 108 81.4 x3 216 50 50 - 50

2.2.5 100 216 216 81.4 x1 216 100 100 - -

2.3.1

500

5 216 10.8 135.7 x4 216 5 62.8 57.8 37.2

2.3.2 10 216 21.6 135.7 x4 216 10 62.8 52.8 37.2

2.3.3 30 216 64.8 135.7 x4 216 30 62.8 32.8 37.2

2.3.4 50 216 108 135.7 x4 216 50 62.8 12.8 37.2

2.3.5 100 216 216 135.7 x1 216 100 100 - -

3.1.1

ISO Class 8 3/

(M6.5—cl.100 000)

100

5 90 4.5 27.1 x4 90 5 30 25 70

3.1.2 10 90 9 27.1 x4 90 10 30 20 70

3.1.3 30 90 27 27.1 x3 90 30 30 - 70

3.1.4 50 90 45 27.1 x3 90 50 50 - 50

3.1.5 100 90 90 27.1 x1 90 100 100 - -

3.2.1

300

5 90 4.5 81.4 x4 90 5 90 85 10

3.2.2 10 90 9 81.4 x4 90 10 90 80 10

3.2.3 30 90 27 81.4 x4 90 30 90 60 10

3.2.4 50 90 45 81.4 x4 90 50 90 40 10

3.2.5 100 90 90 81.4 x1 90 100 100 - -

3.3.1

500

5 90 4.5 135.7 x2 135.7 3.3 100 96.7 -

3.3.2 10 90 9 135.7 x2 135.7 6.6 100 93.4 -

3.3.3 30 90 27 135.7 x2 135.7 19.9 100 80.1 -

3.3.4 50 90 45 135.7 x2 135.7 33.2 100 66.8 -

3.3.5 100 90 90 135.7 x1 135.7 100 100 - -

1/ w = 0.25 m/s (300 1/h, H = 3 m), 2/ w = 0.06 m/s (72 1/h, H = 3 m), 3/ w = 0.025 m/s (30 1/h, H = 3 m) [39],
4/ αos = Vjo/Vjs, 5/ αo = Vjo/Vj, 6/ qj = qjc and 7/ ΔtSCmax = 11 ◦C.
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The unit air stream
.

Vjs as a function of the cleanliness class Cs was determined by
assuming the average air velocities from the compartments assigned to the ASHRAE
cleanliness classes [39].

For cleanliness classes with optimal structures of the HVAC system x3 or x4 based on
the results in Table 2, limit percentages of the outdoor air αog were calculated (equal to the
percentages of air of an AHU for discharging cooling loads). Value αog is calculated using:

αog =

.
Vjc
.

Vjs
(22)

These values represent the selection criterion of the optimal structure of the HVAC
system according to relation:

αo ≥ αogoptimal structure x3 (23)

αo < αogoptimal structure x4 (24)

For cleanliness classes that include the optimal HVAC structures x2, x3 and x4 (here,
ISO Class 8)—based on the results in Table 2—an additional limit unit cooling load

.
qjg was

calculated using relation:
.
qjg =

.
VjsρcpΔtSCmax (25)

In the physical interpretation, parameter
.
qjg is the maximum cooling load that can be

discharged by the air flow
.

Vjc =
.

Vjs resulting from the room cleanliness class.
Values

.
qjg represent the selection criteria of the optimal structure of the HVAC system

according to relation:
.
qj ≥

.
qjgoptimal structure x2 (26)

.
qj <

.
qjgoptimal structure x3 or x4 (27)

The parameter calculation results αog and
.
qjg are shown in Table 3.

Table 3. Limit percentages of the outdoor air αog and limit unit cooling load
.
qj for optimal structures

of the HVAC system.

Cleanliness Class ISO 14644-1
(USFStd 209e)

.
qj

W/m2

.
Vjs

m3/hm2

.
Vjc

m3/hm2

αog

%

.
qjg

W/m2

ISO Class 5
(M 3.5—cl. 100)

100

900

27.1 3

3300 */300 81.4 9

500 135.7 15

ISO Class 7
(M 5.5—cl. 10,000)

100

216

27.1 12.5

796 */300 81.4 37.7

500 135.7 62.8

ISO Class 8
(M 6.5—cl. 100,000)

100

90

27.1 30

332300 81.4 90

500 135.7 - **/

*/ in applications
.
qj <

.
qjg, **/ is not calculated, because the optimal structure of the HVAC system is x2

( .
Vj =

.
Vjk

)
.

Based on the calculation results presented in Tables 2 and 3, the authors calculated the
approximating functions in the form of diagrams illustrating zones of optimal structures of
the HVAC system for cleanrooms.

These functions, in coordinate system x∗ng = f(CS, αo, qj) for cleanliness classes ISO
Class 5, ISO Class 7 and ISO Class 8, are shown in Figure 5.
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Figure 5. The function x∗ng = f(CS, αo, qj) of the zone of optimal structures of the HVAC sys-
tem for cleanrooms ISO Class 5 (M3.5—cl. 100), ISO Class 7 (M5.5—cl. 10,000) and ISO Class 8
(M6.5—cl. 100,000).

Directional coefficients of limit lines equations between zones of the optimal structures
x3 and x4 in Figure 5 were calculated based on the data in Table 3 and relation:

a =
Δ

.
qj

Δαog
(28)

Δ
.
qj—difference in values of the unit cooling loads in Table 3;

Δαog—difference of the limit value of the percentage of outdoor air in Table 3 assigned to a
defined difference Δ

.
qj.

Based on calculation results (Tables 2 and 3) illustrated by the approximating functions
x∗ng = f(CS, αo, qj) in Figure 5, the following conclusions can be made:

1. The dominant optimal structures of HVAC system for cleanrooms with acceptable
recirculation are systems with internal recirculation x3 and systems with internal and
external recirculation x4.

2. Directional coefficients of the limit lines
.
qj = aαo dividing zones of optimal structures

of the HVAC system HVAC x3 and x4 are inversely proportional to the cleanliness
classes of rooms and equal:

• a = 33.3—for ISO Class 5 (M3.5—cl.100);
• a = 8.0—for ISO Class 7 (M5.5—cl.10,000);
• a = 3.33—for ISO Class 8 (M6.5—cl.100,000),

3. Systems with internal recirculation x3 are optimal HVAC system structures for rooms
with low cooling loads

.
qj and relatively high percentages of outdoor air αo.

4. Systems with internal and external recirculation x4 are optimal HVAC system struc-
tures for rooms with high cooling loads

.
qj and relatively low percentages of outdoor

air αo.
5. Systems with external recirculation x2 are optimal HVAC system structures for rooms

with high cooling loads
.
qj and low requirements regarding cleanliness of high cleanli-
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ness classes. The limit line in system
.
qj = f(αo) between the zone of optimal structures

x2 and x3 or x2 and x4 is ordinate
.
qjg (horizontal line). For cleanliness classes ISO

Class 8 (M6.5—cl. 100,000) the limit unit cooling load equals
.
qjg = 332 W/m2. For

unit cooling loads
.
qj ≥

.
qjg, the optimal structure of the HVAC system is a system

with external recirculation x2, while, for
.
qj <

.
qjg, optimal structures are systems with

internal recirculation x3 or systems with internal and external recirculation x4. The
limit of division of optimal zones x3 and x4 is line

.
qj = aαo.

6. Approximating functions in the form of a graph x∗ng = f(CS, αo, qj) with zones of
optimal structures of the HVAC system for cleanrooms in Figure 5 are of great ap-
plication significance at the stage of selecting and designing energy-efficient HVAC
systems of such rooms. Based on cleanliness class Cs of unit cooling loads

.
qj and the

percentage of outdoor air αo, they make it possible to unambiguously calculate an
energy-optimal structure of a HVAC system for a cleanroom. For “middle” cleanliness
classes between ISO5 and ISO7, zones of optimal HVAC structures can be calculated
using interpolation.

5. Heat Recovery, Energy-Optimal Control

5.1. Objective Function, Simulation Models

For each HVAC system with energy-optimal structure x∗ng , where heat recovery occurs
as a cumulative variable, it is possible to calculate an objective function defining the
quantitative optimization criterion.

Based on this criterion, the energy-optimal type of the heat recovery and energy-
optimal control algorithms are determined.

The objective function defines the annual primary energy demand of the HVAC system,
which is possible to calculate using relation [37]:

Ep =
wH

ηH,t
·QH,n +

wel
ηel,t

·Qel,n +
wC

ηC,t
·QC,n +

wB

ηB,t
·QB,n + welEel,pom (29)

or
Ep = wHQK,H+welQK,Hel

+ wCQK,C + wBQK,B + welEel,pom (30)

whereby:

QK,H =
1

ηH,t
QH,n (31)

QK,Hel
=

1
ηHel,t

QHel,n (32)

QK,C =
1

ηC,t
QC,n (33)

QK,B =
1

ηB,t
QB,n (34)

with:

QH,n (QHel,n)—annual heat demand (net) of water heaters (electric heaters), kWh/ym2;
QC,n—annual cold demand (net) of cooler, kWh/ym2;
QB,n—annual heat demand (net) of steam humidifiers, kWh/ym2;
QK,H (QK,Hel)—annual final energy demand of water heaters (electric heaters)—final heat
kWh/ym2;
QK,C—annual final energy demand of coolers—final cold, kWh/ym2;
QK,B—annual final energy demand of steam humidifiers—final heat of humidifiers, kWh/ym2;
Eel,pom—annual demand for final electrical energy for the drive of auxiliary devices,
kWh/ym2;
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ηH,t—seasonal average total efficiency of a heating system with water air heaters, ηH,t =
ηH,g ηH,s ηH,d ηH,e, with ηH,t = 0.81 (ηH,g = 0.90—generation, ηH,s = 1.0—accumulation,
ηH,d = 0.94—distribution and ηH,e = 0.95—regulation and control);
ηHel,t—seasonal average total efficiency of a heating system with electric heaters, with
ηHel,t = 0.95;
ηC,t—seasonal average total efficiency of a system with air coolers; ηC,t = ESEER ηC,s ηC,d
ηC,e, with ηC,t = 3.0 (ESEER = 3.5—European Seasonal Energy Efficiency Ratio,
ηC,s = 0.95—accumulation, ηC,d = 0.94—distribution and ηC,e = 0.97—regulation and control);
ηB,t—seasonal average total efficiency of a heating system for supplying steam humidifiers,
ηB,t = ηB,g ηB,d ηB,e (ηB,g—generation, ηB,d—distribution and ηH,e—regulation and control),
with ηB,t = 0.95;
wi—input coefficient of nonrenewable primary energy for generation and providing the
final energy carrier (or energy) (wH—concerns heat, wC—concerns cold, wB—concerns
steam, wel—concerns electrical energy) with wH = 1.1—gas/oil boiler, wC = 3.0—chiller
with electrical drive and wB = 3.0—electric steam generator).

The energy demand (net) of heaters, coolers and steam humidifiers is calculated using
algorithms of energy-optimal thermodynamic air treatment according to the following
criterion:

fc = ∑n
i=1

.
mi

∣∣∣Δhi

∣∣∣= min (35)

where:
.

mi—mass stream in i-operation;
Δhi—change of the specific enthalpy in i-operation.

Tools for calculating the objective function are simulation models of the operations
of HVAC systems throughout the year. Algorithms of these models were presented in
papers [37,38], while, for the presented application, the general algorithm of the simulation
model is shown in Figure 6.

The starting point of the general algorithm are the output data on the basis of which
the family of characteristic boundary isotherms is determined. Then, for each acceptable
variant of the HVAC structure, algorithms for optimal air treatment are determined and
the annual demand for net energy, auxiliary energy and primary energy corresponding to
these algorithms. In conclusion, the optimal variant is determined.

5.2. Objective Function, Simulation Models

The objective functions were defined for representative variants of the HVAC system
for cleanrooms with energy-optimal structures x∗1, x∗2, x∗3 and x∗4 (Figure 2), respectively;
the variants are shown in Table 4.

As decision variables, the optimization algorithm includes: p—the type of heat recov-
ery and q—external climate.
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yes 

no 

Initialization – zero-sums 

Number of hours 

Optimal thermodynamic 
treatment of air,  

Net energy 

Auxiliary energy 

Final energy 

Primary energy 

Output data: 
air parameters: tR, R1, R2 
loads: qj. wj, 
optimal variant of structure xng

*  
air streams: Vjs, Vjc, Vjo, 

 o, c 1, 2 

heat recovery: p, tmax, xmax, 
climate: q, TRY 
average seasonal efficiencies: H,t, Hel,t C,t, B,t 
input coefficients: wH, wC, wB, wel, 

Limit isotherms: tS, tSC, tG,  
tG’, tG” tGR0 

QH,n = 0, QHel,n = 0 QC,n = 0, QB,n = 0, Eel,pom = 0 

k=1 

QH,n = QH,n + QH,n,k 

QHel,n = QHel,n + QHel,n,k 

QC,n = QC,n + QC,n,k 

QB,n = QB,n + QB,n,k 

Eel,pom = Eel,pom + Eel,pom,k 

k < 8760 

QK,H, QK,C, QK,B 

Ep(xng) 

k=k+1 

Figure 6. General algorithm of the simulation model for x∗ng of the HVAC system.

Table 4. Representative variants of the HVAC system for cleanrooms with optimal structures.

Optimal Structure
of HVAC System

x*
ng

Variant Designation
ISO N x*

ngpq

Variant of
Constant

Parameters 1/

qj αo Heat Recovery
External
Climate

W/m 2 % p 2/ φt, % φx, % q 3/

x∗1 ISO8

x∗11q

3.1.5 100 100

1

70

0

1,2,3

x∗12q 2 60

x∗13q 3 0

x∗14q 4 0

x∗15q 5 0 0
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Table 4. Cont.

Optimal Structure
of HVAC System

x*
ng

Variant Designation
ISO N x*

ngpq

Variant of
Constant

Parameters 1/

qj αo Heat Recovery
External
Climate

W/m 2 % p 2/ φt, % φx, % q 3/

x∗2 ISO8

x∗21q

3.3.3 500 19.9

1

70

0

1,2,3

x∗22q 2 60

x∗23q 3 0

x∗24q 4 0

x∗25q 5 0 0

x∗3 ISO 5

x∗31q

1.2.3 300 30

1

70

0

1,2,3

x∗32q 2 60

x∗33q 3 0

x∗34q 4 0

x∗35q 5 0 0

x∗4 ISO7

x∗41q

2.2.2 300 10

1

70

0

1,2,3

x∗42q 2 60

x∗43q 3 0

x∗44q 4 0

x∗45q 5 0 0

1/ According to Table 2; 2/ p = 1—rotary energy regenerator (RRt), φt �= const. (stepless regulation), p = 2—rotary
enthalpy regenerator (RRx), φt �= const., φx �= const. (stepless regulation), p = 3—cross-flow or countercurrent
exchanger with bypass (R+ bypass), φt = φtmax or φt = 0, p = 4—crossflow or countercurrent exchanger with
bypass and electric preheater (Hel+ R + bypass) and p = 5—no heat recovery and 3/ q = 1, 2, 3—continental
climate, subarctic and subtropical [41].

In calculations based on the simulation models [37], the following assumptions and
output data were considered:

1. Air parameters in the room equal: tR = +22 ◦C, ϕR = (50 ± 5)%—ϕR1 = 45%, ϕR2 = 55%.
Further parameters are included in Table 4.

2. It is assumed that the gains in room humidity wj in relation to the air stream
.

Vj are
negligible (xS = xR).

3. The surface temperature of the cooler was assumed to be equal to tD = tDP − 1K.
4. For HVAC systems x13 and x14, x23 and x24, x33 and x34 and x43 and x44 (with a

crossflow or countercurrent exchanger), the outdoor air temperature at which frost
occurs, equal to tGR0 = 0 ◦C, was used.

5. The calculations were performed for three representative types of external climates
according to Köppen [41]: continental with warm summer (q = 1), subarctic (q = 2)
and subtropical (q = 3).

6. Continuous operation of the HVAC system is assumed—τ = 24/7 with constant
air streams.

7. Final and primary energy demands for forcing through air (fans) are neglected, except
for heat recovery exchangers, for which a realistic pressure loss of ΔpHR = 150 Pa and
a total efficiency of forcing through ηW = 80% are used.

As a result, component Eel,pom in Equations (29) and (30) is defined as:

Eel,pom = ΔER =

.
voΔpHR

ηW
·τ·10−3, kWh/y/m2 (36)

with:

ΔER—final energy demand for forcing through by heat recovery exchangers.
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Considering energy inputs for forcing through air by heat recovery exchangers is
necessary for evaluating the energy profitability of applying such exchangers.

Omission of the energy demand for fans as a component of the objective function (29)
can be justified as follows:

• the objective function (29) is determined for each optimal structure of the HVAC
system x∗ng in which the location of the fans is specified; the energy demand of these
fans does not therefore affect the selection of the optimal structure;

• determining the energy demand for fans would require assuming system pressure
losses, which is not an objective parameter (such a possibility is provided for a
case study);

• the purpose of the research at this stage is to determine the optimal type of heat
recovery; to achieve this purpose, it is not necessary to determine the energy demand
for the fans.

8. Annual demand for the final energy for the drive of auxiliary devices is neglected.
9. The following values of physical constants were used: air density ρ = 1.2 kg/m3,

specific heat of air cp = 1.005 kg/kgK, specific heat of steam cpp = 1.86 kg/kgK, heat
of vaporization of water with temperature 0 ◦C, ro = 2500.8 kJ/kg and atmospheric
pressure pa = 105Pa.

10. Thermodynamic parameters of humid air were calculated based on Reference [42].

5.3. Algorithms of Energy-Optimal Control

For representative variants of the HVAC system shown in Table 4, the structures
of which are shown in Figure 2, algorithms of energy-optimal control were defined in
accordance with criterion (35). The algorithms are shown in Figures 7–10.

 

Figure 7. ISO8 variant (a) x∗11 − x∗12, (b) x∗13 − x∗14, (c) x∗15 (without recirculation).
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Figure 8. ISO8 variants (a) x∗21 − x∗22, (b) x∗23 − x∗24 and (c) x∗25 (external recirculation).

 

Figure 9. ISO5 variants (a) x∗31 − x∗32, (b) x∗33 − x∗34 and (c) x∗35 (internal recirculation).

For the identification of zones of optimal thermodynamic treatment of air in Figures 7–10 h–x,
the following designations are used:

(MR)—maximum heat recovery, (VR)—regulated heat recovery, H1—heating (pre-
heater), H2—heating (secondary heater), Hel—heating (electric heater), C′—sensible cooling
(without drying), C—cooling with drying, B—steam humidification and R—recirculation.

At the same time, the following designations of the characteristic points are used
(Figure 2):

R—air condition in the room, S—condition of air supplied to the room, SC—air
condition downstream AHU and D—air condition at the cooler surface.
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Figure 10. ISO7 variants (a) x∗41 − x∗42, (b) x∗43 − x∗44 and (c) x∗45 (external and internal recirculation).

Equations of the limit isotherms and limit lines between the zones of optimal thermo-
dynamic treatment of air in Figures 7–10 h–x take the following form:

• isotherm tS

tS = tR −
qj

.
Vjρcp

(37)

• isotherm tSC

tSC = tR −
qj

.
Vjcρcp

(38)

• isotherm tG

tG = tR − 1
αo

(tR − tS) (39)

• isotherm tG′

tG′ = tR − tR − tS

αo(1 −φtmax)
(40)

• isotherm tG′′

tG′′ =
tG

(
wH
ηH,t

+ wC
ηC,t

)
− wC

ηC,t
φttR

wH
ηH,t

+ wC
ηC,t

(1−φt)
(41)

• limit line (MR)C/(MR)CH2—x11

tzg =
1

1−φt

(
x − xD

xS2−xD
tS −

x − xS2

xS2−xD
tD

)
− φt

1−φt
tR (42)
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• limit line (MR)C/(MR)CH2—x12

tzg =
(tS−tD)

[
x−φx

(
x − xR2

)−xD
]−(φttR−tD)(x S2

−xD)

(1−φt)(x S2
−xD)

(43)

• limit line C/CH2

tzg= tD+(t S−tD)
x − xD

xS2−xD
(44)

• limit line (MR)C/(MR)CH2R—x31

tzg =
1

1−φt

(
x − xD

xR3−xD
tR − x − xR3

xR3−xD
tD

)
− φt

1−φt
tR (45)

xR3= xD+(x S2
−xD)

tR−tD

tSC−tD
(46)

• limit line (MR)C/(MR)CH2R—x32

tzg =
(tSC−tD)

[
x−φx

(
x − xR2

)−xD
]−(φttR−tD)(x R2

−xD)

(1−φt)(x R2
−xD)

(47)

• limit line CR/CH2R

tzg= tD +
tSC−tD

xS2−xD
(x − x D) (48)

5.4. Calculation Results, Interpretation

Results of the calculations of the annual demands for primary energy for the represen-
tative HVAC systems shown in Table 4 are presented in Table 5.

Table 5. Primary energy demand for the representative HVAC systems x∗ng .

Optimal Structure of
HVAC System

x∗ng

Heat Recovery
(p)

Primary Energy Ep, kWh/m2y

Continental Climate
(Poland)

q = 1

Subarctic Climate
(Russia)

q = 2

Subtropical Climate
(Brazil)

q = 3

x11

ISO8

ROt
(p = 1) 6354.0 9554.0 4877.0

x12
ROx

(p = 2) 3464.0 5013.0 3915.0

x13
R + by-pass

(p = 3) 7643.0 13,693.0 4921.0

x14
Hel + R + by-pass

(p = 4) 6901.0 13,943.0 4921.0

x15

Without
heat recovery

(p = 5)
9426.0 14,733.0 5118.0
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Table 5. Cont.

Optimal Structure of HVAC
System

x∗ng

Heat Recovery
(p)

Primary Energy Ep, kWh/m2y

Continental Climate
(Poland)

q = 1

Subarctic Climate
(Russia)

q = 2

Subtropical Climate
(Brazil)

q = 3

x21

ISO8

ROt
(p = 1) 4965.0 5078.0 5118.0

x22
ROx

(p = 2) 4930.0 5055.0 4945.0

x23
R + by-pass

(p = 3) 4965.0 5078.0 5118.0

x24
Hel + R + by-pass

(p = 4) 4965.0 5078.0 5118.0

x25

Without
heat recovery

(p = 5)
4898.0 5010.0 5091.0

x31

ISO5

ROt
(p = 1) 19,053.0 28,656.0 14,634.0

x32
ROx

(p = 2) 10,382.0 15,014.0 11,747.0

x33
R + by-pass

(p = 3) 22,883.0 41,033.0 14,686.0

x34
Hel + R + by-pass

(p = 4) 20,703.0 41,830.0 14,686.0

x35

Without
heat recovery

(p = 5)
28,278.0 44,198.0 15,354.0

x41

ISO7

ROt
(p = 1) 3071.0 3203.0 3159.0

x42
ROx

(p = 2) 3040.0 2950.0 3000.0

x43
R + by-pass

(p = 3) 3070.0 3477.0 3159.0

x44
Hel + R + by-pass

(p = 4) 3070.0 3477.0 3159.0

x45

Without
heat recovery

(p = 5)
3018.0 3322.0 3134.0

A percentage comparison of the unit annual demand for the primary energy of variants
of the HVAC system for various external climates and types of heat recovery, compared to
variants without heat recovery, are shown in Figures 11–14. The subject of the assessment is
the impact of the type of heat recovery and the external climate—as decision variables—for
the selection of the energy-optimal variant.
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Figure 11. Annual relative demand for the primary energy of the variants of HVAC system ISO8
x1pq (without recirculation) for various external climates and types of heat recovery compared to the
variants without heat recovery.
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Figure 12. Annual relative demand for the primary energy of the variants of HVAC system ISO8
x2pq (external recirculation) for various external climates and types of heat recovery compared to the
variants without heat recovery.

338



Energies 2022, 15, 313

67% 65%

95%

37% 34%

77%
81%

93% 96%

73%

95% 96%
100% 100% 100%

0

10

20

30

40

50

60

70

80

90

100

110

Figure 13. Annual relative demand for the primary energy of the variants of HVAC system ISO8
x3pq (internal recirculation) for various external climates and types of heat recovery compared to the
variants without heat recovery.
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Figure 14. Annual relative demand for the primary energy of the variants of HVAC system ISO8
x4pq (external and internal recirculation) for various external climates and types of heat recovery
compared to the variants without heat recovery.

Based on the analysis of the calculation results, the following can be stated:
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1. For HVAC systems without air recirculation x1 the optimal device for heat recovery
is a rotary sorption regenerator (p = 2) and, then, an energy regenerator (p = 1) and
a crossflow exchanger (p = 3 or p = 4). The obtained energy savings are here a
function of climate—Figure 11 and Table 5. Using the rotary sorption regenerator in
the analyzed HVAC system ISO8 x1 makes it possible to decrease the annual primary
energy demand by 63%, 64% and 24% in relation to the system without heat recovery,
respectively, for continental (q = 1), subarctic (q = 2) and subtropical (q = 3) climates.
For the rotary energy regenerator, the values are lower and equal 33%, 35% and 5%,
respectively. For the crossflow exchanger, the savings are significantly lower and
equal 19 ÷ 27% for the continental climate, 5 ÷ 7% for the subarctic climate and 4%
for the subtropical climate. Therefore, in the subtropical climate, the only rational
device for heat recovery is the rotary sorption regenerator, and the savings effect is
mainly achieved by drying air.

The representative percentages of the annual primary energy demand for thermody-
namic air treatment for individual components and optimal variant ISO8 x12 (with a rotary
sorption regenerator) are shown in Figure 15.

(a) ( ) (c) 

  

17.3%

10.2%

16.0%

56.5% 28.4%

3.6%

6.0%
62.0%

0.2%

35.0%

63.8%

1.0%

Primary heater H1 Secondary heater H2 Cooler C Steam humidifier B 

Figure 15. Percentages of the annual primary energy demand for thermodynamic air treatment
for individual components and optimal variant ISO8 x12 (without recirculation, rotary sorption
regenerator): (a) continental climate (q = 1), (b) subarctic climate (q = 2) and (c) subtropical climate
(q = 3).

For the continental climate (q = 1) and subarctic climate (q = 2), the dominant is the
percentage of the demand for air humidification—56.5% and 62.0%, respectively; then, for
heating air—27.5% and 32%, respectively, and cooling—16.0% and 6.0%, respectively. While,
for the subtropical climate (q = 3), the dominant is the percentage of cooling—63.8%, then
heating at 35.2%, including 35% of reheating after drying and, marginally, humidification—
1%. The conclusions resulting from the results of the calculations of representative shares
of the annual primary energy demand for thermodynamic air treatment correlate directly
with the conclusions concerning the optimal type of heat recovery.

2. For HVAC systems with external recirculation x2 (optimal for cleanrooms with high
unit cooling loads qj and relatively low requirements of cleanliness class Cs), using
additional heat recovery has no energy justification for any of the considered devices
and external climates (savings between 1 ÷ 3% for ISO8 x2)—Figure 12 and Table 5.

3. For systems with internal recirculation x3 (optimal for cleanrooms with low cooling
loads qj and relatively large percentages of outdoor air αo), using devices for heat
recovery is definitely energetically justified, especially for the continental climate
(q = 1) and the subarctic climate (q = 2)—Figure 13 and Table 5. The optimal device
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for heat recovery is, similar to the system without recirculation, a rotary sorption
regenerator and, then, an energy regenerator and a crossflow exchanger. For the
considered system ISO5 x3 energy savings related to a system without heat recov-
ery, primary energy and using the sorption regenerator equal 63%, 66% and 23%,
respectively, for the continental, subarctic and subtropical climates—Figure 13. Lower
savings are obtained by using an energy regenerator: 33%, 35% and 5% or a crossflow
exchanger: 19 ÷ 27%, 5 ÷ 7% and 4%, respectively, for the continental, subarctic
and subtropical climates. The percentages of the annual primary energy demand for
thermodynamic air treatment for individual components (heaters, cooler and steam
humidifier) of optimal variant ISO5 x32 (with a sorption regenerator) and external
climates are practically identical as for HVAC system x12 (Figure 15).

4. For HVAC systems with external and internal recirculation x4 (optimal for cleanrooms
with high cooling loads qj and relatively low percentages of outdoor air αo), addi-
tionally using heat recovery is energetically justified only for the subarctic climate
and concerns only the rotary sorption regenerator—Figure 14 and Table 5. Savings
in the primary energy demand for the analyzed HVAC system ISO7 x42 (with a sorp-
tion regenerator) and the subarctic climate equal 11% related to a system without
heat recovery.

It should be noted that, in the other analyzed use cases of devices for heat recovery,
especially the crossflow exchanger, the energy effect was opposite to what was expected;
the primary energy demand increased 1 ÷ 5%, because the heat or cold recovery was lower
than the inputs for forcing through by heat recovery exchangers.

5.5. Validation of the Calculation Results

Validation of the calculation results with the existing energy simulation tools is possible
under the following conditions:

• it must be possible to implement the system structure in the program (in the case
under consideration, four variants: x1, x2, x3 and x4);

• it must be possible to implement various types of heat recovery along with control
options: two-position control (maximum efficiency/0) and smooth control (variable
energy-optimal efficiency);

• it must be possible to implement control algorithms (open code).

In this article, a simulation model was developed for each HVAC system structure. In
these models, for each hour of the comparative year TRY (est. Reference Year), the optimal
course of thermodynamic air treatment was determined, and on this basis, the energy
consumption was obtained—after summing (8760 h), the annual energy consumption. The
available energy simulation programs are universal, but also limited, among others:

• no possibility to implement any HVAC system structure;
• no possibility to implement any control algorithms;
• frequently closed program code.

The validation of the calculation results in this article was carried out by taking into
account the above-mentioned limitations and the available other tool for energy simulation—
the HAP (Hourly Analysis Program) program developed by the CARRIER company. It is a
closed-source program.

The possible scope of the simulation included CAV systems (constant air volume) with
heat recovery (excluding the option of a recuperator with an electric preheater before the
recuperator—x14 and x24) with or without external recirculation (x1 and x2 in the article).
The calculation results are presented in Table 6.

341



Energies 2022, 15, 313

Table 6. Primary energy demand for the representative HVAC systems x∗ng calculation results
according to the HAP program (Hourly Analysis Program).

Optimal
Structure of

HVAC System
x∗

ng

Heat
Recovery

(p)

Primary Energy Ep, kWh/m2y

External Climate (q)

Continental Climate
(Poland)

q = 1

Subarctic Climate
(Russia)

q = 2

Subtropical Climate
(Brazil)

q = 3

Simulation
HAP

Carrier
Difference */

%
Simulation

HAP
Carrier

Difference */

%
Simulation

HAP
Carrier

Difference */

%

x11

IOS8

ROt
(p = 1) 6354.0 6402.0 +0.75 9554.0 10,408.0 +8.2 4877.0 4466.0 −8.4

x12
ROx

(p = 2) 3464.0 3212.0 −7.3 5013.0 4623.0 −7.8 3915.0 3656.0 −6.6

x13

R +
by-pass
(p = 3)

7643.0 7231.0 −5.3 13,693.0 14,530.0 +5.7 4921.0 4466.0 −9.2

x15

Without
heat

recovery
(p = 5)

9426.0 9408.0 −0.2 14,733.0 15,961.0 +7.7 5118.0 4819.0 −6.0

x21

IOS8

ROt
(p = 1) 4965.0 5231.0 +5.0 5078.0 4849.0 −4.5 5118.0 5106.0 −0.2

x22
ROx

(p = 2) 4930.0 5178.0 +4.8 5055.0 4592.0 −9.2 4945.0 4533.0 −8.3

x23

R +
by-pass
(p = 3)

4965.0 5244.0 +5.3 5078.0 4849.0 −4.5 5118.0 5106.0 −0.2

x25

Without
heat

recovery
(p = 5)

4898.0 5170.0 +5.3 5010.0 4886.0 −2.5 5091.0 5084.0 −0.1

*/ Related to own simulation.

Taking into account the above-mentioned conditions and limitations, it can be con-
cluded that the obtained results of the calculations are satisfactory, and the differences
in the annual energy demand according to our own calculations and the HAP program,
related to the values obtained in our own calculations, are acceptable. These differences
range from −9.2% to +8.2% (minimal differences: −0.2% to +0.75%). The mean absolute
percentage of the differences in the results of these calculations is 5.1%. Taking into account
that the simulation models of the other systems included in the article (x3—with internal
recirculation and x4—with internal and external recirculation) are a modification of the
models for the validated systems x1 and x2, it can be assumed that the obtained calculation
results are also acceptable.

6. Conclusions

This article presents the original results of research on the optimization of HVAC
systems for cleanrooms. The HVAC systems were described by vectors with coordinates
defined by constant parameters and decision variables. Then, the authors defined, based on
limitations, a set of acceptable variants covering the following structures of HVAC system:
x1—without recirculation, x2—with external recirculation, x3—with internal recirculation
and x4—with external and internal recirculation.

In the next stage, based on the optimization algorithm, the authors defined a set of
energy-optimal structures of the HVAC system for cleanrooms as a function of key constant
parameters and wide representative variability ranges of these parameters: cleanliness
classes Cs—ISO5, ISO7 and ISO8; u nit cooling loads qj = (100 ÷ 500) W/m2 and percentage
of outdoor air αo = (5 ÷ 100)%.

The original achievement of the research, which constitutes a new cognitive quality, is
the development of relations approximating x∗ng = f(CS, αo, qj) defining the zones of energy-
optimal structures of cleanroom HVAC systems; the equations derived the boundary lines
separating these zones.
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It was proven that HVAC systems with external recirculation (x2) are optimal struc-
tures for rooms with high cooling loads qj and low requirements concerning keeping the
cleanliness class, HVAC systems with internal recirculation (x3) are optimal for rooms
with low cooling loads qj and relatively high percentages of outdoor air αo, while HVAC
systems with external and internal recirculation (x4) are optimal structures for rooms with
high cooling loads qj and relatively low percentages of outdoor air αo.

The obtained results, due to the used wide ranges of variability of key constant
parameters, are general in nature and have great application value.

An important result of the research was defining energy-optimal control algorithms
and the type of heat recovery as an element of optimal structures of the HVAC system. At
this stage, the equations of the boundary lines between the zones of optimal thermodynamic
air treatment were determined, which is of great application importance.

In the optimization procedure based on simulation models, the objective function
was defined as the minimum unit annual primary energy demand for thermodynamic air
treatment of the HVAC system (Ep(x∗ng = min). The algorithms take into account the energy
demand for forcing through by heat recovery exchangers.

Summarizing the results of the analyses and calculations concerning the energetic
profitability of using heat recovery in optimal structures of HVAC systems for cleanrooms,
it can be stated that:

• it is energetically profitable to use heat recovery, especially for HVAC systems without
recirculation (x1) or with internal recirculation (x3), whereby the biggest energy savings
are achieved for the continental climate (Poland) and the subarctic climate (Russia).

• in any case, the biggest savings in primary energy demand are the result of using, as
heat recovery, a rotary sorption regenerator and, then, an energy regenerator and a
crossflow (or countercurrent) exchanger.

• quantitatively, using a sorption regenerator in the energy-optimal structures of HVAC
system ISO8 x1 (without recirculation) and ISO5 x3 (with internal recirculation) re-
sulted in a decrease in the primary energy demand for thermodynamic treatment by
63%, 64 ÷ 66% and 23 ÷ 24%, respectively, for the continental, subarctic and subtropi-
cal climates. For an energy regenerator and a crossflow exchanger, these savings were
significantly lower and equaled about 33%, 35% and 5%, respectively.

• for energy-optimal structures of HVAC systems with external recirculation x2 or with
external and internal recirculation x4, using devices for heat recovery is generally
energetically not justified and, in all cases, causes an increase in the energy demand
(heat or cold recovery is lower than the energy inputs for forcing through by the heat
recovery exchanger). The only debatable exception is the application of a sorption
regenerator in the HVAC system x4 for the subarctic climate—primary energy savings
for thermodynamic air treatment of 11% in the ISO7 application x42.
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Abbreviations

The following abbreviations are used in this manuscript:
AHU Air-Handling Unit
MAU Make-up Air-Handling Unit
RU (RDCU) Return Unit (Return Dry Cooling Unit)
FFU (FDCU) Filter Fan Unit (Fan Dry Cooling Unit)
DCC Dry Cooling Coil
The following contractual values are used in this manuscript:
Cs cleanliness class
E1, E2, E3 efficiency of air filter of 1st, 2nd and 3rd stage

Eel,pom
annual demand for final electrical energy for the drive of auxiliary devices of
HVAC system

EP annual primary energy demand of HVAC system

g()k(xj)

k-limitation (T)—technological, (H)—hygienic, (A)—acoustic, (E)—energetic,
(M) material, (AK)—architectural and constructional and (BN)—concerning
safety and reliability [37]

G binary matrix of limitation conditions for matrix XJ

Gi binary matrix of limitation conditions for matrix W

Gj binary matrix of elimination of unnecessary decision variables for matrix
(Gi × W)

kd acceptable concentration of contaminants in room
.

m air mass stream
.
qj unit cooling load of room, W/m2
.
qjc unit cooling load discharged using AHU, W/m2

.
qjDC

unit cooling load of room discharged by the dry cooler in the internal
recirculation circuit, W/m2

QH,n, QHel,n,
QC,n, QB,n

net annual energy demand of heaters, electric heaters, coolers and steam
humidifiers

QK,H, QK,C,
QK,B

annual final energy demand of heaters (final heat), coolers (final cold) and
steam humidifiers (final heat for humidifiers)

t temperature, ◦C
tDP dew point temperature

tG
outdoor air temperature (with percentage αo) for which the sensible heat gains
are transferred without heat recovery (φt = 0), heating or cooling in AHU

tG′

outdoor air temperature (with percentage αo) for which the sensible heat gains
are transferred at maximal efficiency of heat recovery φt = φtmax but without
heating air or cooling in AHU

tG”

outdoor air temperature at which primary energy demand for the option of
maximal heat and cold recovery (φt = φtmax) is equal to this demand for the
heating-only option

tGR0 outdoor air temperature limit below which the recuperator freezes
tS air supply temperature

tSC

air supply temperature downstream AHU for which sensible heat gains are
discharged from room as a result of mixing this air (with percentage αo) with
internally recirculated air

tR air temperature in room
Tu turbulence degree
.

Vj unit calculation ventilation air stream for cleanroom, m3/hm2
.

Vjs unit required air stream as function of room cleanliness class, m3/hm2

.
Vjc

unit required air stream as function of cooling loads discharged using AHU,
m3/hm2

.
Vjo unit required outdoor air stream, m3/hm2

w average air speed in room
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wi

input coefficient of nonrenewable primary energy for generation and supply of
final energy carrier (or energy)—for balance boundary of building
(wH—concerns heat for heaters, wC—concerns cold for coolers, wB—concerns
heat for steam humidifiers and wel—concerns electrical energy)

Wi
binary matrix of all possible variants of combinations of decision variables
values xj for normalizing constant parameter xi

W(Wg)
binary matrix of all possible variants (of acceptable variants) of combinations
of decision variables values xj for normalizing all constant parameters xi of a
HVAC system

xi constant parameter of a HVAC system
xj decision variable of a HVAC system
x vector of a HVAC system

xng
binary vector defining the n-variant (ng-acceptable variant) of structure of a
HVAC system used for normalizing all constant parameters

x∗ vector of the optimal variant of HVAC system

XJ(X)
binary matrix of all possible variants (of acceptable variants) of a HVAC
system for normalizing constant parameters

αo (αos)
percentage of outdoor air compared to unit calculation air stream supplied to
cleanroom

.
Vj (of unit required air stream as function of cleanliness class—

.
Vjs)

αc
percentage of air being thermodynamically treated in AHU in air stream
supplied to room—

.
Vj

α1, α2
percentage of air under external recirculation, internal recirculation in air
stream supplied to room—

.
Vj

εsdop relative concentration of microorganisms

ηH,t, ηHel,t,
ηC,t, ηB,t

seasonal average total efficiency of heating system for water heaters, heating
system for electric heaters, cold system for coolers and heating system for
steam humidifiers

ϕR relative air humidity in room
Δp differential pressure (overpressure and underpressure in a room)
Δh change in specific enthalpy of the air
φt, φx efficiency of sensible heat recovery, humidity
The following indices are used in this manuscript:
i index of constant parameter of HVAC system
I number of constant parameters of HVAC system
I* number of normalized constant parameters of HVAC system
J number of decision variables of HVAC system
k index of k-combination of values of key constant parameters of HVAC system
K number of combinations of values of key constant parameters of HVAC system
K k-hour of reference year (TRY—Test Reference Year, k = 1 ÷ 8760)
kd permissible concentration of pollutants

N
number of all possible variants of HVAC system for normalizing constant
parameters

Appendix A. Procedure for Determining the Matrix of Acceptable Variants of the

HVAC System

The matrix of normalized constant parameters is defined as:

XI*= 

i xi xi 
1 tR 1 
2 R 1 
3 kd 1 
4 Cs 1 
5 sdop 0 
6 Tu1/ 0 
7  1 
8 o 1 

(A1)
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where:
1/—correlation with cleanliness class CS applies to special cases (DIN 1946-4:2018-
09 [43]).
XI*—binary matrix of normalized constant parameters xi of HVAC system,
i = 1 . . . I*—number of normalized constant parameter,
I*—number of normalized constant parameters of HVAC system,
xi—constant parameter of HVAC system,
xi—vector of normalized constant parameters of HVAC system.

Matrix W of all possible variants of combinations of decision variables for normalizing
all constant parameters of HVAC system is defined as:

  i m
i 

r(
i, 

m
i) 

Decision variables xj 

 

1.
1 

1.
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11
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14

 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 

W =  

V
ar

ia
nt
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w
r(

i,m
i)
= 

w
m

i 

1 1 1 1 1 0    0 1 1 0  0 1 1 1 1 0          0 
2 2 1 1 0    0 1 1 0   0 1 1 1 0          0 

2 
1 3 1 0 1 1 0 1 1 0 1 0   0 1 1 0           0 
2 4 1 0 1 0 1 1 1 0 1 0   0 1 1 0           0 

3 1 5 0                  0 1 1 1 1 1 1 1 0 

4 
1 6 0 0 1 1 0              0 1 1 1 1 1 1 1 0 
2 7 0 0 1 0 1 0             0 1 1 1 1 1 1 1 0 

7 
1 8 0        0 1 0               0 1 
2 9          0 1 0              0 1 
3 10           0 1 0             0 1 

8 

1 11 0        0 1 0      0 1 0        0 
2 12 0         0 1 0     0 1 0        0 
3 13 0         0 1 0    0 1 0         0 
4 14 0          0 1 0   0 1 1 0        0 
5 15 0        0 1 0       0 1 0       0 

(A2)

where:

W—binary matrix of all possible variants of combinations of decision variables values
xj for normalizing all constant parameters xi of HVAC system,
xj—decision variable of HVAC system,
j—index of decision variable of HVAC system,
j*—index of decision variable of HVAC system from a universal set in Tables A2 and
A3 [37],
mi or r(i,mi)—index of mi- or r(i,mi)-variant of combinations of decision variables
values xj for normalizing xi-constant parameter of HVAC system,
Mi—number of all possible variants of combinations of decision variables values xj
for normalizing xi-constant parameter of HVAC system,
wmi or wr(i,mi)

—binary vector defining mi- or r(i, mi)-variant of combinations of
decision variables values xj for normalizing xi-constant parameter of HVAC system
(matrix element W).

mi = 1 . . . Mi

r(i, mi) =

{
mi, i = 1

∑i=1
k=1(Mk)+mi, i = 2 . . . I∗ (A3)

whereby:
r(i, mi) = 1 . . . M

M = r(I∗, Mi) = ∑I∗
i=1 Mi (A4)
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The rows of the W matrix are variants (mi or r(i,mi)) of combinations of decision
variables for the normalization of successive of the constants parameters included in the
matrix XI*:

(i = 1, x1 ≡ tR)—two variants including the CAV (Constant Air Volume) system with
AHU with heat recovery (1.51—here cumulative variable), primary heater (option), cooler
and secondary heater.

(i = 2, x2 ≡ ϕR)—two variants including AHU with cooler, secondary heater and steam
humidifier in the unit or in the duct (option),

(i = 3, x3 ≡ kd)—one variant with the hygienic design of AHU, three stages of filtration
at the supply, 3rd stage filter integrated with a supply diffuser,

(i = 4, x4 ≡ Cs)—two variants as for (i = 3, x3 ≡ kd) and a steam humidifier in the AHU
unit or in the duct,

(i = 5, x5 ≡ α)—five variants depending on the number of units in the cascade (one,
two or three) and the recirculation option:

x1.57a—internal (room) recirculation, cumulative variable,
x1.57b—external recirculation (in front of the AHU),
x1.57c—without recirculation,
Matrix W is of type (15,27). Matrix with limitations Gi for matrix W is of type (15,15)

and is defined as:

i = 

 1 2 3 4 5 6 7 8   15 
1 1           
2  0          
3   1         
4    0        
5     1       
6      1      
7       0     
8        1    
            
            

15           1 

(A5)

where:

Gi—binary matrix of limitation conditions for matrix W,
gr(i,mi)r(i,mi)

—binary value in matrix of elimination of unnecessary decision variables

Gi for r(i,mi)—variant of combinations of decision variables values xj for normalizing
xi-constant parameter defined by vector wr(i,mi)

in matrix W.

The words gr(i,mi)r(i,mi)
correspond to the eliminated variants in matrix W and result

from limitations. Taking into account the notations in the table of restrictions A9 [37], the
assignment here is as follows: r(i,mi) = 2 − gT6, gT19, r(i,mi) = 4 − gT11, gT28, r(i,mi) = 7 −
gT11, gT28.

Interpretation of elements gr(i,mi)r(i,mi)
= 0—of eliminated variants in matrix W is

shown in Table A1.
After taking into account the constraints, redundant decision variables can be identi-

fied, which in the adopted methodology are eliminated in order to reduce the description
of the mathematical problem.
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Table A1. Interpretation of elements gr(i,mi)r(i,mi)
= 0 in matrix G.

r(i,mi) Limitations g()k(xj) */ Comments

2
gT6

lack of a primary heater, with a large power differentiation for summer and winter,
prevents the optimal selection of kV output coefficients of control valves for the
secondary heater—and as a consequence causes unstable operation of control valves
and extends the range of tolerance of the supply air temperature

gT19 lack of a primary heater poses a risk of freezing of the water cooler

4 gT11
gT28

steam humidifier with lance in channel does not provide easy operational access to
the humidification block for control and disinfection—difficulties in maintenance
and decrease in safety

7 gT11
gT28

steam humidifier with lance in channel does not provide easy operational access to
the humidification block for control and disinfection—difficulties in maintenance
and decrease in safety

*/ Designation of restrictions according to [37].

Matrix Gj of type (27,27) of elimination of unnecessary decision variables is defined as:

i = 

 1 2 3 4 5 6 7 8   15 
1 1           
2  0          
3   1         
4    0        
5     1       
6      1      
7       0     
8        1    
            
            

15           1 

(A6)

where:

Gj—binary matrix of elimination of unnecessary decision variables for matrix (Gi × W),

Matrix Wg—after considering limitations and eliminating unnecessary decision vari-
ables is obtained as the product of matrices defined as:

Wg = Gi × W × Gj (A7)

After eliminating zero rows and columns—matrix Wg is defined as:
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4 1 1 4 0 0 1 1 0             0 1 1 1 1 1 1 1 0 

7 
1 1 5 0       0 1 0               1 0 
2 2 6 0        0 1 0              0 1 
3 3 7 0         0 1 0             0 1 

8 

1 1 8 0       0 1 0      0 1 0        0 
2 2 9 0        0 1 0     0 1 0        0 
3 3 10 0        0 1 0    0 1 0 0        0 
4 4 11 0         0 1 0   0 1 1 0        0 
5 5 12 0       0 1 0       0 1 0       0 

(A8)

where:

Wg—binary matrix of acceptable variants of combinations of decision variables values
xj for normalizing all constant parameters xi of HVAC system,
wmg

i
or wr(i,mg

i )
—binary vector defining mi- or r(i, mi)-variant r(i,mg

i )-acceptable
variant) of combinations of decision variables values xj for normalizing xi-constant
parameter of HVAC system (matrix element Wg),
mg

i or r(i,mg
i )—index of mg

i - or r(i,mg
i )-variant of combinations of decision variables

values xj for normalizing xi-constant parameter of HVAC system, after considering
limitations.

Matrix XJ of all possible variants of HVAC system is defined as:

  i m
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m
ig  

r(
i, 

m
ig ) Variants xn 

n 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 

XJ = 
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ig ) =
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1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
2 1 1 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
3 1 1 3 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
4 1 1 4 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 

7 
1 1 5 1 1 1 1 1 0         0 
2 2 6 0    0 1 1 1 1 1 0    0 
3 3 7          0 1 1 1 1 1 

8 

1 1 8 1 0   0 1 0   0 1 0   0 
2 2 9 0 1 0   0 1 0   0 1 0  0 
3 3 10 0 0 1 0   0 1 0   0 1 0 0 
4 4 11 0  0 1 0   0 1 0   0 1 0 
5 5 12 0   0 1 0   0 1 0   0 1 

(A9)

where:

XJ—binary matrix of acceptable variants of HVAC system for normalizing constant
parameters,
xn—binary vector defining the n-variant of structure of HVAC system used for nor-
malizing all constant parameters,
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xmg
i n or xr(i,mg

i )n
—binary value in the n-variant structures of HVAC system for mg

i -

or r(i,mg
i )-variant of combinations of decision variables values for normalizing xi-

constant parameter defined by vector wmg
i

or wr(i,mg
i )

in matrix Wg, matrix element XJ,

Mg
i —number of all possible variants of combinations of decision variables values xj

for normalizing xi-constant parameter of HVAC system, after considering limitations.

Vector xn is created by selecting from matrix Wg a single variant of combinations
of decision variables wr(i,mg

i )
= wmg

i
from ranges mg

i = 1 . . . Mg
i for each of normalized

constant parameters xi, I = 1 . . . I* and by assigning this variant value xr(i,mg
i )
= 1, and by

assigning the remaining variants from range mg
i = 1 . . . Mg

i each of normalized constant
parameters xi value xr(i,mg

i )
= 0.

The number of all, defined in this particular way, possible vectors xn—of all possible
variants of HVAC system for cleanroom equals:

N =
8

∏
i=1

Mg
i = 1·1·1·1·3·5 = 15 (A10)

By identifying the values of the words of the vector xn (column of the XJ matrix), the
structure of the HVAC system is identified for the normalization of successive constant
parameters.

Limiting Conditions, Set of Acceptable Variants

Matrix G of type (15,15) of limiting conditions for matrix XJ of all possible variants of
HVAC system for cleanroom is defined as:

= 

 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 
1 0               
2  0              
3   0             
4    0            
5     1           
6      0          
7       1         
8        1        
9         0       

10          0      
11           0     
12            0    
13             0   
14              1  
15               0 

(A11)

where:

G—binary matrix of limitation conditions for matrix XJ,
gnn—binary value in matrix with limitations G for the n-variant of structure of HVAC
system defined by vector xn in matrix XJ,

The words gn,n = 0 correspond to eliminating variants (vectors xn) in the matrix XJ.
Variants that are internally inconsistent or identical to other variants are eliminated.

Interpretation of elements gn,n = 0—of eliminated vectors xn in matrix XJ—is shown
in Table A2.
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Table A2. Interpretation of vectors gn,n = 0 in matrix XJ.

n Comments

1 Variant thermodynamically identical to variant x7 (n = 7), variant x7 more favorable for the regulation of
overpressure in the room

2 No consistency—Δp regulation—one air handling unit, α regulation—two air handling units
3 No consistency—Δp regulation—one air handling unit, α regulation—two air handling units
4 No consistency—Δp regulation—one air handling unit, α regulation—three air handling units
6 No consistency—Δp regulation—two air handling units in cascade, α regulation—one air handling unit
9 No consistency—Δp regulation—two air handling units in cascade, α regulation—three air handling units

10 Irrational variant—two air handling units (fans) in cascade in a system without recirculation
11 No consistency—Δp regulation—three air handling units, α regulation—one air handling unit
12 No consistency—Δp regulation—three air handling units, α regulation—two air handling units
13 No consistency—Δp regulation—three air handling units, α regulation—two air handling units
15 Irrational variant—three air handling units (fans) in cascade in a system without recirculation

Matrix X of acceptable variants of the structure of HVAC system xng for cleanroom is
the product of:

X = XJ × G (A12)

after eliminating zero columns.
Matrix X is defined as:
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1 1 5 1 0 0 0  
2 2 6 0 1 1 0  
3 3 7 0 0 0 1  

8 

1 1 8 0 0 0 0  
2 2 9 0 1 0 0  
3 3 10 0 0 1 0  
4 4 11 0 0 0 1  
5 5 12 1 0 0 0  

(A13)

where:

X—binary matrix of acceptable variants of HVAC system for normalizing constant
parameters,
(xmg

i ng or xr(i,mg
i )n

g)—binary value in the ng-acceptable variant structures of HVAC

system for mg
i - or r

(
i, mg

i

)
—variant of combinations of decision variables values for

nor-malizing xi-constant parameter defined by vector wmg
i

or wr(i,mg
i )

in matrix Wg,

matrix element XJ,
xng—binary vector defining the ng-acceptable variant of structure of HVAC system
used for normalizing all constant parameters,
n(ng)—index of the n-variant (of the ng-acceptable variant) of HVAC system.

By analyzing and interpreting backwards values of elements of subsequent matrices X,
XJ and Wg defining a function of constant parameters and decision variables, it is possible
to identify the full structure of acceptable variants of HVAC system.
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Abstract: During the economic boom, China’s government was mainly concerned with economic
development; however, numerous environmental problems have arisen. Evidence suggests that
Chinese individuals’ pro-environmental behavior (PEB) is at a low level in Asia. However, it does not
match their high-quality environmental knowledge. In this paper, the database of the Chinese General
Social Survey was used to explore the correlation between environmental knowledge and PEB in
a broader context. Subsequently, environmental perception and post-materialistic values (PMV)
were taken as the mediator and moderator into structural equation modeling, and every variable
kept robust and consistent through exploratory factor analysis. The empirical results indicated
that: (i) individuals with higher environmental knowledge always show higher passion to PEB;
(ii) environmental perception plays a partially mediating role between environmental knowledge and
PEB; (iii) PMV moderate the formation of environmental behavior systematically; and (iv) compared
with public counterpart, the relation between environmental knowledge and PEB is significantly
higher in private environmental behavior. The study results could become the basis for the Chinese
government and environmental NGOs to effectively spread environmental knowledge, advocate a
post-materialistic lifestyle, and improve the authenticity of online media reports on environmental
issues.

Keywords: pro-environmental behavior; environmental knowledge; environmental perception;
post-materialistic values

1. Introduction

With the rapid development of China’s economy and the continuous advancement
of urbanization [1], a series of environmental problems are becoming increasingly worse,
including the greenhouse effect, water pollution, acid rain, and desertification [2]. This is
attributed to the decline in Chinese pro-environmental behavior (PEB). Recently, evidence
has suggested that Chinese residents’ PEB is nearly the last among Asians, which is
inconsistent with their economic situation [3]. However, according to several large-scale
comprehensive surveys, Chinese individuals’ environmental knowledge is at the highest
level in the world [4]. In other words, Chinese individuals’ environmental knowledge has
not been effectively transformed into PEB, and this needs to be paid special attention.

Recently, abundant literature has tried to fill this correlation gap between environ-
mental knowledge and environmental behavior, and found that environmental knowledge
affects PEB mainly through two systematic methods [5]. On the one hand, according to the
theory of planned behavior, environmental knowledge can directly stimulate environmen-
tal behavior [6], and this viewpoint is supported by abundant of literature. Furthermore,
researchers have found that this positive effect exists in East Asia, the United States, and
Europe, simultaneously. For a specific country, the relevance between environmental
knowledge and environmental behavior might change with individual demographic char-
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acteristics. More specific, compared with men and the poor, women and the rich are more
likely to transform environmental knowledge into environmental behavior.

On the other hand, environmental knowledge indirectly affects PEB through some
mediating factors. This viewpoint attracts extensive attention of researchers. For example,
the typical normal activation model indicated that pro-environmental conceptual schema
played a mediating role between the environmental knowledge and PEB [7]. Meanwhile,
environmental perception can significantly explain the indirect effect between environ-
mental knowledge and PEB, especially in Europe and the United States [8–10]. However,
it should be pointed out that almost all researchers ignore that environmental perception
can be divided into different categories, which lead to the heterogeneous mediating effects.
In addition, some Chinese researchers believe that the media usage is a potential mediating
variable between environmental knowledge and PEB [11]. Although, more researchers
used environmental knowledge as a control variable in their empirical research.

However, based on the above analysis, with respect to the Chinese context, a funda-
mental factor must be taken into consideration, namely, post-materialist values. Because
Chinese individuals are always regarded as the following contradictory characteristics:
rich but lacking environmental morality. However, a few studies have mentioned that
post-materialistic values (PMV) may moderate the relationship between environmental
knowledge and PEB among Chinese individuals. In addition, whether or not the medi-
ating effects of environmental perception is still significant in China is worth discussing,
because environmental perception usually arises from media rather than direct percep-
tion. However, China’s media tend to cover up the truth of environmental issues for
economic purposes. Additionally, a few studies have noticed that environmental behavior
and environmental knowledge contain different types [12,13]. For example, environmental
knowledge about water pollution may have a positive impact on public environmental
behavior, but not on private behavior. Therefore, this paper tried to set up systematic corre-
lations between environmental knowledge and PEB, and took environmental perception
and PMV as the mediator and/or moderator, respectively.

2. Basic Concepts: Pro-Environmental Behavior, Environmental Knowledge,
Environmental Perception, Post-Materialistic Values

At present, China’s government is confronted with the challenge of greenhouse gas
emission reduction, which is highly connected with the reverse of the environmentally
unfriendly lifestyles. At the same time, China has become the largest garbage producer
and greenhouse gas emitter country in the word since about 2005 [14]. Chinese residents’
perception of environmental pollution in their daily life is much higher than the interna-
tional average level. In addition, as the second largest economic entity, China has achieved
modernization as a whole. Therefore, it is very important to investigate the impact of PMV
on environmental behavior. Furthermore, in order to accurately obtain the relevant mecha-
nism, it is of vital necessity to focus on the correlation between environmental knowledge
and PEB with the moderating or mediating of environmental perception and PMV.

Pro-environmental behavior (PEB): PEB is usually defined as behavior that individuals
spontaneously undertake in their daily life and contribute to the improvement of environ-
mental quality. In this study, PEB was divided into public PEB and private PEB, and they
are conceptually distinct. Private PEB can be conceptualized as the PEB that is generated
from an individuals’ daily life, such as recycling plastic bags. Public PEB is the process by
which individuals participate in public environmental protection in response to the call of
the government or social organizations, such as participating in environmental debates.

Environmental knowledge: Environmental knowledge refers to the cognition of the
environmental problems, environmental science, and environmental governance. Generally
speaking, environmental knowledge is divided into daily environmental knowledge and
professional environmental knowledge. Daily environmental knowledge can be conceptu-
alized as the environmental knowledge related to the common environmental pollution
in life, such as harmful noise. Professional environmental knowledge usually occurs in
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specialized fields (e.g., chemical pharmacy, industrial production, and soil research), which
are little known to the public, such as a single species of forest being susceptible to diseases.

Environmental perception: Environmental perception is conceptualized as the subjec-
tive judgment and direct feeling of the individuals facing objective environmental risks,
such as an environmental phenomenon directly perceived by the residents, which will have
a significant impact on environmental protection behavior. Capaldi et al. (2014) divided
environmental perception into two systematically and different kinds: ecological environ-
mental perception and daily environmental perception [15]. An individuals’ perception of
all natural, social, or cultural environments of human life is usually defined as ecological
environmental perception, and the perception of daily environmental problems is defined
as daily environmental perception.

Post-materialistic values (PMV): PMV can be defined as the cultural concepts of social
groups, which get rid of the “materialism” that focuses on meeting basic survival needs,
and turns to the pursuit of high-quality life security. Ronald and Inglehart (1995) believed
that after the material needs are met, post-materialistic behaviors such as environmental
protection, democratic consciousness, political participation, and gender equality will
systematically appear in society [16].

The existing literature rarely considers the above four factors in a specific model,
especially where this relationship is positioned in a broader context of institutions and
their effects. Thus, we took environmental perception as a mediator because the existing
literature proved that environmental knowledge could stimulate environmental perception,
and environmental perception will affect environmental behavior. Meanwhile, we took
PMV as a moderator, to investigate whether PMV can positively impact the generation of
residents’ PEB. The added value of our research is threefold. First, PMV was taken into
our research, and answered whether it played a part in the formation of Chinese PEB;
second, we classified environmental knowledge, PEB, and environmental perception into
different types, and discussed the correlation among them, respectively; third, we tried to
position the correlation between these four factors into a specific model, so as to construct a
moderated mediating model and further discussion. Appropriate research questions were
formulated as below:

1. For Chinese residents, is there a significant relationship between environmental
knowledge and PEB? Is the relationship between different types of environmental
knowledge and behavior consistent?

2. Does environmental perception play a role in the above process as a mediator? Is the
mediating effect complete or partial?

3. Does PMV participate in the above process as a moderator? Is the moderating effect
positive or negative?

3. Methodology

3.1. Data

We collected data from the Chinese General Social Survey (CGSS), which was jointly
conducted by Renmin University of China and relevant academic institutions. The respon-
dents were adults in Mainland China, including over 10,000 samples from 31 provinces/
municipalities in China. Since the first round of survey in 2003, CGSS had completed ten
rounds of annual survey, which fully reveals the characteristics of Chinese individuals. It is
worth noting that the focus of each round of CGSS is significantly different, just like the
World Value Survey. The environmental issues concerned in this paper are the main focus
of CGSS in 2013. Therefore, we chose the survey data in CGSS in 2013. After dropping the
invalid respondents, the final sample size was 11,438.

3.2. Measures
3.2.1. Dependent Variable

PEB is the dependent variable to which we paid attention. Exploratory factor analysis
(EFA) was conducted on ten related PEBs of CGSS in 2013. Two common factors, public PEB
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and private PEB, were obtained (KMO = 0.826, Bartlett < 0.001). The private PEB contains
(a) garbage classification, (b) rarely use plastic bags, (c) pay attention to environmental
news, and (d) discuss environmental issues with others. The public PEB contains (a) donate
for environmental protection, (b) actively participate in public environmental affairs, (c) ac-
tively participate in environmental NGOs, (d) protect trees or green space spontaneously,
and (e) complaints for environmental protection. (KMO = 0.826, Bartlett < 0.001) PEB was
coded 1–3 as “never participate”, “generally” and “always participate”.

3.2.2. Independent Variable

Environmental knowledge is the main independent variable in our research. The
conceptual framework of Bradley and Waliczek (1999) was referred to extract variables
from CGSS in 2013. After conducting EFA, two common factors were extracted. The former
contains three elements: (a) overuse of chemical fertilizer is harmful, (b) fluorine destroys
the ozone layer, and (c) using coal leads to acid rain. The latter contains: (a) every species is
important in the biological chain, (b) a single species of forest is susceptible to diseases, and
(c) carbon dioxide causes air warming. (KMO = 0.816, Bartlett < 0.001). It should be noted
that the former three factors are generally recognized in China, while the latter three factors
are less understood. Thus, we conceptualized these two factors as general environmental
knowledge and professional environmental knowledge, respectively. Every variable was
assessed by a binary scale (0 = no 1 = yes), each question has a standard answer, and the
data we used were also expressed by binary variables, 0 and 1 denotes wrong or right,
respectively.

3.2.3. Mediating Variable

According to theoretical analysis, environmental perception was taken as a mediating
variable among the correlation of different environmental knowledge and different PEB.
We conducted EFA on the twelve related factors of environmental perception in CGSS
in 2013, and finally extracted two common factors: daily environmental perception and
ecological environment perception. The former contains the following seven elements:
(a) air pollution, (b) water pollution, (c) noise, (d) industrial garbage, (e) daily garbage,
(f) lack of green space, and (g) food pollution. The latter contains: (a) forest destruction,
(b) cultivated land degradation, (c) lack of fresh water, (d) desertification, and (e) reduction
in wildlife (KMO = 0.913, Bartlett < 0.001). All factors were rated as the 5-point Likert scale
(1 = lightly perceive; 5 = strongly perceive).

3.2.4. Moderating Variable

We focused on the process that PMV shapes the PEB of Chinese residents; thus, we
took PMV as the moderating variable. EFA was conducted to extract five common factors
representing PMV from CGSS in 2013, which included (a) government needs democracy,
(b) the people must have a voice of public affairs, (c) representatives should express public
opinion, (d) people’s benefits are more important than the national, and (e) people should
participate in national decision-making (KMO = 0.801, Bartlett < 0.001). All factors were
binary (0 = disagree and 1 = agree), and we added them up and obtained a continuous
variable, a higher score meant more positive in post materialist values.

3.3. Analysis

Structural Equation Modeling (SEM) has been widely applied to estimate the struc-
tural correlations among the latent variables. SEM was chosen in this study because of
the following two reasons. First, we paid more attention to the correlation among latent
variables, which are difficult to achieve in the traditional regression method. While SEM
is an appropriate analytical approach to discuss the correlation among latent variables.
Second, we constructed a mediation model, and SEM is more effective to reveal the rela-
tionship among variables in the complex model. The following procedures were conducted
in our research: (i) the EFA of four latent variables was firstly conducted, including PEB,
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environmental knowledge, environmental perception, and PMV; (ii) descriptive analysis of
all variables was reported; (iii) SEM was conducted to identify the correlation among the
environmental knowledge and PEB, describing the correlation of between these two factors
preliminarily; and (iv) mediator and moderator were added to draw the systematically
correlations between these four factors.

4. Results

4.1. Descriptive Statistics

The comprehensive information of the whole variables (e.g., correlations, mean, and
standard deviation) are listed, as shown in Table 1. The correlations between each adjacent
variable are statistically significant, except the correlation between materialistic-value and
public PEB, which indicated that our data highly support the subsequent SEM model. The
normality assumption of all the variables were well met, where the skewness values were
less than 3 and kurtosis values were less than 10.

Table 1. Correlations and descriptive statistics for study variables.

Item
Factor

Loading
Mean SD

Public
environmental

behavior

Garbage classification 0.544 1.57 0.701
Rarely use plastic bags 0.609 1.57 0.632

Pay attention to environmental news 0.546 2.15 0.78
Discuss environmental issues with others 0.636 1.63 0.700

Private
environmental

behavior

Donate for environmental protection 0.654 1.20 0.444
Actively participate in public environmental affairs 0.768 1.27 0.525

Actively participate in environmental NGOs 0.760 1.19 0.450
Protect trees or green space spontaneously 0.488 1.19 0.479
Complaints for environmental protection 0.587 1.11 0.357

Daily
environmental

knowledge

Overuse of chemical fertilizer is harmful 0.423 0.70 2.504
Fluorine destroys the ozone layer 0.490 0.79 0.405

Using coal leads acid rain 0.743 0.44 0.496
Professional

Environmental
knowledge

Every species is important in the biological chain 0.776 0.47 0.499
A single species of forest is susceptible to diseases 0.666 0.42 0.493

Carbon dioxide causes air warming 0.754 0.49 0.500

Daily environmental
perception

Air pollution 0.839 3.44 1.888
Water pollution 0.805 3.51 1.864

Noise 0.810 3.68 1.906
Industrial garbage 0.733 4.13 2.057

Daily garbage 0.671 4.10 1.743
Lack of green space 0.539 3.60 1.965

Food pollution 0.705 3.44 2.080

Ecological environmental
perception

Forest destruction 0.707 4.65 2.033
Cultivated land degradation 0.624 4.26 2.084

Lack of fresh water 0.713 4.29 2.072
Desertification 0.678 5.44 1.976

Reduction of wildlife 0.610 4.91 2.177

Post-materialistic
value

Government needs democracy 0.597 0.79 0.406
The people must have a voice of public affairs, 0.735 0.68 0.465
Representatives should express public opinion, 0.624 0.78 0.417

People’s benefits are more important than national’s 0.498 0.79 0.404
People should participate in national decision-making 0.524 0.71 0.453
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Table 1. Cont.

Pearson correlation test 1. 2. 3. 4. 5. 6. 7.

1. Public environmental
behavior 1.00

2. Private environmental
behavior 0.23 *** 1.00

3. Daily environmental
knowledge 0.15 *** 0.13 *** 1.00

4. Professional
environmental knowledge 0.19 *** 0.23 *** 0.53 *** 1.00

5. Daily environmental
perception −0.09 *** −0.13 *** −0.18 *** −0.19 *** 1.00

6. Ecological environment
perception −0.05 *** −0.18 *** −0.04 *** −0.10 *** 0.56 *** 1.00

7. Post-materialistic
values 0.01 −0.10 *** 0.13 *** 0.09 *** 0.101 *** 0.08 *** 1.00

Means 6.81 5.95 1.99 1.73 25.83 24.23 3.76
SD 0.36 0.02 0.09 0.15 0.13 0.11 0.14

*** significant at p < 0.001.

4.2. SEM Model

The whole model was highly acceptable (chi square = 3170.97, CFI = 0.924, TLI = 0.879,
RMSEA = 0.057, 90% C.I. = (0.056, 0.058)). To display the outcome clearly, the model
was divided into four groups, respectively(shown as Figure 1). Firstly, we focused on the
correlation between daily environmental knowledge and public environmental behavior,
the direct coefficient of these two factors was positive and significant (β = 0.496, p < 0.001).
The result also showed that the indirect relationship between these two factors via daily
environmental perception and ecological environment perception was significant (indirect
effect = 0.074, 95% CI (0.054, 0.095)) and significant (indirect effect = 0.002, 95% CI (−0.003,
0.006)), respectively. Our result indicated that the daily environmental knowledge of
Chinese residents can effectively stimulate the generation of public PEB. For example, when
Chinese residents have understood that automobile exhaust emissions are harmful to health
(Daily environmental knowledge), they would call for public transport instead of driving
(Public environmental behavior). Additionally, the daily environment perception partially
mediates the above process. Such conclusion is consistent with the extent literature [17,18].

Secondly, the net effects between professional environmental knowledge and public
PEB was identified, and the coefficient was significantly positive (β = 0.333, p < 0.001). The
indirect relationship between these two factors through daily/ecological environmental
perception was significant (indirect effect = 0.039, 95% CI (0.029; 0.050)) and non-significant
(indirect effect < 0.001, 95% CI (−0.004; 0.004)), respectively. Compared with daily en-
vironmental knowledge, professional environmental knowledge showed systematically
disadvantage in stimulating public PEB, whether directly or indirectly. These conclusions
are rarely found in previous literature because the previous studies rarely divided envi-
ronmental behavior and environmental knowledge into different types nor discussed the
relationship between them in-depth [19,20].

Thirdly, the correlation of daily environmental knowledge and private PEB was posi-
tive statistically (β = 0.15, p < 0.001). It should be pointed out that the indirect correlation
is totally different from the mentioned above. Compared with daily counterpart (indirect
effect < 0.001, 95% CI (−0.004, 0.004)), the ecological environment perception significantly
mediated the relationship between daily environmental knowledge and private PEB (in-
direct effect = 0.039, 95% CI (0.029, 0.050)). More specific, Chinese residents may be more
concerned about the public environmental crisis, rather than pollution in daily life. This
conclusion is inconsistent with the literature describing the characteristics of the Chinese as
lacking public morality [21,22]. The reason is that in China, individual benefits are far less
important than public benefits.
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Figure 1. Final model estimations with standardized beta weight (SE). Note. *** p < 0.05.

Fourth, a positive correlation between professional environmental knowledge and
private PEB was obtained (β = 0.16, p < 0.001). Comprehensively speaking, environmental
knowledge was better at stimulating the generation of public PEB (the direct relation in
model 1,2) rather than private PEB (the direct relation in model 3,4). This also supports
the conclusion that we refuted the Chinese people’s lack of public morality in the previ-
ous paragraph. Meanwhile, the indirect correlation between these two factors through
daily/ecological environment perception showed non-significant (indirect effect = −0.001,
95% CI (−0.008, 0.007)) and significant (indirect effect = 0.020, 95% CI (0.013, 0.027)),
respectively.

Lastly, as suggested in theoretical analysis, the PMV may moderating the formation
of PEB. So, we added the PMV into SEM, and the moderating effects were obtained, as
shown in Table 2. A panoramically positive moderating effects indicated that PMV was
systematically benefit for the formation of PEB, whether through environmental knowledge
or environmental perception. The results showed that when people’s values shift from
materialism to post-materialism, Chinese residents’ PEB will be systematically improved,
as shown in Table 3.

Table 2. Mediating coefficients for the explanatory model pathways.

Effects

Daily Knowledge
to Public Behavior

Pro-Knowledge
to Public Behavior

Daily Knowledge
to Private Behavior

Pro-Knowledge
to Private Behavior

Effect 95%CI Effect 95%CI Effect 95%CI Effect 95%CI

C’ 0.496 *** 0.429; 0.563 0.333 *** 0.299; 0.367 0.134 *** 0.074; 0.195 0.165 *** 0133;0.195
b1 −0.031 *** −0.038; −0.025 −0.029 *** −0.036; −0.023 −0.002 −0.007; 0.004 0.001 −0.005; 0.006
b2 −0.003 −0.011; 0.005 <0.001 −0.008; 0.008 −0.037 *** −0.044; −0.030 −0.036 *** −0.043; −0.029
a1 −2.361 *** −2.712; −2.009 −1.330 *** −1.512; −1.147 −2.337 *** −2.688; −1.985 −1.328 *** −1.511; −1.145
a2 −0.489 *** −0.774; −0.204 −0.549 *** −0.695; −0.398 −0.494 *** −0.779; −0.208 −0.549 *** −0.698; −0.401

Effects from environmental knowledge to environmental behavior
Total 0.571 *** 0.505; 0.637 0.372 *** 0.338; 0.406 0.158 *** 0.097; 0.218 0.184 *** 0.152–0.214

Ind. Total 0.075 0.057–0.095 0.039 *** 0.031; 0.049 0.023 *** 0.007; 0.039 0.019 *** 0.011; 0.027
Ind1(a1 × b1) 0.074 *** 0.054; 0.095 0.039 *** 0.029; 0.050 0.005 −0.009; 0.181 −0.001 −0.008; 0.007
Ind2(a2 × b2) 0.002 −0.003; 0.006 <0.001 −0.004; 0.004 0.018 *** 0.008; 0.030 0.020 *** 0.013; 0.027

*** significant at p < 0.001.
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Table 3. Moderating effects of post-materialistic value on the coefficients.

Public Environmental Behavior Private Environmental Behavior

β SE p β SE p

Daily environmental knowledge 0.025 *** 0.011 0.019 0.046 *** 0.016 0.005
Professional environmental knowledge 0.024 *** 0.012 0.042 0.036 *** 0.013 0.006

Daily environmental perception 0.029 *** 0.012 0.014 0.053 *** 0.014 0.000
Ecological environment perception 0.024 *** 0.012 0.042 0.036 *** 0.013 0.006

*** significant at p < 0.001.

5. Discussion

The results indicated that daily/professional environmental knowledge positively
predicts the formation of public PEB, which means that enhancing Chinese residents’ envi-
ronmental knowledge will significantly improve their public PEB. Meanwhile, the indirect
correlation among these three factors through environmental perception showed signifi-
cantly positive consistence, except that ecological environment perception partially medi-
ated the formation of PEB. Such results revealed that environmental perception (whether
public or ecological) plays a part of active mediation in the process of transforming envi-
ronmental knowledge into public PEB.

It is worth mentioning that the private PEB has a comparatively mild positive rela-
tionship between environmental knowledge and environmental perception compared with
the public counterpart. The result is consistent with conventional view that Chinese indi-
viduals pay more attention to the cleanliness of their private environment and lack public
awareness of environmental protection. The direct correlation among daily/professional
environmental knowledge and private PEB significantly positive, respectively. Based on
the above conclusions, if we want to change the current situation of weak PEB of Chinese
residents, it is of vital necessity to increase environmental knowledge (whether daily or
professional). The indirect correlation among these three factors through environmental
perception showed systematically insignificant, except the mediating of ecological environ-
ment perception in the correlation between professional environmental knowledge and
private PEB. Thus, we conclude that daily/ecological environmental perception is more
likely to mediate the formation of pubic PEB than private PEB.

Of interest, such conclusions are consistent with several extent literature about Chinese
individuals’ PEB, which indicated a positive correlation between environmental knowledge
and PEB [23,24]. However, Chinese residents are systematically insensitive to the mediating
role of environmental perception in this correlation. While several European and American
researchers found that environmental perception significantly mediated the generation
of PEB [25,26]. Our result showed that Chinese individuals may be less sensitive to
environmental issues.

As for the moderating effects of PMV into the formation of PEB, Chinese residents
showed statistically positive significance. Our results indicated that it is still applicable for
the PMV theory in China context, which is in line with the content literature [27,28]. Data
showed that there is a mismatch between the lack of PEB and the high-quality economic
of China. According to our empirical analysis, when people with materialistic values are
gradually replaced by people with PMV, Chinese residents’ PEB will be systematically
improved.

In summary, environmental knowledge and PMV are attributed to the formation of
Chinese residents’ PEB significantly, while environmental perception played a partial role.
A conceivable explanation for the outcomes is that Chinese residents are insensitive to
environmental issues. Generally speaking, individual environmental perception is obtained
mainly from network media rather than daily experience. However, China’s media have
been criticized for a long time, and they usually hide the truth of environmental problems
for commercial purposes. Therefore, the environmental perception of Chinese residents is
generally not as abundant as it should be, and it is difficult for environmental perception to
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participate in the formation of PEB. The above conclusions also inspire researchers to pay
more attention to the correlation between network media, environmental perception, and
PEB, especially in Western countries.

In the context of policy, these results underpin several supporting to ongoing envi-
ronmental investments in China. During the economic boom, China’s government has
paid the majority of its attention to economic development, which has led to numerous
environmental problems. It not only threatens the health and prospects of current and
future generations, but also undermines the sustainability of long-term growth. While,
since 2020, every Chinese individual has basically met their material needs, the government
and environmental NGOs have made great efforts to improve residents’ environmental
consciousness. Our empirical results indicate that it is of vital necessity for China’s govern-
ment to strengthen the policy of spreading environmental knowledge and advocating a
post-materialistic lifestyle.

There are several limitations to be interpreted carefully as follows: (i) non-random
distribution of environmental attributes may lead to endogenous problems, which means
that our empirical results only describe the correlation; (ii) our results were generally
based on respondents’ self-reported surveys, which means that this article only partially
revealed the individuals’ objective environmental attributes; and (iii) last but not least, the
year of this survey is another important limitation, which needs to be carefully addressed.
Despite these limitations, our research provided a relatively perfect framework to explore
the formation of individuals’ PEB, and to discuss the heterogeneous situation of PEB.
Accordingly, this study is of vital importance both theoretically and empirically.

6. Conclusions

This paper revealed a potential mechanism among PEB, environmental knowledge,
environmental perception, and PMV in China. The main contribution of this paper is to
construct the SEM including the four factors listed below, simultaneously, and to discuss
the structural relationship among them. Meanwhile, the mediating and moderating model
was used to discuss the potential mechanism of the generation of Chinese residents’ PEB.
Additionally, we discussed the heterogeneity of correlation coefficients between different
environmental attributes, so as to enrich the research conclusions.

The important conclusions of this study can be summarized as follows: Firstly, indi-
viduals with higher environmental knowledge always show higher passion to PEB. Similar
conclusions have been found in the United States, India, New Zealand, and other countries.
It indicates that improving environmental knowledge is a feasible way to promote Chinese
residents’ PEB. Secondly, environmental perception plays a partially mediating role in the
above relationship, but it is not always significant. More specifically, daily environmental
perception indirectly impacts the generation of public PEB, whereas ecological environmen-
tal perception significantly mediates the formation of private PEB. These conclusions are
important, and have not been revealed in previous studies. Thirdly, PMV moderated the
formation of PEB systematically. Furthermore, the moderating effect remains positive on
each related path. This conclusion indicates that the promotion of PMV is of vital necessity
to stimulate Chinese residents’ PEB. It is also consistent with PMV theory proposed by
Professor Ingelhart.

This study has a practical value in assessing the formation of Chinese individuals’ PEB.
Our results could become the basis for China’s government and environmental NGOs to
spread environmental knowledge, advocate a post-materialistic lifestyle, and improve the
authenticity of online media reports on environmental issues. More notably, our empirical
research provides some meaningful insights for future research works. Environmental
perception has been shown to participate in the generation of PEB as a mediator, so other
factors affecting PEB (like environmental perception) may also exist, such as government
trust or media contact, which may mediate the generation of PEB as well. Future researchers
might use the above elements proposed by this study to design a serial multiple-mediator
SEM.
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Abstract: European Union Member States are called upon to meet internationally proposed envi-
ronmental goals. This study is based, in particular, on the recommendation of the European Union
(EU), which encourages Member States to pursue effective policies to reduce greenhouse gas (GHGs)
emissions, including through appropriate changes in the behavioral habits of citizens. In this respect,
among the main sectors involved, transport and mobility should certainly be mentioned. National
institutions should be adequately involved in order to achieve the objectives set; in this regard,
universities must certainly be considered for their educational value. These latter, for instance, could
commit to improving the environmental performance of the mobility of their commuter students
(to a not insignificant extent), since commuting modes are often the cause of high CO2 emissions;
indeed, they still largely involve the use of internal combustion engines based on fossil fuels. In
this paper, the effectiveness of a smartphone-app-based method to encourage commuter students
to adopt more sustainable transport modes is evaluated. In more detail, starting from a statistical
analysis of the status quo of mobility habits of a sample of students at the University of Palermo
(Italy), an improvement of current habits toward a more sustainable path is encouraged through a
new application (specifically created for this purpose) installed on students’ smartphones. Then,
the daily and annual distances traveled by commuters with the new mobility modes are calculated,
and the resulting savings in energy and CO2 emissions are estimated. Finally, it is proposed that the
reduced emissions could be converted into energy-efficiency credits that the University could use
to enter the emission trading system (ETS), here contextualized within the Italian “TEE” (“Energy
Efficiency Credits”) scheme, while the benefits for students participating in the program could consist
of reduced fees and free access to university services. The results obtained show the feasibility of the
proposal. This approach can be considered a useful model that could be adopted by any other public
institutions—not only universities—to facilitate their path toward decarbonization.

Keywords: sustainable mobility; universities; commuter students; efficiency credits; smartphone’s
social-game-based app; mobility behavior

1. Introduction

Freight transportation and people mobility represent an important part of the tertiary
sector (that aims to provide services to citizens) in advanced societies, not only from an
economic point of view but also in relation to both the amount of energy required and the
rate of associated pollutant emissions attributable to them [1]. According to a 2020 report
of the International Energy Agency (IEA) (these figures refer to twenty-four countries—
Australia, Austria, Belgium, Canada, Czech Republic, Denmark, Finland, France, Germany,
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Greece, Hungary, Italy, Japan, Korea, Luxembourg, the Netherlands, New Zealand, Poland,
Portugal, Slovak Republic, Spain, Switzerland, the United Kingdom and the United States—
of the IEA that account for about 92% of the total IEA final energy consumption of the
considered year), the transport sector accounts for 36% of total energy consumption, of
which 21% is ascribable to passenger cars and 15% to freight roads (i.e., cargo transport)
and other transportations [2]. On the other hand, these two segments of the transport sector
are also responsible for a significant amount of CO2 emissions related to human activity;
specifically, quotas of 20% and 10% have been indicated that affect passenger cars and
freight roads [2], respectively. Referring to Italy, energy-consumption rates are comparable
with those of other IEA countries. In fact, the most recent figures [3] show that energy
consumption in the transportation sector accounts for 39.4 Mtoe, or for 33.8% of the total
final energy consumption of the country (116 Mtoe).

This is the reason why, in recent years, the transport sector has been affected by
interventions aimed at limiting its energy burden and the amount of fossil fuels required
for its operations [4]. These limitations are imposed by the European Union (EU), with very
stringent targets: in fact, greenhouse gases (GHGs) emissions are required to be reduced by
40% by 2030 compared to 1990 levels.

Unfortunately, EU Member States are missing their targets. In fact, national projections
show that the EU emissions’ reductions could actually achieve a reduction of only 30%,
which is far from the 40% target and, more importantly, well below the potential target of
50% [5].

However, it should be noted that the COVID-19 pandemic emergency has been in-
ducing major trend changes in energy demand and pollutant emissions from the transport
sector. The consequences of such an unpredictable situation could lead to a twofold sce-
nario [6]. On the one hand, the dramatic collapse of public and freight transportation
during the lockdown (or semi-lockdown) period certainly resulted in a decrease in energy
consumption and GHGs emissions from the sector [7]. On the other hand, it is hoped
that measures taken by governments, aimed at modifying mobility modalities of people
(pushing in the direction of electric and hybrid vehicles, among others) can trigger a faster
transition of the sector toward more sustainable paths [8]. As already pointed out, the role
of local governments and authorities in the implementation, governance and promotion of
less impactful transport practices can facilitate the transition toward a more sustainable and
smart urban mobility [9–11]. Moreover, attention to the changes imposed by the COVID-19
emergency in the transportation sector now seems to be of paramount importance for insti-
tutions and international organizations. The G7 group, for example, is deeply interested in
this issue, particularly with regard to transportation safety and health-related aspects.

Several studies have been conducted [12,13] in order to make the operation of transport
smoother from a structural point of view, thus making the whole sector more efficient and
effective [14,15]. On the other hand, less attention has been paid to the behavioral patterns
that characterize user mobility (that represent the focus of the present analysis), although
some studies have focused on possible changes in mobility modalities in urban contexts.
Indeed, the impacts related to a mixed use of different modes of mobility [16], such as single-
occupant vehicles, transit and walking, and the so-called real-time human perception [17],
have been questioned for a long time, in the belief that the people’s awareness is a crucial
element to improve the efficiency and the environmental performances of an urban mobility
system. Moreover, it has been emphasized that the features of built environments and
urban landscapes [18,19] should be properly considered as key elements that can deeply
influence people’s propensity to adopt less environmentally impactful and healthier modes
of mobility [20]. Among these key elements, the physical characteristics of urban contexts,
the role of structural configurations (such as the streets’ network and width, connectivity
and land-use mix), travel distances in relation to the travel task [21,22] and population
density [23,24] have been considered important elements in both facilitating walking at
neighborhood scale [25] and inducing a delay in traffic flow [26].
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Clearly, commuters are an important part of urban mobility, and, at the same time,
growing awareness of climatic threats, along with health considerations, have further
oriented people toward more sustainable ways of commuting to and from cities in order to
effectively counteract the general worsening of the environmental quality of cities and limit
the congestion problems currently affecting urban areas [27]. Specifically, because urban
design variables are recognized as crucial points in determining commuters’ travel behavior,
these characteristics have been associated with the active population traveling to/from
work and educational facilities. Specifically, it has been shown how, once socioeconomic and
demographic characteristics are suitably accounted for, improved roadway infrastructure
would support the transport-related physical activities, regardless of the geographical area
considered [28,29].

Students represent a relevant component among commuters worldwide. That is why
learning about students’ mobility behaviors and teaching about sustainable transportation
(at different levels of education) by using new participatory educational solutions are key
elements [30].

In light of this, specific attention has long been paid to sustainable-transportation
planning on large campuses [31,32] in order to identify best practices that could help
students transition to more effective travel modes [33], while also taking into account the
correlation between psychosocial and environmental issues [34,35]. In addition, other
studies have investigated the positive effects of active commuting on physical activity
and students’ overweight [36], as well as comparisons of walking, biking and motorcycle
riding [37].

Researchers’ attention on students’ attitude in assuming active mobility practices has
been and still is quite active both in terms of analyzing mode’s preferences [38] and the
potential for active commuting [39,40], based on demographics, psychological and envi-
ronmental variables [41]. Other factors could usefully enhance the effectiveness and the
environmental performance of commuting. Some other actions seem, in fact, particularly
promising, such as the adoption of appropriate student-housing policies and the improve-
ment of bicycle networks [42]. In any case, the analysis of individual factors [43] and the
structural elements [44,45] remains an important field of research currently investigated in
order to provide exhaustive answers on what drives university students toward a sweeter
sustainable mobility [46].

In fact, in relation to both the global-climate-change scenario [47] and the role that
active travel has in mitigating mobility related CO2 emissions [48], university campuses,
being educational facilities that shape the minds and behaviors of present and future
generations of students, represent crucial places where attention toward low-carbon de-
velopment strategies that include greener and healthier lifestyles can be raised [49]. In
this regard, student involvement has generally been considered within the evaluation
of green strategies and initiatives implemented by higher education institutions on their
path toward sustainability [50], fostering sustainable practices in curricula and research
programs [51] and integrating different dimensions of the university system: education,
research, governance and campus operation [52].

Therefore, the idea arises of enhancing these practices that improve mobility and its
environmental performance by including them in the procedures that institutions, industrial
plants, and companies can activate to receive benefits (credits) for the energy requalification
actions implemented. These procedures have been recognized and formalized by the
European Union—as part of the new policies and objectives aimed at the decarbonization
of production systems—by including these benefits in a market of credits where the most
virtuous institutions and production sites can sell them to companies whose practices are
less sustainable. This exchange market is called Emission Trading System (ETS). Several
documents have been released on this issue, i.e., “EU revision for the time period 2021–2030”
(phase 4), https://ec.europa.eu/clima/policies/ets/revision_en, (accessed on 16 December
2021); “DIRECTIVE 2003/87/EC”; and “DIRECTIVE (EU) 2018/410 OF THE EUROPEAN
PARLIAMENT AND OF THE COUNCIL”, https://eur-lex.europa.eu/eli/dir/2018/4
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10/oj, (accessed on 16 December 2021). Specifically, according to this trading scheme,
efficiency measures that can provide energy savings in terms of tons of oil equivalent (toe)
would allow companies to obtain certificates that could be traded on the pertinent public
platform through bi-lateral negotiations. The effectiveness of the market trading scheme is
based on the commitment made by companies to obtain a number of credits corresponding
to the amount of their annual emissions; on the other hand, virtuous companies can keep
their credits in order to balance possible future emissions.

In this context, given that a more environmentally conscious mobility system could
generally imply a reduction in the energy consumption of the involved transport means, it
would then be reasonable for institutions pursuing such practices to be eligible for energy
efficiency or environmental sustainability credits under the existing trading schemes. Refer-
ring to Italian institutions, this hypothesis would be further supported by the circumstance
that the national trading system for energy-efficiency credits (whose acronym is “TEE”)
contemplates the inclusion of behavioral patterns among the modalities and projects to
which credits are awarded [53], the so-called white certificates. The question that arises
here is whether, among the positive effects induced by a more sustainable mobility system,
there are additional benefits for institutions that enable such sustainable practices.

A possible inclusion of these behavioral practices among those eligible for the white
certificates would lead to a win-win scheme, such as the one described in Figure 1, where
it is graphically depicted how an improvement in the environmental (and energy) perfor-
mance of the commuter mobility could translate into a tangible benefit to the university
through the acquisition of white certificates, which could be traded by the university
governance in the existing credits market.

Figure 1 outlines the structure of this article and the steps through which the work was
carried out. In detail, the study begins with a statistical analysis (based on a questionnaire)
of the status quo of student mobility and the ways in which it is carried out (Step 1); it then
continues with the direct involvement (of a sample) of students, who are encouraged to
change their commuting habits toward more sustainable modes, which are detected through
a new application (specifically created for this purpose) installed on their smartphones
(Step 2). Following this, the daily and annual distances covered by commuters with the new
modes of mobility are calculated, and the resulting savings in energy and CO2 emissions
are estimated (Step 3); finally, the energy efficiency credits resulting from these savings and
attributable to the university are estimated, and some benefits for the students that have
generated these improvements are suggested (Step 4).

In other words, a twofold goal is therefore pursued with this paper: on the one hand,
to show the strong potential of an action regarding the change of students’ mobility habits
(entailing the benefits previously described), and on the other hand, to propose to entitle
universities to enter environmental credit markets. In particular, Section 2 addresses the
application of a smartphone-app-based ICT method aimed at enhancing the sustainability
of the commuter’s mobility, while Section 3 advances the hypothesis that the university
could get environmental credits as a result of such a mobility-improvement initiative.
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Figure 1. Visual sketch of the win-win proposal for the mobility of the commuter students.

2. Toward a More Sustainable Mobility of Commuter Students

The evaluation and promotion of a sustainable mobility related to university campuses,
as a mean of transition toward more environmentally conscious and low carbon cities, has
been a topic of interest within the scientific community in recent years [15,54,55].

Within this conceptual framework, a study and application involving commuter
students who daily reach the campus of the University of Palermo in Southern Italy are
presented here.

The Sicilian University of Palermo, encompassing 16 Departments, 134-degree courses
and 23 Ph.D. courses, represents one of the largest Italian Universities, counting more
than 42,000 enrolled students, with a rising trend in the last two years, and approximately
10,000 new freshmen in the 2020/2021 academic year only [56]. Most of the services offered
by the University of Palermo take place on the campus sited in Viale delle Scienze, also
known as “Cittadella” (meaning “small city”), given its large extension—about 37 hectares—
characterized by the presence of large avenues and wide green areas and, in addition to
that, various parking lots and buildings (Figure 2). Obviously, the circles in Figure 2 have
the sole purpose of providing a draft visual representation of the distance between the
different areas from which commuters originate and their target.
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Figure 2. Campus and the circular distances from where commuters originate.

In order to reduce the use of carbon-related primary energy sources, and with the
aim of contributing to the fulfillment of the target proposed by the EU [57,58] and the
United Nations’ Sustainable Development Goals (SDGs) [59], the University of Palermo
has undertaken an effective path of energy saving since 2010. Specifically, SDGs numbers
7 [60] and 11 [61], regarding the promotion of concepts and technologies able to pursue
energy efficiency, environmental sustainability, safety and resilience, were taken as a guide,
as they seem to be of utmost relevance to the university sector. Among these actions, the
mobility of students who reach the campus on a daily basis is considered by the university
administration.

2.1. The Actual Structure of the Commuter Students’ Mobility

Most students at the University of Palermo do not live near the campus (within
walking distance); thus, they must travel daily to attend classes, and, usually, most of the
commuting is accomplished by traditional polluting mobility modalities. Therefore, aban-
doning the use of private and highly polluting transportation in favor of more sustainable
alternatives (i.e., walking, biking, public transport and vehicle pooling and/or sharing)
would lead to a significant reduction in polluting emissions [62].

Clearly, the first step in any greener policy must start with an understanding of the
actual structure of the commuters’ mobility, pertinent to the modality of transportation,
in relation to their distance from the campus. Approximately 25,000 daily commuters
can be located in circular areas that are nearly 3, 5, 10 and 20 km far from the campus.
The remaining part of them lives more than 20 km far from the university campus: for
these students, a mean daily trip of 60 km has been found (students that live at greater
distances are not commuters but usually stay in rented rooms that are relatively close to
the university) [63].
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We started with a survey conducted by the university on the origin of the paths of
students arriving at the campus daily to attend classes (Table 1).

Table 1. Distribution of the commuter students by distances from the campus.

Distance (D) of Origins from the Campus

Parameter D ≤ 3 km 3 < D ≤ 5 km 5 < D ≤ 10 km 10 < D ≤ 20 km D > 20 km TOT

Average round-trip daily path, Lzc
(km/commuter) 3 8 15 30 60

Sample share by distance, MSz (%) 30 26 27 9 8 100
Number of commuters by zone,

NCz (-) 7500 6500 6750 2250 2000 25,000

Total distances by zones,
TLz = NCz × Lzc (km) 22,500 52,000 101,250 67,500 120,000 363,250

Based on this distribution, a sample campaign was conducted [64] from May 2013 to
June 2015, involving a total number of 311 university students who were distributed by
distance, as reported in the survey provided. The purpose of this campaign was to single
out, by distances class, the percentage share of students’ preferred mobility modalities to
reach the campus daily (columns MSzm of Table 2).

Table 2. Share of commuters (MSzm) and related numbers (NCzm) per zone and per modality.

Modalities of Mobility

Distance (D) of Origins from the Campus

D ≤ 3 km 3 < D ≤ 5 km 5 < D ≤ 10 km 10 < D ≤ 20 km D > 20 km

MSzm
(%)

NCzm
MSzm

(%)
NCzm

MSzm
(%)

NCzm
MSzm

(%)
NCzm

MSzm
(%)

NCzm

Walking 62 4,650 32 2080 0 0 0 0 0 0
Biking 12 900 20 1300 4 270 0 0 0 0

Public transportation 10 750 13 845 25 1688 19 428 34 680
Car 5 375 9 585 34 2295 35 788 35 700

Motorcycle 0 0 14 910 12 810 9 203 3 60
Carpooling 6 450 8 553 17 1148 25 574 25 500

Moto-pooling 5 375 4 228 8 540 12 259 3 60
Car sharing 0 0 0 0 0 0 0 0 0 0

Such a breakdown has been attributed to the total number of commuters (NC) in
order to obtain the number of daily commuters (NCzm) by mode of transport and by travel
distance to the campus, as reported in Table 2.

Subsequently, starting from the total distances by zones, TLz (Table 1), using the
pertinent MSzm shares, the total daily trip lengths per zone and modality, TLzm, can be
calculated as follows:

TLzm = TLz × MSzm (1)

At this point, it is easy to estimate the daily CO2 emissions (tons of CO2), Ezm, by
zone and mobility modality (for the average vehicle occupation), as reported in Table 3:

Ezm = TLzm × Em/ORm (2)

where ORm represents the mean occupation rate (pass/vehicle) of the transportation means
used to make the daily round-trips path from home to university and vice versa, and Em
refers to the emission rate (g CO2/km) for the carbon dioxide of the involved transportation
means. Despite the fact that these parameters are available in recent technical reports [65],
due to the average age of the Italian passenger mobility fleet, in the present application, we
refer to the previously released values of CO2 emission factors [66,67].
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Table 3. SCENARIO 0—daily CO2 emissions per zone and mobility modality and per vehicle
occupation for all commuters, Ezm (tons of CO2).

Modalities of Mobility
CO2 Emissions per Distance (D) of Origins from the Campus Total (Tons

of CO2)D ≤ 3 km 3 < D ≤ 5 km 5 < D ≤ 10 km 10 < D ≤ 20 km D > 20 km

Walking 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
Biking 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

Public transportation 0.0013 0.0038 0.0143 0.0072 0.0230 0.0496
Car 0.2240 0.9317 6.8534 4.7033 8.3615 21.0740

Motorcycle 0.0000 0.5882 0.9817 0.4909 0.2909 2.3517
Carpooling 0.0430 0.1407 0.5479 0.5479 0.9550 2.2345

Motor-pooling 0.0227 0.0368 0.1636 0.1568 0.0727 0.4526
Car sharing 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

Total 0.2909 1.7012 8.5610 5.9062 9.7031 26.1624

In Table 3, the high value of the total CO2 emissions of the commuters coming from the
5 ÷ 10 km distance area is caused by their mobility preferences, which are mainly oriented
toward the private cars, and by the number of students pertinent to this area.

Therefore, starting from the daily CO2 emissions and using an energy factor, EF
(toe/tCO2), that links these emissions with the fossil-fuel energy consumption (conver-
sion and Emission factors, Italy; report associated to SiReNa 20 (in Italian), http://www.
energialombardia.eu/c/document_library/get_file?uuid=675ad6f1, 2019) (accessed on 18
September 2021) of car engines, it is now possible to determine the energy consumption
Czm per zone and mobility modality (toe), as reported in Table 4:

Czm = Ezm * EF (3)

These results represent the baseline scenario (Scenario 0) of the distribution of the
mobility of the university commuter students. This scenario realized the amounts of
CO2 emissions and energy consumption shown in Tables 3 and 4, respectively. In the
following, the actions taken by the University of Palermo in order to improve this impactful
configuration are described. The new configuration represents Scenario 1.

Table 4. SCENARIO 0—daily energy consumption by zone and mobility modality and by vehicle
occupation for all commuters, Czm (toe).

Modalities of Mobility
CO2 Emissions per Distance (D) of Origins from the Campus Total (Tons

of CO2)D ≤ 3 km 3 < D ≤ 5 km 5 < D ≤ 10 km 10 < D ≤ 20 km D > 20 km

Walking 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000
Biking 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000

Public transportation 0.00342 0.01027 0.03846 0.01949 0.06199 0.13362
Car 0.66743 2.77650 20.42326 14.01596 24.91727 62.80042

Motorcycle 0.00000 1.75291 2.92553 1.46276 0.86682 7.00802
Carpooling 0.12807 0.41930 1.63284 1.63284 2.84590 6.65893

Motor-pooling 0.06772 0.10956 0.48759 0.46727 0.21671 1.34884
Car sharing 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000

Total 0.86663 5.06853 25.50767 17.59832 28.90869 77.94983

2.2. Implementing a Greener Mobility of the Commuter Students

As it is possible to see in Table 2, although part of the trips is made by biking or walking,
a significant component of the mobility is made by typically polluting private means, such
as cars and motorcycles. Therefore, there is large room for improving the environmental
performances of the mobility pattern. Among possible strategies, encouraging students to
assume a more sustainable commuting behavior can pursue this target.
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To achieve this goal, an effective way to facilitate the communication between the uni-
versity governance and the commuter students may consist of the use of new information
and communication technologies, in the belief that a proper modeling of the relationship
between environment and subject is becoming increasingly important in the governance of
new smart cities [68], where users represent the central points of the technological applica-
tions. In particular, tools based on smartphone apps seem to be the most effective choice
today, as also reported in some recent works of the literature [69–71]. With this intent, a
smartphone app based on an info-mobility Decision Support System has been expressly
developed [72].

Such Decision Support System, named TrafficO2 (www.traffico2.com) (accessed on 18
September 2021), has been a social innovation project conducted by the PUSH design lab
from 2013 to 2016 and co-financed by the Italian Ministry of University and Research.

The project intends to decrease private traffic intensity and limit pollution, not through
policies promoted by city administrations, but simply by involving social applications
supported by smart technological devices (smartphones and/or tablets). TrafficO2, the
smartphone app here introduced [72,73], is an info-mobility Decision Support System
whose main aim is to push people especially commuter students toward more sustainable
mobility behaviors. This change in transport habits is being encouraged via incentives
proportionate to responsible choices. In detail, participants obtain “environmental points”
as a reward for their sustainable mobility choices. Being a Decision Support System [74]
each user is asked to log in and take a survey based on which they will receive a personal-
ized improvement Scenario. Specifically, based on personal route and mobility modality,
the app provides some alternative route options to which some parameters are associated
(i.e., travel time, emitted and saved CO2 and burnt calories), along with related O2 points
(i.e., a virtual currency), and cumulative score. This makes it possible for the commuter
to immediately know his/her achievable improvement, thus being more stimulated in
attaining it. Furthermore, with the aim of encouraging the use of the app (hence, promoting
sustainable behaviors), users can challenge one another by using the app to increase their
O2 points and also play with the provided information. The TrafficO2 platform is thus a sort
of a citizens’ game [75] intended to encourage sustainable and environmentally friendly
trips. Although the method is specifically designed to push people toward a soft mobility
(i.e., walking and biking), the other transport modes between home and the university
campus that are actually used are also considered, that is, public transportation, individual
private transportation (cars and motorcycles) and shared mobility (car and motor sharing
and carpooling).

The user’s travel lengths and modalities (i.e., the way the user moves) are recorded
and managed by using GPSs and accelerometers, sensors that are commonly present in
smartphones and are able to detect the motion system with a high level of accuracy. A
dedicated algorithm-based software that was trained by using a Fast Fourier Transform [76]
was specifically designed for this purpose. Figure 3 illustrates screenshots of the software
interface that appear to the users.

Although commuters are thought to be less sensitive to weather conditions than non-
commuters [77], weather conditions are also taken into account by TrafficO2 by means of
proper additional factors added to the baseline O2 points per km, especially on cloudy and
rainy days.

In order to verify the feasibility of the TrafficO2 app, the method was firstly field-
tested by inviting a small number of testers to install the mobile app and participate in
the challenge [72]. Subsequently, by June 2015, the in-field testing was extended to a
sample of 357 students, where the length of the daily one-way home–university campus
trip was estimated through the use of a specific questionnaire and a GoogleMaps©TM

(https://www.google.it/maps) (accessed on 18 September 2021) analysis of the routes used
by each member of the sample. The app was expressly designed to encourage the transition
to walking, cycling, public transport and vehicle sharing, without completely excluding
trips by car or motorcycle.
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Figure 3. Mobile-phone screenshots of the app shown to the commuter users.

The proposed reward scheme was field-tested by using a sample of commuter stu-
dents. The new mobility percentages, MS’, by distances and transportation modalities
that emerged from testing the selected sample of students (Table 5) were attributed to
the totality of the commuters gravitating around the campus in order to assess the whole
energy and environmental benefits if they all chose to apply to the program.

Table 5. SCENARIO 1—share of commuters by zone and modality (MS’zm) and related numbers
(NC’zm) per zone and per modality.

Modalities of
Mobility

Shares and Related Numbers of Commuters per Distance (D) of Origins from the Campus

D ≤ 3 km 3 < D ≤ 5 km 5 < D ≤ 10 km 10 < D ≤ 20 km D > 20 km

MSzm (%) NCzm MSzm (%) NCzm MSzm (%) NCzm MSzm (%) NCzm MSzm (%) NCzm

Walking 67 5025 55 3575 0 0 0 0 0 0
Biking 12 900 20 1300 17 1148 0 0 0 0

Public transportation 10 750 13 845 32 2160 22 500 48 960
Car 0 0 0 0 6 405 21 473 13 260

Motorcycle 0 0 0 0 0 0 2 45 0 0
Carpooling 6 450 9 553 36 2430 42 954 37 730

Moto-pooling 5 375 4 228 9 608 12 279 3 50
Car sharing 0 0 0 0 0 0 0 0 0 0

The comparison of Table 5 with Table 2 indicates a significant change in the modes of
students’ travel to the campus as a result of the solicitations proposed by the app scheme.
In addition, the aggregate percentage values, related to the modes of travel, indicate a
considerable change in the performance of the mobility structure (see Figures 4 and 5),
which tends to favor the less impactful methods.

This modified mobility implies a reduction in the amount of CO2 released by com-
muters on their way from home to campus, assuming 200 working days in a year for
students, as reported in Figure 6.
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Figure 4. Percentages breakdown of the mobility means in the ex-ante (0) and improved ex-post (1)
scenarios by origin distances, in reference to the total number (25,000) of commuters.

Figure 5. Aggregate percentages of kilometers covered by the mobility means in the actual ex-ante
(0) and improved ex-post (1) scenarios, in reference to the total distance traveled by all commuters.

On the other hand, for the 25,000 students commuting to the campus from the pe-
riphery of Palermo (and its provincial territory), the pertinent energy required is equal to
15,591 and 6811 toe for the actual (ex-ante) and new improved (ex-post) scenarios, respec-
tively. Such a significant enhancement, which consists in a reduction of up to 8780 toe,
is highlighted in the graph shown in Figure 7. Data assumed for energy conversions
through this study are 1 toe = 11,628 kWh for primary fuels (that is, 1 toe = 41.860 GJ) and
1 toe = 5347.59 kWh for electric energy (1 kWh = 0.187 * 10−3 toe).
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Figure 6. Yearly CO2 (tons) releases and saved in the actual ex-ante (0) and improved ex-post
(1) scenarios.

Figure 7. Yearly fossil fuels energy amounts (toe) involved in the actual ex-ante (0) and improved
ex-post (1) scenarios.

The significant reduction in CO2 emissions and energy use associated with the new
hypothesized commuters’ mobility configuration is certainly an important contribution
that signals how a greener mobility (adopted by this category of students) could be effective
for sustainability purposes.

The question now arises whether the universities (or any other Public Administrations
that adopts similar incentive policies) may be entitled to receive tangible benefits due
to the adoption of such more sustainable practices, for instance, by acquiring credits
corresponding to the avoided carbon emissions and to the energy savings achieved (in this
case, related to the new student-mobility configuration).

3. A Hypothesis of Acquisition of Certificates by the University

The following explores the potential of applying to a credits system for a university
that adopts effective policies concerning the mobility modalities of its commuter students.
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The Italian system, specifically designed for the access to the environmental market,
the so-called “white certificates” or “Titoli di Efficienza Energetica” (TEE), was introduced
in January 2017 [78] by a decree of the Italian Ministry of the Economic Development and
further modified by a Ministry Decree released in May 2018 [79]. Finally, in May 2019, an
operative guide was published [80] that introduced relevant changes concerning algorithms
used for computing energy savings in the climatization of buildings.

The TEE scheme indicates the primary energy savings to be mandatorily achieved
(after the implementation of energy efficiency actions) by the distributors of electric energy
and natural gas with more than 50,000 customers. Entrusted entities may fulfill their
energy-saving obligations by directly carrying out energy-efficiency interventions or by
purchasing credits corresponding to the exceeding of their emission limits from another
voluntary subject admitted to the TEE mechanism.

For each ton of oil equivalent (toe) of energy saving achieved through the adoption
of energy-efficiency measures, a credit is recognized for a period (from three to ten years),
depending on the type to which each project belongs. The targets indicated for Italy for the
years 2017, 2018, 2019 and 2020 were 7.14, 8.32, 9.71 and 11.19 Mtoe, respectively.

Public administrations can also benefit from credits to be used for the refurbishment
of highly energy-intensive public services, such as public lighting and urban mobility. The
projects eligible to receive white certificates by the public administrations are those shown
in Table 6 [53].

Table 6. Projects eligible for the efficiency transfer system in the public administrations.

Sectors Allowable Projects

Industry Plants of thermal energy; power quality systems; electric engines; energy recovery in the
re-gasifying plants.

Networks, services and
transportation

Energy efficiency of existing district heating and cooling; new fleets of transportation means fed
by natural gas, liquefied natural gas, liquefied gas petroleum and hydrogen; efficiency of electric,

gas and hydraulic networks; energy efficiency of data computing centers.

Civil Installation of heating systems and warm-air generators; thermal insulation interventions; retrofit
and realization of zero energy buildings.

Behavioral Adoption of efficient systems for signaling and management; adoption of data analysis systems
for single plants; adoption of action aimed at the utilization of low emission vehicles.

These projects are awarded white certificates if they generate additional energy savings,
i.e., primary energy savings calculated as the difference between baseline consumption and
post-operam energy consumption.

It is interesting to note that, among the sectors included in the TEE scheme, behavioral
interventions are also covered, although it should be noted that a relevant sector from the
point of view of the CO2 emissions, such as transportation/mobility, it is not yet directly
included among the actions eligible for the assignment of such credits.

However, it might be reasonable to propose to include—with minor changes to the
structure of the scheme—sustainable mobility practices among the behavioral and virtuous
actions that result in a reduction of the GHG emissions of the sector and, therefore, as
candidate measures for the nomination of credits to be traded in the trading platforms.

From another perspective, it should be noted that the energy consumption and corre-
sponding pollutant emission associated with commuter mobility pattern cannot be directly
attributed to the campus area itself. However, the more environmentally sustainable and
energy efficient habits adopted by campus users (mainly students) could be indirectly
attributed to the university administration, due to the new low-carbon governance poli-
cies [81].

Hence, assigning to the University of Palermo the TEE certificates related to the
environmental benefits, deriving from the choice of a more sustainable mobility pattern
adopted by the commuter students, appears to be a sensible proposal. In fact, since this
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behavior would contribute to improve, at the same time, the air quality of a certain area of
the city, the related energy savings could be included among the measures implemented by
the university toward its sustainable low-carbon path.

The combination of the above-cited considerations—i.e., (1) the fact that the transporta-
tion sector has, to date, been scarcely considered in the TEE scheme and (2) the possibility
that behavioral models could be promoted among the eligible actions for environmental
and energy credits—suggests that special attention should be paid to commuter mobility if
affected by new and greener sustainable behavioral models.

The application presented here showed how the use of ICT based technology allows
us to restructure the commuters’ mobility, resulting in an energy saving of 8780 toe/y. In
exchange for approximately 128 €/toe, which represents the average of the TEE value in
Italy, the University of Palermo might easily count on an interesting budget that could be
used both to offer additional services to students and to implement further energy-saving
policies, which, with a flywheel effect, could then produce other positive effects in terms of
climatic impacts. This would place the universities (but also other institutions that decide
to adhere to such policies) at the center of the scheme proposed by the European directives.
In fact, the Clean Energy Package proposed a set of fundamental Standards aimed at
achieving a climate-neutral economy by 2050, involving seven strategic areas, including
energy efficiency and the use of energy from renewable sources, as well as eight European
Directives, including the “Renewable Energy Directive (RED II)” 2018/2001/EU [82] and
the “Electricity Market Directive (EMD)” 2019/944/EU [83].

4. Discussion

The proposal presented here starts from the consideration that a very important sector
from the CO2 emissions standpoint, such as mobility, is not yet fully included among the
actions eligible for the acquisition of energy efficiency credits, while the white certificates
scheme takes into account behavioral patterns. On the other hand, the European Parliament
encourages citizens to participate in the European Union’s energy efficiency process. The
combination of these aspects leads to propose the sustainability of commuter students’
mobility practices among the eligible actions for universities to obtain such credits.

However, a number of limitations emerge from the work presented here that should be
appropriately highlighted in order to allow its application to other contexts and situations.
First of all, the study is applied to a sample of students at the University of Palermo, while
its results are extended to the entire audience of campus commuters. Although the sample
is statistically representative of this audience, a study extended to all commuters would
allow for more robust conclusions to be drawn from the results. In addition, considerations
of the magnitude of GHGs emission savings (and energy consumption) from changing
student mobility mode should be tested on other categories of commuters in order to
estimate their true effectiveness.

On the other hand, it must be stressed that this proposal is very well contextualized in
the current debate on sustainable development. In fact, this scheme seems to be very much in
line with the desirable involvement of the citizens, as requested by the European Commission.
Indeed, according to guidelines established by the European Parliament [84,85], the new
concept of “community of renewable energy” is introduced. This means that citizens
are encouraged to take part in the EU energy-efficiency process, paying cheaper energy
bills and, much more importantly, self-consuming the energy produced by renewable
energy plants.

In addition, these guidelines introduce and regulate a new energy system, no longer
centralized or hierarchical, but distributed and collaborative: energy communities and
self-consumption, in which citizens take an active role in the process of decarbonization
of the energy system, no longer acting only as consumers but also as producers and
managers of clean energy (prosumer), thus limiting barriers and promoting and fostering
the development of renewable energies. These new legislative and technical tools, operating
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in the direction of an active involvement of citizens toward the decarbonization of the
energy production and consumption sectors, are in line with the proposal made here.

Moreover, considering that the Italian system of the white certificates explicitly con-
siders the role of citizens involvement and that the mobility sector does not appear to
be fully exploited at the moment, it can be deduced that there is a favorable situation at
the regulatory level (both European and Italian) for the promotion of policies aimed at
enhancing the behavior of specific groups of users toward more sustainable choices, by
rewarding, at the same time, the institutions and administrations that adopt such choices.

Of course, when universities access the economic benefits of acquiring these credits,
they could transform part of these extra earnings into services for student. Some of these ser-
vices could be benefits that have, in turn, a flywheel effect on students’ propensity to make
more sustainable mobility choices. Advantages include substantial reductions in university
fees, awarding of formative university credits (CFU)—analogous to those students usually
get from laboratory/field activities—and the provision of smartphones and/or tablets (by
means of which further promoting the use of the mobility app game). This would likely
induce a large amount of commuting students to adopt more sustainable behaviors.

Among the practical implications of this study is that, if institutions were extensively
involved in the scheme proposed here and could enter the current energy trading and
exchange markets, the process of facilitating countries’ sustainability paths would receive a
major boost forward.

However, it is clear that a change/revolution of the normative context of white certifi-
cates is highly desirable.

5. Conclusions

The field test, which involved a sample of students, showed a first feasibility of the
proposal, which can be included among the practical results of the study.

The advantages for the University of Palermo in facilitating a more sustainable mobility
of its students, which daily commute to and from the campus and the practical benefits for
commuters applying to the campaign, through the rewards that the university provides
them, are well evident.

Among the findings of the present analysis, it is noteworthy that the proposed student
participation scheme has a strong educational value, as it involves young EU citizens who
can acquire sustainability practices that will be part of their life background over the years.

The novelty of the proposal mainly relies on the possibility of directly engaging the
educational institutions in the countries’ path toward the environmental sustainability.

The study certainly opens to future works, aimed at testing its feasibility and effective-
ness to different categories of commuters, in addition to university students. In this sense,
an analogous application of the method to another class of commuters, for example, public
employees that daily reach their working sites, would be highly recommended.

Although the proposed method for the acquisition of efficient credits by the uni-
versities cannot be directly included in the funding mechanisms currently operating, its
implementation would require non-substantial changes to some of the current schemes (for
example, the Italian so-called white certificates).

Certainly, such an implementation would be an effective way to involve institutions
and local administrations in the path toward the greenhouse-gases-emission abatement
and the decarbonization of the anthropogenic activities, with particular regard to those
related to the mobility sector.
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Abstract: This article uses the “Green Credit Guidelines” promulgated in 2012 as an example to
construct a quasi-natural experiment and uses the double difference method to test the impact of
the implementation of the “Green Credit Guidelines” on the green innovation activities of heavy-
polluting enterprises. The study found that, in comparison to non-heavy polluting enterprises,
the implementation of green credit policies inhibited the green innovation of all heavy-polluting
enterprises. In the analysis of heterogeneity, this restraint effect did not differ significantly due to
the nature of property rights and the company’s size. The mechanism test showed that green credit
policy limits the efficiency of business investment and increases the cost of financing business debt.
Eliminating corporate credit financing, particularly long-term borrowing, negatively impacts the
green innovation behavior of listed companies.

Keywords: green credit; heavy pollution enterprise; green innovation; investment efficiency;
financing constraint; difference-in-difference model

1. Introduction

Over the last few years, due to the impact of greenhouse gas, particularly carbon
dioxide emissions, global warming and climate change issues have become increasingly
severe, attracting the attention of many countries. Green technological innovation is con-
sidered to be an important means to achieve sustainable development. Technological
change, financial liberalization and globalization have reinforced the boundaries among
countries on technological capabilities and competitiveness [1]. Within the development
of green management around the world, industry competition has become more complex
and uncertain. The development of the majority of products and technologies is evolving
towards a green structure. When planning commercial strategies, taking environmental
impact into consideration has led to major changes in the social system and competition
area [2,3]. As the main consumer of resources and energy, heavy-polluting enterprises are
the main producers of environmental pollution [4]. Heavy-polluting industries represented
by electricity and steel are pillar industries that drive economic development. However,
they are also the main culprits of environmental problems [5]. Heavy-polluting companies
should take active social responsibility and implement the concept of developing envi-
ronmental protection. In the process of green transformation, green innovation should
serve as a new perspective, product and management system for addressing environmental
problems. The authors of [6,7] pointed out that research into environmental innovation
is still in its infancy. Therefore, focusing on enterprises in heavy-polluting industries, the
relationship between green credit policies and green technological innovation remains to
be further investigated.
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Through the guidance of green technology innovation policies, companies could
improve resource utilization efficiency and achieve a win–win development of social
energy conservation and emission reduction [8,9]. The government typically implements
green technology innovation policies based on the following two elements: environmental
monitoring and funding restrictions. Ref. [10] pioneered empirical research in this area and
used manufacturing data in the United States to confirm that environmental regulation
could, to some extent, promote companies’ innovation. By limiting credit allocation and
support to highly polluting and energy-consuming enterprises, more loan funds could
be directed to environmentally friendly projects [11]. Theoretically, the Porter hypothesis
suggests that a reasonable and strict environmental policy has a compensatory effect,
prompting firms to internalize the pollution cost and improve innovation ability. However,
green innovation is characterized by high inputs, high risks, long lead times and strong
environmental externalities [12]. There is undoubtedly a need for reasonable and effective
market intervention by the government. The government should take relevant policy
measures to promote the green innovation. It is evident that the question of how to promote
green transformation of enterprises through the promotion of technological innovation is
an issue to be urgently explored.

Before the implementation of green credit in China, the International Finance Corpo-
ration (IFC) first proposed the concept of green credit in 2002, the “Equator Principles”.
The “Equator Principles” aims to evaluate the environmental and social risks in project
financing. To reduce pollution emissions and support high-quality economic development,
the Chinese government announced a series of green finance policies aimed at reducing
environmental degradation. Green credit is one of the most important green financial
instruments implemented by the government. Financial institutions are encouraged to
direct capital to cleaner production [13]. The “Opinions on Implementing Environmental
Protection Policies and Regulations to Prevent Credit Risks”, issued in 2007, combined
environmental regulation with credit regulation. This document made corporate environ-
mental compliance one of the prerequisites for loan approval. However, due to the lack
of clear implementation rules, the green credit policy is still in the theoretical stage. In
2012, the “Green Credit Guidelines” (GCP) were introduced, the first specific guidelines
for financial institutions to carry out green credit. At present, some traditional heavy
industries are still an important part of the national economy. Simply shutting down a large
number of heavily polluting enterprises may lead to a shock in industrial development,
unemployment and economic growth. Consequently, it is very important to find a way
that would protect the environment and maintain stable economic development. In view
of this, this article studies the impact of green credit on the level of green innovation of
heavy-polluting enterprises.

The objective of this paper is to analyze the effectiveness of green credit policies. This
article therefore draws up an econometric model. Variables include the level of green
innovation, the effectiveness of investments, the level of debt financing and other factors.
This study examines the impact of green credit policies on the level of green innovation of
high-polluting companies. The marginal contributions of this article are as follows: First,
concerning the effects of green credit policies, this article focuses on samples of highly
polluting firms. This study will provide a practical basis for further investigation. Second,
the green credit policy plays an important role in environmental oversight. Previous
research on green credit policies has been subject to numerous omissions and shortcomings.
However, this paper should not only look at the effects of green credit policies, but also
discuss the mechanism of other possible factors which may work. Third, this paper enriches
the research topics related to environmental regulation and pollution reduction. On the
one hand, there is a lack of research on the level of green innovation in heavy polluters.
On the other hand, this paper fully considers the problem of policy failure under the
conditions of “strong government and weak society”, and provides a research basis for the
full implementation of pollution reduction policies.
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2. Literature Review and Theoretical Hypothesis

2.1. Literature Review

In recent years, in the face of an increasingly severe ecological environment, the Chi-
nese government has paid more attention to the use of financial products in environmental
governance and introduced a series of policies in the field of green credit. The subject of this
paper is the impact of the implementation of green credit policies on the green innovation
capacity of heavily polluting enterprises. What the green credit policy is actually trying to
achieve is an improvement in society’s pollution reduction results. The improvement of
the green innovation capacity of heavy polluters is only one path to achieving improved
environmental performance of enterprises. As the indicators of the results of pollution
reduction by enterprises have only been emphasized in recent years, the indicators are
cumbersome. And the indicators are not of a uniform form. This has caused difficul-
ties in the collation of data. This paper therefore focuses its attention on the impact of
the implementation of green credit policies on the green innovation capacity of heavily
polluting enterprises.

Current research on green credit policy is mainly divided into two main topics: the-
oretical analysis and effect assessment. More specifically, early in the study research,
researchers were most interested in the need to implement green credit policies and the
barriers to implementation. Ref. [14] elaborated systematically on green credit’s connota-
tion and strategic value. Guo [15] thoroughly analyzed the challenges of implementing
green credit guidelines and proposed a series of practical suggestions. Furthermore, some
studies have assessed the performance of commercial banks and financial institutions
in the implementation of green credit principles through model building and empirical
analysis [16].

With the deepening of the operation of the policy, researchers are gradually focusing on
the quantitative evaluation of the application effect of the green credit policy. Furthermore,
research on this subject can be discussed from both a macro and a micro perspective.

At the macroscopic impact level, scholars have conducted in-depth discussions on
the impact of green credit on the overall environmental quality. The authors of [17]
found that green credit can reduce environmental pollution through three intermediary
channels: improving business performance, fostering business innovation, and promoting
the modernization of industrial structures. Ref. [18] used the spatial Dubin model to analyze
the impact of green credit on China’s green economy and its transmission mechanism. They
found that this policy can not only improve the local green economy, but also present Spatial
spillover effects, which can promote the development of the green economy in surrounding
areas to a certain extent. Based on China’s provincial panel data, Zhang et al. [19] concluded
that the green credit can reduce China’s carbon emissions by encouraging modernization
of industrial structures and technological innovation. Ref. [20] also confirmed that green
credit has a major impact on promoting green and sustainable development in China. At
the same time, environmental pollution is closely related to the industrial structure [21].
Some researchers have investigated the relationship between green credit and the industrial
system of China. Ref. [22] demonstrated that green credit has a significant positive impact
on the modernization of industrial structures as a whole, and Shao et al. [23] examined
the dynamic development relationship between green credit and the rationalization of
industrial structures in an innovative way. It turns out that there are three stages of degree
of coupling from the bottom up. Implementing the green credit policy will help guide the
rational allocation of resources and promote the development of the industry.

At the micro-impact level, most existing research is conducted around the two main
bodies of companies and banks. For commercial banks, academics focus primarily on the
impact of green credit implementation on bank performance. Ref. [24] used the systematic
GMM regression method to test the relationship between green credit and the sustainable
competitiveness of commercial banks. They noted that green credit policies could improve
the performance of the bank’s total assets. King and Levine [25] also indicated that green
credit could indeed improve the bank’s operational performance by encouraging the
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upgrading of the credit structure of commercial banks and reducing credit risk. However,
some scholars’ studies have reached different conclusions. Luo et al. [26] developed a
comprehensive rating index for commercial bank capabilities using factor analysis. The
study found that green credit has a significant impact on improving the overall competitive
position of banks, but with the progressive implementation of policies, this promotional
effect will tend to become weaker. Yin [27] estimated that green credit would weaken
commercial banks’ short-term financial performance, particularly for small and medium-
sized commercial banks.

At the enterprise level, most scholars evaluate the policy effect of green credit from
enterprises’ investment and financing status. Liu et al. [28] concluded that green credit
policy harms investment and the financial situation of high-pollution and energy-intensive
companies. Lemmon and Roberts [29] also confirmed that the green credit policy could
limit the bank’s credit support to heavily polluting enterprises, which affects the financing
activities of the enterprises to a certain extent. Li et al. [30] found that green credit will
reduce the scale of debt financing of heavily polluting companies and increase costs by
constructing a double differential model. Similarly, Peng et al. [31] have also found that
green credit policies impact the extent to which high-polluting companies finance their debt.
Zhang et al. [32] believed that green credit policies could promote short-term financing of
“two highs” enterprises but negatively affect long-term funding and investment behavior. In
addition, some scholars choose to focus on the impact of the implementation of green credit
on the green behavior of enterprises. Research by [33] proves that green credit policies
can help to increase investment in environmental protection by polluting companies.
Furthermore, this promotion will vary depending on the nature and scale of the enterprise
and the level of commercialization in the region. Zhang et al. [34] found that implementing
Green Credit Guidelines helps businesses invest in renewable energy, and this promotion is
heterogeneous. In addition, there is considerable academic interest in whether green credit
influences business development performance. They found that green credit can increase
the value of new energy businesses in a sustainable and long-term way [35]. Also, it will
reduce the corporate performance of heavily polluting companies [36].

An analysis of many pieces of literature shows that research on the political impact of
green credit is abundant at the macro-economic level. Furthermore, from a microeconomic
perspective, the discussion on the effect of this policy on the performance of banks and
investment and corporate finance is also very comprehensive. The fundamental objective
of implementing the green credit policy is to encourage enterprises to proactively develop
production and operation while respecting the environment. Green innovation is clearly an
essential element of green transformation and company modernization. Unfortunately, at
this point, little literature focuses on the specific effects of green credit policy on green inno-
vation and its impact mechanism, and there are some differences in the conclusions drawn
by existing studies. Ling et al. [37] used a difference-in-difference model to empirically
analyze that green credit could negatively affect R&D investment and innovation output
of enterprises when taking long-term debt as an intermediary, and this constraint has
nothing to do with ownership rights and corporate scale. Caragnano [11] came to the same
conclusion in their research. They believe that this policy reduces the scale of credit and
increases the cost of credit for heavily polluting enterprises, leading to the intensification
of credit constraints. However, the study of [38] noted that the green credit policy posi-
tively affects the technological innovation of high-polluting companies, and with increased
commercialization, this promotional effect will be more meaningful. Hong et al. [39] are
also of the opinion that Green Credit can promote innovation in green technologies across
businesses. Furthermore, this influence will be heterogeneous depending on the type of
ownership of the enterprise and the size. Liu et al. [40] proved that the implementation of
green credit existed in the Porter effect by adopting PSM-DID. Hu et al. [41] also reached a
similar conclusion. Guo et al. [42] found that green credit policies can effectively promote
green technology innovation in one area, but there is no space spillover effect.
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To sum up, the analysis of the micro effect of green credit in the existing literature is
relatively limited, and there is a lack of relevant discussion on whether green credit can
induce enterprise innovation transformation. At the same time, whether the implementa-
tion of this policy can promote enterprise green innovation has yet to be unified. In terms
of research content, the above papers pay more attention to the direct impact of green
credit policies on enterprises and banks, and neglect to fully sort out the policy mechanism.
This article attempts to make up for these shortcomings. Concerning research samples,
the scope of research in the existing literature is broader, and there is a lack of research
on specific industries. This article uses highly polluting Chinese companies as a research
sample to analyze the effects of policies at the industry level. In terms of empirical research,
this article adopts the difference-in-difference method, which is appropriate for analyzing
policies implemented in different regions and at different times.

2.2. Theoretical Hypothess
2.2.1. Green Credit Policy and Green Innovation Level

At present, there is no unified opinion in the academic circles on the impact of en-
vironmental supervision policies represented by the “Green Credit Guidelines” on the
innovation capabilities of enterprises. Pigou proposed the “Pigou Tax” in 1932, establishing
a precedent for environmental control. Subsequently, Coase criticized Pigou’s method
of correcting externalities. This is due to the fact that the “Pigou tax” restricts economic
choices and stresses the important role of property rights and property rights transactions
in environmental monitoring. According to using data on firms in major European coun-
tries, Rubashkina et al. [43] found that environmental regulation had an important role
in facilitating their innovation. Hong et al. [39] states that there is an upward trend in the
level of green innovation among firms, and an upward trend after the enactment of green
credit. But what role does green credit policy play in this? Does it actively contribute to the
promotion of green innovation capacity? As an environmental economic policy, the effect
of green credit on enterprise technological innovation is mostly centered on the theoretical
mechanisms of “Following cost “and “Porter hypothesis “. Following cost effect is reflected
in the fact that environmental regulations will increase the production cost and pollution
control cost of the enterprise. This produces a crowding-out effect on R&D investment
activities and reduces the productivity of enterprises. The Porter hypothesis focuses on
the innovation compensation effect. The Porter hypothesis as a reasonable environmental
regulation has a positive effect on encouraging companies’ innovation.

Whaller and Whitehead [44] argues that environmental regulatory policies limit the
ability of firms to innovate technologically by increasing the cost of production and oper-
ation and limiting the flow of finance to less polluting innovation projects. Lenoard [45]
argues that companies subject to stringent environmental regulations can lose domestic and
international market share and face increased investment costs due to environmental regu-
lations. Consequently, some companies will reorganize production and investment in areas
where monitoring is weak, which does not have a good impact on the environment. Yuan
and Xiang [46] used data from Chinese manufacturers to conclude that rising pollution con-
trol costs inhibited companies’ innovation production. Kneller and Manderson [47] used
environmental protection expenses to assess environmental regulations. They concluded
that environmental law had not increased R&D investment in the UK manufacturing sector.
The reason is that even though environmental regulation has increased investment in
environmental R&D, it has been predatory. Shi et al. [48] estimated the impact of China’s
pilot carbon emissions trading policy on business innovation outcomes and concluded that
this policy significantly undermined the innovation of regulated and non-regulated firms.
Based on the above analysis, the following assumption is proposed:

Hypothesis 1 (H1). Following the promulgation of the “Green Credit Guidelines” in relation to non-
polluting companies, highly polluting companies’ level of green innovation decreased considerably.
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2.2.2. The Moderating Effect of Enterprise Investment Efficiency

Figure 1 illustrates the mechanism of action of several variables in the theoretical
model. The moderating effect is whether it will be affected by the moderator variable
Z during the study of the influence of X on Y. There are obvious differences between
industries with respect to the efficiency of investment by Chinese companies. This further
implies that the impact of the level of green credit of enterprises on the innovation ability of
enterprises may be unbalanced and insufficient due to differences in investment efficiency
in industries and regions. Based on the different levels of investment, what is the impact
of green credit on the green innovation capabilities of polluting companies? The effect of
varying levels of investment efficiency of enterprises on green innovation capabilities is
mainly reflected in the following two aspects.

Figure 1. Types of variables in the theoretical model.

First of all, in the process of market-oriented reforms, the degree of local government
intervention in enterprises within its jurisdiction also shows obvious differences across
industries, which will also affect the innovation behavior of enterprises. An important
feature in regions and industries with relatively high investment efficiency is that local
governments have less improper and excessive intervention in enterprises within their
jurisdiction. Moreover, local governments can also provide more convenient institutional
infrastructure conditions for innovative financing of enterprises within their jurisdiction.
For example, building enterprise information databases, setting up regional policy inno-
vation guidance funds, implementing scientific and technological innovation guidance
plans, and introducing preferential fiscal and tax policies for scientific and technological
innovation, etc. All of this helps to increase opportunities for companies to obtain external
loans, boosting entrepreneurial innovation [49]. Conversely, local governments have more
stringent qualifications for obtaining green credits for highly polluting companies in areas
where the optimization and reform of the market-oriented business environment is rela-
tively slow. Therefore, the uncertainty of external policies is greater, and local governments
will restrict the innovation decisions of companies more. As a result of the adverse effects
of various government policies, the risk of business innovation will be higher. Banks are
reluctant to lend funds to companies with high risks and uncertain returns, which will
hinder business innovation [50].

Secondly, the allocation of credit resources also shows obvious differences between
sectors and regions. Banks in various areas have “relaxing forces”, and the distribution of
credit resources will influence whether firms can obtain adequate credit financing support
when carrying out investment activities [51]. Where the allocation of credit resources is
more market-oriented, the autonomy of financial intermediaries such as banks is stronger.
Banks are better equipped to gather and process business information, reducing the prob-
lem of information asymmetry between banks and businesses. To a certain extent, this
contributes to a reduction in credit approval procedures and procedures for banks and
other financial institutions. Consequently, it can effectively address the shortage of R&D
funds and free up space for companies to improve investment efficiency [52]. Enhanc-
ing the effectiveness of investments further frees entrepreneurship from innovation and
strengthens the enthusiasm for business innovation [34].
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Hypothesis 2 (H2). When firms’ investment efficiency is weak, the inhibiting effect of green credit
policy on firms’ innovation capacity will be reinforced.

2.2.3. Green Credit, Corporate Debt Financing Costs and Corporate Green
Innovation Capabilities

Supply factors in financial markets influence corporate funding decisions [29,53]. The
rapid expansion of industries with high pollution and high energy consumption leads to
the continuous increase in the discharge of industrial waste water and waste gas, which
intensifies the deterioration of the environment and brings negative externalities. In the
production process, the company harmed the external environment without compensation,
i.e., the external diseconomy of production was produced [54]. In economic theory, common
approaches to negative externalities include taxation and explicit property rights. That is,
by taxing the non-economic external enterprise exactly at the marginal cost of the external
enterprise or by defining property rights according to the Coase theorem. Nevertheless,
it is difficult for the former to estimate the cost of externalities in monetary terms. In the
latter case, the transaction cost cannot be zero in practice [55]. Implementing green credit
requires banks to consider compliance with environmental testing standards as a significant
precondition for credit approval in credit activities. This increases the borrowing threshold
of the companies with high pollution and high energy consumption and can essentially be
considered as a macro-economic policy tool to promote environmental protection that uses
economic levers to guide environmental protection, internalizing the costs of corporate
environmental pollution [56]. Government and the financial sector share information
about business environmental protection, which helps to understand the relationship
between environmental protection and financial credit. Negative signals could be sent to
the “two high” enterprises, affecting their production and operation decisions and resource
allocation. At the same time, it can send signals to the capital market to strengthen the
management and supervision of corporate environmental information disclosure, thereby
reducing the willingness of external creditors to provide debt capital. Following the “Green
Credit Guidelines” formal implementation, high-polluting companies will face increased
public pressure and moral condemnation, and they may even face risks of environmental
disputes, causing external creditors to divest or turn down loan extensions. As a result,
the level of debt financing of highly polluting companies is declining [31]. As shown in
Figure 1, green credit can initially affect the cost to finance corporate debt, and then affect
the green innovation ability of high-polluting companies by affecting the cost of financing
corporate debt. The cost of debt funding may be used as an intermediary variable. Based
on the foregoing analysis, this paper suggests the following assumption:

Hypothesis 3 (H3). Green credit policy may increase the debt financing cost of enterprises and
then reduce the green technology innovation of enterprises.

3. Data and Methods

3.1. Data and Variables

This article mainly selects the data of China’s listed companies from 2010 to 2019.
Based on the previous search objectives, this article selects the relevant data and tries
to explain how policy works by analyzing mechanisms. In accordance with previous
research objectives, this document selects relevant data. There are three data sources:
First, the number of green invention patent applications mainly comes from the State
Intellectual Property Office (http://pss-system.cnipa.gov.cn/sipopublicsearch/portal/
uiIndex.shtml accessed on 9 December 2021). We specifically determine green patents
based on the international patent classification in the “Green List of International Patent
Classifications” issued by the World Intellectual Property Organization (WIPO) in 2010
(https://www.wipo.int/Classification/ipc/greeninventory/home accessed on 9 December
2021). Then, the financial data in the control variables, such as company size, asset-liability
ratio, company life, ROA, proportion of tangible assets, cash holding rate, ownership
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concentration, earnings volatility, Tobin’s Q, stock return rate, and whether to disclose
social responsibility report, are mainly from the CSMAR database.

The variable explained in this paper is the level of green innovation, which is repre-
sented by the natural log of the number of green patent applications. Although the selection
of patents to measure the level of technological innovation has a certain degree of one-
sidedness, patent data is still the only observable variable in the measure of technological
innovation. Therefore, based on the study of [57], the number of patent licenses is selected
as a surrogate indicator of enterprise technological innovation.

The explanatory variable of this article is the green credit policy. As for the definition
of heavy polluting enterprises, [58] used the research to compare the Guidelines on Industry
Classification of Listed Companies issued by the China Securities Regulatory Commission
(CSRC) with the Classified Management Directory of Listed Companies’ Environmental
Protection Verification Industry issued by the Ministry of Environmental Protection, so as
to screen out samples of heavy polluting enterprises. It includes the mining industry, textile
and garment fur industry, metal and nonmetal industry, petrochemical plastic industry,
food and beverage industry, water, electricity and gas industry, biomedicine industry, paper
making and printing industry, etc. By sampling highly polluting companies, we analyze
the effect of green credit policy.

This paper selects investment efficiency as the moderator variable. Among them, the
statistical method of the cost of debt financing is that of financial charges/total liabilities.
The way of measuring investment efficiency is based on the measurement model described
in [59]. This model has been widely used in the field of corporate finance as it allows the
direct measurement of the investment efficiency of a given firm in a given year.

Inve f f iit = β0 + β1 Investi,t−1 + β2Growthi,t−1 + β3Levi,t−1 + β4Cashi,t−1 + β5 Agei,t−1 + ∑ Ind + ∑ Year + εit (1)

Where Inve f f iit is the amount of capital investment, which is equal to (capital expen-
diture + M&A expenditure-income from selling long-term assets-depreciation)/total assets;
Growthi,t−1 is equal to the growth rate of operating income; Levi,t−1 is the asset-liability
ratio; Cashi,t−1 is equal to cash and cash equivalents/Total assets; Agei,t−1 is the listing
period, which is equal to the natural logarithm of the company’s listing period. In addition,
the model also controls the industry fixed effect Ind and the annual fixed effect Year. The
residual of this formula is the investment efficiency. When the residual εit > 0, it indicates
that the company has overinvested. When the residual εit < 0, it indicates that the enterprise
has insufficient investment.

This paper takes debt financing cost as an intermediary variable, and the method of
measuring debt financing cost is to divide the financial expenses of the enterprise by the
total debt. In order to control the heterogeneous characteristics of the company, this article
also uses the following control variables: company size, leverage level, company age, ROA,
tangible asset ratio, cash holding ratio, equity concentration, whether to publish social
responsibility reports and the degree of profit volatility, Tobin Q, stock yield. The specific
variable definitions in the text are shown in Table 1.

In order to mitigate the influence of extreme values on empirical findings, this article
winsorizes continuous variables that are less than 1% (or greater than 99%) of the quantile.
To alleviate the endogenous problem, the control variables of the investment and financing
equation (i.e., Equation (3)) in the regression analysis are all lagging one period (except for
corporate age, equity concentration and corporate social responsibility). At the same time,
the standard deviation of the test results is the adjustment of the cluster at the company
level. Table 2 presents descriptive statistics of the main variables covered by the study.
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Table 1. Variable description.

Variable Statistic Description

Green innovation level lngp Ln (1 + Number of green
patent applications)

Group dummy variable treated Heavy polluting enterprise = 1; Non-heavy
polluting enterprises = 0

Event dummy variable post The value for 2012 and later is 1. Otherwise,
the value is 0

Investment efficiency inveffi Measured by Richardson’s (2006) model
Debt financing cost debt Total financial expenses/liabilities

Company size size The natural log of total assets at year end
Leverage lev Asset-liability ratio

Company age age The number of years the company has
been listed

Return on assets roa Net profit/Total average assets

Proportion of tangible assets tar (Owners’ equity − Intangible Assets −
Deferred Assets)/Total assets amount

Cash holding ratio cash Cash and cash equivalents ending
balance/current liabilities

Ownership concentration equity Shareholding ratio of the company’s
largest shareholder

Social responsibility public
Public social responsibility report = 1;
Non-disclosure of social responsibility

report = 0

Earning volatility std Standard deviation of return on assets in
years t−3 to T

Tobin’s Q tq
(Market value of tradable shares + par

value of non-tradable shares)/(Total Assets
− net intangible assets − net goodwill)

Return on stock ret Annual return on individual shares

Table 2. Descriptive statistics.

Variable Obs Mean Std. Dev. Min Max

lngp 12,378 0.2871725 0.7132743 0 6.590301
po 12,420 0.5273752 0.4992701 0 1

after 12,420 0.8 0.4000161 0 1
size 12,419 22.24249 1.331667 14.75859 28.63649
lev 12,419 0.4632725 0.6146905 0.0070799 29.69759
age 12,420 2.793565 0.397153 0.6931472 3.688879
roa 12,419 0.0506745 0.3824283 −28.94023 22.00289
tar 12,419 0.9304783 0.079834 0.317304 1

cash 12,419 0.1745579 0.1345231 0.0001508 0.9147874
equity 12,420 34.32527 15.02518 0.2863 89.9858
public 12,368 0.3036061 0.4598331 0 1

std 12,420 0.0949768 4.084318 0.0006314 453.1186
tq 12,048 2.164018 2.746482 0.683714 122.1895
ret 12,410 435.1414 39555.46 −353.706 4324004

inveffi 11,014 0.0412461 0.0512885 4.69 × 10−6 0.4645226
debt 12,420 0.0111637 0.1502056 −2.454517 14.79254

3.2. Methods

The impact of green credit policy on the green technology innovation of heavily
polluting companies is mainly achieved through political shocks. Specifically, first, the im-
plementation of the green credit policy has reduced the ability of high-polluting companies
to secure loans for green innovation. At the same time, high-polluting companies have
spent more on reducing corporate pollution to cope with public monitoring of corporate
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environmental effects. To some degree, fewer funds are used to research companies’ green
patents [60,61].

A higher level of green credit will raise the threshold for companies to access green
credit funds and reduce green technology innovation among companies. On the contrary,
as the level of innovation in green technologies decreases, it will be harder for companies
to obtain green credit funds from banks. In this way, there is a mutual causality between
the explanatory variable and the explained variable. This will establish a correlation
between the explanatory variable and the error term, resulting in endogenous problems
and inconsistent parameter estimates [62]. The policy is exogenous, and the difference-in-
difference method may effectively mitigate the endogenous problem. Additionally, the
DID model can not only control unobservable individual heterogeneity between samples,
but also maintain the influence of unobservable demographic factors that change over time.
Therefore, a consistent estimate of policy effects could be obtained. The DID method has
these excellent properties and has been extensively used in policy assessment.

On this basis, we use the “Green Credit Guidelines” incident released by the China
Banking Regulation Commission on 24 February 2012, as a political shock. Before the
publication of the “Green Credit Guidelines” in 2012, credit policies of banking financial
institutions paid little attention to green development issues. After 2012, banking financial
institutions are required to clarify the direction and focus areas of green credit support. This
paper uses the DID model to evaluate green credit guidelines’ impact on green technological
innovation. The specific model is as follows:

Greeninnovationit = α + βtreatedi × postt + γXit + δi + λt + εit (2)

Among them, Greeninnovationit_it refers to the number of green invention patent
applications of a company (divided by the number of invention patent applications), and
represents the company’s green innovation level. treatedi is the group dummy variable, the
treatment group company is 1, otherwise it is 0 (As companies in heavy polluting industries
are directly affected by the green credit guidelines, they are treated as a treatment group
and non-heavy polluting industries as a control group). postt is an event dummy variable,
and the value is 1 in 2012 and later, otherwise the value is 0. treatedi × postt are DID
variables. Xit includes a series of enterprise-level control variables. β is the coefficient
of the interaction term, which measures the impact of green credit standards on green
technological innovation. At the same time, δi is an individual fixed effect, and λt is a
time fixed effect to capture the influence of time-invariant enterprise-level factors and
time-related factors.

In this paper, the impact of green credit on the technological innovation of heavily
polluting enterprises is estimated by using the differential difference model of panel data.
This paper further examines whether the moderating effect of investment efficiency exists.
Therefore, based on model (2), investment efficiency is added as an intermediary variable.

Greeninnovationit = α + β1(treaedi × postt) + β2(treatedi × postt × E f f iciencyit) + γXit + δi + λt + εit (3)

Moreover, the implementation of green credit policies may indirectly impact green
innovation capacities by altering the debt financing costs of high-polluting companies.
In other words, the cost of debt finance has a mediating effect on developing the green
innovation capacity of heavy polluting enterprises inhibited by green credit. As shown in
Figure 1, the mediating effect means that the influence relationship between dependent
variable and independent variable is not a direct causal chain relationship (X→Y), but an
indirect influence is generated through some intermediate variable M (X→M→Y). This
paper draws on the stepwise regression method proposed by [63] by constructing the
following recursive model to test the mechanism of debt financing costs affecting the
level of green innovation of urban enterprises. Among them, β1 in formula 4 measures
the total effect of green credit policy on the company’s green innovation capability. In
formula 5, γ1 measures the direct impact of green credit policies on the increase in debt
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financing costs of heavily polluting enterprises. And τ2 measures the mediating effect of
debt financing costs, that is, the degree of indirect influence of green credit on enterprises’
level of green innovation of enterprises by changing the debt financing costs of heavily
polluting enterprises.

Greeninnovationit = β0 + β1Dit + β2Xit + δi + λt + εit (4)

Debtit = γ0 + γ1Dit + γ2Xit + δi + λt + εit (5)

Greeninnovationit = τ0 + τ1Dit + τ2Debtit + τ3Xit + δi + λt + εit (6)

4. Results

4.1. Basic Regression

This article uses the DID method to measure the impact of green credit on the level
of corporate green innovation. At the same time, in order to determine whether the fixed-
effect model or the random-effect model should be used, this paper uses the LM test and
the Hausman test. The test results show that the two-way fixed-effects model should be
used. Table 3, from left to right, represents the results of Pooled panel regression, individual
random effect, individual fixed effect and bidirectional fixed effect, respectively.

Table 3. Basic return.

(1) (2) (3) (4)

did −0.188 *** −0.028 −0.002 −0.070 ***
[0.013] [0.017] [0.017] [0.027]

size 0.203 *** 0.128 *** 0.079 *** 0.062 ***
[0.010] [0.016] [0.017] [0.017]

lev −0.01 0.007 0.006 0.017
[0.014] [0.010] [0.010] [0.011]

age −0.076 *** 0.068 ** 0.173 *** −0.113
[0.016] [0.032] [0.044] [0.082]

roa −0.011 0.009 0.008 0.016
[0.015] [0.007] [0.007] [0.010]

tar 0.229 *** 0.213 ** 0.155 0.147
[0.069] [0.099] [0.100] [0.100]

cash 0.325 *** 0.041 0.034 0.026
[0.052] [0.056] [0.057] [0.058]

equity −0.004 *** −0.001 0 0
[0.001] [0.001] [0.001] [0.001]

public 0.093 *** 0.047 ** 0.022 0.015
[0.015] [0.023] [0.026] [0.026]

std −0.008 0.008 0.008 0.007
[0.010] [0.015] [0.014] [0.013]

tq 0.015 *** 0.007 *** 0.004 ** 0.003
[0.003] [0.003] [0.002] [0.002]

ret 0 0 0 0
[0.000] [0.000] [0.000] [0.000]

_cons −4.149 *** −2.936 *** −2.102 *** −0.888 **
[0.233] [0.375] [0.385] [0.441]

Year-fixed effect Control Control Control Control
Firm-fixed effect Control Control Control Control

N 12048 12048 12048 12048
R-squared 0.136 0.107 0.703 0.705

Notes: *** and ** indicate significant at the 1% and 5% levels, respectively.

Table 3 shows how green credit policies can limit companies’ green technological
innovation. The DID coefficient is −0.07 and passed the 1% significance test. After imple-
menting the green credit policy, banks will raise the loan threshold to improve their green
rating. This leads to higher financing costs for polluters. Compared with non-green patents,
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green technology patents have higher technical requirements and more investment, which
may not be substantially increased in the short term, but will decline.

4.2. Robustness Test

This paper used two methods to verify the accuracy of the conclusions. The first
method was parallel trend testing. The second method was the placebo test.

4.2.1. Parallel Trend Test

The assumption of parallel trend is the premise of using the time-varying DID model,
requiring the lngp of the treatment group and the control group to have the same changing
direction before implementing the green credit policy. Therefore, this paper adopts the time
trend diagram of the treatment group and the control group to conduct a parallel trend
test, as shown in Figure 2. Before the policy time point, the trend of the average growth
trend was basically parallel, but after the implementation of the policy, the gap gradually
widened, indicating that the green credit policy is effective. Therefore, by plotting the time
trend graph for the treatment and control groups, a rough conclusion can be drawn that
addresses the parallel trend assumption. Before the implementation of the Green Credit
Policy, the trend of growth in the levels of green patents of polluting and non-polluting
enterprises was more or less the same. After implementing the green credit policy, the
growth of the green innovation capacity of heavy-polluting enterprises was relatively
slow. It is pointed out that the innovation capacity of heavy polluting enterprises may be
hampered by the green credit policy.

 

Figure 2. Parallel trend test.

4.2.2. Placebo Test

The basic idea behind the double-difference placebo test is to estimate the duration of
the dummy treatment group or dummy policy. If the coefficient of the “pseudo-political
fictitious variable” remains significant in the fictitious situation, this means that the result
of the initial estimation is likely to be biased. Changes in the level of green innovation of
heavy pollutant companies may have been influenced by other political or random factors.
This paper randomly selected the interaction term 500 times to check whether the coefficient
is significantly different from the baseline estimation result and draws the distribution
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diagram of the regression coefficient. As shown in Figure 3, randomized coefficients are
expected to follow a normal distribution and thus pass the placebo test.

 

Figure 3. Placebo test.

4.3. Analysis of Heterogeneity

The nature and scope of company ownership may result in differences in the effective-
ness of green credit policies. In general, compared to state-owned enterprises, non-state
enterprises are less sensitive to environmental impacts in their day-to-day production and
operations, and their consciousness of social responsibility is relatively weak. At the same
time, enterprises of different sizes may have some differences in operational efficiency and
financing channels. Therefore, differences in corporate ownership and size can lead to
different characteristics of green innovation under the influence of green credit policies.

In order to explore the micro effects of green credit policies under different enterprise
attributes, sample companies are divided into state-owned enterprises and non-state-
owned enterprises according to different ownership attributes of enterprises. The sampled
enterprises were divided into three quartiles based on differences in the size of the en-
terprise. The first third of the largest companies are defined as large companies, and the
last two thirds are defined as small and medium-sized companies. The DID model is
used to analyze the heterogeneous impact of green credit policies on green technological
innovation. The empirical results are shown in the table below.

Table 4 shows that the heterogeneous impact of green credit policies on green in-
novation is mostly reflected in business property rights. Specifically, in the sub-sample
regression of state-owned enterprises and non-state-owned enterprises, the coefficients
of the interaction terms are −0.0599 and −0.0867, respectively, and the former does not
pass the significance test. This shows that the inhibition effect of the green credit policy
on the green innovation of heavily polluting enterprises is significant in the sample of
non-state-owned enterprises, but not in the sample of state-owned enterprises. In the sub-
sample regression of large enterprises and small and medium enterprises, the coefficients
of the interaction terms are −0.167 and −0.0384, respectively, and neither of them has
passed the significance test. This indicates that the policy inhibition effect of green credit
on enterprises’ green innovation will not be more different due to the size of enterprises.
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Table 4. Heterogeneity analysis.

(5) (6) (7) (8)

State-Owned Non-State-Owned Large Firms Small Firms

did −0.0599 −0.0867 ** −0.167 −0.0384
(−1.32) (−2.67) (−1.94) (−1.72)

size 0.0388 0.0842 *** 0.206 ** 0.0580 ***
−1.44 −3.62 −3.21 −3.47

lev 0.0763 0.0204 −0.0623 0.0104
−1.1 −1.9 (−0.50) −1

age −0.237 −0.0262 −0.38 0.007
(−0.78) (−0.34) (−1.25) −0.11

roa 0.0628 0.0183 0.285 −0.0048
−1.44 −1.45 −1.47 (−0.59)

tar −0.0126 0.166 −0.133 0.0231
(−0.05) −1.42 (−0.38) −0.28

cash −0.14 0.0276 −0.0376 0.0418
(−1.20) −0.44 (−0.20) −0.77

equity −0.00117 −0.00098 −0.00066 −9.2 × 10−5

(−0.72) (−0.86) (−0.35) (−0.10)
public 0.00318 0.0128 −0.0509 0.0445

−0.09 −0.36 (−1.30) −1.52
std 0.0384 −0.0003 0.0361 −0.03

−1.63 (−0.07) −1.61 (−1.84)
tq −0.00073 0.00538 * 0.0372 0.00196

(−0.17) −2.03 −1.59 −1.28
ret −7.35× 10−8 *** 0.000000591 *** 0.000139 −3.62 × 10−8

(−11.23) −22.11 −0.91 (−1.21)
_cons 0.218 −1.663 ** −3.052 −1.120 **

−0.18 (−3.12) (−1.77) (−2.60)
Year-fixed effect Control Control Control Control
Firm-fixed effect Control Control Control Control

N 5483 6153 5094 6861
R-squared 0.1405 0.1356 0.1963 0.1357

Notes: ***, ** and * indicate significant at the 1%, 5% and 10% levels, respectively.

4.4. Mechanism Analysis

The results of Table 3 show that the implementation of green credit has hampered the
ecological innovation capabilities of high-polluting companies. Concerning hypothesis 2,
this article focuses on the moderating effect of investment efficiency and introduces the
term interaction between investment efficiency and policy into the model. The moderating
effect of investment efficiency is shown in the first column of Table 5. After introducing a
regulated variable, the estimated coefficient of green credit policy is always significantly
negative. The assessment of the coefficient of the adjustment variable shows that the
coefficient of the interaction term between green credit policy and investment efficiency is
significantly negative. The results show that the relationship between the implementation
of green credit policies and the green innovation capabilities of heavily polluting companies
will be negatively regulated by investment efficiency. Hypothesis 2 has been confirmed.

In order to further identify the internal mechanism of green credit policies, it is nec-
essary to test the mediation effect of debt financing costs. According to the stepwise
regression method, the models 4~6 are regressed. It can be seen from Table 5 that the
coefficients of β1,τ1 and τ2 are all significant, so the intermediary variables are path de-
pendent. Specifically, implementing green credit policies will lead to increased corporate
debt costs. According to the procedure of the intermediary effect test, the intermediary
effect of debt financing costs is −0.144. Green credit policy indirectly inhibits the level of
green innovation capacity of firms by increasing the debt financing costs of highly polluting
firms. At the same time, the estimated coefficient of the green credit policy is significantly
negative under different models, which means that part of the intermediary effect of debt
financing costs is significant. The above results indicate that the implementation of the
green credit policy will increase the debt financing cost of heavily polluting companies,
thereby inhibiting the development of the level of green innovation for heavily polluting
companies. Hypothesis 3 has been confirmed.
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Table 5. Mechanism analysis.

(9) (10) (11) (12)

Regulating Effect Mediating Effect

did −0.206 *** −0.188 *** 0.00237 * −0.188 ***
(−13.58) (−14.71) (−2.26) (−14.69)

did_inveffi 0.321
−1.83

debt −0.144 **
(−3.49)

size 0.224 *** 0.203 *** 0.00125 0.204 ***
−18.79 −20.42 −1.89 −20.44

lev −0.115 ** −0.01 0.0244 *** −0.00651
(−2.72) (−0.69) −3.33 (−0.46)

age −0.114 *** −0.0757 *** 0.00196 −0.0754 ***
(−6.02) (−4.77) −1.19 (−4.75)

roa −0.436 *** −0.0109 0.00913 −0.00963
(−5.62) (−0.75) −1.09 (−0.68)

tar 0.320 *** 0.229 *** 0.00712 0.230 ***
−4.2 −3.33 −1.16 −3.34

cash 0.452 *** 0.325 *** −0.176 *** 0.300 ***
−6.14 −6.23 (−14.87) −5.43

equity −0.00347 *** −0.00359 *** −0.0000696 * −0.00360 ***
(−6.30) (−7.07) (−2.22) (−7.09)

public 0.0844 *** 0.0929 *** −0.00258 * 0.0925 ***
−5.31 −6.12 (−2.20) −6.09

std −0.337 *** −0.00774 −0.00256 −0.00811
(−4.88) (−0.76) (−0.67) (−0.81)

tq 0.0257 *** 0.0154 *** −0.000323 0.0154 ***
−7.11 −5.19 (−1.14) −5.2

ret 1.62 × 10−8 8.47 × 10−9 1.36 × 10−9 8.67 × 10−9

−0.89 −0.39 −1.23 −0.4
_cons −4.543 *** −4.149 *** −0.00839 −4.151 ***

(−16.61) (−17.82) (−0.48) (−17.83)
Year-fixed effect Control Control Control Control
Firm-fixed effect Control Control Control Control

N 10770 12048 12048 12048
R-squared 0.1405 0.1356 0.1963 0.1357

Notes: ***, ** and * indicate significant at the 1%, 5% and 10% levels, respectively.

After implementing green credit, financial institutions reduced the long-term debt
of polluting companies to avoid risks. This will impede investment in R and D and the
generation of business innovation. The implementation of green credit will harm the
company’s green innovation. Mechanism analysis found that the credit constraints caused
by the reduction of credit scale and the increase of credit costs are the main mechanism of
action [11].

5. Discussion

This study makes a significant contribution to exploring the relationship between
green credit policies and the green innovation capacity of highly polluting firms. Based
on the implementation of green credit policies in China, this paper uses a difference-in-
difference approach to identify policy impacts. This paper finds that the implementation of
green credit policies inhibits the ability of heavily polluting firms to innovate green. This
paper adopts a similar research methodology to [39], but the findings are quite different.
Hong et al. [39] believes that the implementation of the green credit policy has improved the
company’s green innovation capabilities. The research sample used in this article is not the
same as that of the above research. This article focuses on heavy-polluting companies. The
reason is that the current environmental pollution is mainly affected by polluting emissions
from heavily polluting companies. However, this article does not consider that the green
credit policy has no positive effect on heavily polluting companies. This article believes
that the credit restraint effect and information transmission effect caused by policies reduce
the credit resources and commercial credit available to enterprises, leading to a decline
in the level of technological innovation. Moreover, this paper argues that the decline of
green innovation may be triggered by the fact that it takes some time for the financial
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steering role of green credit and the resource allocation role of R&D investment to manifest.
In the meantime, a study by [16] explains this point in a different light. It argues that
switching social capital from polluting industries to non-polluting industries can facilitate
green innovation in non-polluting industries, which in turn can lead to environmental
improvements. That might be another explanation of the conclusions of that document.

In this paper, investment efficiency is considered the moderating variable and the cost
of debt financing is considered the mediating variable in the analysis of the mechanism.
Some existing studies concentrate on the unique impact of green credit policies. For exam-
ple, Li et al. [64] argued that implementing green credit policies reduced the cost of debt
financing to highly polluting companies. Zhang et al. [32] found that implementing green
credit guidelines helps companies invest in renewable energy. These articles do not analyze
the interactive effects that other influencing factors may have. This article integrates the
impact of investment efficiency and debt financing costs into the mechanism analysis of this
article, trying to reveal the mechanism of green credit inhibiting technological innovation
of polluting enterprises. The results of this article show that investment efficiency has not
played a moderating role. Wang et al. [65] pointed out that green credit can improve the
investment efficiency of enterprises. However, the research results of this article do not
confirm that the improvement of investment efficiency will affect the effect of green credit
policy on the level of green technology innovation. Moreover, the results show that an
increase in the cost of debt financing can make policy implementation more effective. The
results of this study are the same as those obtained by [56]. Both articles argue that the
implementation of green credit policies will lead to an increase in the cost of debt financing
and thus less funding for green innovation by heavy polluters.

In the meantime, this article breaks down the research sample into small and medium-
sized enterprises (SMEs) and large enterprises. This article argues that the disincentive
effect of green credit on corporate green innovation does not differ by company size.
This differs from the conclusions reached by [66]. Singh et al. [66] uses environmental
performance as the explained variable, and the research shows that the effects of green
policies will vary depending on the size of the company. This paper argues that company
size is not a critical factor in determining whether green policies are effective. At the same
time, the research results of this article conclude that green credit is significant in the sample
of non-state-owned enterprises, but not in the sample of state-owned enterprises. This is
the same as the conclusion of [67], who believes that compared with private enterprises,
state-owned enterprises have more financing channels. Therefore, the restrictions of green
credit policies will have a greater impact on private enterprises.

There are several limitations to this study. Firstly, since the enactment of the green
credit policy, it has been more difficult for the heavily polluting enterprises to access social
capital. Therefore, it is worth considering whether this social capital has gone into non-
heavily polluting enterprises and improved environmental benefits. This is a direction
that may require further consideration going forward. Then, the ability of companies to
innovate in green is only one way for them to reduce their pollution levels. Innovation is
not the ultimate goal. Reducing pollution is a desired result of green credit policies. Future
research will focus on indicators that represent the level of pollution reduction of high-
polluting enterprises. However, due to the complexity of the current corporate pollution
reduction indicators, there is no uniformity. As a result, data collection is more difficult.

6. Conclusions

Based on the panel data of China’s A-share non-financial listed companies from 2010
to 2019, this paper constructs a DID model to study the impact of green credit guidelines
on the green innovation capabilities of heavily polluting companies. With respect to the
impact of environmental regulation on business technological innovation, Porter’s weak
hypothesis remains controversial. This study uses Chinese listed companies as a sample
to empirically test the inhibitory effect of green credit standards on companies’ green
innovation capabilities, which are manifested in three aspects: (1) Under the green credit
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policy, it is difficult for heavily polluting enterprises to obtain more credit support and
better loan interest rates for a short time, leading to difficulty for enterprises to have enough
funds to research green innovative products and technologies, (2) The implementation
of green credit policy leads to the restriction of green credit from commercial banks for
heavily polluting enterprises, which stimulates enterprises to increase commercial credit
instead of debt financing. However, due to the differences in the ability of different heavy
polluting enterprises to obtain commercial credit, many heavy polluting enterprises find it
difficult to obtain enough funds to supplement the credit gap of commercial banks [68],
(3) Pilot policies are a gradual process, and green projects are indeed characterized by long
cycles, high risks and high evaluation costs. There is a gradual change in the attitude and
evaluation of financial institutions towards green projects. The support for green projects
is obviously supported by the amount of financial resources, but there is no preferential
financing cost [69].
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Abstract: The thermal comfort of occupants in the increasing number of modern buildings with
glass curtain wall structures is of significant research interest. As the thermal sensitivity of building
occupants varies with building features, situational factors, and the human body’s thermal balance,
it is necessary to derive the comfort temperature based on field research, which was conducted in
this study in a South Korean office building with a glass curtain wall structure. The influence of
solar radiation on the indoor thermal environment and thermal comfort obtained by measurements
and occupant questionnaires was analyzed using cumulative graphs and a sensitivity analysis.
The observed changes in operative temperature over time confirmed that occupant comfort was
significantly affected by the radiant temperature. Based on this result, two groups (Group A near
the windows and Group B near the interior corridor) were defined for analysis. Owing to the influx
of solar radiation, Group A was more sensitive to changes in the thermal environment (0.67/◦C)
than Group B (0.49/◦C), and the derived comfort temperature for each group differed from the set
temperature by approximately ±2 ◦C. Thus, it was confirmed that the solar radiation introduced
through a glass curtain wall building has a direct impact on the indoor thermal environment and
occupant comfort according to location.

Keywords: glass curtain wall structure; solar radiation; office building; thermal environment; thermal
comfort; operative temperature; thermal sensitivity

1. Introduction

With the rise of the modern construction industry, comfort, beauty, and constant
balance have been sought in the field of architecture. In this regard, transparent envelopes
(e.g., glazed facades, glass curtain walls, glass domes, and skylight windows) have been
applied to many large public buildings [1–3]. The indoor thermal environments of such
structures, including the indoor air temperature, are significantly affected by solar radia-
tion either directly or indirectly depending on the external characteristics of the structure.
Thus, the thermal comfort of building occupants will be affected by variations in solar
radiation throughout the building. In a previous study related to solar radiation, the
radiant temperature was identified as the main cause of a non-uniform indoor thermal
environment [4]. Furthermore, the radiant temperature may act as an important parameter
in the thermal exchange between the human body and the surrounding environment [5].
This exchange eventually affects the indoor air temperature and the thermal comfort of the
occupants [1–3,6–10]. In other words, high solar radiation in summer has a negative impact
on the thermal comfort of building occupants [11–14]. In addition, the increased heat pro-
vided by solar radiation requires more energy to power cooling devices [14]. As occupants
near high-temperature areas may feel more discomfort, it is important to seek methods to
maintain overall thermal comfort throughout transparent envelope buildings [1].
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Thermal comfort is affected by situations beyond the human body’s heat balance physics,
such as climate setting, social conditions, economic considerations, other situational factors,
and particularly the building exterior. Nielsen [15] exposed six subjects to an artificial “sun”
and proved that solar radiation has an important influence on the physiological condition
of the human body. A number of studies have also mentioned that solar radiation affects
indoor thermal sensation [16–18]. However, previous studies currently consider only basic
factors (temperature and humidity) when studying the thermal comfort of occupants, and
most of them do not consider solar radiation [1]. This cannot take into account the effects
of intense solar radiation and hot weather on indoor radiation temperatures in summer. In
addition, there is a limit to analyzing high-rise buildings of transparent sheath structure with
previous studies because there may be differences in radiation temperature and indoor air
temperature [1]. Therefore, it is necessary to determine how much solar radiation affects indoor
thermal environment and occupant comfort [1]. As transparent envelopes are widely used
in modern buildings [19–21], research on the thermal comfort related to the solar radiation
permitted through such envelopes is clearly required.

Office space is the representative use of buildings with transparent envelopes. In
offices, heating, ventilation, and air-conditioning (HVAC) systems cannot be controlled
in individual units, and physical control (such as that provided by discrete temperature
control systems, windows, and blinds) is limited. This limited control of the indoor thermal
environment affects the building performance and the thermal comfort of its occupants.
As a result, it is difficult to ensure occupant comfort in public buildings or large office
buildings with transparent envelopes. Yet thermal comfort plays an important role in the
satisfaction of office occupants with their environment, as manifested in work productivity,
and other work performance metrics [22–24]. Indeed, the thermal environment of an office
has been found to be correlated with work efficiency in addition to the comfort, health, and
safety of building occupants [25–27]. Mak et al. [28] mentioned that among the aspects
of indoor thermal environment, temperature has the largest impact on the productivity
of office building occupants. Maula et al. [29] showed that inappropriate temperature
adversely affects the mood, motivation, and concentration of building occupants. It has
also been observed that work productivity decreases when the indoor air temperature
increases from a medium level (e.g., 21 to 25 ◦C) to a high level (e.g., 26 ◦C or higher) [30,31].
Notably, any estimate of thermal comfort is affected by the temperature in the immediate
vicinity of the human body [1]. Therefore, it is necessary to conduct research on the aspects
of the indoor thermal environment that have the largest impact on thermal comfort and
work productivity in offices [25,32].

When this is integrated, there is a lack of research on thermal comfort associated with
solar radiation in modern buildings. Therefore, the thermal comfort of modern buildings
(curtain walls) lacking prior research is studied. In particular, since the curtain wall struc-
ture is highly influenced by solar radiation, an analysis was conducted in consideration
of this. Unlike previous studies, this study studied the correlation between solar radia-
tion and comfort introduced into the curtain wall structure. A previous study of office
thermal environments [33] found that different occupants in the same space often have
different thermal preferences. Additionally, the non-uniform indoor thermal environment
directly affects the heat released from the human body [5]. Thus, the typical thermal
environment of an office building, which depends on the characteristics of the building
and space within, cannot guarantee the comfort of all building occupants. The building
envelope structure, building type, indoor thermal environment control, and occupant
characteristics are all important information when conducting research to improve building
energy use and occupant comfort [33]. Indeed, identifying such information addresses the
limitations of previous research on the thermal comfort of occupants in buildings [2,34].
Huizenga et al. [35] evaluated the window performance for a human’s thermal comfort
in various windows systems (solar heat gain coefficient, U-value, solar transmissivity,
window region and frame, etc.). They concluded that this new high-performance window
can gain solar heat and reduce cooling cost during the summer season and relieve thermal
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discomfort. Moreover, simulation studies have shown that solar radiation [36] and ther-
mal characteristics [37] of windows could have a substantial effect on occupants’ thermal
comfort [38]. Therefore, an analysis of the thermal environment according to occupant
location in an office is required to inform research on occupant comfort in transparent
envelope buildings.

In this study, a field experiment was therefore performed in an actual office building
with a transparent envelope consisting of curtain walls instead of a laboratory (cham-
ber) to reliably reflect the actual indoor thermal environment of an office and inform an
analysis of the thermal comfort of its occupants. Unlike previous studies, the changes in
indoor air temperature and radiant temperature over time were examined to investigate
the influence of solar radiation on occupant comfort. The thermal comfort of the occu-
pants who responded to changes in the indoor thermal environment was thus analyzed
according to their location relative to the curtain wall. Different comfort temperatures were
then derived and analyzed based on the thermal sensitivity of the occupants according
to location.

By identifying thermal comfort levels in the non-uniform indoor thermal environment
of a building with a transparent envelope, the results of this study contribute to the
preparation of efficient measures for individual thermal control to improve the overall
thermal comfort of office occupants.

2. Methods

Objective physical data and subjective personal data were collected for analysis in
this study using field experiments [39–42]. The physical factors of the indoor thermal
environment are the objective data measured using equipment, whereas the personal factors
are the subjective data obtained through a questionnaire survey. The factors that affect the
thermal comfort of indoor occupants include: (1) environmental factors, such as the air
temperature, relative humidity, wind speed, and radiant temperature, and (2) individual
factors, such as clothing and activities [43]. Therefore, in this study, the environmental
factors related to occupant comfort were set as objective physical factors based on previous
studies. These consisted of the temperature and humidity [44,45], which are the basic
descriptors of the indoor environment. As office characteristics in summer [46] were the
subject of this study, the average clothing insulation (clo) level and the metabolic rate (met)
were calculated to be 0.5 and 1.2, respectively. The subjective data were collected from
office occupants using a questionnaire. Prior consent was acquired from the participants
for all processes, including data survey, sharing, storage, and requirements.

2.1. Field Data Collection

Laboratory chamber research relies upon an artificial environment and provides a
limited ability to simulate and measure factors such as solar radiation and wind speed [2,47].
This study accordingly targeted a transparent envelope building to conduct field research
on the correlation between solar radiation and thermal comfort [2] using equipment in
an actual office space. The target building was an office building at K University in
Daegu, South Korea, with a curtain wall structure through which a large quantity of heat is
introduced by solar radiation (Table 1). Notably, Daegu exhibits slightly higher temperature
than the surrounding areas because its basin topography inhibits the release of heat. In
addition, the target building experiences a large influx of solar radiation because school
buildings up to four stories in height are distributed around it. The target building has
transparent curtain walls on its north and east faces that consist of highly air-tight, low-e
double glazing with insulation film. U-value is 1.690 W/m2K, and solar heat gain coefficient
(SHGC) is 0.486. The experimental space was located in the northeast corner of the ninth
floor of the office building and had an area of approximately 133 m2 (15.78 m × 8.46 m).
The indoor air temperature was set to 26 ◦C based on domestic regulations related to indoor
air temperature in summer [48]. Three system air conditioners and eight energy recovery
ventilation systems (ERVs) with 0.5 m × 0.5 m square vents were installed in the ceiling
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of the experimental space. These cooling and ventilation systems were controlled by the
central HVAC system.

Table 1. Overview of the target building.

Category Content

 

Location Sangyeok-dong, Buk-gu, Daegu
Scale One basement floor and 17 floors above the ground

Facility Building G of K University
Total floor area 37,277 m2

Experimental area 133 m2

Facility use Office space
Cooling method Central HVAC system (central cooling system)
Building features 24 mm low-e double glass

U-value 1.690 W/m2K
SHGC 0.486

The experiments were performed from 09:00 to 18:00, except during lunch time from
11:30 to 13:00, every day in July when the average outdoor air temperature was higher than
30 ◦C. During the experimental period, the average outdoor temperature was 32.4 ◦C, the
maximum temperature was 35.5 ◦C, and the standard deviation was 2.2. The indoor air
temperature, relative humidity, wind speed, and radiant temperature were recorded every
15 min using the equipment detailed in Table 2. These instruments were located at
40 equipment points arranged in a 2 m × 2 m grid 1.2 m above the floor, as shown in
Figure 1 (additional measurements were performed under the air conditioner vents to con-
sider their influence). Figure 1 also shows the locations of the questionnaire respondents
(subject points).

Table 2. Test range and precision of the measurement instruments.

Model Environmental Parameters Measured Test Range Precision Resolution

TESTO 480
Air temperature (TA, ◦C) 0–50 ◦C ±0.1 ◦C 0.1 ◦C

Radiant temperature (Tr, ◦C) 0–120 ◦C −40 to 1000 ◦C -

Data logger Air temperature (TA, ◦C) 0–50 ◦C -

Figure 1. Locations of measurement instruments and questionnaire respondents.
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2.2. Subjects and Thermal Comfort Questionnaire

The heat dissipation rate of a subject’s body is proportional to the amount of activity
they undertake, and varies depending on their, clothing, metabolic rate, and body surface
area. The standard deviations (σ) of the amount of clothing and the metabolic rate of the
subjects who participated in this study were found to be between approximately 10–20%,
thereby minimizing their influence on the experiment results [49]. The subjects were all in
their twenties and thirties, and a total of 40 office occupants (17 male and 23 female) in the
study area were randomly selected to complete the questionnaire. All subjects were healthy
and took no medication. They were requested to avoid alcohol, smoking, and intense
physical activities at least 12 h before the experiments [2]. Table 3 shows the personal
characteristics of the subjects, as obtained through the questionnaire.

Table 3. Personal characteristics of the experimental subjects.

Subjects
Age Height (cm)

Mean σ Mean σ

Male (N:17) 26.4 1.5 175 6.5
Female (N:23) 25.6 1.8 166.3 6.2

σ is standard deviation.

The subjects entered the experimental space 30 min before the start of the experiment
to ensure time for adaptation to the thermal environment. Each subject then completed a
questionnaire to identify their comfort sensation vote (CSV) and thermal sensation vote
(TSV) [50] every 15 min starting at the beginning of the experiment; the questionnaire
response interval was same as the objective data measurement interval.

The two questionnaire items were ranked on a seven-point scale based on the seven-
level sensory scale of the ASHRAE Standard and ISO 10551 [44,51,52], as shown in Figure 2.
For TSV, a ranking of 1 indicates feeling cold, 4 indicates feeling neutral, and 7 indicates
feeling hot; for CSV, a ranking of 1 indicates feeling very uncomfortable, 4 indicates feeling
neutral, and 7 indicates feeling very comfortable.

Figure 2. Questionnaire items and rating scale used in this study: (top) the seven-point scale for
the thermal sensation vote (TSV) and (bottom) the seven-point scale for the comfort sensation vote
(CSV).

3. Results and Discussion

Table 4 is the average hourly data for solar radiation in the experimental area (Daegu)
at the time of the experiment. At 14:00 of the day, the highest solar radiation was
2.97 MJ/m2, and at 18:00, the lowest solar radiation was 1.03 MJ/m2.
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Table 4. Mean solar radiation data per hour in the experimental area.

(MJ/m2)
Time

9:00 10:00 11:00 12:00 13:00 14:00 15:00 16:00 17:00 18:00

Solar radiation 1.56 1.62 2.28 2.58 2.70 2.97 2.78 2.00 1.5 1.03

Table 5 summarizes the physical and subjective data measured in this study. The
average of TA was 25.7 ◦C, but the average of Tr was 26.7 ◦C. The average of TSV was
slightly warm, and the average of CSV was derived as neutral.

Table 5. Summary of physical and subjective data.

Data
Physical Subjective

TA (◦C) Tr (◦C) TSV CSV

Max 30.5 35.5 - -

mean 25.7 26.7 5 4

σ 1.5 2.7 1.5 1.3
σ is standard deviation.

3.1. Occupant Thermal Comfort according to the Difference between Indoor Air Temperature and
Radiant Temperature

Figure 3 shows the changes in indoor air temperature (TA) and radiant temperature
(Tr) over time. Both TA and Tr were high near the windows in the north and in the
afternoon. During the experiment, TA ranged from a minimum of 23.15 ◦C at 10:00 to a
maximum of 28.93 ◦C at 17:00, while Tr ranged from a minimum of 23.25 ◦C at 10:00 to a
maximum of 33.35 ◦C at 17:00. Though the minima and maxima of both temperatures each
occurred at the same time of day, TA increased from north to south whereas Tr increased
from northwest to southeast.

The distribution of Tr showed notable characteristics that were not observed in that of
TA; Tr increased in the central part of the indoor space over time and was exceptionally
high in the southeast direction. These differences resulted from the presence of furniture
(a partition) installed in the office space, suggesting that the radiant temperature was
exceptionally high because the heat could not be dissipated in the air.

Figure 4a,b show the TSV and CSV responses of the subjects, respectively, according
to TA. The blue area indicates that the indoor air temperature is the same as the radiant
temperature, whereas the red area indicates that these temperatures are different. In
Figure 4a, when TA = 28 ◦C (ii), the responses exhibit similar distributions regardless of
Tr, with the largest percentage of responses (~35%) indicating the slightly warm TSV (5)
when Tr = 28 ◦C (blue), whereas when Tr = 30 ◦C (red), the largest percentage of responses
(~43%) indicated the neutral TSV (4). However, when TA = 26 ◦C (i), a wider distribution
of responses can be observed for Tr = 28 ◦C (red) than for Tr = 26 ◦C (blue), with ~44%
indicating the neutral TSV (4) and 20% each indicating the cold (1) cool (2), and slightly
warm (5) TSVs in the former case. Thus, the distribution of TSV responses was wider when
Tr was not the same as TA. Therefore, TSV results responded the most to the neutral when
the indoor temperature was 26 degrees (i). In addition, when the indoor temperature was
28 degrees (ii), the response was highest to neutral and slimly warm.
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Figure 3. Changes in indoor air temperature TA (A) and radiant temperature Tr (B) at 10:00 (a), 14:00
(b) and 17:00 (c).

In Figure 4b, when TA = 26 ◦C (i), the largest percentage of responses indicated the
neutral CSV (4) whether Tr = 26 or 28 ◦C. However, when Tr = 26 ◦C (blue), more responses
were distributed to the two uncomfortable CSVs (2 and 3), whereas when Tr = 28 ◦C (red),
more responses were distributed to the two comfortable CSVs (5 and 6). When TA = 28 ◦C
(ii), the same percentage of responses (28%) indicated the comfortable CSV (6) for Tr = 28
and 30 ◦C. However, 43% of responses indicated the neutral CSV (4) when Tr = 30 ◦C (red),
whereas only ~20% of responses indicated the neutral CSV (4) when Tr = 28 ◦C, with 28%
indicating the slightly uncomfortable CSV (3). Thus, the distribution of CSV responses was
wider when Tr = TA. Therefore, most of the occupants responded to the neutral when the
indoor temperature was 26 degrees (i). In addition, when the indoor temperature was 28 ◦C
(ii), the response was high to neutral and comfortable.
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(a) 

 
(b) 

Figure 4. Thermal comfort response results according to the difference between the TA and Tr:
(a) TSV for (i) TA = 26 ◦C and (ii) TA = 28 ◦C, and (b) CSV for (i) TA = 26 ◦C and (ii) TA = 28 ◦C.

The analysis results presented in Figure 4 indicate a clear difference between the
TSV and CSV results. In addition, considerably different thermal comfort results were
observed according to the indoor air temperature and radiant temperature. In particular,
when the indoor air temperature was different from the radiant temperature, the TSVs
of the occupants were distributed among several different and often opposing scores. In
other words the blue areas in Figure 4 indicate an even distribution across the five vertices,
whereas the red areas indicate an uneven distribution with a high response at a few specific
vertices. It was also found that the comfort of the occupants varied depending on both the
radiant temperature and the indoor air temperature. This confirms the influence of the
building characteristics (curtain walls); it appears that the radiant temperature showed
significant changes under the influence of the solar radiation introduced through the curtain
walls, which also had a significant influence on thermal comfort. Thus, a simple comparison
between the indoor air temperature and radiant temperature is only of limited utility when
analyzing the thermal comfort of office occupants. To provide a more detailed analysis,
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thermal comfort was estimated in Section 3.2 based on the accumulated mean thermal
sensation vote (mTSV) according to the temperature change.

3.2. Thermal Sensation Changes and Comfort Temperature over Time

The changes in thermal sensations of the subjects were analyzed using the TSV re-
ported at each location. In previous studies, TSV has been used as a representative index
for general thermal comfort evaluation [53]. The changes in TSV over time are shown in
Figure 5, in which the greater the value, the larger the change. The average change in TSV
at all ten subject locations was 0.55, with an average maximum of 1.80 and an average
minimum of 0, indicating that there were subjects who experienced no thermal change. A
σ of 0.45 was calculated for all data. At 10:00, 14:00, and 17:00, the average change in TSV
was 1.22, 1.12, and 1.23, respectively, at point A; 0.58, 1.08, and 0.71, respectively, at point
B; 0.02, 0.35, and 0.40, respectively, at point C; 0.90, 1.80, and 1.05, respectively, at point D;
0.13, 0.17, and 0.32, respectively, at point E; 0.34, 0.69, and 0.50, respectively, at point F; 0.31,
0.61, and 0.67, respectively, at point G; 0.52, 0.92, and 0.25, respectively, at point H; 0.00,
0.06, and 0.05, respectively, at point I; and 0.21, 0.20, and 0.11, respectively, at point J. Thus,
the changes in TSV at point D were the largest, followed by those at A, B, H, G, F, C, E, J,
and I.

Figure 5. Changes in the thermal sensations of the subjects.

The changes in TSV at each point were divided into two groups according to their
proximity to the windows. Points A, B, D, F, G, and H, which showed changes exceeding
the average, were combined together in Group A (Male 50: Female 50); all of these points
were close to the windows, where they received high solar radiation. Points C, E, I, and
J, which showed changes smaller than the average, were combined together in Group B
(Male 15: Female 75); all of these points were relatively far from the windows and closer to
the interior corridor. The average and σ of the change in the TSV of Group A were 0.81 and
0.13, respectively, whereas those of Group B were 0.17 and 0.07, respectively, confirming a
significant difference between the thermal comfort experienced by the two groups over the
course of the day.

The overall σ of the changes in TSV was 1.31. The mTSV was calculated to quantify
the change in TSV over the course of the day, with a positive value indicating a change to a
warmer sensation, zero indicating no change, and a negative value indicating a change to a
cooler sensation. For Group A, mTSV was 5 (slightly warmer) and the corresponding σ

was 1.25. For Group B, mTSV was 3 (slightly cooler) and the corresponding σ was 1.19.
The mTSV results of each group were analyzed using a Probit regression analysis to

estimate their respective levels of thermal comfort [54]; the results are shown in Figure 6. In
Figure 6a, the highest curve represents the warm TSV (6) and the lowest curve represents
the cold TSV (1). As the temperature increases from 23 to 28 ◦C, the curves representing
the warm (6) and slightly warm (5) TSVs increase faster than the others. In Figure 6b,
Group B only reported only five TSVs from cold (1) to slightly warm (5); the highest curve
represents the slightly warm TSV (5) and the lowest curve represents the cold TSV (1). As
the temperature increases from 22 to 26 ◦C, the curve representing the slightly warm TSV
(5) increases faster than the others.
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(a) (b) 

Figure 6. Proportions of mTSV: (a) Group A (window); (b) Group B (corridor).

For both groups, the lowest curve represents the cold TSV (1), but a generally warmer
thermal sensation scale is shown in Figure 6a than in Figure 6b because the highest curve
in the former represents the warm TSV (6) whereas that in the latter represents the slightly
warm TSV (5). In addition, the proportion of cold TSV (1) decreases with increasing indoor
air temperature in Figure 6a but increases with increasing indoor air temperature in in
Figure 6b. The comprehensive analysis results thus confirm that Group A felt warmer
than Group B, indicating that the vicinity of Group A to the windows resulted in a higher
temperature in the same office space. Based on these results, it can be determined that
a clear difference in comfort temperature exists between the two groups and thus in the
thermal environments of their respective spaces.

The comfort temperature results for each group, derived by regression analysis of the
neutral score in Figure 6a,b, are shown in Table 6. The comfort temperature was derived
from the Top and the mean of TSV. It was found to be at a significant level through the
derived R2 and p values. The average comfort temperature for all groups was found to be
26.6 ◦C. Goto et al. [55], who used the same indoor set temperature as this study (26 ◦C),
stated that the comfort temperature preferred in office buildings was approximately 26 ◦C.
Furthermore, Madhavi et al. [56] identified 27.1 ◦C as the comfort temperature, which is
also similar to the average comfort temperature obtained in this study.

Table 6. Regression analysis of comfort temperature according to group.

Group Regression Equation R2 p Value Comfort Temperature

Group A y = 0.402x − 9.968 0.515 0.000 24.7 ◦C
Group B y = 0.307x − 8.735 0.378 0.001 28.4 ◦C

The comfort temperature for Group A was found to be 24.7 ◦C for whereas that for
Group B was 28.4 ◦C. Thus, the respondents in Group A felt comfortable at a temperature
approximately 2 ◦C lower than the current indoor set temperature of 26 ◦C, whereas
those in Group B felt comfortable at a temperature approximately 2 ◦C higher than the
set temperature. Consequently, the comfort temperatures in different spaces differed by
approximately 3.7 ◦C, indicating that the comfort temperature is clearly dependent on the
occupant location, even in the same space.

Tanabe et al. [57] performed experiments in six different office buildings, finding that
the occupant thermal satisfaction level was 75% at an indoor air temperature of 25 ◦C, but
dropped to 40% at 28 ◦C. However, a comfort temperature of 28.4 ◦C was obtained for
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Group B in this study. Thus, despite a consistent temperature of 28◦C, the analysis results
were different depending on the presence of solar radiation and occupancy environment.

3.3. Analysis of Sensitivity to the Mean Thermal Sensation and Indoor Operative Temperature

Figure 7 shows the sensitivity analysis of the mean thermal sensation (MTS) to the
indoor operative temperature (Top) for Groups A and B, in which a strong positive corre-
lation can be observed between MTS and Top [39]. In the figure, the size of the bubble is
proportional to the number of responses to the temperature change in the TSV results, and
the slope of the regression equation thus represents the thermal sensitivity of the group to
changes in Top. A low sensitivity indicates that the temperature change is not felt, whereas
a high sensitivity indicates that the temperature change is directly felt. The overall average
sensitivity was found to be 0.58/◦C. The slope for Group A (0.67/◦C) is higher than that for
Group B (0.49/◦C), indicating that Group A was more sensitive to changes in the indoor
air temperature, and that Group B could accept a higher temperature. Therefore, Group B
can set the temperature higher than 26 ◦C. Group B feels that they are comfortable with the
temperature higher than average. This control can save cooling energy and at the same
time, can keep the comfort of occupants having the characteristics of Group B. This will be
a positive control.

Figure 7. Regression analysis of mean thermal sensation (MTS) and indoor operative temperature (Top).

Group B was likely less sensitive than Group A because the increase in solar radiation
admitted through the curtain wall over the course of the day primarily affected Group
A. In addition, the amount of change in MTS with temperature confirmed that Group A
could not adapt to the temperature change and reacted more sensitively because the large
temperature change in the area near the windows owing to the influx of solar radiation.
Therefore, a temperature lower than the setting temperature is needed to Group A. Going
further, temperature control by hour for reacting to the influence of solar radiation is needed.
Thus, the results of this study indicate that sensitivity differs significantly according to the
indoor thermal environment at the occupant location in an office space.

A previous study on thermal comfort in various building types [58] found that the uni-
versally adopted sensitivity (Griffiths constant) was close to 0.5/◦C by Michael Humphreys.
This value is not significantly different from the sensitivity results derived in this study; it
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is particularly similar to the sensitivity result obtained for Group B (0.49/◦C). Furthermore,
the comfort temperature (28.7 ◦C in [59] compared to 28.4 ◦C for Group B in this study)
of the occupants with low sensitivity (0.255/◦C in [59] compared to 0.49/◦C for Group B
in this study) was found to be relatively high. These occupants can clearly accept higher
temperatures in summer.

Indeed, this study showed similar estimates for sensitivity as previous studies.
Rupp et al. [58] estimated that the thermal sensitivity of office buildings in a subtropi-
cal climate, which is similar to the climate of Korea, was 0.568/◦C. They also derived a
sensitivity of approximately 0.440/◦C in air-conditioned offices. These circumstances are
comparable to those obtained through field research in summer in this study, but the de-
rived results are different. Additional data are therefore required to confirm the validity of
these results. Rupp et al. [58] mentioned that it remained necessary to avoid reliance on uni-
versal thermal sensitivity results by conducting further research because thermal sensitivity
is not constant. They also emphasized the necessity of deriving the comfort temperature
based on field research data. The field research conducted in this study was accordingly
used to derive the comfort temperatures. However, research including more variables
remains required to compensate for the limitations of such field research at present.

Thermal comfort is significantly affected by the exterior, type, and geographical loca-
tion of a building along with situational factors and the human body’s thermal balance [39].
In this study, field measurements were performed, and subjective sensations collected in an
office space experiencing a large influx of solar radiation in a building with a transparent
envelope. The analysis confirmed that the solar radiation introduced into an indoor space
has a direct impact on the indoor air temperature and the thermal comfort of the occupants.
Similarly, Moon [15] conducted research on the relationship between solar radiation and
indoor thermal comfort and emphasized that solar radiation must be considered during
the design of HVAC systems, as solar radiation increases body temperature [11,17]. Since
numerical data describing the influx of solar radiation were insufficient in this study, it
remains necessary to collect additional relevant data. The inclusion of such data should be
further discussed in future research to obtain definitive results describing thermal comfort
in buildings. Thus, in future work, solar radiation data will be measured, and revised
regression coefficients will be estimated using all relevant data.

4. Conclusions

In this study, the influence of solar radiation on the indoor thermal environment
and thermal comfort of occupants in an office building with a transparent envelope was
analyzed using measurements and questionnaire responses. The analysis results showed
that there was a clear difference between the indoor air temperature and radiant temper-
ature owing to the transparent envelope of the building. The comfort of occupants in a
group subjected to the significant influence of solar radiation (Group A) was compared
with that of a group less affected by solar radiation (Group B), confirming the effect of
solar radiation. The overall average sensitivity of the questionnaire respondents was
0.58/◦C, and the average comfort temperature was found to be 26.6 ◦C. The sensitivity of
Group A was 0.67/◦C—higher than the average sensitivity—whereas that of Group B was
0.49/◦C—lower than the average sensitivity. The comfort temperature of Group A was
24.7 ◦C—approximately 2 ◦C lower than the set temperature (26 ◦C)—whereas that of
Group B was 28.4 ◦C—approximately 2 ◦C higher than the set temperature. In the anal-
ysis results, the two groups exhibited prominent differences in comfort according to the
influence of solar radiation in a single office space. This indicates that solar radiation
affects the indoor operative temperature, which is directly related to the thermal comfort of
the occupants.

The derived comfort temperatures differed from the set temperature by approximately
±2 ◦C depending on the occupant location in the office. In particular, it was found that the
solar radiation introduced through the transparent envelope eventually had a direct impact
on the indoor thermal environment of the office and the comfort of its occupants. As a
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result, the simple form of temperature control typically applied through the central HVAC
system in an office building can create a thermal imbalance among occupants. Therefore,
the results of this study could be used to account for the effects of solar radiation through
transparent envelopes when investigating individualized measures to properly control
the indoor thermal environment and thereby maintain the thermal comfort of occupants.
Additional research on the relationship between the thermal comfort of occupants and
solar radiation remains to be conducted by collecting numerical data describing the solar
radiation inside building spaces.
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Abstract: China is about to enter a moderate aging society. In the process of social and economic
development, the family socioeconomic status and health status of the elderly have also changed
significantly. Learning the impact of family socioeconomic status on elderly health can help them
improve family socioeconomic status and better achieve healthy and active aging. Using the data of
the Chinese Longitudinal Healthy Longevity Survey in 2018, this study firstly analyzed the impact of
family socioeconomic status on elderly health using the multivariate linear regression model and
quantile regression model, the heterogeneity of different elderly groups using subsample regression,
and the mediation effects of three conditions associated with the family socioeconomic status of the
elderly. The results show that family socioeconomic status has a negative effect on the frailty index,
that is, it has a positive impact on elderly health. Family socioeconomic status has a higher positive
impact on the health status of the middle and lower age elderly and rural elderly. Overall living
status and leisure and recreation status both have mediation effects, while health-care status has no
mediation effect.

Keywords: family socioeconomic status; elderly health; frailty index; mediation effect

1. Introduction

According to the seventh national census of China, the number of people aged 60
and above in 2020 was 260 million accounting for 18.7% of the total population, and the
number of people aged 65 and above was 190 million accounting for 13.5% of the total
population [1]. Although China is still in the mild aging stage, it is about to enter a moderate
aging society. The scale and proportion of the elderly population will continue to expand.
The increasingly serious problem of the aging population not only brings great pressure to
the country but also poses various threats to the health and security of the elderly.

With the increase of age, the physiological health of the elderly population is declining,
and the mental health issue has become more prominent in recent years. The physical and
mental health problems of the elderly bring a series of challenges to the construction of
China’s public health system, the construction of an age-friendly society, and the formula-
tion of health standards for the elderly. In particular, China still has a typical dual economic
structure at present. The health levels of the elderly population in urban and rural areas
differ greatly, and they also face different health risks. At the same time, the socioeconomic
status of the elderly begins to decline after a significant shift in their social roles, which
often affects their overall living status, leisure and recreation status, health-care status,
etc. Quality of life has an intuitive impact on the health status of the elderly. Leisure and
recreational activities not only relieve the stress and tension in life, but also help to enhance
social interaction among the elderly, maintain the stability of human body functions, and
improve the psychological state. Health-care services, as a means of protection when health
is at risk, play a last resort role in the health of the elderly.
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The Outline of Healthy China 2030 Plan proposed to promote healthy aging and
ensure the health of the elderly [2]. The fifth plenary session of the 19th CPC Central
Committee approved the CPC Central Committee’s Proposals on Formulating the 14th
Five-Year Plan for National Economic and Social Development and the Long-Term Goals
of 2035, which proposed to comprehensively promote the construction of a healthy China,
give priority to the development of the people’s health, implement the national strategy
of actively responding to population aging, and actively develop human resources for the
elderly [3]. The implementation of active aging and the development of human resources
for the elderly can delay the decline of their socioeconomic status and promote active aging
and healthy aging.

In a marriage-based family, the husband and wife are closely interdependent in life and
economy. They support each other and share their weal and woe. Both parties determine
the socioeconomic status of the entire family, which in turn has a very important impact
on both parties. However, existing studies (reviewed in Section 2) have mostly analyzed
the effects of older adults’ socioeconomic status on their self-rated health, physical health,
and mental health but less on their overall health status from the perspective of family
socioeconomic status. Based on the above research backgrounds, it is of great theoretical
and practical significance to analyze the impact, heterogeneity, and different mechanisms
of the family socioeconomic status of the elderly on their comprehensive health status.
Theoretically, it makes up for the shortage of research between family socioeconomic
status and elderly health from a comprehensive perspective. Realistically, it calls for more
attention to help the elderly improve their family socioeconomic status and comprehensive
health status from different dimensions and reduce the inequalities within them, and
provides a reference basis for the formulation of public health policy for the elderly, so that
they can enjoy happy and healthy lives and successfully achieve healthy and active aging.

2. Literature Review

The health production theory suggests that people’s optimal decisions about their
health needs are influenced by a variety of factors, including health insurance, lifestyle,
education, income status, and living environment [4]. The health causation theory holds
that health is also influenced by social structural factors, and socioeconomic status of an
individual affects their health status. The higher the socioeconomic status, the better the
health status [5]. The social stratification theory assumes that the differences between
social groups are universal. People have both natural and social differences. Natural
differences are formed by the physical differences of people, whereas social differences are
formed by people due to social factors, such as political, economic, cultural, and interaction
relationships. It is based on certain criteria for distinguishing people’s positions in social
activities and social relations, and the common stratification criteria are economic income,
occupation, education level, power, etc. [6]. The existence of social stratification structure
leads to the inequality of socioeconomic status and family socioeconomic status.

Socioeconomic status based on the social stratification theory is the social class or
position in which an individual or group is located and is a comprehensive reflection of
education level, occupational rank, income level, etc. Inequality in socioeconomic status
can lead to inequality in one’s own health. Several scholars have revealed this phenomenon
through their studies. Winkleby found that socioeconomic status plays a determinant role
in almost all diseases and all stages of life [7]. He found that the household income of
older adults has a positive effect on their life satisfaction and physical health status and
occupational status only has a positive effect on their physical health status, but education
has no effect on their life satisfaction and physical health status [8]. Zhang et al. concluded
that elderly people with low socioeconomic status, poor income level, low education
level, and manual labor-oriented jobs or no job mostly have severely underutilized health
services or no health-care coverage at all, leading to the worsening of their own health
status [9]. Kuo et al. examined the impact of socioeconomic status on colorectal cancer
risk, staging, and survival under the National Health Insurance system in Taiwan [10].
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However, these studies mainly analyze the different dimensions of socioeconomic status
and lack a comprehensive consideration of socioeconomic status. Some scholars use
the socioeconomic status index to study its impact and mechanism on the health of the
elderly. Cristine et al. suggested that people with lower socioeconomic status are more
likely to be in an unfavorable environment and have negative emotions and potential
stress, which in turn have a negative impact on their health [11]. Xue et al. suggested
that socioeconomic status affects the physical and mental health of older adults through
mediating variables, such as sleep quality, dietary patterns, physical activities, and social
participation [12]. Liu et al. found that socioeconomic status positively influences the
health of older adults through food access, physical activities, recreational activities, and
improving their overall well-being [13]. Wang et al. extended the study of the influence
mechanism from a social capital perspective and found that high socioeconomic status
groups increase their health advantage through a high frequency of social interactions
with friends; low socioeconomic status groups mitigate the health disadvantage caused by
low status through social trust [14]. However, these studies do not consider the impact of
socioeconomic status from a family perspective.

Family socioeconomic status is a comprehensive reflection of the individual socioeco-
nomic status of family members, and it is the social class or status of family members based
on the family cooperation model. Unequal family socioeconomic status can negatively
affect education, occupational status, and the health of children. Javier found that the
lower the family socioeconomic status of elementary school students, the lower their scores
in basic competencies [15]. Meng et al. investigated the family socioeconomic status in
China and found that the socioeconomic status of students’ families has important effects
and constraints on the students’ preferences with regard to the different types of higher
education schools and majors [6]. Zhu et al. argued that the influence of family status on
the youth’s attainment of initial position is changing in a wave-like fashion [16]. Cheng et al.
found that the family socioeconomic status of secondary school students is significantly and
positively related to overall psychological quality and its dimensions [17]. Unequal family
socioeconomic status can also lead to inequality in individual’s health. However, only a
few studies have focused on this aspect. Huang et al. concluded that a higher family socioe-
conomic status has a significant contribution to their own health in China [18]. Cao et al.
thought consistently higher early family socioeconomic status and upward socioeconomic
status mobility will lead to a higher incidence of good health in old age, while continuous
lower early family socioeconomic status is the opposite, that is, the impact of early family
environment on the elderly health is cumulative [19]. Ghasemi et al. found that subjective
perception of family socioeconomic status can explain differences in health-related quality
of life of low-income people in Iran [20]. Booysen et al. also found that family structure
and family socioeconomic status both have an influence on public health [21]. However,
these studies do not clarify how family socioeconomic status affects the comprehensive
health status of the elderly.

Based on the above literature analyses, we think that many studies have been con-
ducted on both socioeconomic status and family socioeconomic status, but the existing
studies mainly focus on the influence of individual socioeconomic status on the health
status in different dimensions of themselves, more on the intergenerational influence of
family socioeconomic status on children and less on the impact and mechanism of family so-
cioeconomic status on comprehensive health status. We know that when the socioeconomic
status of a family is higher in real life, its members usually enjoy better living conditions,
abundant leisure and entertainment activities, and high-quality medical and health ser-
vices, which will have a positive effect on their health. Therefore, based on the above
theories, this study creatively analyzes the impact and mechanism of family socioeconomic
status on frailty index. In the present study, the total family income, the comprehensive
years of education, and the comprehensive occupational rank before retirement of elderly
couples were synthesized into the family socioeconomic status index. The frailty index was
used as a measure of the comprehensive health status of the elderly. The impact of family
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socioeconomic status on elderly health was first analyzed, followed by the differences in
the impact of family socioeconomic status on the health status of different elderly groups
as well as the possible mechanisms of the impact. Figure 1 shows the specific theoretical
analysis framework.

 

Figure 1. Framework diagram of theoretical analysis.

3. Study Design

3.1. Data

The data used in this study were obtained from the Chinese Longitudinal Healthy
Longevity Survey in 2018 (CLHLS was downloaded from https://opendata.pku.edu.cn/
dataverse/pku (accessed on 1 November 2021)), which is a national-wide and longitudi-
nal survey of the elderly organized by the Center for Healthy Aging and Development
Research/National Development Research Institute of Peking University. The detailed
information about the survey design has been reported in previous research [22–24]. The
samples were collected from 23 provinces of China, and the total number of valid samples
was 15,874. The contents of the surviving respondents’ questionnaires included the basic
conditions, socioeconomic conditions, and various health conditions of the elderly, which
cover all aspects of the elderly and meet the needs of the study. In the present study, elderly
people aged 60 and above were included, and 7599 samples were obtained after deleting
those samples with missing or invalid variable values.

3.2. Variable Descriptions
3.2.1. Explained Variable

The explained variable is the comprehensive health status of the elderly, and the frailty
index is used as a measurement method. The frailty index, or cumulative health deficit
index, refers to the proportion of health deficit indicators among all measures of health
for an individual and can be understood as an accumulation of health deficits. Health
deficits can be measured somatically, functionally, and psychologically [25]. The number of
variables used to construct the index is not standardized, usually ranging from 30 to 70 and
taking values between 0 and 1 [26]. Drawing on previous research results and combining
data availability and research objectives, this study selected 32 indicators measuring health
status to construct the frailty index, covering self-rated health status (SHS), activities of daily
living (ADL), instrumental activities of daily living (IADL), the center for epidemiological
studies–depression (CES-D), and the self-rated anxiety scale (SAS). The SHS was assigned
in the following manner: 0, “very good”; 0.25, “good”; 0.5, “general”; 0.75, “bad”; and 1,
“very bad”. The ADL are reflected by the elderly’s problems in bathing, dressing, toileting,
indoor transferring, control of urination and defecation, and feeding (six aspects). For each
aspect, if the elderly does not need assistance, a value of 0 was assigned; if the elderly needs
one part assistance, a value of 0.5 was assigned; and if the elderly needs more than one part
assistance, a value of 1 was assigned. The IADL are reflected by the questions of whether
the elderly can go outside to visit neighbors, go shopping, make food, wash clothes, walk
1 km continuously, carry a 5 kg weight, crouch and stand three times continuously, and
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take public transportation by themselves (eight aspects). For each aspect, if the elderly
can do so, a value of 0 was assigned; if the elderly encounters little difficulty, a value of
0.5 was assigned; if the elderly is unable to do so, a value of 1 was assigned. The CES-D
consists of 10 questions, with regard to whether the older person is bothered by some small
things, has difficulty in concentrating, feels sad or depressed, struggles to do things, has
hope for the future, feels nervous or afraid, is as happy as when he or she was young, feels
lonely, and feels unable to continue life as well as his or her sleep quality. For the seven
questions reflecting negative emotions, the assigned values were as follows: 0, “never”;
0.25, “seldom”; 0.5, “sometimes”; 0.75, “often”; and 1, “always”. For the three questions
reflecting positive emotions with regard to whether the elderly has hope for the future and
is as happy as when he or she was young as well as his or her sleep quality, they were
assigned with the opposite values. The SAS is composed of seven questions with regard to
whether the elderly feels uneasy, worried and annoyed, cannot stop or control worry, is
worried too much about all kinds of things, is very nervous and finds it difficult to relax,
is so anxious that he or she cannot sit still, easily gets annoyed or irritated, and feels as if
something terrible is going to happen. We assigned the values according to the frequency
of each problem: 0, “never”; 0.33, “for several days”; 0.67, “more than half of days”; and 1,
“almost every day”. Finally, the scores of the 32 indicators were summed and then divided
by the theoretical maximum score of 32 to obtain the frailty index of each elderly person.

3.2.2. Explanatory Variable

The explanatory variable is the family socioeconomic status of the elderly, which
consists of three dimensions: total family income, comprehensive years of education, and
comprehensive occupational rank before retirement of the elderly couple (for the currently
spouseless elderly, this study used their own years of education and occupational rank
before retirement). The total family income is the total income of the whole family in
the last year, which was processed logarithmically in this study. The range of years of
education is 0–22 years, and those samples with 22 years or more of education were treated
as 22 years. For the occupational level before retirement, in accordance with the study of
Xue and Ge, the present study defined “professional, technical, governmental, institutional,
managerial, and military personnel” as senior practitioners assigned with a value of 3;
“commercial, service, and industrial workers” as intermediate practitioners with a value
of 2; and the other options as general practitioners with a value of 1 [12]. For the years
of education and occupational rank, previous studies have only considered the elderly
individuals. Therefore, in the present study, the spouses of the elderly were also taken
into consideration. We calculated the comprehensive years of education and occupational
rank before retirement of the elderly couples in accordance with Zhu and Li’s study, which
enables to evaluate the advantages and disadvantages of the different types of family status
more accurately using an approach based on the Pythagorean theorem [16,27]. Finally,
the present study used the entropy weight method to synthesize the total family income,
the comprehensive years of education, and the comprehensive occupational rank before
retirement of elderly couples into a family socioeconomic status index. The entropy weight
method is currently the main method of objective assignment method, which aims to assign
weights to each evaluation index based on the degree of difference between its values and
construct a composite index.

3.2.3. Control Variables

Based on the survey data and existing studies, this study selected the basic personal
information and social security status of the elderly as control variables. The control
variables included gender, age, marital status, residential area, co-residence mode, number
of surviving children, whether or not he or she has retirement pension/public old-age
insurance/private or commercial old-age insurance, and whether or not he or she has
medical insurance [8,9,12–14]. In this study, we classified marital status into without spouse
and with spouse, and residential area into urban and rural areas. The co-residence mode
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included living alone, living with family members, and living in an institution, which are
generated into two dummy variables: whether or not living with family members and
whether or not living in an institution.

3.2.4. Mediating Variables

The mediating variables were the overall living status, leisure and recreation status,
and health-care status of the elderly. In the current study, two dichotomous variables, “is
all of the financial support sufficient to pay for daily expenses” and “self-reported quality
of life (“very bad”, “bad”, and “general” were merged into “bad”, and “good” and “very
good” were merged into “good”),” were selected to construct the overall living status. If
the financial support is sufficient and the quality of life is good, the overall living status is
“good”; otherwise, it is “bad”. The two dichotomous variables, “whether he or she exercises
or not now” and “whether he or she has traveled in the past 2 years”, were selected to
construct the leisure and recreation status. If they exercise regularly and have traveled,
the leisure and recreation status is good; otherwise, it is “bad”. The two dichotomous
variables, “whether he or she can get adequate medical service at present” and “whether
he or she has regular physical examination once a year”, were selected to construct the
health-care status. If they can get adequate medical service at present and have regular
physical examination once a year, the health-care status is good; otherwise, it is “bad”.
Table 1 shows the variables and data statistics.

Table 1. Variables and data statistics.

Continuous Variables Mean
Standard
Deviation

Min Max

Health status 0.211 0.144 0 1
Family socioeconomic status 0.189 0.197 0 1

Age 83.872 11.488 60 117
Number of surviving children 3.437 1.786 0 11

Categorial Variables Categories n Percentages
(%)

Average Frailty
Index

Gender
Female 4228 55.6 0.236
Male 3371 44.4 0.181

Marital status
Without spouse 4519 59.5 0.252

With spouse 3080 40.5 0.152

Residential area
Rural 3266 43.0 0.205
Urban 4333 57.0 0.216

Living with family members No 1623 21.4 0.214
Yes 5976 78.6 0.210

Living in an institution No 7326 96.4 0.207
Yes 273 3.6 0.320

Old-age insurance Do not have 3807 50.1 0.219
Have 3792 49.9 0.203

Medical insurance
Do not have 1049 13.8 0.235

Have 6550 86.2 0.207

Overall living status Bad 2645 34.8 0.250
Good 4954 65.2 0.191

Leisure and recreation status
Bad 7011 92.3 0.220

Good 588 7.7 0.112

Health-care status
Bad 2438 32.1 0.261

Good 5161 67.9 0.188

3.3. Models
3.3.1. Multiple Linear Regression Model

In the current study, we used the frailty index of the elderly as the explained variable
and the family socioeconomic status index as the explanatory variable and added various
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control variables to establish a multiple linear regression model to analyze the influence of
family socioeconomic status on the health of the elderly.

Yi = α + β0Xi + ∑ β jZij (1)

In Equation (1), Yi is the frailty index of the ith elderly person, and α is a constant term.
Xi is the explanatory variable, which indicates the family socioeconomic status index of the
ith elderly person, and β0 is its coefficient. Zij is the jth control variable of the ith elderly
person, and β j is the coefficient of each control variable.

3.3.2. Quantile Regression Model

Because of the high heterogeneity of the health status of older adults, the same family
socioeconomic status may have different effects on older adults with different frailty status.
Therefore, we also used the quantile regression model to analyze the effects of family
socioeconomic status on frailty indices at different quartiles to verify whether the findings
of the multiple linear regression model are still supported.

Qiθ(Yi) = α + β0θXi + ∑ β jθZij (2)

In Equation (2), Qiθ(Yi) denotes the conditional quantile of the frailty index for a given
distribution of explanatory and control variables, where θ denotes the quantiles, and 10%,
25%, 50%, 75%, and 90% are selected in turn. The remaining variables and parameters are
explained as in the multiple linear regression model above.

3.3.3. Mediating Effect Model

The mediating variables are the overall living status, leisure and recreation status,
and health-care status of the elderly, all of which are dichotomous variables. When the
mediating variable is a categorical variable, the mediation effect analysis needs to be
conducted by calculating a confidence interval through a two-step regression method. The
procedure for testing the mediating effect is as follows:

M = aX + ε2 (3)

Y = c′X + bM + ε3 (4)

where Y denotes the explained variable, X denotes the explanatory variable, and M denotes
the mediating variable. Equation (3) represents the regression of the mediating variable
on the explanatory variable, and logistic regression is used. Equation (4) represents the
regression of the explained variable on both the explanatory and mediating variables, and
linear regression is used. In the present study, we first used the Stata 15.0 software to
obtain the estimated values of regression coefficients and robust standard errors of a and
b. Then, we used the Medci command in the package of RMediation (downloaded from
https://cloud.r-project.org/bin/windows/contrib/3.5/RMediation_1.1.4.zip (accessed on
5 November 2021)) of R 3.5.1 software (R Foundation for Statistical Computing, Vienna,
Austria) to conduct the coefficient product distribution test to obtain the confidence interval
of the mediating effect [28]. Moreover, if this confidence interval does not contain 0, it
indicates the existence of the mediating effect [29].

4. Results

4.1. The Effect of Family Socioeconomic Status on Elderly Health

A multiple linear regression model was established as a benchmark model to analyze
the effect of family socioeconomic status on elderly health. From Model 1 in Table 2, it can
be seen that the family socioeconomic status of the elderly has a significantly negative effect
on the frailty index at the 1% level, and for every 1 unit increase in the family socioeconomic
status, the frailty index decreases by 0.050 units. We performed a multicollinearity test
which indicated that the problem of multicollinearity was excluded in the multiple linear
regression model.
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Table 2. Regression results of the impact of family socioeconomic status on elderly health.

Variables
Model 1 Model 2 Model 3 Model 4 Model 5 Model 6

OLS Q10 Q25 Q50 Q75 Q90

Explanatory variable

Family socioeconomic status −0.05 *** −0.041 *** −0.058 *** −0.058 *** −0.055 *** −0.067 ***
(0.009) (0.008) (0.007) (0.009) (0.012) (0.017)

Control variables
Gender −0.030 *** −0.017 *** −0.023 *** −0.028 *** −0.032 *** −0.039 ***

(Female) (0.003) (0.003) (0.003) (0.003) (0.004) (0.005)

Age 0.006 *** 0.003 *** 0.004 *** 0.00 6*** 0.007*** 0.008 ***
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)

Marital status −0.012 *** 0.001 −0.004 −0.015 *** −0.021 *** −0.022 ***
(Without spouse) (0.004) (0.003) (0.004) (0.004) (0.006) (0.008)
Residential area 0.007 ** 0.002 0.006 * 0.004 0.007 0.013 **

(Rural) (0.003) (0.003) (0.003) (0.003) (0.004) (0.006)
Living with family members 0.031 *** 0.012 *** 0.018 ** 0.031 *** 0.037 *** 0.040 ***

(No) (0.004) (0.003) (0.004) (0.005) (0.006) (0.009)
Living in an institution 0.106 *** 0.044 *** 0.058 *** 0.100 *** 0.145 *** 0.173 ***

(No) (0.010) (0.011) (0.010) (0.019) (0.018) (0.027)

Number of surviving children −0.002 ** −0.002 ** −0.002 ** −0.003 *** −0.002 0.001
(0.001) (0.001) (0.001) (0.001) (0.001) (0.002)

Old-age insurance −0.001 −0.002 0.000 −0.003 −0.005 0.004
(Do not have) (0.003) (0.003) (0.003) (0.003) (0.005) (0.006)

Medical insurance −0.012 *** −0.002 −0.006 −0.014 ** −0.013 ** −0.013
(Do not have) (0.004) (0.003) (0.004) (0.006) (0.006) (0.010)

Constant
−0.260 *** −0.148 *** −0.192 *** −0.264 *** −0.317 *** −0.290 ***

(0.014) (0.017) (0.013) (0.014) (0.022) (0.027)
R2/Pseudo R2 0.310 0.081 0.126 0.196 0.234 0.207

The robust standard errors are in parentheses in Model 1, and the statistic for measuring goodness-of-fit is R2.
The bootstrap standard errors are in parentheses in Models 2–6, with a sample size of 100, and the statistic for
measuring goodness-of-fit is Pseudo R2. * p < 0.1, ** p < 0.05, *** p < 0.01.

Because of the high heterogeneity of the health status of older adults, the same family
socioeconomic status may have different effects on older adults with different frailty
status. Then we also developed quantile regression models to analyze the effects of family
socioeconomic status on the elderly health in different quantiles. Models 2–6 in Table 2 show
that the effects of family socioeconomic status of older adults on the frailty index remain
significantly negative at the 1% level, and the coefficients of the effects are, respectively,
−0.041, −0.058, −0.058, −0.055, −0.067.

The results of the multivariate linear regression model and quantile regression models
suggest that improving family socioeconomic status can reduce the frailty index and
promote the health of the elderly.

4.2. Robustness Test

In the current study, the economic status compared with local people, the average
years of education, and the average occupational level before retirement of elderly cou-
ples are integrated into the replaced family socioeconomic status index using the entropy
weight method to conduct a robustness test. Models 7–12 in Table 3 show that the effects
of replaced family socioeconomic status of older adults on the frailty index remain signifi-
cantly negative at the 1% level, and the coefficients of the effects are, respectively, −0.070,
−0.050, −0.071, −0.075, −0.081, −0.100. These results also demonstrate that the increase of
family socioeconomic status can decrease the frailty index and promote the elderly health,
indicating that the empirical results obtained above are reliable.
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Table 3. Regression results after replacing the explanatory variable.

Variables
Model 7 Model 8 Model 9 Model 10 Model 11 Model 12

OLS Q10 Q25 Q50 Q75 Q90

Replaced family
socioeconomic status

−0.070 *** −0.050 *** −0.071 *** −0.075 *** −0.081 *** −0.100 ***
(0.011) (0.009) (0.008) (0.011) (0.015) (0.024)

Constant
−0.258 *** −0.147 *** −0.192 *** −0.261 *** −0.310 *** −0.284 ***

(0.014) (0.015) (0.014) (0.016) (0.021) (0.024)
R2/Pseudo R2 0.311 0.082 0.127 0.197 0.235 0.209

The robust standard errors are in parentheses in Model 7, and the statistic for measuring goodness-of-fit is R2.
The bootstrap standard errors are in parentheses in Models 8–12, with a sample size of 100, and the statistic for
measuring goodness-of-fit is Pseudo R2. *** p < 0.01. The control variables in each model have been controlled.

4.3. Heterogeneity Analysis

The above analysis found that both residential area and age have significant influence
on the health of the elderly. Therefore, we used the multiple linear regression model to
continue to analyze the different effects of family socioeconomic status on the health of the
elderly in different residential areas and at different ages.

Table 4 shows that the impacts of the family socioeconomic status of the urban and
rural elderly on the frailty index are −0.043 and −0.088, both significant at the 1% level.
However, the impact in urban areas is lower than rural areas.

Table 4. Results of multiple linear regression (with explanatory variable) by residential area.

Variables

Model 13 Model 14

Urban Rural

Coefficient
Standard
Deviation

Coefficient
Standard
Deviation

Family socioeconomic status −0.043 *** 0.011 −0.088 *** 0.018
Constant −0.282 *** 0.019 −0.215 *** 0.021

n 4333 3266
F value 228.130 *** 163.550 ***

R2 0.313 0.309
*** p < 0.01. The control variables in each model have been controlled.

Table 5 shows that the effects of family socioeconomic status on the frailty index for
the elderly aged 60–69 and 70–79 years (lower and middle age) are −0.043 and −0.088,
both significant at the 1% level, whereas the effect of family socioeconomic status on the
frailty index is no longer significant for the elderly aged 80 years and above (higher age).

Table 5. Results of multiple linear regression (with explanatory variable) by age.

Variables

Model 15 Model 16 Model 17

60–69 Years Old 70–79 Years Old 80 Years Old and Above

Coefficient
Standard
Deviation

Coefficient
Standard
Deviation

Coefficient
Standard
Deviation

Family socioeconomic status −0.086 *** 0.018 −0.094 *** 0.014 −0.009 0.014
Constant 0.046 0.115 −0.124 ** 0.058 −0.423 *** 0.028

n 976 1977 4646
F Value 10.910 *** 12.880 *** 144.100 ***

R2 0.116 0.080 0.220

** p < 0.05, *** p < 0.01. The control variables in each model have been controlled.
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4.4. Mediating Effect Analysis

The level of family socioeconomic status generally directly affects the overall living
status, leisure and recreation status, and health-care status of the elderly. Therefore, those
were selected as mediating variables to analyze their mediation effects in the influence
of family socioeconomic status on elderly health. Table 6 shows the results after adding
each mediating variable to the baseline linear regression model. From the comparison
with Model 1, it can be seen that the absolute values of the impact coefficients of family
socioeconomic status in Models 18–20 are becoming smaller and still significant at the 1%
level, and that the impact coefficients of each mediating variable are significantly negative
at the 1% level, which initially indicates the existence of mediation effects for each of the
above mediating variables.

Table 6. Results of multiple linear regression adding mediating variables.

Variables

Model 18 Model 19 Model 20

Coefficient
Standard
Deviation

Coefficient
Standard
Deviation

Coefficient
Standard
Deviation

Explanatory variable
Family socioeconomic status −0.030 *** 0.009 −0.035 *** 0.009 −0.049 *** 0.009

Mediating variables
Overall living status −0.071 *** 0.003

Leisure and recreation status −0.054 *** 0.004
Health-care status −0.032 *** 0.003

Constant −0.243 *** 0.013 −0.243 *** 0.014 −0.217 *** 0.014
F value 392.380 *** 348.410 *** 332.720 ***

R2 0.363 0.319 0.319

*** p < 0.01. The control variables in each model have been controlled.

We further tested the mediation effect by calculating the confidence interval through a
two-step regression method. The results in Table 7 show that the 95% confidence intervals
of the estimated mediation effects for the overall living status and leisure and recreation
status are, respectively, [−0.116, −0.074] and [−0.184, −0.127]; they do not contain 0,
indicating the existence of mediating effects in the impact of family socioeconomic status
on elderly health. Moreover, the 95% confidence interval of the estimated mediation effect
for the health-care status is [−0.014, 0.004] and contains 0, indicating the absence of the
mediation effect.

Table 7. Estimated results of mediating effects.

Mediating Variables
Mediating

Effect
Standard
Deviation

95% Confidence
Interval

Yes/No

Overall living status −0.095 0.013 [−0.116, −0.074] Yes
Leisure and recreation status −0.155 0.017 [−0.184, −0.127] Yes

Health-care status −0.005 0.006 [−0.014, 0.004] No
We set rho as 0, alpha as 0.1, and type as “mc” in the R software.

5. Discussion

In the current study, based on the CLHLS in 2018, the total family income, the compre-
hensive years of education, and the comprehensive occupational rank before retirement of
the elderly couples were synthesized into a family socioeconomic status index that was
used as the explanatory variable using the entropy weight method, and the frailty index
was used as a measurement of the comprehensive health status of the elderly. First, we
established the multiple linear regression model and quantile regression models to analyze
the effects of family socioeconomic status on the health status of the elderly and conducted
a robustness test using the replaced explanatory variable. Then, the heterogeneity of the
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effect of family socioeconomic status on the health status of the elderly among different
residential areas and at different ages was analyzed. Finally, the overall living status,
leisure and recreation status, and health-care status of older adults were used as mediating
variables to analyze their mediation effects in the influence of family socioeconomic status
on elderly health.

Family socioeconomic status has a positive impact on the health status of the elderly.
This result is same to those of other researchers [18,20,21,30]. Family socioeconomic status
reflects the individual’s ability to obtain material and social resources [31]. Higher family
socioeconomic status usually means higher total family income, education, and occupa-
tional rank [18]. Older adults with higher total family income tend to have better living
conditions, participate in more leisure and entertainment activities to meet higher-lever
needs, and purchase better health-care services to increase investment in health. Elderly
families with higher years of education have acquired higher health awareness and literacy
during their continuous learning and developed healthier living habits; they are more
aware of various health risk factors and therefore more aware of their prevention, and
are able to respond more quickly and effectively when they encounter diseases. Older
households with higher occupational rank tend to have a higher proportion of pensions
and have higher pensions; in addition, higher occupational rank tends to be accompanied
by more available access to health-care services. Thus, higher family income, education,
and occupational rank generally result in better health outcomes for older adults. Family
socioeconomic status is a comprehensive reflection of the individual socioeconomic status
of elderly couples, and it is the social class or status of elderly couples based on the family
cooperation model. Therefore, the increase of family socioeconomic status can decrease the
frailty index and promote the elderly health.

Due to the typical dual economic structure of urban and rural areas in China, the
family socioeconomic status of the urban elderly is relatively higher (the average family
socioeconomic status indices of the urban and rural elderly in the present study are,
respectively, 0.237 and 0.126). Additionally, public health and medical resources in urban
areas are more abundant and the allocation is more reasonable, while these conditions in
rural areas are relatively poor. Under the influence of the law of diminishing marginal
utility of the health production function [4,18], the family socioeconomic status of the urban
elderly has lower influence on the frailty index. Some scholars also hold the analogous
view [13,18]. In other words, when the family socioeconomic status changes by an equal
amount, it has a higher impact on the health of the rural elderly.

Family socioeconomic status has a significantly positive influence on the health sta-
tus of middle and lower age elderly, but not on higher age elderly, which is similar to
the conclusion of other related studies [32,33]. When older adults reach the higher age,
their physical functions continue to decline, and their health status becomes increasingly
dependent on the individual and less influenced by other factors, including the family
socioeconomic status, whereupon the effect of family socioeconomic status on the health of
the higher age elderly is no longer significant.

A review study by Huang showed that there are four mediating pathways between
socioeconomic status and health: material factors, lifestyle factors, psychosocial factors,
and neighborhood [34]. Unlike that, we think that overall living status and leisure and
recreation status have mediation effects in the influence of family socioeconomic status on
the health status of the elderly, whereas health-care status has no mediation effect, which is
different from the conclusion of other studies as well [12–14,35,36]. When older adults have
a higher family socioeconomic status, on the one hand, their sources of living are often
more abundant and their quality of life is usually higher, and thus their overall living status
is better. They will pay more attention to direct investment in health. On the other hand,
their health awareness tends to be higher, and it is more likely to increase the physical
resistance through exercise and to relax by participating in various leisure and recreational
activities. Therefore, overall living status and leisure and recreation status have mediation
effects in the influence of family socioeconomic status on elderly health. With the expansion
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of medical insurance coverage and regular physical examination in China, not subject to
the family socioeconomic status, more and more elderly people are able to be hospitalized
in time when they fall ill and participate in annual routine medical checkups. As the basic
public health services become more equalized, health-care status has no mediation effect in
the effect of family socioeconomic status on elderly health.

There were several limitations to this research. First, the study only used the 2018 cross-
sectional data, so we did not reveal the dynamic impact of family socioeconomic status on
elderly health. Second, limited by the variables in CLHLS data, only 32 indicators were
used to construct the frailty index. If more indicators can be obtained, the measurement of
frailty index will be more accurate. Third, total family income and primary occupation rank
before retirement of the elderly might be related to their health status, so there might be a
reverse causality between family socioeconomic status and frailty index to some extent.

6. Conclusions

The main findings of this study are as follows:

1. This study explores the relationship between family socioeconomic status and the
health status of the elderly in China from a comprehensive perspective. The improve-
ment of the family socioeconomic status of the elderly will lower their frailty index,
thereby promoting the improvement of their health.

2. The influence of family socioeconomic status on elderly health shows obvious urban–
rural differences. Compared with the urban elderly, the family socioeconomic status
of the rural elderly has a higher impact on the health of the elderly. As the public
health and medical resources in urban areas are more abundant and the allocation is
more reasonable, while these conditions in rural areas are relatively poor, the effect of
promoting the health of the rural elderly by improving their family socioeconomic
status is more significant.

3. The impacts of family socioeconomic status on the health of the elderly in different
age groups are different. Family socioeconomic status has a significantly positive
influence on the health status of middle and lower age elderly, but not on higher
age elderly. As the elderly age, their physical functions continue to decline and their
psychological status becomes more stable, and their health status becomes increasingly
dependent on the individual and less influenced by other factors, including the family
socioeconomic status.

4. Overall living status and leisure and recreation status have mediation effects in the
influence of family socioeconomic status on the health status of the elderly, whereas
health-care status has no mediation effect. Family socioeconomic status is to some
extent the decisive factor of overall living status and leisure and recreation status. With
the continuous equalization of China’s medical and health services, the mediating
role of health-care status in the impact has become weaker.

Based on the above research, we propose the following countermeasures:

1. Improve the old-age insurance system. Expand the coverage of old-age insurance
and improve pension benefits. At the same time, increase the transfer payment to
the elderly and strengthen the economic security ability for them to improve their
living conditions.

2. Promote healthy aging of the elderly. Enlarge the enrollment scale of universities for
the elderly and enrich the teaching contents. In particular, health education for the
elderly should be strengthened to improve their health awareness and health literacy.

3. Accelerate the implementation of the delayed retirement policy and gradually post-
pone the retirement age of the elderly. At the same time, accelerate the development
of human resources of the elderly to delay the decline of their occupational rank.

4. Improve the medical insurance system. Expand the coverage of medical insurance
and increase the reimbursement ratio of medical expenses. At the same time, improve
the level of health-care technology and improve the health-care status of the elderly.
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5. Promote active aging of the elderly. On the one hand, the government and society
should provide more leisure and recreational activities, places, and facilities; on the
other hand, the elderly should be encouraged to participate in more recreational
activities and other social activities.

6. Pay more attention to the key elderly populations. For example, public health policies
should be strengthened for the rural elderly and the higher age elderly.
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Abstract: The present research analyzes the impact of nine factors related to household demographics,
building equipment, and building characteristics towards a home’s total energy consumption while
controlling for climate. To do this, we have surveyed single-family owned houses from the 2015
Residential Energy Consumption Survey (RECS) dataset and controlled the analysis by Building
America climate zones. Our findings are based on descriptive statistics and multiple regression
models, and show that for a median-sized home in three of the five climate zones, heating equipment
is still the main contributor to a household’s total energy consumed, followed by home size. Social-
economic factors and building age were found relevant for some regions, but often contributed less
than size and heating equipment towards total energy consumption. Water heater and education
were not found to be statistically relevant in any of the regions. Finally, solar power was only found to
be a significant factor in one of the regions, positively contributing to a home’s total energy consumed.
These findings are helpful for policymakers to evaluate the specificities of climate regions in their
jurisdiction, especially guiding homeowners towards more energy-efficient heating equipment and
home configurations, such as reduced size.

Keywords: RECS; energy consumption; residential construction; multiple regression analysis;
Building America climate zones

1. Introduction

In 2020, energy consumption in buildings, that is commercial and residential usage
combined, accounted for approximately 40% of the total energy consumed in the United
States [1]. Despite many Americans having to work and study from home due to workplace
restrictions and local lockdowns because of the COVID-19 pandemic, total residential
energy consumption including energy system losses presented a 4% reduction compared
to that of 2019. Part of this result can be linked to warmer weather during winter, which
helped to reduce the use of heating in homes [2]. While this information is positive, the
increased time spent at home stresses the importance of understanding energy consumption
patterns in American homes to further improve their efficiency and to provide guidance for
policymakers on the matter. Additionally, topics related to energy consumption patterns
are increasingly important to students and professionals of the built environment given the
United Nations Sustainable Development Goal 7—affordable and clean energy [3].

It is well known that energy consumption in homes is mainly affected by physical
characteristics of the home, household characteristics and behavior, home appliances, and
exterior factors, including energy market and climate [4]. Physical characteristics of the
home include building materials, home configuration, and size, among others. Household
factors include behavioral factors, such as their level of environmental consciousness
and also intrinsic characteristics, such as education, income, number of members. Home
appliances include the different appliances and equipment in the home, given that some
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are more efficient than others. Exterior factors include primarily location and climate
characteristics. It is well known that changes in weather can have a significant impact on
the energy consumption of traditional homes [5].

Although isolated factors have been widely studied, few published research studies
have explored the interaction of factors related to energy consumption in homes. Hirst
et al. [6] have provided an interesting analysis of the contribution of several factors to a
home’s energy consumption, though the study is now decades old. Other recent studies
also based on previous versions of the Residential Energy Consumption Survey (RECS)
have provided a baseline on the effects of household and physical characteristics of homes,
but they did not separate their analysis by climate zones. Furthermore, while they have
provided interesting results, some of them did not control for housing type [4,7,8], or, when
housing type was controlled for, researchers evaluated only electricity consumption [9].
A more nuanced analysis of total energy consumption by region and controlling for the most
frequent home type in the United States—the single-family home—can provide targeted
information to guide specific energy-related built environment policies and improvement
efforts.

To this end, we propose reviewing the most recently published microdata of the
Residential Energy Consumption Survey (RECS), which was collected during 2015, and
comparing the results per climate zone. Regression models were developed per Build-
ing America climate zones [10] and include factors related to physical characteristics of
the home, household characteristics, and appliances and equipment used in the homes.
Providing analysis per climate type allows for a more nuanced view of the factors’ contri-
butions to the overall energy consumption in a home, while still being able to match with
geographical regions. Therefore, the significance and originality of the present study lie in
the combination of (1) its focus on the most common housing typology in the United States
(the single-family, detached home), (2) the use of an updated and large dataset to analyze
the contribution of factors that are known to influence a household’s energy consumption,
and (3) the analysis the results by climate region.

2. Background Literature

The analysis of factors influencing energy consumption in buildings is a complex
matter [8]. This is mainly because of the number of different factors and their potential
interactions influencing energy consumption, which make interpretation of results difficult.
In fact, Jones et al. [11] have surveyed academic papers to find 62 factors that may affect
energy consumption in homes. However, of those 62, only 20 factors were consistently
found to positively influence energy consumption. Despite that, many researchers have
worked to improve our understanding of residential energy consumption. Even though
there are several factors to be included in the analysis, they can generally be summarized
into four main categories: physical characteristics of the home, household characteristics
and behavior, home appliances, and exterior factors. These categories are adapted from
Estiri [4] and we have combined energy market and climate into exterior factors.

Perhaps the most evident factor that influences energy is climate [12]. This includes
temperature and humidity, in addition to solar radiation, wind, and rain [13]. Many studies
use heating degree days (HDD) and cooling degree days (CDD) to verify the impact of
temperature on energy consumption, such as those conducted by Hojjati and Wade [14],
Sanquist et al. [9], and Iraganaboina and Eluru [7].

Home appliances and equipment also have an impact on a home’s energy consumption
pattern. Iraganaboina and Eluru [7] have found that homes with more appliances are prone
to higher energy consumption. Additionally, previous research debated the impact of Energy
Star appliances on a home’s energy consumption and identified significant results only for
Energy Start refrigerators [15]. Energy Star is a governmental program that aids consumers
to identify more energy-efficient appliances and equipment in the United States [16].

Furthermore, home heating and cooling equipment is known to have the largest impact
on energy consumption in a home [17], followed usually by water heating equipment [18].
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It is also well known that equipment and fuel choices impact total energy used in a
home [17,18].

In terms of renewable energy generated on-site, Iraganaboina and Eluru [7] have
found that homes with solar power were likely to have higher electricity use. To this result,
Iraganaboina and Eluru [7] provide an interesting explanation based on the use of solar
power to offset electricity costs, but have not explored the issue further.

Other factors affecting residential energy consumption include the building’s physical
characteristics, such as type, year of construction, and size. Energy consumption is usually
higher for single-family homes, mostly due to their larger size [14]. Other research has
found building size to have an impact on energy consumption. For example, home size
was found to impact energy consumption, which can be linked to its effect on a building’s
heating and cooling loads [19]. However, previous research has found this effect to also
vary per fuel, with constant increases for gas and decreases for electricity, which can be
related to the choice of heating fuel [7]. The effect of size is difficult to measure because it is
often correlated with other factors such as family size, room number, and housing type [4].
It is also well known that the average home size has increased in the United States, with
an estimated increase of 27.9% between 1980 and 2005 [14]. However, preliminary data
from the United States Census indicate a very small decrease in median size for newly
sold homes from an all-time high of 2526 square feet (234.67 square meters) in 2014 to
2333 square feet (216.74 square meters) in 2020 [20].

Building age has also been identified by previous research as having a significant effect
on a home’s energy consumption [12,21–23]. However, a study on the European Union
has found that the impact of building age is not linearly related to energy consumption.
In that study, older homes (built before 1921) were found to be more energy efficient than
the average of all homes, and homes built between 1947 and 1979 were found to be the
worst performers [20]. In the United States, Kavousian et al. [19] also verified a reduced
energy consumption for homes built before 1975 if compared to homes built between 1993
and 2003, while analyzing close to one thousand American households. They ponder that
this could be due to newer homes having appliances that consume more energy, such as
air-conditioners [19], which is also suggested by other researchers [12].

Education and income level have been found to impact energy usage. Salari and
Javid [23] found that a head of household with a higher education degree is effectively
associated with lower energy usage. In a recent study, Debs et al. [24] indicated that energy
consumption was significantly influenced by the respondents’ highest educational degree,
though the same was not found significant when assessing its influence on the total number
of energy star appliances in a home.

Higher income may be associated with having more technology and electronics usage,
but it does not contribute to a considerable or statistically significant increase in energy
consumption [9,24,25]. In fact, previous research associated higher income with being able
to afford more energy-efficient equipment [26]. However, recent research conducted in
the United Kingdom indicated that an increase in wealth correlated with higher energy
consumption, especially for energy-poorer households [27].

Finally, it is generally accepted that a larger household will use more energy [9,28].
Additionally, individual factors also play a part in energy usage. For example, previous
research suggests that gender influences energy consumption, with men using less energy
than women [28]. However, recent findings challenge biological differences related to
energy consumption and suggest that social gender roles may help explain these differ-
ences [29]. Moreover, retirees and those that work from home tend to use more energy than
those that work outside of the home [28]; age positively affects energy consumption [30]
and those living in the city may utilize services not available to those in rural areas, such as
laundry and cooking outside of the house [9].
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Residential Energy Consumption Survey (RECS) Overview

The Residential Energy Consumption Survey (RECS) is managed by the United States
Energy Information Administration (US EIA) and collects data about the energy con-
sumption of homes across the United States periodically since 1979. It collects not only
information about household characteristics, but also behavior, home appliances, climate,
and physical characteristics of the house. It includes different types of homes, such as
mobile homes, single-family detached and attached homes, as well as apartments in multi-
family buildings. The latest iteration of the RECS, here called RECS 2015, evaluates data
collected between August 2015 and April 2016 [31].

RECS 2015 surveys, methodology information, microdata, and codebook are publicly
available online [32]. For the 2015 survey, “multi-stage area probability random sam-
pling” [31] (p. 8) was used, resulting in 5686 households surveyed. Data collection used a
combination of methods, including online and mail surveys, as well as interview proce-
dures. This means the data is based on interviewees’ willingness to participate and give
accurate answers. And, in addition to contacting households, RECS also obtained energy
information from energy suppliers. It is also important to note that for several questions in
RECS, invalid or missing data were imputed using statistical modeling. Data imputation
was used for approximately two-thirds of the surveyed homes in RECS 2015 [30].

Several previous researchers have used RECS datasets to explore several energy-
related topics. Among those, are the studies by Hojjati and Wade [14], who analyzed
RECS data from 1980 to 2005; Sanquist et al. [9], who used the 2001 and 2005 iterations to
evaluate electricity consumption; Steemers and Yun [12], who evaluated 2001 RECS data
for heating and cooling energy consumptions; Estiri [4], who used the 2009 RECS data to
evaluated factors contributing to the energy consumption of American homes; and, more
recently, work by Karatasou and Santamouris [8] and by Iraganaboina and Eluru [7] used
the 2015 RECS dataset. Karatasou and Santamouris [8] focused on the impact of socio-
economic variables on energy consumption, and Iraganaboina and Eluru [7] provided a
broad analysis of household composition, size, and characteristics, as well as the type of
fuels consumed by residences in the United States.

3. Materials and Methods

The present study uses descriptive statistics and inferential statistics to evaluate how
certain factors contribute to the energy consumption in a home. The factors selected for
analysis were briefly discussed in the background literature of the present paper and relate
to physical characteristics of the home (home size and year built), household composition
(education, income, and the number of household members), and home equipment (space
heating type, air conditioning type, water heater type and use of on-site generation of solar
power).

Our analysis is also delimited to single-family owned homes, given that most home-
owners are responsible for their home and appliances maintenance and energy costs.
Single-family detached homes were chosen because they account for approximately 63.91%
of the housing stock in the United States in 2019 [33], and their consumption characteristics
can significantly differ from other types of housing [4,34,35]. This resulted in a sample size
of n = 3288 homes from the 2015 RECS dataset. Furthermore, as mentioned previously, the
RECS survey includes data imputed using statistical modeling and this imputed data was
the one utilized in the present study.

First, descriptive statistics are presented. These include frequency of categorial factors’
levels per climate zone and median, mean and standard deviation for home size, and
the number of household members. Additionally, descriptive statistics of fuel type of
heating and cooling equipment and water heating equipment are included. The goal of the
descriptive analysis results is to give an overview of the data to be further analyzed by the
inferential statistics.

Then, for inferential statistics, we started by performing an analysis of variance
(ANOVA) to evaluate differences in total BTU consumed per climate region, followed
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by five regression models—one for each Building America climate zone. This removes
the need to include heat and cooling degree days as factors, but still controls for climate
variation. This also allows results to be grouped geographically, which can help with policy
decisions. RECS 2015 includes information about a home’s climate using both Building
America climate zones and the International Energy Conservation Code (IECC) Climate
Code. The choice to use Building America climate zones was made to reach a balance
between a reasonable number of models to compare (five), in comparison to eleven if using
the IECC zones. Building America climate zones were elaborated by Department of Energy
(DOE) researchers and are based on simplifying the IECC climate zones [10].

Total energy consumption in this paper will be measured in BTU and accounts for
energy used in a home from gas, electricity, propane, and fuel oil (or kerosene) sources. It
does not include wood as a fuel source. Factors included in the multiple regression model
are based on previous research and consider physical characteristics of the home, household
characteristics, and home equipment. Figure 1 illustrates the conceptual framework of the
proposed model.
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Figure 1. Proposed conceptual framework.

We also note that data from RECS for income and year built is presented as categorical.
For income, data is collected in brackets of approximately $20,000 to $139,999, the following
bracket includes incomes of $140,000 or more. For the year built, data is presented in
decades except for the first (for homes built before 1950) and the last bracket (for homes
built 2010 to 2015). Because of the ordinal nature and reasonable spacing of most brackets
of the categories in income and year built, both variables were treated as continuous in the
regression model. This also simplifies the interpretation of the regression results [36]. Other
variables in the model considered as continuous were the size of the home and the number
of family members. All other variables are categorical and include education, type of
heating equipment, type of air-conditioning equipment, type of water heating equipment,
and on-site power generation from solar. Our working model for each Building America
climate zone is represented by Equation (1):

YTOTALBTU = Intercept + β1-SIZE + β2-YEAR + β3-EDUCATION + β4-INCOME + β5-MEMBERS +
β6-HEATTYPE + β7-ACTYPE + β8-WATERTYPE + β9-SOLAR

(1)
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where:

TOTALBTU = total energy consumption in thousand BTU (does not include wood),
SIZE = total heated square footage of home (continuous variable),
YEAR = year range a home was built (categorical, treated as a continuous variable),
EDUCATION = highest degree of education of respondent (categorical variable),
INCOME = household income (range) in 2014 (categorical, treated as a continuous variable),
MEMBERS = number of household members (discrete, treated as a continuous variable),
HEATTYPE = type of primary space heating equipment used in the home (categorical
variable),
ACTYPE = type of primary air conditioning equipment used in the home (categorical
variable),
WATERTYPE = type of primary water heater type used in the home (categorical variable),
SOLAR = existence of on-site solar energy generation (categorical variable).

Though appliances are found to influence a home’s energy consumption [15], informa-
tion about them was not included in the model because certain appliances did not apply to
all respondents. Additionally, respondents could refuse to answer or indicate they “do not
know” the answer to the question, making interpretation of responses too complicated and
outside of the scope of the present research.

Regression models were evaluated using an automated backward stepwise approach
in R Studio. The resulting model was additionally manually reviewed by researchers to
remove any non-significant factors (α = 0.05) also using a backward, stepwise approach.

4. Results

This section presents our results for the study. First, we present descriptive statistics
related to the main factors utilized in the analysis. Following this, we present the results of
our multiple regression analysis.

4.1. Descriptive Statistics

In this section, descriptive statistics focus on the factors included in our proposed
conceptual framework, as well as fuel type for heating and cooling equipment and water
heater fuel type. It considers only the data for our delimited sample of single-family,
detached, and owned homes in the United States while providing estimates per Building
America climate regions.

Climate. The distribution of homes per climate zone can be seen in Figure 2. Climate
distribution for the sample indicated it included more homes built in the Cold/Very Cold
climate zone (n = 37.41%), followed by Mixed-Humid (n = 25.85%), Hot-Humid (n = 17.61%),
Hot-Dry/Mixed-Dry (n = 11.10%) and Marine (n = 8.03%). This distribution is expected, given
the surface area coverage of each of the respective Building America climate regions analyzed.

Physical characteristics. The median house size in the sample was 2400 square feet
with a standard deviation of 1284.5 square feet (119.33 square meters) (Table 1). Median
size also varied by region, with Cold/Very Cold climate homes being larger and hot-humid
homes being usually smaller. However, the standard deviation (SD) was considerably high
(larger than 1000 square feet/92.9 square meters) for all regions.

Additionally, Figure 3 shows the relationship between home square footage and total
energy consumption. Different colors and different shapes illustrate the data for each
climate zone, as well as linear trendlines for each region. The graph shows that most houses
are within 1000 square feet (92.9 square meters) and 4000 square feet (371.6 square meters),
and the energy consumption is within 50 million and 125 million BTU (52.72 and 131.88 GJ).
The spread of the data is larger for home size than for total energy consumption, but there
are a few outliers.
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Figure 2. Distribution of homes per Building America climate zone (total n = 3288).

Table 1. Total square footage (sqft) and square meters (m2) of home per climate zones (total n = 3288).

Climate Zone Frequency
Median Mean SD

sqft m2 sqft m2 sqft m2

Cold/Very Cold 1230 2700 251 2889.64 268.46 1243.78 115.55
Hot-

Dry/Mixed-Dry 365 2116 197 2402.85 223.23 1188.03 110.37

Hot-Humid 579 1904 177 2230.93 207.26 1130.66 105.04
Mixed-Humid 850 2519 234 2802.66 260.38 1408.21 130.83

Marine 264 1949 181 2245.54 208.62 1117.38 103.81

Total 3288 2400 223 2645.40 245.77 1284.51 119.33
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Figure 3. Box plot for the total square footage of homes per climate region.
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The distribution of building age was fairly stable, with more homes being built be-
tween 2000 and 2009 (n = 16.8%) and before 1950 (n = 15.5%). The decades in between these
two categories comprise between 10.2% (from 1960 to 1969) and 14.8% (between 1970 and
1979); homes built between 2010 and 2015 comprised the smallest percentage (n = 3.7%).
Specific information for building age per climate region can be seen in Figure 4.
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Figure 4. Year the home was built per Building America climate zone (total n = 3288).

Household characteristics. In terms of household education, about 32.8% of respon-
dents indicated they had a college or an associate’s degree, followed by an almost equal
distribution of respondents with a high-school diploma or GED (n = 22.3%) and bachelor’s
degree (n = 22.1%); 17.8% of respondents had some sort of graduate degree, and only 5%
had less than a high-school diploma or GED. This distribution seems to be similar for every
region, as can be seen in Figure 5. We note that this question only asked for the respondent’s
highest educational degree and does not include information about the educational degrees
of all household members.
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Figure 5. Household respondents’ highest earned degree per climate zone (total n = 3288).
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When asked about the income of the previous year (2014), the median answer indicated
an income between $20,000 and $39,999 for their annual gross household income, with
18.8% of respondents indicating to fit that income bracket. Income seems to vary per region
and Figure 6 shows the breakdown per income bracket for each Building America climate
region. Hot-Dry/Mixed-Dry and Marine regions seem to have a more balanced sample
across brackets than other regions.
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Figure 6. 2014 annual household income brackets per climate zone (total n = 3288).

In general, each household contained a minimum of one and a maximum of 11 mem-
bers, with a mean of 2.69 people per household and a standard deviation of 1.396. In the
case of household members, the median was 2 people per household for all regions. The
mean number of people varied from a low of 2.60 in the Hot-Humid region to a high of
2.79 in the Hot-Dry/Mixed-Dry region. Figure 7 shows a box plot representation for the
number of household members in each surveyed climate region and indicates a higher
variability in the Marine, Mixed-Humid, and Hot-Dry/Mixed Dry regions, in which most
homes house two to four people than Hot-Humid and Cold/Very Cold regions, in which
most homes have two to three people only.

Figure 7. Box plot for the number of household members per climate region.

Equipment. In general, most of the surveyed homes utilized a central furnace as their
main heating equipment (n = 65.9%), followed by heat pump (n = 14.8%). The remainder
of the homes used other sources of heat (n = 17%) or heating was not applicable (n = 2.3%).
When further analyzing equipment type per region, a central furnace is still the main type

445



Buildings 2022, 12, 82

of equipment used, however, we can see heat pumps are proportionally more common in
Hot-Humid, Mixed-Humid and Marine, than Cold/Very Cold and Hot-Dry/Mixed-Dry
climates (see Figure 8).
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Figure 8. Type of main space heating equipment per climate zone (total n = 3288).

For main heating equipment fuel, most homes used natural gas from underground
pipes (n = 54.6%), followed by electricity (n = 27.6%). Other fuels accounted for 15.5% of
surveyed homes. For 2.3% of homes, heating fuel was not applicable. In all climate regions,
electricity and piped natural gas were found to be the most prevalent fuels for main
heating equipment in homes, but fuel oil/kerosene was found in almost as many homes as
electricity for homes in the Cold/Very Cold climate. The breakdown can be seen in Table 2.

Table 2. Fuel used on main heating equipment per climate zones (total n = 3288).

Fuel Type
Frequency of Homes per Climate Zone

Cold/Very Cold Hot-Dry/Mixed-Dry Hot-Humid Mixed-Humid Marine

Not Applicable 1 32 30 1 10
Natural gas (piped) 808 243 192 425 128

Electricity 132 76 332 278 89
Fuel oil/kerosene 114 0 1 56 3

Propane (bottled gas) 93 9 15 62 10
Wood 76 5 9 28 24

Some other fuel 6 0 0 0 0

Total 1230 365 579 850 264

For air conditioning, most homes used a central air conditioning system (n = 69%),
followed by individual window or wall, or portable units (n = 14.2%), and both a centralized
system and individual units (n = 5.6%); for 11.6% of homes, air conditioning type was
not applicable. When further analyzing per climate zone (Figure 9), we note a similar
prevalence of central air-conditioning systems in all regions, except Marine. In the Marine
climate zone, central air conditioning systems (n = 102) are almost as prevalent as not
having air conditioning (n = 106).
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Figure 9. Type of main air conditioning equipment per climate zone (total n = 3288).

For water heaters, almost half of the homes used a medium storage-tank water heater
(n = 48.7%), followed by water heaters with large storage tanks of 50 gallons (189.27 liters)
or more (n = 38.2%). Small storage tank water heaters accounted for only 9.2% of the
surveyed homes, and only 4% of homes had a tankless or on-demand water heater. This
is similar to what is found in all regions, as can be seen in Figure 10. The two main fuel
types used in water heaters were natural gas from underground pipes (n = 50.7%) and
electricity (n = 41.2%), accounting for the vast majority of surveyed homes. When further
analyzing per climate zone, results indicate that in all regions electricity and natural gas
are the most prevalent fuel for water heating equipment. However, in Hot-Dry/Mixed-Dry
regions, natural gas (n = 74.8%) is much more frequently used than electricity (n = 19.2%);
this is similar for Cold/Very Cold regions, though with slightly lesser difference (natural
gas n = 57.5% and electricity n = 30.9%). Only in Hot-Humid climate zones do homes seem
to use electricity (n = 62.9%) for heating water more frequently than natural gas (n = 33.9%).
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Figure 10. Type of water heating equipment per climate zone (total n = 3288).

Finally, when assessing the existence of on-site solar energy generation, we found that
very few homes from the sample have this feature. For all climate zones, only 78 homes had
on-site electricity generation from solar. Of those 78 homes, the region with most homes
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with solar power generation on-site was Hot-Dry/Mixed-Dry region (n = 30), followed by
Cold/Very Cold (n = 15), Mixed-Humid (n = 13), Marine (n = 12) and Hot-Humid (n = 8).

4.2. Multiple Regression Analysis Results

First, a log transformation for total BTU was performed to improve the fit of residuals
for every region. We note that for the Cold/Very Cold climate zone a quadratic transforma-
tion would yield a better model fit, but to standardize the procedures across the climate
zones, a log transformation for total BTU was used in that region as well.

Second, a one-way ANOVA was run to evaluate differences in energy consumption
between regions. The results indicate that we can reject the null hypothesis that all regions
consume energy equally (F = 168.315, p-value < 0.001). Additionally, a box plot of LogBTU
per climate region is presented in Figure 11 to help visualize results. A Tukey comparison
between regions indicates that the five regions can be grouped into three main groups
of total energy consumption—(1) Cold/Very Cold, (2) Mixed-Humid, and (3) remaining
regions (Hot-Dry/Mixed-Dry, Hot-Humid, and Marine). We note that even though homes
of some of the regions might have similar total energy consumption, we cannot assess if the
distribution of that consumption—meaning how energy is spent in the home—is similar.

Figure 11. Box plot for LogBTU per climate region.

Five multiple regression models were then run for the present study—one for each
Building America climate region. Equation (1), included in Section 3 (Methodology) repre-
sented the initial regression model. Final models vary per region, and Table 3 summarizes
the parameter estimates in each of the factors. For factors treated as categorical, param-
eter estimates are included per level, if the factor was found significant at the 0.05 level.
Size, year built, income, and the number of family members were treated as continuous
variables. We note that the model did not present a significant result for education or type
of water heater in any of the regions, therefore these factors were removed from Table 3
and Equation (2), which represents the revised model equation, which can still differ per
climate region:

YLOG_TOTALBTU = Intercept + β1-SIZE + β2-YEAR + β4-INCOME + β5-MEMBERS + β6-HEATTYPE +
β7-ACTYPE + β9-SOLAR.

(2)

The goodness of fit can be evaluated by the adjusted R-square value for each resulting
model and varied from 0.2953 (Hot-Dry/Mixed-Dry region) to 0.4459 (Mixed-Humid
region). We also note that even though a wood-burning fireplace or stove is included as a
level of type of heating equipment, the wood consumption is not included in a home’s total
BTU usage in RECS and this information needs to be considered when analyzing homes
that use this type of fuel.
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Table 3. Parameter estimates and summary results of regression per region.

Factors
Climate

Cold/Very Cold Hot-Dry/Mixed-Dry Hot-Humid Marine Mixed-Humid

Estimate 9.066 9.991 10.36 9.899 9.843
Size 1 0.0106 0.01052 0.01497 0.01108 0.00868

Year Built 2 −0.0293 NS −0.0485 NS −0.02724
Income 3 0.03301 0.02964 0.04807 NS 0.06760

Number Family
Members 0.04976 0.06029 0.1021 0.05041 0.05165

Type of Heating
Equipment

Not applicable Baseline Baseline Baseline Baseline Baseline
Central Furnace 1.978 0.4007 0.2794 0.7212 1.040

Heat Pump 1.547 0.1440 0.07365 0.6331 0.6779
Wood burning

fireplace or stove 1.422 0.0278 −0.1966 0.3597 0.3683

Some other
equipment 1.912 0.4322 0.1649 0.7275 0.9837

Type of
Air-Conditioning NS

Not applicable Baseline Baseline Baseline Baseline
Central system 0.1152 0.2006 0.1617 0.1048

Individual unit(s) 0.0990 0.08995 0.1237 0.0457
Central & individual

unit(s) 0.1442 0.06971 0.4219 0.1993

Solar Energy NS NS NS NS
Has solar 0.2367
No solar Baseline

Adjusted R 0.3359 0.2953 0.3461 0.3102 0.4459
p-Value <0.0001 <0.0001 <0.0001 <0.0001 <0.0001

Notes: Not Significant (NS). 1 in hundred square feet. 2 in decades for homes built after 1950. All homes before
1950 are combined. 3 in $20,000 increments until more than $140,000 per year. Categorical levels are italicized.

Cold and Very Cold Climate. This zone covers a large area of the United States. For
this region, the reduced model contained all the revised Equation (2) variables, except
for solar energy. The variable that had the largest single-increment impact on the total
BTU consumed by a household was type of heating equipment. This was compared to a
baseline of “not applicable” heating equipment, which was only found in one home of this
region. For the homes that had applicable heating equipment, a central furnace and some
other equipment were found to very similarly contribute to the energy consumption of
the home, while heat pumps consumed less. Furthermore, in this climate newer homes
were found to significantly consume less energy, though the amount reduced per decade
younger is small (β2 = −0.0293). Contributions of the number of household members and
income were found to also have small, though statistically significant increments. Based on
the findings, the researchers evaluated Spearman correlations between the four variables
treated as continuous, namely, year built, number of household members, income, and
home size as seen in Table 4. All correlations were significant at the α = 0.01 level. However,
we note that all correlations were weak (0.1 < ρ < 0.4), or very weak, in the case of the
number of household members and year built (ρ = 0.096). The associations between income
and number of household members (ρ = 0.337) and income and home size (ρ = 0.352),
despite weak, were higher than the other correlations coefficients. We also note that, even
though a small parameter estimate was found for the contribution of total square footage
(β1 = 0.0106), the median home size in this region is 2700 square feet (251 square meters),
making size the second largest contributor to total energy consumption for a median-sized
home in Cold and Very Cold Climate, after heating equipment.
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Table 4. Correlation analysis—Cold/Very Cold Climate (Spearman’s ρ).

Year Built
Number of
Household
Members

Income Home Size

Year Built 1.00
Number of
Household
Members

0.096 ** 1.00

Income 0.257 ** 0.337 ** 1.00
Home Size 0.156 ** 0.180 ** 0.352 ** 1.00

Notes: ** Correlation is significant at the 0.01 level.

Hot-Dry and Mixed-Dry Climate. This climate is found mainly in the southwest of
the United States. For this region, the reduced model contained all the revised Equation (2)
variables, except for solar energy and year built. And, similarly to the Very Cold and
Cold climate zones, the variable that had the largest single-increment impact on the total
BTU consumed by a household was the type of heating equipment, again compared to a
baseline of “not applicable” heating equipment, which was found in 32 homes of this region.
For the homes that had applicable heating equipment, a central furnace and some other
equipment were found to very similarly contribute to the energy consumption of the home,
while heat pumps were found to consume the least energy of the distinct types of heating
equipment. Contributions of income were found to be small, compared to the number
of family members. Our Spearman correlation analysis between the variables treated as
continuous showed significance for all correlations, with the exceptions of the number
of household members and year home was built, and income and year built, as seen in
Table 5. Even when correlation was determined to be significant, all were considered weak.
Interestingly, here the largest correlation coefficient was for the association between home
size and year built (ρ = 0.373). In this region, the median size of homes is also considerably
less than those in Cold and Very Cold climate (x = 2116). Considering the contribution
of total square footage (β1 = 0.01052), size was found to be the largest contributor to total
energy consumption for a median-sized home (2116 square feet/197 square meters) that
did not use a central furnace or some other type of heating equipment in the Hot-Dry
and Mixed-Dry climate. For homes with a central furnace—the most frequent type of
heating equipment in this region—or some other heating equipment, heating equipment
was the largest contributor to energy usage in this climate, followed by home size. Finally,
central air conditioning systems in this region have a higher contribution to the total energy
consumed in the home, compared to other types of air conditioning systems for this factor.
In fact, central air conditioning in Hot-Dry and Mixed-Dry climate are an important factor
in the total energy consumed in these homes, given that it is the most frequent type of
air-conditioning system used in this climate (see Figure 7).

Table 5. Correlation analysis—Hot-Dry and Mixed-Dry Climate (Spearman’s ρ).

Year Built
Number

Household
Members

Income Home Size

Year Built 1.00
Number of Household

Members
0.092 1.00

Income 0.071 0.231 ** 1.00
Home Size 0.373 ** 0.159 ** 0.294 ** 1.00

Notes: ** Correlation is significant at the 0.01 level.

Hot-Humid Climate. This climate is found in the southeast of the United States. For
this region, the reduced model contained all the revised Equation (2) variables, except for
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solar energy and air conditioning. Newer homes in this climate tend to consume less energy
(β2 = −0.0485). Similarly to the previously analyzed climate zones, the variable that had
the largest single-increment impact on the total BTU consumed by a household was type of
heating equipment. Thirty homes had “not applicable” heating equipment in this region.
For the homes that had applicable heating equipment, central furnaces consumed more
energy, followed by some other equipment, and then heat pumps. Homes with a fireplace
or wood-burning stove were found to contribute negatively to the increment of energy
consumed. The authors note that wood was not included in the total energy estimate used
in the models. Only 11 houses using one of these equipment types were found in this
climate zone. In this climate region, all but one of the Spearman correlations analyzed were
found to be significant, as presented in Table 6. All significant correlations were found to be
weak, with the associations between income and year built (ρ = 0.349), home size and year
built (ρ = 0.324), and income and home size (ρ = 0.378) presenting the largest coefficient
values. In this region, the median size of homes is 1904 square feet (177 square meters).
Therefore, considering the contribution of total square footage (β1 = 0.01497), size is the
largest contributor to total energy consumption for a median-sized home in this climate,
ahead of heating equipment, including central furnace, which is still the most frequent
heating equipment used in homes in this climate zone.

Table 6. Correlation analysis—Hot-Humid Climate (Spearman’s ρ).

Year Built
Number

Household
Members

Income Home Size

Year Built 1.00
Number of Household

Members
0.245 ** 1.00

Income 0.349 ** 0.209 ** 1.00
Home Size 0.324 ** 0.049 0.378 ** 1.00

Notes: ** Correlation is significant at the 0.01 level.

Marine Climate. This climate is found along the west coast of the United States.
For this region, the reduced model contained all Equation (2) variables, except for year
built and income. This climate was the only one in which solar energy generation on-
site was significant, however, it was found to have a positive contribution to the total
energy consumption of the home. Similarly to the previously analyzed climate zones,
the variable that had the largest single-increment impact on the total BTU consumed by
a household was type of heating equipment. Heating equipment was “not applicable”
for only 10 homes in this region. For the homes that had applicable heating equipment,
a central furnace and some other equipment consumed more energy, followed by heat
pumps. The number of family members had a small contribution to the total energy
consumed in homes (β5 = 0.05041). The Spearman correlation analysis for this region
indicated significance in only three associations (see Table 7): between income and the
number of household members, between size and year built, and size and income. Of those,
the largest correlation coefficient was found between income and number of household
members (ρ = 0.334). In this region, the median size of homes is very similar to what
was found in the Hot-Humid region and is equal to 1949 square feet (181 square meters).
Interestingly, in this case, size was not found to be one of the largest contributors to energy
use in a median-sized home, contributing less than most heating equipment, solar power,
and at least one of the cooling equipment options.
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Table 7. Correlation analysis—Marine Climate (Spearman’s ρ).

Year Built
Number

Household
Members

Income Home Size

Year Built 1.00
Number of Household

Members
0.092 1.00

Income 0.024 0.334 ** 1.00
Home Size 0.183 ** 0.065 0.188 ** 1.00

Notes: ** Correlation is significant at the 0.01 level.

Mixed-Humid Climate. This climate is found in the lower half-east of the United
States, in between the Hot-Humid and Cold/Very Cold and Hot-Humid climates. For this
region, the reduced model contained all the original variables, except for solar energy. Year
built was the only variable to negatively contribute to the total energy consumption in
homes. Similarly to other climate zones, the variable that had the largest single-increment
impact on the total BTU consumed by a household was type of heating equipment. Heating
equipment was “not applicable” for only one home in this. For the homes that had
applicable heating equipment, a central furnace and some other equipment were found
to very similarly contribute to the energy consumption of the home, while heat pumps
consumed less. Contributions of income and the number of family members were found
to be fairly similar. Similar to the Cold and Very Cold climate region, the Spearman
correlation analysis for this climate region showed significance at the α = 0.01 level for all
relations shown in Table 8. However, differently than all other regions, the relationship
between income and home size in the Mixed-Humid climate was found to be moderate
(ρ = 0.457), followed by a weak correlation between income and number of household
members (ρ = 0.368). Additionally, for this region, individual window/wall or portable
units contributed less than central air conditioning systems, which in turn contributed less
than both a central and individual unit to the total BTU consumed in a home. In this region,
the median size of homes is 2519 square feet (234 square meters), which is second only to
the median home size in Cold and Very Cold climate region. Considering the contribution
of total square footage (β1 = 0.00868), similarly to Cold and Very Cold climate region, size
is the second largest contributor to total energy consumption for a median-sized home in
the Hot-Dry and Mixed-Dry climate.

Table 8. Correlation analysis—Mixed-Humid Climate (Spearman’s ρ).

Year Built
Number

Household
Members

Income Home Size

Year Built 1.00
Number of Household

Members
0.192 ** 1.00

Income 0.227 ** 0.368 ** 1.00
Home Size 0.207 ** 0.160 ** 0.457 ** 1.00

Notes: ** Correlation is significant at the 0.01 level.

5. Discussion

Even though energy consumption patterns can be affected by several different factors,
resulting in a complex analysis [8], the ability to analyze data per Building America climate
regions has provided some interesting discussion topics. For example, the use of solar
power did not appear to be a significant factor in four of the five analyzed regions. This
factor was only found to be relevant in the marine region, though only 12 of the 264 homes
surveyed in this climate had this feature. When the existence of solar power was a rele-
vant factor, it was found to positively contribute to a household’s energy consumption—a
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finding that can be related to Iraganaboina and Eluru [7] who analyzed the same dataset
while controlling it per fuel type and used all types of housing units and found that energy
consumption in homes that had solar power tended to be higher than homes without solar
power. This finding might be due to the marine region including a portion of the state of
California, whose residential solar power market is considered more mature than other
states [37] and retail energy costs are among the higher in the United States [38]. However,
we note that RECS data is not separated by state, but only by census division, therefore
this should be further researched. Furthermore, included in the analyzed marine climate
region are some of the largest technology-focused metropolitan areas in the United States,
including San Francisco, San Jose, and Seattle [39]. This is relevant when considering that
previous research [40] suggests that residential solar power generation is linked to behav-
ioral factors. Specifically, consumers that are more innovation-driven and have stronger
pro-environment beliefs are more likely to be interested in residential solar photovoltaic
panels [40]. Future research on building, household, and home equipment characteristics
specific to homes with on-site solar power generation could help clarify this matter.

Additionally, we verified that size was a large contributor to the total energy consumed
in a home in most regions. For three of five regions, it was found to frequently be the second
largest contributing factor to total energy consumption for median-sized homes. In those
regions, heating equipment was the largest contributor to total energy consumption, which
concurs with the United States Energy Information Administration [41] information on
different contributors to a home’s end-use energy consumption. In one region—Hot-Humid
climate—size was seen as the largest contributor, and this is probably due to the reduction in
the use of heating. Other studies have also assessed the contribution of home size (sometimes
total home square foot, such as Estiri [4], and Iraganaboina and Eluru [7]; and other times
only heated square footage, such as Karatasou and Santamouris [8]) and indicated that a
larger home size positively contributes to total energy consumption in a home.

Our findings also concur with previous research, in that weather and the home’s
physical characteristics (and equipment) contribute more to its total energy consumption
than household characteristics [4,19]. However, previous researchers [4,12] also warn
about interactions between households’ and buildings’ characteristics. In our case, we
only assessed correlations between year built, size, income, and the number of family
members, which in most regions resulted in significant, but weak correlations. Moderate
and significant correlation between income and home size was only found for the Mixed-
Humid climate. This shows the need for more in-depth, regional analysis to guide local
policymaking; and it suggests the need to further educate people on energy-efficient home
options, as also suggested by Estiri [4] especially for homes in the Mixed-Humid climate.

Finally, education and water heaters were not found to be significant factors in the
analysis for any of the regions. This is interesting and contradicts recent findings related
to the influence of education in a home’s energy consumption by Debs et al. [24] on the
same dataset (though analysis was not controlled by climate zone) as well as Salari and
Javid [22], who used a combination of United States EIA data for energy consumption and
American Community Survey (ACS) for demographic data and have analyzed the results
at the state level. Our findings seem to be more aligned with an indirect effect of household
socio-economic characteristics on total energy consumption, as proposed by Karatasour
and Santamouris [8]. However, we caution interpretation of this factor, given that RECS
does not ask about the educational level of all household members, but just the highest
education completed by the respondent of the survey, therefore the influence of education
as measured in this dataset may be incomplete.

6. Conclusions

The present study has analyzed factors influencing the total energy consumption in
single-family homes in the United States using data from the 2015 RECS and controlling by
Building America climate zones. We have originally analyzed the impact of nine factors:
total home size, year built, respondent’s education, annual household gross income, number
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of household members, type of heating equipment, type of air conditioning equipment,
type of water heater equipment, and the existence of on-site solar power generation. Our
results indicate that education and water heater type are not significantly associated with
total energy consumed in a home in any of the studied climate regions. In most regions,
heating equipment type was the largest contributor to the total energy consumed in a
median-sized home, followed by home size.

In the Hot-Humid zone, size was the largest contributor to the total energy consumed
in a median-sized home. Additionally, in the Mixed-Humid climate, income and total
square footage were positively and moderately correlated. These findings, and the fact that
home size is a large contributor to the total energy consumption in a median-sized home
in most climate regions suggest that policies and programs aiming to educate households
into more energy-efficient options for home configurations could help reduce total energy
consumption in at least one climate region. Additionally, the findings can be helpful to
encourage conversations among built-environment professionals and how they can guide
clients into choosing more energy-efficient home equipment and space configurations.

Furthermore, the direct effect of social-economic factors, such as income and number
of household members was small, but other researchers indicate the indirect influence
of those factors. Interestingly also, on-site solar power generation was not found to be
significant in most regions, and when it was, it was positively associated with total energy
consumption. This information is relevant because many states have incentives for the use
of on-site solar power in homes, such as Arizona, California, and New York. Even though
on-site solar power in homes is helpful to reduce the impact of grid dependency, it cannot
be seen as a strategy to reduce total energy consumption because many of the homes are
usually still connected to the electrical grid.

Further research could explore a similar analysis using other housing configurations,
as well as for rental units to explore factors that can be considered significant to a home’s
energy consumption and, therefore, help guide policy and incentives. Other suggestions for
further exploration are (1) to continue to study the relationship between households’ socioe-
conomic status and a home’s physical characteristics and equipment choice, (2) to perform
a historical investigation of trends to further understand the evolution of home physical
characteristics, appliances and equipment use and its impact in energy consumption, (3) to
compare building, household and equipment characteristics of homes with on-site solar
power generation in different climate regions, and (4) to compare the models developed in
the present research with actual data from buildings in each of the climate regions, taking
into account typical envelope features, such as building orientation, window areas, and
materials’ thermal transmittances, among others.
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Abstract: Increasing demand on heating, ventilation, and air-conditioning (HVAC) systems and
their importance, as the respiratory system of buildings, in developing and spreading various
microbial contaminations and diseases with their huge global energy consumption share have
forced researchers, industries, and policymakers to focus on improving the sustainability of HVAC
systems. Understanding and considering various parameters related to the sustainability of new and
existing HVAC systems as the respiratory system of buildings are vital to providing healthy, energy-
efficient, and economical options for various building types. However, the greatest opportunities
for improving the sustainability of HVAC systems exist at the design stage of new facilities and
the retrofitting of existing equipment. Considering the high available percentage of existing HVAC
systems globally reveals the importance of their retrofitting. The attempt has been made to gather all
important parameters that affect decision-making to select the optimum HVAC system development
considerations among the various opportunities that are available for sustainability improvement.

Keywords: HVAC systems; sustainability; energy efficient; indoor air quality; water recovery; retrofitting

1. Introduction

Population growth, modern technologies, and lifestyles are among the reasons for
the necessity of heating, ventilation, and air conditioning (HVAC) systems in various
types of buildings. Meanwhile, HVAC systems have an important role in the comfort and
safety of indoor air quality (IAQ). However, these systems account for 40–60% of energy
usage in buildings [1] or 15% of the world’s total energy consumption (Rafique 2018).
These facts illustrate the importance of considering HVAC sustainability development by
researchers, industries, and policymakers. Furthermore, sustainability considerations and
innovations in HVAC systems are necessary to provide a remarkable, healthy, productive,
and sustainable built environment for occupants while reducing energy consumption and
costs [2].

For the sustainable development of all three pillars, namely, economic, environmental,
and social, reaching the immediate and long-term benefits of people, the planet, and
prosperity must be carefully considered [3].

Various affecting parameters must be considered to improve the sustainability of
HVAC systems. A remarkable understanding of human-in-the-loop HVAC systems could
facilitate and improve the achievement of sustainability (Figure 1) [4]. Considering all
the related parameters will help minimize energy usage without compromising occupant
thermal comfort.
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Figure 1. Human-in-the-loop HVAC modalities of occupancy and comfort along with their parame-
ters of interest [4].

The assessment of measurement and modeling techniques and their performance
are important in planning to achieve sustainable HVAC systems considering occupancy,
comfort, and building type [4].

Despite the availability of various methods that can be used in building design
and retrofitting to improve the HVAC system performance [5,6], this paper only stud-
ies the parameters that directly deal with HVAC sustainability improvement. However,
many of these parameters, such as energy, environment, and water recovery, overlap with
one another.

2. Energy

The high energy share of HVAC systems in buildings, which increase greenhouse
gas emissions and costs, motivates researchers to study the various parameters related to
reducing energy consumption and finding sustainable solutions for HVAC systems [7,8].
Many studies have been conducted to develop advanced design and control strategies to
optimize energy, thermal, and environmental performance and to make these strategies
cost-effective for HVAC systems [2,9–11].

Renewable energies could improve the sustainability of HVAC systems directly or
indirectly. Considering the climate and geographical conditions, the use of various heating
and cooling technologies that utilize renewable energy sources in HVAC systems in the
building are very important options in improving sustainability.

Desiccant heating, cooling, and ventilation [12–15]; evaporative passive cooling [16,17];
solar heating and cooling systems [18,19]; geothermal heating and cooling systems [20]; and
biomass heating and cooling technologies [21,22] are examples of renewable technologies
that are used in HVAC systems in buildings.

Various HVAC system designs that utilize renewable energy sources have been developed
and explored [23,24]. Ma et al. [2] studied the HVAC systems in solar-powered decathlon
houses developed in the USA. They found that most of them used heat pumps for space
heating and cooling. After 2005, more than half of houses utilized energy/heat recovery
ventilators for improving the HVAC performance. Meanwhile, various other technologies such
as phase change materials, night-time radiative cooling, evaporative cooling, and desiccant
dehumidification are employed for electrical energy saving in HVAC systems.

Modified and improved designs for various components in HVAC systems, such
as dampers dampers [25,26], filters [27,28], humidifier, dehumidifier [29,30], heating and
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cooling coils [31], and ducts and fans [27,32], can reduce the energy consumption of such
systems while optimizing their performance [13].

Waste heat and energy recovery are important for reducing energy usage in HVAC
systems [33–36].

Air-to-air heat exchangers [37] and heat pipe heat exchangers (HPHE) with different
forms and designs can be used as heat recovery equipment for the air quality improvement
in HVAC systems [33,38–45]. A study showed that the use of a U-shaped HPHE in a
hospital could reach 7.64% higher effectiveness or heat recovery of up to 608.45 W [44].

Shahsavar et al. [36] developed an air handling unit design equipped with primary
and secondary heat recovery units and could increase the efficiency by 43.75%.

The use of liquid-to-air membrane energy exchangers [46,47], porous metal foam heat
exchangers [48], nanofluid as heat transfer fluid [49], phase change material as heat transfer
media [50–53], membrane heat exchanger [54–56], and polymer heat exchangers [57,58]
affect the energy consumption and recovery and sustainability of HVAC systems positively.

The integration of various energy sources instead of one energy source using mul-
ticarrier/multiconverters to cover energy loads is another effective method for reducing
energy and cost in HVAC systems. Fabrizio et al. [59] reviewed various integrated designs
for HVAC and hot water production systems in buildings based on their advantages and
disadvantages and presented their efficiencies for energy recovery. They found that for
obtaining optimal results for multienergy systems, the appropriate manufacture data for
system design and performance calculation is needed.

The application of ultrasonic energy in HVAC systems for process enhancement or
system efficiency improvement, such as air humidification/dehumidification, desiccant
regeneration, air purification, heat exchanger, defrosting, and evaporator, has been explored
by many researchers [60–64].

Improving the ventilation components in HVAC systems plays an important role in opti-
mizing energy efficiency and improving IAQ [65–67]. However, researchers have developed
many energy-efficient ventilation methods, such as natural and hybrid ventilation strategies
for buildings. Their studies also showed that occupants’ behavior affects energy consumption.
The study showed that ventilation was interrelated with various factors, such as indoor and
outdoor conditions, building characteristics and application, and occupants’ behavior [65].
Thus, many factors must be considered in designing sustainable ventilation systems.

The effective management of mixed-mode (MM) buildings, which utilize natural
and mechanical ventilation systems (hybrid), reduces the energy consumption of HVAC
systems in a building; however, the reduction percentage depends on the climate, building
type, and evaluation assumptions [68].

The use of various prediction models to estimate energy consumption based on var-
ious parameters in building and HVAC system designs could help us to determine the
optimum parameters for reducing energy consumption [69–71]. Meanwhile, new inte-
grated designs that implant programmed control systems are very efficient in developing
energy-efficient HVAC systems in buildings [33,72,73]. Smart technologies could be predic-
tive/responsive/adaptive against weather, users, grids, and other variables. The use of
these smart technologies in buildings and HVAC systems could reduce energy and cost
remarkably [7,73] (Figure 2). Figure 3 presents the managing level of adaptive–predictive
control strategies in the smart building through a cloud platform. Cloud technology pro-
vides additional benefits and functions to the system, and the local controller could still
manage the control in case of disconnection.
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Figure 2. Features, applications, and functions of building automation and control system (BACS) in
buildings and HVAC systems [7].

The progress in artificial intelligence provides a lot of opportunities for developing
a smart built environment (SBE) and smart energy consumption. Figure 4 presents the
energy flow charts between the supply side of smart energy system (SES) categories and the
demand side in the SBE [74]. In the SBE, the use of nonrenewable energy sources reduced
greenhouse gas emissions and cost considering the provision of a more sustainable built
environment. Su [74] presented some methodologies, system optimizations, and holistic
designs for developing SESs and discussed future challenges that require attention. Based
on the presented macroscopic view, the fraction of energy can be optimized when the
control of the transient fraction of power is adjusted properly. The optimization of the
transient fraction of power from different energy forms needs to be considered based on
the trade form between the supply side of SESs and the demand side of the SBE.
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Figure 3. Application of adaptive–predictive control strategies (APCS) as a supervisory control
system through a cloud platform [7].

Figure 4. Energy flow charts between the supply side SESs and the demand side SBE [74] (Su 2020).

The use of various decision-making methods, such as multicriteria decision-making
(MCDM) methods, could help researchers to find the optimum design for different building
types and operation conditions [75,76].

Despite the availability of various modeling techniques developed for improving
the control strategy of HVAC systems, finding the optimum model depends on various
parameters; moreover, decision makers must be informed about the role, application,
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advantages, disadvantages, and outcomes of different modeling techniques to find the best
option for their application [66,75,77].

Shi et al. [70] investigated a well-validated building simulation model to compare
the performance of 12 existing HVAC system strategies in decreasing energy usage, peak
demand, and energy cost for decision making in the real world.

3. Environment and Society (Thermal Comfort and IAQ)

Spending more than 80% of peoples’ time indoors reveals the importance of IAQ on
the health and comfort of occupants [78]. Studies have shown that low IAQ decreases the
work performance of occupants [79–81].

IAQ in buildings, such as temperature, humidity, airflow, and cleanliness, is directly
related to HVAC systems and is considered the respiratory system of buildings [82]. How-
ever, improperly designed or operated HVAC systems could contain and develop various
microbial contaminations and cause serious health issues for occupants. Recently, various
outbreaks of severe epidemic diseases, such as COVID-19, SARS, MERS, and H7N9, and the
importance of controlling the spread of various microbial contaminations in HVAC systems,
have become critical subjects to consider in the sustainability development of such systems.
The microbial contaminations could have been generated in different ways, such as by
people (talking/sneezing), pets, carpets, and toilets (Figure 5). These viruses could survive
and grow in various HVAC components, such as air ducts, filters, heat exchangers, and fan
coils because of their suitable environmental conditions for microbial contaminations [82].

Figure 5. Schematic of microbial contamination in a HVAC system of residential buildings [82].

These microbial contaminations diffuse and spread indoors in the form of aerosols
or accumulated dust (i.e., suspended particulate matter) with supply airflow and affect
the occupants’ health [83]. Microbial contamination with a particle size smaller than 10
μm could be inhaled into the lungs and might cause various respiratory diseases [82].
Therefore, microbial contamination control in HVAC systems is vital for human health and
IAQ. Some researchers have used the dehumidifier condensed water to measure volatile
organic contaminants and nanoparticles in indoor air [84–86].

Liu et al. [82] reviewed various microbial contamination characteristics, and growth, re-
production, and transmission mechanisms caused by HVAC systems to determine effective
control methods. They found that filters, heat exchangers (e.g., cooling coil and evaporative
condenser), and ventilation ducts are the common components of microbial contamination
because their environmental conditions are suitable for their survival and growth.

To prevent microbial contamination in HVAC systems, the control of pollution sources,
the regulation of air parameters, and the operation of HVAC systems must be considered
completely [82].
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Sukarno et al. [33] developed an HVAC system design by adding a heat pipe heat
exchanger to remove contaminated air in the airborne infection isolation room in a hospital.

Santos et al. [87] studied various strategies to minimize the risk of COVID-19 infection
within the indoor environment through an HVAC system design. They concluded that
UV-C lamps, pressure control, air renewal and filtration, restroom actions, and humidity
control are effective strategies for minimizing the transmission of airborne infections within
the built environment (Figure 6).

Figure 6. Contagion sources vs. strategies to prevent contagion. Reproduced with permission
from [87].

Air filtration and purification technologies could modify the IAQ of buildings effec-
tively [88]. However, the influence of various parameters on the performance of these
technologies must be considered [89].

Photocatalysis, plasma, UV, microwave sterilization, and physical adsorption are
among the common air purification technologies that are combined with HVAC systems to
control indoor microbial contaminations [82,90]. However, finding an optimum microbial
contamination removal technology needs the consideration of various parameters in HVAC
systems. Table 1 presents the comparison of various purification and filtration technologies
used in buildings.

Table 1. Comparison of different purification and filtration technologies in building environments
[82,91].

Technologies Target Advantages Disadvantages Efficiency

Fiber filtration Particles, microorganisms Low cost, convenient
installation

Resistance related to the
purification efficiency,

mid- and high efficiency
of high-resistance filters

Can achieve 99.99%

Electrostatic dust removal Particles, microorganisms
High efficiency and wide

range of particle size,
small pressure loss

High investment,
efficiency decline after
dust discharge, easy to

breakdown electric field

50% (some only 20%)
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Table 1. Cont.

Technologies Target Advantages Disadvantages Efficiency

Ultraviolet sterilization Microorganisms

High efficiency, safe and
convenient, short reactive
time, no residual toxicity,

no pollution, low
resistance, low cost

Poor dynamic sterilization
effect, short service life,

UV lamp should be close
to the irradiated material,

can be influenced by
environmental factors,

and suspended particles
greatly produce secondary

pollution

82.90%

Activated carbon
adsorption

Nearly all pollutants
except biological ones

Wild sources, wide
pollutant purifying range,

does not easily cause
secondary pollution

Saturated regeneration
problems, high resistance,
poor mineral processing

Plasma All indoor pollutants Wide range of pollutants

Cannot completely
degrade pollutants, high
energy consumption, and
production of by-products

(ozone and nitrogen
oxides)

66.70%; Cold plasma air
filter: 85–98%

Negative ions Particles, microorganisms
Accelerate metabolism,
strengthen cell function,
effective to some disease

Produce ozone, cause
secondary pollution, dust
deposition damages walls

73.40%

Photocatalysis
TVOC, microorganisms,

and other inorganic
gaseous pollutants

Wide range of purification,
mild reaction conditions,
no adsorption saturation

phenomenon, long service
life

Compared with the
activated carbon

adsorption technology,
purification process is
slower, easily causes

secondary pollution if
response is not completed,

unable to remove
particulate pollutants

75% (some may only 30%
or even negative)

Trombe wall
Effective particles

(diameter) >10 μm and
<0.01 μm

60-year service life Useless for 0.1–1 μm 99.4% for PM10

Biofilter Mixture of VOCs Effective odor control
method

Dynamic botanical air
filtration system: >33% for

toluene and 90% for
formaldehyde; integrated
biofiltration system: 99%

Microwave sterilization Bacterial and fungal
aerosols

Heating uniformity, rapid
sterilization, and no

residue combination of
thermal and nonthermal

effects; under atmospheric
pressure, microwaves can

induce argon plasma
disinfection

Radiation is harmful to
human health

30–40% of bacterial and
fungal aerosols in the

environment can survive
for 1.7 min under

microwave high-power
radiation

To improve the performance of purification techniques, a combination of strategies,
such as plasma combined with photocatalysis and plasma with activated carbon, could be
adopted [82].

Paying attention to healthy ventilation is vital when improving the thermal comfort of
a building using HVAC systems.

4. Water Recovery

As a most treasured resource in the world, the investigation of water sustainability in
buildings and HVAC systems is crucial. HVAC systems are considered air–water harvesting
systems that liquefy the water vapor available in the air as they condensate; they are also a
potential water source [92]. The recovery of condensate has more value, especially in a hot
and dry climate which has water scarcity.
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The amount of condensate depends on relative humidity (RH), temperature, air speed,
and HVAC system type [93–95].

Unfortunately, in most cases, the condensate is removed and disposed in sanitary
drain [94].

Meanwhile, untreated condensate can be the origin of aerosols, which are responsible
for microbial contamination in HVAC systems [96]. Water recovery from HVAC systems is
also an important issue for water sustainability and building energy recovery, as well as a
healthy environment.

Algarni et al. [94] reviewed various condensate recovery systems in HVAC systems, the
potential application of the collected water, and the quality characteristics of the condensate
water (Figure 7). They found that planning for a condensate recovery system at the design
stage of a building efficiently increased the ease and performance of collecting, storing, and
reusing the condensate in the buildings.

Figure 7. Overview of HVAC condensate recovery, applications, and challenges. Reprinted with
permission from [94].

Although many researchers have studied the usage of condensate as potable water
because of its high quality (i.e., low mineral and chemical content), the use of proper
disinfection methods, such as UV, chlorine, and ozone disinfection, is required to eliminate
the potential hazard of microbial contamination [96].

Despite the availability of various studies on the water recovery of HVAC systems,
many subjects still need more attention. The application of condensate in evaporative
cooling, spray cooling, roof ponds, and green roofs are among the interesting areas that
require further research. The separate condensate piping in the plumbing and drainage
system in the design stage of HVAC systems could bring more value. More attention to the
storage and contamination of condensate based on its end usage plan and optimized water
recovery systems as a part of HVAC systems is required [94,97].

Researchers have developed various designs for water and energy recovery from
HVAC systems [35,98–102]. Cattani et al. [103] developed an integrated system of HVAC
for water production. They also simulated a one-year period of water saving for this
integrated system to evaluate its effectiveness. The life cycle assessment showed that
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rainwater and condensate recovery are sustainable options for meeting the water demands
in urban buildings [104,105].

Meanwhile, the development of new designs, such as tri-generation systems [106,107]
for combined systems could provide many advantages for building sustainability.

Yoon et al. [108] used the condensate for water spraying in a portable air conditioner
to increase the coefficient of performance (COP) by 16%.

Tan et al. [109] explored the increase of condensate recovery by coupling a heat
pump and membrane distillation (MD). They found that the coupling of MD with the
thermoelectric cooler reduced the energy consumption because of the cooling provided
by the MD. Meanwhile, the condensate increased because of the improvement in the
thermoelectric efficiency.

5. Retrofitting of Existing HVAC Systems (Modification of Old HVAC Systems)

The fact that more than 25% of existing buildings in Europe are more than 70 years
old [110,111], 60% of residential building in the US are more than 30 years old [112],
and a high percentage of developing countries are currently using low sustainability
concepts suggests the importance of considering their retrofitting [113,114]. Retrofitting
of existing buildings could decrease the global energy consumption and environmental
impact remarkably [6].

Considering the high energy consumption of HVAC systems in buildings, their low
sustainability reveals the vital attention required for their modification. This retrofitting
could reduce the environmental impacts of the built environment. However, optimum
decision making that considers various important parameters, such as energy modeling
and assessment, retrofit designs, cost, and risk assessment, is crucial [115,116].

Toosi et al. [113] reviewed the life cycle sustainability assessment of studies conducted
for building energy retrofitting to determine the life cycle environmental impacts, eco-
nomic aspects, and the social dimensions of a product, service, or process. They found
that the lack of life cycle inventory databases was the main barrier in the life cycle sus-
tainability assessment. Meanwhile, considering other parameters such as future energy
mixes, user behavior impacts, macroeconomic parameters, and so on, is important for
sustainability assessments.

The recommended steps for the energy retrofitting of a building [112] are listed as follows:

1. Measurement of HVAC system performance.
2. Identification of potential retrofit alternatives, such as smart controlling systems, up-

grading mechanical systems, energy and water recovery, and utilization of renewable
energy sources.

3. Establishment of the relation between the investment of retrofitting and the sustain-
ability performance.

Formulation of an optimization model for retrofit investments allocation.
Modification in HVAC systems as a cost-saving opportunity has an important effect

on the environmental sustainability of buildings [117]. Monitoring and controlling the
HVAC systems is crucial in managing and optimizing the sustainability of HVAC systems.
Energy-efficient building designs, considering the important effects of building reflection
and insulation on the HVAC system’s performance, and the energy retrofitting of the
building’s design, are more effective and easier than upgrading the HVAC systems [117].

According to Patel et al. [117], some useful modification for existing HVAC systems
include:

Utilizing energy monitoring and control systems (smart systems): the use of smart
monitoring and control technologies in HVAC systems could decrease the energy usage of
HVAC systems remarkably [67].

Discharge air temperature management: by setting higher discharge air tempera-
tures, the energy for subsequent reheating of cooled make-up air could be reduced and
energy could be saved.
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Variable-air-volume systems: the optimization of air flow into the building, based on
its requirements, by adjusting the air flow within the HVAC ductwork could reduce load
and save energy.

Duct leakage repair: duct leakage is responsible for significant energy waste in HVAC
systems. Repairing duct leakage could improve energy usage by 30%.

Adjustable speed drives: adjustable speed drives could be used in variable volume
air handlers, recirculation fans, chiller pumps, and water pumps to reduce energy con-
sumption.

Heat recovery systems: various heat recovery systems could be used in HVAC sys-
tems to reduce energy consumption [67].

Improvement of chiller: various concepts, such as decreasing the temperature of
the condenser water and installing separate high-temperature chillers for process cooling,
could improve energy efficiency.

Fan modification: selecting the appropriate size and shape of the sheaves of a fan
could optimize its efficiency and air flow and decrease energy consumption.

Exhaust fans improvement: changing traditional centrifugal exhaust fans with mixed
flow impeller exhaust fans could increase efficiency by 25%. They are also cheaper to install
and maintain.

Cooling water recovery: recycling secondary treated cooling water in chiller systems
could improve the sustainability of systems.

Solar air heating: in cold climates, the use of solar heating systems, such as a so-
lar wall, not only reduces energy consumption but also provides clean fresh air and
reduce emissions.

Filter’s modification: utilizing improved filters or filter slots to avoid pressure drops
could improve the energy usage in HVAC systems.

Meanwhile, the importance of HVAC system maintenance in terms of energy con-
sumption must not be ignored [117].

6. Discussion and Conclusions

Recent pandemic diseases, such as COVID-19, SARS, H7N9, and MERS, and the fact
that people spend more than 80% of their time inside buildings show the importance
of designing sustainable HVAC systems. Moreover, HVAC systems are the respiratory
system of a building, and the potential risk to develop various microbial contaminations
that threaten occupant health and work performance shows the urgency to improve its
sustainability and performance.

Meanwhile, the high percentage of existing unsustainable HVAC systems globally
shows the vital need for their retrofitting to mitigate environmental, energy, and eco-
nomical issues. However, controlling and maintaining modified HVAC systems for their
sustainability needs careful attention.

However, the optimum design and retrofitting plan of the HVAC system depends
on the building types, climatic conditions, and effective parameters for the requested
sustainability. Moreover, the decision makers could use decision-making methods to
develop optimum plans that consider the various advantages and disadvantages and the
potential risk of each option [75,118,119]. Some important recommendations for the better
optimization of HVAC systems in buildings are listed as follows:

• Improvement and retrofitting of the building design are very effective for improving
the performance of HVAC systems.

• All decision-making parameters for the planning of sustainable HVAC systems, such
as occupancy, comfort, health, building type, and cost must be extensively studied.

• Important parameters must be considered in using renewable technologies in HVAC
systems to achieve sustainability.

• The use of developed and advanced designs and control strategies in the HVAC
systems could increase their sustainability remarkably.
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• Improving IAQ and occupants’ health by focusing on ventilation systems and micro-
bial contamination prevention in HVAC systems.

• Water and energy recovery in HVAC systems are crucial parameters for improving
sustainability.

• The retrofitting of the existing HVAC system is a vital action in the current situation.
• Optimum plans need to take into account all the advantages and disadvantages of

various options while considering the available facilities, conditions, risks, and cost.
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Abstract: In recent years, with the public paying more and more attention to the problem of air
pollution, the impact of air quality on migration has gradually become a growing concern. However,
in the current context of cities’ efforts to “attract talent” in China, research on the impact of air
pollution on the flow or dwelling willingness of young talent is relatively limited. Based on the theory
of planned behavior and from the perspective of subjective perception, this paper uses a regulated
model to explore the impact mechanism of air pollution perception on young talent urban settlement
intentions. Taking Hangzhou as a case, this study surveyed 987 individuals who were classified
as young talent to explore the impact of air pollution perception on urban settlement intentions in
China. The research shows that air pollution perception has a significant impact on young talent
urban settlement intentions, and this impact is achieved through the intermediary effect of residential
satisfaction. Place attachment of young talent to cities cannot significantly regulate the impact of
air pollution perception on residential satisfaction, but it can significantly regulate the relationship
between residential satisfaction and urban settlement intentions. That is to say, although place
attachment cannot reduce the decline in residential satisfaction brought by air pollution perception, it
can weaken the negative impact of air pollution perception on dwelling willingness through a decline
in residential satisfaction. This paper contributes to a deeper understanding of the relationship
between air quality and young talent settlement intentions.

Keywords: air pollution perception; young talent; urban settlement intentions; residential satisfaction;
place attachment

1. Introduction

In recent years, with the sustained and stable development of China’s economy and
society, the attraction of China’s living environment to international immigrants has con-
tinued to increase. In 2020, the number of foreign persons living in the mainland reached
850,000, which rose from 600,000 in 2010, an increase of 42% (China National Bureau of
Statistics, 2021). At the same time, along with a series of policies aimed at encouraging rea-
sonable population migration, various traditional barriers that restrict population mobility
have been broken down. Meanwhile, intensive regional competition has made attracting
and retaining young talent an important approach to obtaining development advantages.
The urban settlement of young talent has been an important issue in China. For exam-
ple, in recent years, large- and medium-sized cities, such as Hangzhou, Nanjing, Wuhan,
Zhengzhou, Chengdu, and Xi’an, have introduced “New Deals” for young talent, begin-
ning a “talent grabbing” war. Retaining young talent for long-term residencies and, thus,
developing cities has become a common concern for city administration and demographic
researchers. Yet, young talent endures unstable career developments and a lack of social
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integration, owing to their short stays in new cities. This results in their increased willing-
ness to move among cities, which makes urban settlement challenging [1]. The theory of
planned behavior (TPB) suggests that psychological factors (such as attitude, subjective
norms, and perceptual behavioral control) indirectly influence individual behavior through
behavioral intentions [2]. Based on the TPB, scholars such as Weng and McElroy, proposed
the concept of talent urban settlement intentions [3]; that is, the willingness of talent to work
and live in a city for a long time. From this concept we can regard “settlement intentions”
as a kind of attitude and behavior tendency, which reflects a comprehensive evaluation of
talent from various aspects of a city and is a good indicator of a city’s ability to retain talent.
A comprehensive analysis of the influencing factors of the willingness of talent to settle
down can help city administration understand what such talent need from the city and
thus enact targeted and efficient public policies and provide public goods.

Various studies have been conducted on urban settlement intentions and their influ-
encing factors on population migration between countries, cities, and urban–rural areas.
Related studies show that economic factors (e.g., income level and cost of living) [4],
personal factors (e.g., education, occupation, and mobility distance) [5,6], amenities (e.g.,
entertainment and recreational facilities, cultural facilities, consumer shopping, green parks,
and public cultural activities) [7], policy (e.g., household registration and subsidies) [8,9],
and social factors (e.g., family and friends’ connections, traditional attitudes, and cultural
inclusion) [10] are all important influencing factors in urban settlement intentions. In
addition, when examining the influencing factors of overseas immigration, Poprawe be-
lieves that political corruption can easily lead people to emigrate abroad [11]; Bertoli and
Moraga found that the migration situation between the two countries is affected, not only
by various factors between the two countries, but also by the policies of a third country [12].

In recent years, as environmental hazards, e.g., air pollution, have become increasingly
serious, more individuals consider air quality an important factor when choosing a place of
residence (for physical and mental health purposes). A survey conducted by New Fortune
magazine in 2013 found that the environment had become one of the important factors to
promote to Chinese residents to consider international migration [13]. Based on city level
data, Qin and Zhu’s research confirmed that, during a period of increasing air pollution,
people retrieve “immigrants” through the Internet more frequently [14]. Kohlhuber et al.
found that highly educated people are more concerned about air quality [15]. Jacquemin
et al. further found that educational attainment was highly correlated with the level of
perceived annoyance [16]; particularly, respondents with a graduate degree or higher were
found to be the most sensitive to poor air quality. These findings suggest that young talent
are more sensitive and concerned about air pollution, and that this may consequently influ-
ence their choice of cities when seeking long-term employment. However, existing studies
related to population migration settlement have often neglected the topic of air quality [17].
Further, the impact mechanism of air pollution perception on urban settlement intentions
has not been examined, although perception is considered important for initiating actions.
With increasing concerns about air pollution, it is necessary to introduce air quality factors
into analyses, focusing on their impact on the urban settlement intentions of young talent
in China.

This paper is devoted to studying the impact of air pollution perception on the will-
ingness of young talent to settle down in Chinese cities, based on the perspective of the
inter-city talent competition using young talent as the research subjects. This study further
shows how, and under what circumstances, air pollution perceptions affect the willingness
of young talent to settle down in cities. Specifically, this study proposes urban residential
satisfaction as a mediating variable and empirically tests its mediating role. It also suggests
and tests the moderating role of place attachment in the relationship between air pollution
perception and urban settlement intentions. The study systematically investigates the im-
pact mechanisms and boundary conditions of air pollution perception on urban settlement
intentions. It further provides theoretical references for city administration to improve
the urban talent environment, urban talent attraction, and their retention. The study is
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structured as follows. Section 2 reviews existing studies and proposes hypotheses for
testing. Section 3 introduces the research method and design used in this study. Section 4
presents the empirical results and conducts an in-depth discussion to interpret the results.
Section 5 concludes this study by determining future studies.

2. Literature Review and Hypotheses Formulation

2.1. Impact of Air Pollution Perception on the Urban Settlement Intentions of Young Talent

By referring to perceived quality research, based on the consumer perspective [18], air
pollution perception is defined as people’s opinion formed by the air pollution conditions
around them and considers the processes by which the opinion is modified. Although
there is no research that directly examines the impact of air pollution perception on the
willingness of young talent to settle in cities, many scholars have conducted exploratory
studies about the relationship between subjective and objective environmental quality
and the migration and settlement of a population. Chen et al. analyzed the impact of air
pollution on population migration in China from 1996 to 2010 [19] and found that, within
the study period, air pollution reduced the in-migration of mobile populations by 50%
in a county, ultimately reducing the total population by 5% through net out-migration.
However, as Gronroos et al. [20] stated, customer satisfaction regarding a service stems
from comparing the customer’s perception of a service and their expectations from the
service. Accordingly, air pollution perception is a direct reflection of objective air quality, a
complement of, and development in, objective air quality, and is a more direct influencing
factor in decision-making. Air pollution perception may influence the willingness of young
talent to settle down in cities in three ways. Concerns about their own and their family’s
health may influence the willingness of young talent to settle down in cities. Air pollution
can cause respiratory diseases, physiological dysfunctions, and irritate mucosal tissues,
such as the eyes and nose, resulting in illnesses or the recurrence of old illnesses in people
with a history of respiratory diseases [21]. Continuing to live in a polluted environment
may place residents at an increased risk of contracting heart disease and lung cancer [22].
Sun et al. [17] analyzed data from a 2014 survey conducted by the National Health and
Family Planning Commission in eight cities, including Beijing, Xiamen, and Shenzhen, and
found that, as the concentration of PM2.5 increased, people’s health-related expectations
decreased significantly. Consequently, young talent may choose to leave such cities. The
willingness of young talent to settle in cities may also be influenced by air pollution
surpassing all other environmental issues and increasingly affecting residents’ trust in
the government, becoming a political, societal, and living condition issue [23]. Wang and
Han [24] found that air pollution perception significantly affects the public’s evaluation
of the government’s performance. They also found that poor air perception may cause
young talent to lose trust in local governments, thus losing interest in settling down in a city.
Moreover, additional living expenses for young talent caused by air pollution perception
may also influence their willingness to settle down. Further, they are required to pay for the
explicit costs of protective equipment, such as air purifiers, and shoulder various hidden
costs, such as reduced labor efficiency [25] and increased workdays owing to air pollution.
For example, studies show that a 1% increase in suspended particulate matter in the air is
associated with a significant increase of 0.44% in the number of workdays lost [26]. The
combination of these costs is not negligible and constitutes a “push” factor in migrating
from cities.

Therefore, to further explore the relationship between air pollution perception and the
settlement intentions of young talent, this study proposes the following hypothesis based
on the abovementioned analysis:

Hypothesis 1 (H1). Air pollution perception has a significant negative effect on the urban settle-
ment intentions of young talent.
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2.2. The Mediating Role of Residential Satisfaction between Air Pollution Perception and the
Urban Settlement Intentions of Young Talent
2.2.1. Air Pollution Perception and Urban Residential Satisfaction

Satisfaction occurs when people’s inner desires and all their subjective feelings are
in tune with each other. It is reflected in a person’s psychological state, when one is
extremely pleased and comfortable [27]. Scholars, such as You and Chen [28], defined urban
residential satisfaction as the public’s satisfaction assessment, based on the accumulation
of all environmental feelings. An empirical study on the elderly found that subjective
evaluations, that is, perceived factors, explained the degree of variation in residential
satisfaction much more effectively than objective environmental variables [29]. Objectively
measured air quality ultimately affects residential satisfaction by influencing the subjective
perceptions of young talent. Air pollution directly triggers sensory discomfort, which
consequently causes negative emotions. Moreover, studies show that, although individuals
have many behavioral beliefs, only a relatively small number of these are accessible at
any given time and in any given context. These obtainable beliefs, also referred to as
salient beliefs, are the cognitive and emotional bases for behavioral attitudes, subjective
norms, and perceptual behavioral control [30]. Young talent is more concerned about air
quality and have higher expectations regarding this issue [31]. Therefore, for young talent,
air pollution perception becomes a salient belief that profoundly influences residential
satisfaction. If their perception of air quality differs from their preferred conditions, it
causes a negative assessment of their satisfaction with urban living. Therefore, perceived
air pollution is a subjective perception and an important aspect of the urban environment
from the point of view of young talent and is likely to significantly influence residential
satisfaction.

Accordingly, the study hypothesizes the following:

Hypothesis 2a (H2a). Air pollution perception has a significant negative impact on the urban
residential satisfaction of young talent.

2.2.2. Residential Satisfaction and the Urban Settlement Intention of Young Talent

People tend to follow practices that satisfy them. In other words, satisfaction drives
loyalty. Cardozo [32] suggested that customers are more likely to purchase a product again
(or other goods) if they are satisfied with a merchant’s production. Similarly, if young
talent has high-level residential satisfaction in a city, they are more likely to continue living
there. In other words, residential satisfaction generates a willingness to settle down in cities.
Weng et al. [33] proposed the concept of regional commitment in his study on talent ag-
glomeration, arguing that, if the regional environment matches the growth and living needs
of talent, that is, if they experience good residential satisfaction, it can generate regional
commitment between the talent and the city. This will, in turn, result in the desire to actively
work to promote regional development. Therefore, residential satisfaction evaluates the
degree to which the needs of young talent are met. According to customer loyalty and
regional commitment theories, high-level urban residential satisfaction can make young
talent emotionally “loyal” to a city, promote strong regional commitments, and make them
willing to invest more in regional development. Liang [34] found that satisfaction with
urban life has a significant impact on the willingness of a migrant population to settle down,
especially those who are “relatively satisfied” and “very satisfied”. Yao [35] conducted a
large-scale questionnaire survey of foreign residents in Shanghai and found that the higher
the satisfaction of foreign migrants with the city and community, the greater the likelihood
of their long-term residence in Shanghai.

Accordingly, this study hypothesizes the following:

Hypothesis 2b (H2b). Residential satisfaction has a significant positive impact on the urban
settlement intentions of young talent.
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2.2.3. Residential Satisfaction Plays an Intermediary Role in the Impact of Air Pollution
Perception on the Urban Settlement Intentions of Young Talent

Residential satisfaction reflects whether residents’ various expectations and needs
from a city are met, resulting in a pleasant and positive state of mind [36]. It essentially
reflects the comparison of people’s perceptions with their expectations in the context
of various urban residence-related factors and satisfaction arises when perceptions meet
expectations [37]. Young talent is a group of urban residents who are significantly concerned
with environmental issues and the impact of air quality factors on health [31]. If their
perception of air quality is not satisfactory, they will feel dissatisfied and choose to relocate
to a better environment. Previous research further shows that residential satisfaction is
a positive psychological mechanism that can explain proactive psychological processes,
such as urban settlement intentions. Further, it links the perceived environment with the
intentions of long-term residence [38]. Therefore, this study argues that, for young talent,
residential satisfaction may be a psychological mechanism that can effectively convey
perceived environmental quality as a livability characteristic; that is, the perception by
young talent of air pollution is influenced by the psychological mechanisms of residential
satisfaction. This further impacts their willingness to stay in a new city.

This study therefore combines the Hypotheses H2a and H2b and proposes the follow-
ing hypothesis:

Hypothesis 2 (H2). Residential satisfaction plays an intermediary role in the relationship between
air pollution perceptions and the urban settlement intentions of young talent.

In other words, air pollution perceptions influence the urban settlement intentions of
young talent through residential satisfaction.

2.2.4. The Moderating Role of Place Attachment in the Relationship between Residential
Satisfaction and Urban Settlement Intentions

Place attachment is a concept in psychology that characterizes the emotional bond
and psychological identity between an individual and a specific environment. It refers to
an individual’s emotional response to their interaction with the environment and reflects
a deep emotional connection to the place. Cultural and social characteristics modify this
human–place relationship [39]. Psychological attachments to a place, or place attachment,
occurs when individuals assign specific values to places in human–place interactions
and form a positive emotional tie [40,41]. Place attachment may arise from cognition
(i.e., the more you know about a place, the more you love it), well-known or reciprocal
social networks, or a special emotional connection [42]. Cassn et al. [43] suggest that
people’s attitudes and behaviors toward a particular place are significantly influenced
by the emotions, meanings, and values that they assign to that place. Young talent, after
working and living in a city, become inextricably linked to the city in various ways. A
positive link generates positive emotions and is assigned special values, thus developing
place attachment. Greater place attachment means that they have special emotional and
social ties to a city and a deeper sense of identity and belonging. Therefore, they are likely
to give better satisfaction ratings, even when they perceive air quality as being poor.

Therefore, this paper hypothesizes the following:

Hypothesis 3a (H3a). Place attachment inversely regulates the relationship between air pollution
perception and urban settlement intentions.

In other words, relative to weaker place attachment, stronger place attachment will
weaken the impact of poor air pollution perceptions on residential satisfaction.

Further, place attachment may not only affect the relationship between perceived air
pollution and attitude, but it may also influence the relationship between attitude and
behavioral intentions. Although there is still no research in this area, studies in other fields
have found similar findings. Scholars studying the loyalty of tourists to tourist destina-
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tions show that place attachment significantly influences the relationship between tourist
perceptions of a destination and satisfaction with tourism, as well as loyalty [44]. Li and
Zhou [45] found that place attachment, as a moderating variable, significantly reinforced
positive behavior among tourists, such as protecting tourist attraction sites. Therefore, in
conjunction with the analysis above, it can be hypothesized that this moderating factor
may exist between residential satisfaction and the urban settlement intentions of young
talent. The inclination of young talent to leave a city owing to lower residential satisfaction
arising from what they perceive to be poor air quality may be weakened when there is
good place attachment. Therefore, this study suggests that place attachment may have a
moderating effect on the relationship between residential satisfaction and the willingness
to settle down. Accordingly, this study proposes the following hypothesis:

Hypothesis 3b (H3b). Place attachment plays a moderating role in the relationship between
residential satisfaction and the urban settlement intentions of young talent and enhances the positive
impact of residential satisfaction on the willingness to settle down.

Based on the above analysis, this study argues that place attachment between young
talent and a city creates a deep emotional connection and a special value ascription between
them and the environment. This consequently changes their satisfaction assessment of the
air quality of the living environment and the resulting urban settlement intentions.

Combining H3a and H3b, this study proposes the following hypothesis:

Hypothesis 3 (H3). Place attachment plays a moderating role among the relationship of air
pollution perception, residential satisfaction, and urban settlement intentions; despite a greater place
attachment, young talent may still suffer lower residential satisfaction owing to poor air quality.
However, the moderating role of place attachment weakens the impact of residential satisfaction on
their urban settlement intentions.

The proposed hypotheses can be further summarized, as in Figure 1.

Figure 1. The conceptual model.

3. Materials and Methods

3.1. Data Collection

This study took Hangzhou as the research area. Hangzhou is the capital city of
Zhejiang Province, located in the south of China. The city covers a total area of 16,850 square
kilometers and the local GDP is 1.61 trillion CNY (Chinese Yuan, namely 0.23 trillion US
dollars) with a residential population of 11.936 million in 2020 (Hangzhou Municipal
Bureau of Statistics, 2021, the data mentioned below in this paragraph area also from
this). Hangzhou is devoted to developing a digital economy and achieving high-quality
development, which needs a large amount of young talent. By the end of 2020, Hangzhou’s
talent pool expanded to 2.945 million people with an annual increase of 5.2%. The net
inflow rate of talent and overseas talent ranked at the top in China, and, for 10 consecutive
years, Hangzhou has been rated as being among the “Ten Most Attractive Chinese Cities
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for Foreigners” (Hangzhou Municipal Bureau of Statistics, 2021). Hangzhou is becoming
one of the most dynamic cities in China and is therefore suitable for investigating the young
talent settlement intentions and the influence of air pollution perceptions [46].

According to the World Health Organization, People aged 14 to 44 are classified as
young people. So, in this study, “young talent” refer to those who have a Junior col-
lege degree or above and are under the age of 44. This study uses data gathered from
a questionnaire survey conducted by the research team, from April to June 2018, at the
Hangzhou Future Sci-Tech City, the Hangzhou Economic and Technological Development
Zone, Hangzhou High-Tech Zone (Binjiang), and key office buildings in central urban
districts, where the inflow of young talent to Hangzhou is more concentrated. The target
population of the questionnaire survey was young talent working in Hangzhou. The survey
adopted a stratified random sampling method. With support from relevant government
departments, survey respondents were randomly selected from a list of enterprises and
their employees. A total of 1200 questionnaires were distributed with 300 for each above-
mentioned region. Overall, 1089 responses were collected, and, of these, 102 were excluded
due to incomplete or invalid data. The final valid number of questionnaire responses was
987. Table 1 provides basic information about the survey respondents. A total of 807 (81.8%
of the total sample) had a bachelor’s degree or above. This included 49 (5%) with a doctoral
degree and 176 (17.8%) with a master’s degree. Further, 702 (71.1%) had an annual income
of CNY 80,000 or more and 761 (77.1%) were under 35 years old. Based on age, educational
attainment, and income level, the survey sample mainly consisted of young people with
high educational attainments.

Table 1. Sample of the respondents.

Statistical Indicators Ratio

Gender
Male 55.5%
Female 44.5%

Age (years)
Below 22 2.3%
Between 22 and 27 32.1%
Between 27 and 35 42.7%
Above 35 22.9%

Education
Junior college 18.2%
Bachelor 59.0%
Master 17.8%
Ph.D. 5.0%

Hometown
Hangzhou 19.8%
Outside Hangzhou but within Zhejiang 34.2%
Outside Zhejiang or China 46.0%

City of final graduation
Zhejiang 48.6%
Outside Zhejiang 51.4%

Annual income (CNY)
Below 80,000 28.9%
Between 80,000 and 150,000 38.2%
Between 150,000 and 250,000 18.2%
Between 250,000 and 350,000 7.6%
Above 350,000 7.1%

3.2. Measurement

The questionnaire’s measurement scales were based on those used by previous related
studies. A small-scale pre-survey and analysis were conducted before the large-scale survey.
During this process, the research team communicated with the respondents comprehen-
sively and used their input to improve the questionnaire in terms of reliability, validity,

479



Int. J. Environ. Res. Public Health 2022, 19, 1080

readability, and semantic accuracy to avoid any possible ambiguities arising from termi-
nology. Chinese was used as the common language and due attention was also paid to
minimize information loss during translation in paper writing [47]. The questionnaire items
used a five-point Likert scale, and each respondent answered based on their judgment. In
the questionnaire, an answer of 0 corresponded to “no such problem”, 1 to “average”, 2 to
“not serious”, 3 to “not very serious”, 4 to “quite serious”, and 5 to “very serious”.

Based on Li [48] and Wang and Han [24], this study measured air pollution perception
using three items, “the severity of PM2.5 in Hangzhou”, “the air in Hangzhou is gray”, and
“the air is smelly in Hangzhou”. To evaluate place attachment, this study referenced the
studies by Kyle et al. [49] and Williams and Vaske [50]. Seven items are used to measure
place attachment, “I like the cultural heritage of Hangzhou”, “the landscape of Hangzhou
gives me a sense of belonging”, “Hangzhou possesses all kinds of living facilities that
I want”, “I have a good time with my colleagues (neighbors) in Hangzhou”, “the help
provided by the people around me makes me feel very warm”, “I often feel respected in
my life”, and “I am willing to make efforts to make Hangzhou become better”. To evaluate
urban settlement intentions, the scale, based on the settlement intention scale developed
by Hu and Weng [51] was adjusted so that it included four questionnaire items: “I am
willing to stay and live in Hangzhou for a long time”, “I have not considered the idea of
settling in other similar cities”, “if I were to choose again, I would still choose to work
and live in Hangzhou”, and “if I have the opportunity, I would recommend my relatives
and friends from other places to live in Hangzhou”. Satisfaction of living in a city was
evaluated using three items, “I am happy to be able to work and live in this area”, “I
am satisfied with the living environment in the city”, and “I often feel spiritually happy
living here”. Simultaneously, drawing on the results from existing research, this study
selected seven control variables: gender, age, education, time spent in Hangzhou, income,
development expectations, and family and friends in Hangzhou. Among them, gender and
education were dummy variables. Variable “1” represented male in the gender variable
and having at least one family member or friend in Hangzhou in the family and friends
variable. Regarding the education variable, an educational attainment of junior college
was considered a reference point. Other variables, such as age, time spent in Hangzhou,
income, and career development expectations, were considered as continuous variables.

4. Results

4.1. Reliability and Validity Tests of the Questionnaire

This study used Cronbach’s alpha coefficient to test the reliability of the measurement’s
variables to ensure the reliability and validity of the questionnaire. The results showed that
the reliability of the four scales of place attachment, residential satisfaction, air pollution
perception, and urban settlement intentions were 0.868, 0.974, 0.912, and 0.934, respectively.
All four results were greater than 0.7 and, thus, had good reliability [52]. Further, according
to the method suggested by Fornell et al. [53], this study used AMOS 24.0 (software to
analyze structural equation modeling) to conduct a confirmatory factor analysis (CFA)
on the four main variables to calculate the square root of the average variance extracted
(AVE) value of each variable. The discriminant validity of each variable was tested by
comparing the square root of the AVE value of each variable with the correlation coefficient
between the latent variables, as shown in Table 2. The square root of the AVE value of all the
variables was greater than the correlation coefficients. This indicated a good discriminant
validity among the variables.

In addition, this study conducted a structural validity test on the four variables. The
results showed that all the factor loading values in the four-factor model (model fit indices:
X2/df = 4.684, RMSEA = 0.078, IFI = 0.925, CFI = 0.918) (X2 denotes chi-square test, which
can assess overall fit and the discrepancy between the sample and fitted covariance matrices.
df denotes model degrees of freedom. The chi-square value and model degrees of freedom
can be used to calculate a p-value. Model is good fit if p-value > 0.05. RMSEA is an
abbreviation for Root mean Square Error of Approximation. It is a parsimony-adjusted
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index, which is good fit if RMSEA < 0.08. IFI is an abbreviation for incremental fit index with
values greater than approximately 0.90. CFI is an abbreviation for comparative fit index,
which is good fit if CFI ≥ 0.90) were significantly higher than the general recommendation
of 0.4, indicating that the measurement items of each variable could be better aggregated
and effectively reflect the same construct. The results also showed that the four-factor
model substantially fit indicators better than the other factor models. In summary, the
tests described above indicate that the data of this questionnaire have high reliability
and validity.

Table 2. Reliability and validity tests.

Variable Mean S.D. 1 2 3 4

Air pollution perception 2.562 1.009 0.690
Place attachment 3.773 0.625 0.616 *** 0.800
Residential satisfaction 3.821 0.759 0.218 *** 0.284 *** 0.075
Urban settlement intention 3.800 0.721 0.451 *** 0.437 *** 0.511 *** 0.780

Note: The numbers in bold form a diagonal, and the diagonal line demonstrates the square root of the average
variance extracted (AVE) value, and below the diagonal is the correlation coefficient of each variable. *** p < 0.01
with two-tailed test.

4.2. Testing the Main Effect

Models 1 and 2 in Table 3 show that, after controlling the relevant variables, the inde-
pendent variable of air pollution perception significantly impacts the dependent variable
of urban settlement intentions. The R2 changes significantly, supporting H1 (β = −0.077,
p < 0.01). Particularly, it is worth pointing out that, among the control variables, family
and friends in Hangzhou and career development expectations have a significant impact
on urban settlement intentions. In other words, migrant talent with family and friends in
Hangzhou are more willing to settle in Hangzhou permanently. Additionally, development
expectations are also a key influencing variable of urban settlement intentions. Develop-
ment expectations depend on one’s judgment of future employment and development
prospects; the better the expectation, the greater the cost of “giving up.” In 2019, the added
value of Hangzhou’s core digital economy industry was CNY 379.5 billion, which increased
by 15.1% compared with 2018. Contrastingly, the growth was 14.6% for the e-commerce
industry, 13.6% for the Internet-of-Things industry, and 15.7% for the software and infor-
mation service industry. Such growths resulted from the rapid development of high-tech
industries, which provide a career platform for young talent and raises their development
expectations. These improvements made Hangzhou one of the top cities in China, in terms
of young talent inflow.

4.3. Testing the Mediating Effects

Models 3–6 tested the mediating effects of air pollution perception on residential
satisfaction and further influence on the urban settlement intentions of young talent. Firstly,
according to the results of Models 3 and 4 in Table 3, the control variables, such as age
and career development expectations, had a significant influence on residential satisfaction
and remained robust both in Models 3 and 4. After the inclusion of the key independent
variables air pollution perception in Model 4, its effect on residential satisfaction was
significant (β = −0.167, p < 0.001), with R2 changing to 0.024, further enhancing the model’s
explanatory power. Therefore, Hypothesis H2a was supported. Further, intermediary
variables were included in Model 5. The results showed that residential satisfaction had a
significant influence on the urban settlement intentions of young talent (β = 0.530, p < 0.001).
The model’s explanatory power increased by 23.3%, based on the amount of change in
R2; thus, supporting Hypothesis H2b. In addition, this study further examined the effect
of perceived air quality and residential satisfaction on settlement intentions. Model 6
incorporated both the independent variable of air pollution perception and the mediating
variable of residential satisfaction. The empirical results showed that residential satisfaction
had a significant influence on settlement intentions (β = 0.532, p < 0.001), while the influence
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of air pollution perception became insignificant (β = −0.012, p > 0.05). After adding both
the mediating and independent variables, the independent variable in the model became
insignificant. Contrastingly, the mediating variable remained significant, according to the
evaluation method of Baron and Kenny [54]. This indicates that residential satisfaction
plays a mediating role between air pollution perception and urban settlement intentions
altogether, thus verifying Hypothesis H2.

To further test the mediating effects, this study conducted a bootstrap test using
the PROCESS macro for SPSS/SAS developed by Hayes [55], and repeated the sample
5000 times. The results showed that the indirect effect of air pollution perception on urban
settlement intentions through residential satisfaction was 0.0886, with a 95% confidence
interval of [0.055, 0.124] and p < 0.001. According to the criteria proposed by Preacher and
Hayes [56] for testing mediating effects, if the confidence interval of the indirect effect does
not include 0, then the indirect effect reaches a significant level. The empirical results show
that the exclusion of a value of 0 also confirmed Hypothesis H2.

Table 3. Testing main effect and mediating effects of residential satisfaction.

Variable
Urban Settlement Intention Residential Satisfaction Urban Settlement Intention

Model 1 Model 2 Model 3 Model 4 Model 5 Model 6

Key variable
Air pollution perception −0.077 ** (0.031) −0.167 *** (0.031) −0.012 (0.027)

Mediating variable
Residential satisfaction 0.530 *** (0.027) 0.532 *** (0.027)

Control variable
Gender −0.137 ** (0.061) −0.139 ** (0.061) −0.166 (0.062) −0.169 ** (0.061) −0.049 (0.052) −0.049 (0.052)
Age 0.091 * (0.050) 0.090 ** (0.050) 0.084 * (0.050) 0.082 * (0.050) 0.046 (0.042) 0.045 (0.038)
Edu1 −0.137 * (0.179) −0.143 * (0.079) −0.001 (0.080) −0.013 (0.079) −0.137 ** (0.066) −0.136 (0.067)
Edu2 −0.112 (0.103) −0.116 (0.103) −0.021 (0.104) −0.029 (0.103) −0.101 (0.087) 0.100 (0.087)
Edu3 0.047 (0.160) 0.041 (0.160) 0.090 (0.162) 0.079 (0.060) −0.001 (0.035) 0.001 (0.135)
Time spent in Hangzhou 0.033 (0.035) 0.030 ** (0.035) 0.006 (0.035) 0.013 (0.035) 0.037 ** (0.029) 0.037 ** (0.029)
Annual income 0.029 (0.031) 0.032 (0.031) 0.034 (0.032) 0.041 (0.031) 0.011 (0.026) 0.010 (0.026)
Career development expectations 0.465 *** (0.032) 0.433 *** (0.034) 0.432 *** (0.032) 0.363 *** (0.034) 0.236 *** (0.029) 0.240 *** (0.031)
Family and friends 0.433 ** (0.090) 0.430 *** (0.085) 0.136 ** (0.043) 0.113 ** (0.087) 0.237 ** (0.079) 0.337 ** (0.093)
Constant −1.808 *** (0.170) −1.696 *** (0.175) −1.875 *** (0.172) −1.632 *** (0.176) −0.815 ** (0.152) −0.828 (0.155)

R2 0.188 0.193 0.166 0.190 0.421 0.422
Adjusted R2 0.181 0.185 0.159 0.183 0.416 0.414
ΔR2 – 0.05 *** – 0.024 *** 0.233 *** 0.001 ***
F 28.274 *** 25.948 *** 24.387 *** 25.485 *** 359.169 *** 10.200 *
VIF 1.880 1.879 1.879 1.880 1.879 1.880

Note: Standard errors in parentheses; * p < 0.10, ** p < 0.05, *** p < 0.01 with two-tailed test; all the regression
coefficients were non-standardized. VIF, Variance Inflation Factor.

4.4. Testing the Moderating Effects

Hypothesis H3a proposes that place attachment has a positive moderating effect on
the relationship between air pollution perception and residential satisfaction. In other
words, greater place attachment can weaken the effect of air pollution perception on
residential satisfaction and offset the decrease in residential satisfaction caused by poor air
quality. To test this hypothesis, residential satisfaction was set as the dependent variable
per the three-step test method of moderated hierarchical regression analyses. Hierarchical
regression was established to sequentially incorporate the control variable, standardized
independent variable, moderating variable, the product of the moderating variable, and
independent variable into the equation, as shown in Models 7 and 8 in Table 4. The
interaction term insignificantly influenced residential satisfaction (β = 0.004, p > 0.05).
Therefore, Hypothesis H3a was not verified. Further, this study used the same approach
to test the moderating role of place attachment between residential satisfaction and urban
settlement intentions. Models 9 and 10 showed the empirical results, where the product
term had a significant influence on settlement intentions, with β = 0.024 (p < 0.01) and
ΔR2 = 0.132 (p < 0.05). Therefore, Hypothesis H3b was verified; in other words, the
relationship between residential satisfaction and urban settlement intentions is significantly
stronger when place attachment is stronger.
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Table 4. Testing the moderating effects of place attachment.

Variable
Residential Satisfaction Urban Settlement Intention

Model 7 Model 8 Model 9 Model 10

Key variable −0.078 ** (0.033) −0.077 ** (0.033)
Air pollution perception −0.078 ** (0.033) −0.077 ** (0.033)

Moderating variable
Place attachment 0.271 *** (0.040) 0.273 *** (0.042) 0.114 *** (0.023) 0.123 *** (0.024)

Mediating variable
Residential satisfaction 0.357 *** (0.020) 0.361 *** (0.020)

Interaction 0.004 (0.025) 0.024 ** (0.013)
Control variable

Gender −0.148 ** (0.059) −0.113 ** (0.045) −0.032 (0.037) −0.033 (0.037)
Age 0.050 (0.049) 0.038 (0.037) 0.021 (0.030) 0.020 (0.033)
Edu1 −0.048 (0.077) 0.036 (0.059) 0.116 ** (0.047) 0.117 ** (0.047)
Edu2 −0.062 (0.101) 0.047 (0.076) 0.041 (0.097) 0.092 * (0.062)
Edu3 0.014 (0.040) 0.013 (0.119) 0.089 (0.062) 0.045 (0.097)
Time spent in Hangzhou 0.003 (0.034) 0.002 (0.026) 0.029 * (0.021) 0.028 * (0.021)
Annual income 0.051 * (0.031) 0.039 * (0.023) 0.014 (0.019) 0.014 (0.019)
Career development expectations 0.214 *** (0.040) 0.213 *** (0.040) 0.103 *** (0.025) 0.100 *** (0.025)
Family and friends 0.211 ** (0.097) 0.330 ** (0.091) 0.235 ** (0.089) 0.326 ** (0.063)
Constant 0.949 (0.198) −0.950 *** (0.199) 3.513 *** (0.124) 3.516 *** (0.123)

R2 0.227 0.227 0.306 0.438
Adjusted R2 0.219 0.219 0.301 0.431
ΔR2 0.061 0.00 0.118 0.132
F 28.717 *** 26.082 75.341 *** 68.948 ***
VIF 1.981 2.227 1.885 1.888

Note: Standard errors in parentheses; * p < 0.10, ** p < 0.05, *** p < 0.01 with two-tailed test; all the regression
coefficients were non-standardized.

To visualize the moderating role played by place attachment in the relationship be-
tween residential satisfaction and settlement intentions, this study plotted the moderating
relationship based on the method recommended by Aiken and West [57]. Each chosen
variable had one standard deviation above and below the mean. Further, the moderating
relationship is plotted in Figure 2, and shows the difference in the relationship between
residential satisfaction and settlement intentions when young talent has different levels
of place attachment to the city. With greater place attachment, a slight change in resi-
dential satisfaction promotes an increase in urban settlement intentions. Conversely, a
weaker place attachment weakens the positive impact of residential satisfaction on urban
settlement intentions.

Figure 2. The regulatory role of place attachment on the relationship between residential satisfaction
and urban settlement intention.
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Moreover, this study uses the PROCESS plug-in for SPSS/SAS developed by Hayes
to further test the adjusted mediating effect by repeating the sample 5000 times using
the bootstrap method. The empirical results show that the mediating effect of residential
satisfaction between air pollution perceptions and urban settlement intentions differs sig-
nificantly at different levels of place attachment. Air pollution perceptions had a stronger
indirect negative effect on urban settlement intentions at lower levels of place attachment
(β = −0.071, p < 0.001), whereas at higher levels of place attachment, it had a weaker
negative effect on settlement intentions (β = −0.038, p < 0.001), (Δβ = −0.033, p < 0 05),
with a 95% confidence interval of [−0.021, −0.001], which does not include 0. Therefore,
Hypothesis H3 was also empirically supported. With a greater level of place attachment,
young talent may still experience residential dissatisfaction due to poor air quality. How-
ever, the impact of residential dissatisfaction on urban settlement intentions is weakened
by greater place attachment.

5. Discussion

Based on data obtained from 987 questionnaires collected from a sample group of
young talent in Hangzhou, this study explored the influence of perceived air quality on
urban settlement intentions. Hypotheses 1, 2, 2a, 2b, 3 and 3b were supported, whereas
Hypothesis 3a was rejected. The findings of this study are as follows. First, air pollution
perceptions significantly influence the urban settlement intentions of young talent; the
poorer their air pollution perception, the weaker the urban settlement intentions. Second,
residential satisfaction significantly mediates the relationship between air pollution per-
ception and urban settlement intentions. In other words, a poorer air quality perception
reduces residential satisfaction among young talent, thus weakening their urban settle-
ment intentions. In conclusion, place attachment has a significant moderating effect on
the relationship between residential satisfaction and settlement intentions. However, it
insignificantly affects the relationship between air pollution perception and residential
satisfaction. Compared with a weaker level of place attachment, a greater level of place
attachment does not change the dissatisfaction associated with poorer perceived air quality.
Instead, it can weaken the effect that this dissatisfaction has on settlement intentions.

Given the current situation of talent competition among various cities, this study
focuses on the urban settlement intentions of young talent at an earlier stage. For the first
time, it introduces the perceived air quality factor into the analysis of the influencing factors
of the urban settlement intentions of young talent. This study examined the influence
mechanism of air pollution perception on the urban settlement intentions of young talent.
This study also verified the applicability of the demographic characteristics, economic
development, and socio-cultural factors proposed by Woon et al. [4], which influence
population migration, on young talent. The idea that young and highly educated people are
more concerned about air pollution, as suggested by Jacquemin et al. [16], was expanded
and confirmed, further corroborating the idea that young talent also choose to “vote
with their feet” in the face of environmental pollution, as demonstrated by Banzhaf and
Walsh [58]. In addition, unlike in previous studies, which used objective indicators to
examine the impact of specific air pollutants on population migration and settlement, this
study explored the psychological mechanism of the impact of air quality on the settlement
intentions of young talent, starting from the concept of perceived air quality and with
the help of factors, such as residential satisfaction and place attachment. This line of
exploration is a useful supplement to studies on the impact of objective air quality on the
spatial mobility of labor forces. Furthermore, based on the TPB, this study explored, for the
first time, the influence mechanism of the relationship between perceived air quality and
the settlement intentions of young talent. It was found that residential satisfaction mediates
the relationship altogether, thus uncovering the transmission mechanism from better and
worse perceived air quality to the strength of urban settlement intentions. The study
demonstrated that air pollution perception significantly influences the satisfaction of young
talent with urban living, affecting their settlement intentions. Urban air quality should also
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become an important aspect of the urban talent environment and be incorporated in the
government’s public service provisions; thus, the study provides a reference for subsequent
studies related to talent environment construction and evaluation. Fourth, this study
tested the moderating role of place attachment, an important concept in geography that
refers to the emotional interaction between people and specific places, in the relationship
among the independent (air pollution perception), mediating (residential satisfaction), and
dependent (settlement intention) variables. The findings of this study expand Li and Zhou’s
research [45] on the moderating role of place attachment. Additionally, based on the results
of the empirical analysis, it was verified that, in terms of human–place interaction, place
attachment does not have a moderating effect on the relationship between air pollution
perception and residential satisfaction. Place attachment, however, has a moderating effect
on the impact of residential satisfaction on settlement intentions. Therefore, this study
explained, in more detail, the influence mechanism of air pollution perception on the urban
settlement intentions of young talent.

6. Conclusions

This study empirically examined the significant influence of air pollution perception
on the urban settlement intentions of young talent and explained its influence mechanism.
In the context of fierce competition for talent across various cities, this study’s findings serve
as an important reference for cities to construct an advantageous ecological environment for
their talent and enhance the city’s competitiveness for young talent. First, various cities are
currently attracting talent through different policies, such as relaxing household registration
restrictions and providing subsidies. However, the influence of environmental factors, such
as air pollution on young talent, should not be ignored. Air pollution management should
be enhanced through the strategic construction of an urban talent environment to promote
high-quality development. Air quality should further be improved continuously through
measures such as adjusting industrial structures and strengthening pollution control and
dust management in key industries. Second, as improving air pollution control involves
complex factors, such as industrial transformation and upgrades and synergy between
multiple locations, it must be a long-term process. Greater place attachment can offset the
reduction of urban settlement intentions caused by low residential satisfaction due to air
pollution. Based on relevant sources, city managers can enhance place attachment to their
respective cities by strengthening and improving publicity, creating a compassionate and
welcoming image, building community exchange platforms to facilitate social integration,
creating opportunities to attract young talent to participate in urban governance, and
increasing the understanding and identity of young talent within the city. In conclusion,
guided by the various housing needs of young talent, it is necessary to improve the supply
of various public goods in the city, enhance urban governance, and implement multiple
measures to improve residential satisfaction in the city.

This study, however, has some limitations. First, the survey data were obtained from
Hangzhou. Although the inflow of young talent to Hangzhou in recent years has been
among the highest in China and the survey sample shows that the sources of talent are
also distributed across the country, the survey is inevitably influenced by the geographical
characteristics of Hangzhou. Surveys and studies with greater coverage are yet to be
conducted to verify whether the research findings can be generalized to the national level.
Second, while semi-structured interviews were conducted with young talent, the formal
survey was conducted in a relatively short period, making it difficult to properly reflect
the dynamic interactions among variables, such as air pollution perception, residential
satisfaction, place attachment, and settlement intentions. Follow-up studies can adopt a
longitudinal tracking approach to conduct an extensive analysis of the relationship among
these variables. This approach would improve the persuasiveness of the research findings.
In conclusion, regarding the influence mechanism of air pollution perception on urban
settlement intention, whether other variables can be included in the research model should
be further explored in future studies.
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Abstract: China’s rapid economic growth has caused serious problems, such as environmental
pollution and resource exhaustion. Only by improving the green total factor productivity (GTFP)
can China’s economic development get out of the dual dilemmas of environmental degradation and
resources exhaustion. Although environmental regulation helps to improve China’s productivity, its
impact on GTFP is still controversial and deserves careful investigation. In this context, this study
adopts the global Malmquist-Luenberger productivity index to measure the GTFP change of China’s
30 provinces over the period of 2003 to 2017 and then it uses the fixed-effect dynamic panel model
to investigate the impact of environmental regulation on GTFP from the perspective of governance
transformation. The results show that: (1) there is a nonlinear U-shaped relationship between
environmental regulation and GTFP, indicating that the Porter hypothesis is verified in China. More
notably, the values of environmental regulation are still located on the left side of the U-shaped curve
at present, which means that the promotional effect of environmental regulation on GTFP has not been
realized fully. (2) The U-shaped relationship shows significant regional heterogeneity. The western
region demonstrates the highest level of significance, followed by the eastern region. However, the
U-shaped relationship is insignificant in the central region. (3) Governance transformation can not
only significantly improve GTFP but it can also accelerate the realization of the Porter hypothesis by
inspiring the innovative enthusiasm of enterprises, which means that governance transformation
can contribute to the achievement of the improved effects of environmental regulation on GTFP.
(4) R&D investment can significantly improve GTFP, where the impacts of trade openness and
factor endowment were significantly negative and the influence of foreign direct investment was not
significant. These conclusions provide a good reference point for optimizing the relationship between
the government and the market, as well as promoting regional green and high-quality development
in China.

Keywords: green total factor productivity; environmental regulation; governance transformation;
the U-shaped relationship; global Malmquist-Luenberger index

1. Introduction

Since the reform and expansion in 1978, China has achieved remarkable economic
growth achievements which benefited greatly from the large scale of the government’s
leading investment and factor input [1–3]. However, extensive economic development,
at the cost of high energy consumption and high emissions, has caused severe problems
of resource exhaustion and environmental pollution, which have seriously affected the
sustainable growth of China’s economy, as shown in Figure 1. Currently, as the world’s
second-largest economy, China is facing the dual pressure of economic development and
environmental protection. Meanwhile, China’s economy has entered a “new normal”
period, shifting from high-speed growth to high-quality development and total factor
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productivity (hereafter, TFP) has become the core indicator to measure the degree of high-
quality economic development [4,5]. Because the traditional measurement of TFP ignores
energy input and does not consider the negative externalities caused by environmental
pollution, it is easy to bring about a measurement bias and it cannot truly reflect the quality
of economic development [6]. Green total factor productivity (hereafter, GTFP), namely,
the total factor productivity when considering environmental protection and economic
efficiency, has attracted widespread concerns at home and abroad [7,8]. Therefore, the
improvement of green total factor productivity and the promotion of a green economic
transformation have become research hotspots in recent years [9–11].

 
Figure 1. Trends of China’s energy consumption, pollutant emissions, and GDP growth. Source:
author’s calculation with data from China Statistical Yearbook (2004–2018).

With the increasingly sharp contradiction between the environmental carrying ca-
pacity and green economic development, strengthening environmental regulation has
gradually become a global trend, and China is no exception [12–16]. Faced with severe
environmental pressures, Chinese policy makers have formulated a series of strict envi-
ronmental regulatory policies to address pollution problems. Especially after the 18th
CCP National Congress, the central government of China began tightening environmental
pollution control, with the enforcement of the new Environmental Protection Law in 2015
and the Thirteenth Five-Year Plan for Ecological Environment Protection in 2016. In addi-
tion, 31 provinces in mainland China had been all covered by the central environmental
protection supervision system by 2017 and the goals of achieving Ecological Civilization
and Beautiful China were also clearly put into the Constitution in 2018. Currently, one
of the main objectives of environmental regulation in China is to establish a green and
low-carbon circular economic system, in which the driving force of economic growth is
changed from investment to innovation [17,18]. In this context, the goal is to reverse the
negative environmental impact of economic development and explore the realistic path
of green transformation. In view of this, by investigating the effect of environmental
regulation on GTFP and its mechanisms, this paper is expected to provide references for
formulating reasonable environmental regulation policies for improving GTFP, as well as
having important practical significance on the promotion of the high-quality development
of China’s economy.

It is undeniable that the rapid development of China’s economy stems largely from the
reform and innovation of the economic system [7,19]. In the process of more than 40 years
of reform and expansion, the Chinese government has always adhered to the guidelines
for establishing a modern market economic system. The role of the market mechanisms
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in resource allocation has gradually increased, realizing its fundamental transformation
from the auxiliary position, to the basic position, and then to the decisive role [20]. The
19th CCP National Congress in 2017 further proposed to speed up the establishment and
improvement of the socialist market economic system. Therefore, the relationship between
the government and the market, namely, the governance changing from administrative
governance to economic governance, is constantly adjusted [21]. Obviously, the role of
governance transformation in promoting sustainable economic growth cannot also be
ignored. However, few scholars have deeply explored the growth effect of governance
transformation from the perspective of GTFP [22]. As a big developing country, China
continues reforming towards the socialist market economy. The relationship between
governance transformation and GTFP, as well as whether governance transformation can
accelerate the dividend effect of environmental regulation on GTFP, are theoretical and
practical issues worthy of in-depth exploration [23–25].

This paper mainly aims to explore the effect of environmental regulation and gover-
nance transformation on GTFP in China. Specifically, based on the theoretical analysis, we
use Chinese provincial panel data from 2003 to 2017 to empirically investigate the impact
of environmental regulation and governance transformation on GTFP, which is analyzed
by constructing a dynamic panel data regression model and using a system generalized
moment estimation method. The results showed that environmental regulation inhibited
the increase in GTFP in the short term but promoted the growth of GTFP in the long term,
and there was a nonlinear U-shaped relationship between environmental regulation and
GTFP in China. Meanwhile, the impact of governance transformation on GTFP was signifi-
cantly positive and, therefore, governance transformation can accelerate the realization of
the Porter hypothesis, which reflects the promotional effect of environmental regulation on
GTFP. In addition, the results also showed that there was regional heterogeneity in the im-
pact of environmental regulation on GTFP based on the significance of the nonlinear impact
in the eastern and western regions. The influence was not obvious in the central region.

The main contributions of this study to the literature are as follows. Firstly, we
incorporated environmental regulation, governance transformation, and GTFP into a uni-
fied analytical framework in which the internal relationship between the three variables
was investigated. Therefore, the research conclusions provide a more comprehensive
understanding of the inherent mechanisms of the green growth effects on environment
regulation. Secondly, we introduced resource exhaustion, environmental pollution, and
economic growth into a productivity evaluation system and estimated the GTFP of China’s
30 provinces by using the Global Malmquist-Luenberger (GML) index based on the direc-
tional distance function. This enabled us to inherit the advantage of traditional productivity
indexes, e.g., the Malmquist-Luenberger index, while alleviating the infeasibility problem
and providing a more comprehensive calculation process. Thirdly, the linear term and
quadratic term of environmental regulation were both introduced into the econometric
model to explore the possible nonlinear relationship between environmental regulation
and GTFP. In addition, to provide a sound theoretical basis for formulating differentiated
environmental policy systems, we further analyzed the regional heterogeneous effects
of environmental regulation on GTFP by dividing the balanced panel into three subsam-
ples, namely, the eastern region, the central region, and the western region. Fourthly, the
interaction effect of environmental regulation and governance transformation was also
added into the empirical model, testing the moderating effect of governance transformation
on the relationship between environmental regulation and GTFP. Finally, we empirically
investigated the impact of environmental regulation and governance transformation on
China’s provincial GTFP by using a dynamic panel model and system-generalized methods
of moment (SYS-GMM) to overcome the possible endogenous problem.

The remainder of this paper is organized as follows. Section 2 briefly reviews the
relevant literature and proposes three theoretical hypotheses. Section 3 describes the data
sources and methods used in the empirical analysis. Section 4 discusses the empirical
estimation results. Section 5 concludes the study and highlights several policy implications.
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2. Literature Review and Research Hypotheses

2.1. Literature Review

When it comes to environmental regulation, governance transformation, and GTFP,
previous studies have focused on the relationship between environmental regulation and
GTFP, the relationship between governance transformation and GTFP, and the realization
of the conditions of the Porter hypothesis. Therefore, in this section, we also review the
related literature from these three aspects.

2.1.1. The Relationship between Environmental Regulation and GTFP

With the increasing attention to the quality of the ecological environment, many schol-
ars have adopted various methods to explore the impact of environmental regulation on
GTFP [9,26–29]. However, the existing literature has not yet reached a consensus on the
relationship between environmental regulation and GTFP [13]. Some studies hold the view
that the essence of environmental regulation is to internalize the negative externalities
of pollution, for it will inevitably bring additional costs to enterprises. Therefore, envi-
ronmental regulation will inhibit the improvement of productivity [30,31]. Hancevic [12]
claimed that environmental regulation will restrain the improvement of productivity owing
to increases in pollution control costs. Zhang and Jiang [32] investigated the effect of the
environmental policy on a firm’s green productivity by using Chinese coal-fired power
plant data from 2005 to 2010 and found that stringent environmental regulation will dam-
age green productivity growth. Cai and Ye [33] discussed the impact of the enforcement of
China’s new environmental protection law on enterprises’ TFP by using DID model and
proved that environmental regulation can give rise to a decline in enterprises’ TFP due
to financial constraints. This conclusion is also supported by Du et al. [15] who indicated
that environmental regulation would restrain green technology innovation. Conversely,
some scholars believe that strict and well-designed environmental regulation can stimulate
corporate innovation activities aimed at reducing compliance costs, enhance enterprises’
competitiveness, and promoting their productivity [34]. Lanoie et al. [35], using survey
data from seven OECD countries in 2003, examined the effect of environmental regulation
on productivity. They confirmed the weak Porter hypothesis and concluded that environ-
mental regulation could promote TFP growth. Wang and Shen [36] focused on the effect
of environmental regulation on the environmental productivity of China’s industries over
the period from 2000 to 2012 and found that environmental regulation and environmental
productivity were positively correlated, which, to a certain extent, validates the Porter
hypothesis. Based on the panel data of the OECD countries’ industrial sectors between 2004
and 2009, Wang et al. [13] discussed the effect of environmental policy stringency on green
productivity growth and confirmed that environmental regulation had a positive impact
on green productivity growth. Zhang [14] adopted the dynamic panel model to explore the
impact of environmental regulation on the green productivity of Chinese manufacturing
firms and found that environmental regulation facilitated GTFP, especially in state-owned
enterprises. In addition, some people have claimed that the impact of environmental
regulation on GTFP is uncertain, for the compliance cost effects and the innovation com-
pensation effects exist simultaneously. Based on the panel data of China’s carbon-intensive
industries from 2000 to 2014, Zhao et al. [37] found that there was an inverted U-shaped
relationship between environmental regulation and GTFP, demonstrating the inexistence
of the Porter hypothesis in the long term. Qiu et al. [38] employed the FGLS model and the
dynamic GMM model to analyze the effect of environmental regulation on the GTFP of
China’s industrial sectors and verified a nonlinear U-shaped curve relationship between
environmental regulation and GTFP. This result is consistent with that of Shen et al. [39]
who found that the effect of environmental regulation on GTFP exhibited a significant
U-shaped relationship from a provincial perspective. However, none of the above literature
has examined the impact of environmental regulation on China’s provincial GTFP, which
is of great significance for formulating differentiated environmental regulation policies to
promote GTFP growth.

492



Int. J. Environ. Res. Public Health 2022, 19, 1312

2.1.2. The Relationship between Governance Transformation and GTFP

Regarding the relationship between governance transformation and GTFP, most firm-
level evidence showed that market-oriented governance transformation, as an important
institutional arrangement, can significantly facilitate GTFP. From the perspective of the
influence mechanisms, three research hypotheses have been formed. The first hypothesis
is the transaction cost effects. A well-developed marketization mechanism can effectively
reduce the transaction costs and the investment risk of enterprises, which contributes to the
enhancement of the profitability and production efficiency [21,40,41]. Zhang and Liu [20]
argued that enterprises located in more developed market systems were highly related to
more bank loans and other financial intermediaries, because efficient financing channels
can fully meet the amount of capital investment required by enterprises to achieve the
targeted GTFP. Therefore, market-oriented reforms raise the enterprises’ return on capital
and investment, as well as improving GTFP [19,22]. The second hypothesis is the resource
allocation effects. It is widely accepted that market mechanisms can directly enhance the
operational flexibility of enterprises through the rebound effect, which can help to decrease
the originally expected inputs, as well as increasing outputs [42]. Moreover, high-level
market systems can improve the allocation efficiency of resources among and within en-
terprises and can boost the productivity of enterprises [24]. Bin et al. [23] analyzed the
effect of the within-industry allocation efficiency on firm productivities and argued that
the improvement of the resource allocation efficiency had a strongly positive influence on
TFP growth. This conclusion has been confirmed by Lin and Chen [10] who found that
factor market distortion inhibited China’s GTFP growth. The third hypothesis is technolog-
ical innovation effects. Some previous studies found that GTFP growth was significantly
positively correlated with innovation and that well-developed market systems stimulated
the innovative activities of enterprises aimed at obtaining high profits, which contributed
to the promotion of the enhancement of production efficiency [13,43,44]. Audretsch and
Belitski [45] adopted firm-level unbalanced panel data to examine the effect of R&D on
productivity and verified that the effort of innovation had a positive effect on green produc-
tivity by promoting technology transfer in a well-developed marketization environment.
Zhang and Vigne [46] found that innovation efficiencies had a positive and significant
impact on GTFP because of the benefits of market-oriented reforms. However, few scholars
have empirically tested the impact of governance transformation on China’s GTFP from
the provincial level perspective, especially the impact of regional heterogeneity on the
relationship between governance transformation and GTFP, implying that geographic
location is an important factor affecting the growth effect of governance transformation.

2.1.3. The Realization Conditions of the Porter Hypothesis

The Porter hypothesis posits that well-designed environmental regulation can stim-
ulate enterprises to carry out technological innovation and engender innovation com-
pensation effects which help to improve the competitiveness of enterprises and their
productivity [34,47]. Therefore, taking advantage of the innovation effects of environmental
regulation is the key to achieve a win-win situation between environmental protection
and economic development [48]. Accordingly, the existing literature mainly discusses
the realization of the conditions of the Porter hypothesis from the following two aspects.
On the one hand, some scholars discussed the impact of the fiscal policy, foreign direct
investment, financial development, industrial structures, and factor endowment on the
Porter hypothesis from the macro-level perspective. For example, Song et al. [49] ana-
lyzed the compound effects of fiscal decentralization and environmental regulation on
GTFP in the Yangtze River economic belt and found that appropriate fiscal decentraliza-
tion can contribute to the realization of the Porter hypothesis. Qiu et al. [38] explored
the relationship between environmental regulation, FDI, and industrial GTFP, based on
Chinese provincial panel data, and confirmed that FDI can accelerate the realization of
the Porter hypothesis through the channel of the technology spillover effect. Lv et al. [50]
examined the impact of financial development on green innovation under environmental
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regulation and confirmed that the financial structure was conducive to the realization of
the Porter hypothesis, while the financial scale and financial efficiency had a negative effect
on green development. Wang and Shen [36] investigated the relationship between industry
structure changes and environmental productivity by using the Lema index and verified
that industrial agglomeration had a significant positive effect on the innovation effects of
environmental regulation. Xie et al. [51] employed a panel threshold model to examine the
relationship among environmental regulation, human capital, and GTFP, and confirmed
that the improvement of human capital structure significantly promoted the realization
of the Porter hypothesis. On the other hand, some people discussed the impact of the
enterprise ownership structure, the enterprise trade advantage, and enterprise resource
misallocation on the Porter hypothesis from the microeconomic perspective. Peng et al. [25]
confirmed that state-owned enterprises had lower productivity, on average, than non-state-
owned enterprises, based on a large panel of data on Chinese industrial enterprises from
1998 to 2007, indicating that the impact of the ownership structure on the Porter hypothesis
was very significant. Tang et al. [52] used a difference-in-difference framework to estimate
the impact of export on productivity under environmental regulation and verified that an
export advantage contributed to the realization of the Porter hypothesis. Based on the panel
data of Chinese listed companies, Cai and Ye [33] confirmed that bank credit misallocation
inhibited the realization of the Porter hypothesis. The conclusion is consistent with Lin
and Chen [10] who found that factor market distortion had a negative influence on China’s
GTFP growth. Most notably, the reform of the economic system was an important factor
affecting the realization of the Porter hypothesis. To date, few scholars have investigated
whether an increase in the environmental regulation intensity will affect China’s GTFP
growth through the moderating effect of governance transformation.

2.2. Research Hypotheses

Based on the existing research and the reality of China’s industrial economic develop-
ment, in this section we analyze the influence mechanisms of environmental regulation
and governance transformation on GTFP systematically, and we put forward three research
hypotheses to be tested.

2.2.1. The Theoretical Mechanism of Environmental Regulation on GTFP

From the previous literature, it should be noted that the impact of environmental
regulation on GTFP mainly depends on the comprehensive effects of an innovation decline
and a value promotion [13]. To be specific, the decline in innovation is due to the decrease
in innovation resources, which are mainly encroached by environmental regulation costs.
The improvement of value is due to the contribution of the green process innovation, which
can be spawned by environmental regulation. On the whole, the previous studies have
greatly deepened our understanding of the effect of environmental regulation on GTFP;
however, what we need to highlight is that the great majority of these studies ignored the
dynamic effects of environmental regulation when analyzing its role. Specifically, when
environmental supervision is less strict, the implementation of environmental regulation
not only increases the pollution control costs but also stimulates extensive production
and restrains green economic efficiency, which are referred to as the “cost effect” and
the “crowding-out effect”, respectively [34]. However, with the improvement of environ-
mental regulation stringencies, enterprises must continue to increase their environmental
investment to carry out green technology innovations. This gradually compensates for the
compliance costs and contributes to green productivity in the long run, which is called
the “innovation compensation effect” [38,53]. Thus, environmental regulation will weaken
the enterprises’ competitiveness in the early stages, but it can stimulate innovation and
promote productivity over the long term. Hence, the following hypothesis is proposed:
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Hypothesis 1 (H1). Environmental regulation may inhibit GTFP in the short term and can
promote GTFP in the long term and there is a U-shaped relationship between environmental
regulation and GTFP.

2.2.2. The Theoretical Mechanism of Governance Transformation on GTFP

Theoretically, governance transformation reflects the persistent improvement of the
degree of marketization in a country or a region. The socialist governance transformation
can be categorized into two models: the Soviet model, which strongly argues for shock
therapy, and the Chinese model, which advocates for a gradual reform. Compared with the
Soviet model, the Chinese model can better cultivate a unified and open market economy
and can create a fair and orderly institutional environment for private enterprises. In
addition, it can improve the innovation incentive mechanisms, optimize resource allocation
efficiencies, and promote enterprise productivity. From the previous literature, in order
to clarify how market-oriented governance transformation affects GTFP, the key is to find
out the way towards the improvement of GTFP. From the perspective of enterprises, the
sources of GTFP growth are determined by two fundamental forces [23,54]. The first is
the improvement of the corporate internal production efficiency caused by technological
progress, which stems from R&D investment, technology introduction, a deepening of
division of labor, the enhancement of the management level, and the optimal allocation of
internal resources [10]. The second is the improvement of resource allocation efficiencies
among enterprises, specifically where production factors flow from low productivity enter-
prises to high productivity enterprises, including the creative destruction process, in which
low productivity enterprises continue to withdraw from the market and high productivity
enterprises continue to enter the market [21]. Hence, by relying on the specialized division
of labor and the adoption of advanced green technologies, market-oriented governance
transformation can not only promote the enhancement of the internal production effi-
ciency of enterprises, but it can also effectively raise the efficiency of resource allocations
among enterprises, which can improve the overall green productivity of the whole society.
Therefore, the following hypothesis is formulated:

Hypothesis 2 (H2). Governance transformation can promote GTFP improvement.

2.2.3. The Theoretical Mechanism of Governance Transformation on the Porter Hypothesis

The previous research showed that the market-oriented governance transformation
was helpful for improving the market competition and promoting corporate technological
innovation [20]. Whether the governance transformation has a compound effect on the
Porter hypothesis depends largely on the nature of the innovation effect of the governance
transformation. Ettlie et al. [55] demonstrated that technological innovation can be divided
into incremental innovation and radical innovation. Radical innovation refers to a kind
of innovation that can produce a significant impact on market rules, the competition
situation, and industrial layout, and may even lead to an industrial reshuffle [56,57].
Therefore, strengthening radical innovations and promoting the transformation of corporate
technological innovations from incremental innovations to radical innovations are not only
an important way for enterprises to break through technological bottlenecks and achieve
an innovation catch-up, but they are also the key to the compound effect of governance
transformation on the Porter hypothesis [45,58].

From the perspective of corporate governance, state-owned enterprises still contain
more administrative governance factors because the reform is not in place, while private en-
terprises have more economic governance factors. Therefore, the innovation characteristics
of enterprises with different ownerships will show differences due to different governance
mechanisms. That is, state-owned enterprises prefer incremental innovations, while private
enterprises hope to obtain radical innovations for subverting the existing market structure.
Specifically, in the early stages of environmental regulation, radical innovation is not easy to
realize. State-owned enterprises can achieve incremental innovations because they can ob-
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tain many subsidies from the government. Thus, the green competitiveness of state-owned
enterprises is stronger than that of private enterprises. In the later stages of environmental
regulation, the radical innovations of private enterprises are gradually realized, while the
radical innovations of state-owned enterprises are slow due to the difficulty of governance
transformation. At this time, the green competitiveness of private enterprises will exceed
that of state-owned enterprises. Therefore, the governance transformation can accelerate
the realization of radical innovations and can promote the improvement of GTFP. Based on
this, the following hypothesis is proposed:

Hypothesis 3 (H3). Governance transformation can accelerate the realization of the Porter hy-
pothesis; namely, governance transformation contributes to the achievement of the improvement of
environmental regulation on GTFP.

In summary, the theoretical mechanisms of the hypotheses constructed in this paper
can be summarized in Figure 2. As can be seen in Figure 2, environmental regulation will
affect GTFP through three channels: the innovation compensation effect, the compliance
cost effect, and the crowding out effect. Thus, the research Hypothesis 1 (H1) is obtained.
Meanwhile, governance transformation can not only improve the internal production effi-
ciency of enterprises, but it can also enhance the allocation efficiency among enterprises,
which can promote GTFP. Therefore, the research Hypothesis 2 (H2) is formed. In addition,
the innovation characteristics of enterprises with different ownerships will exhibit signifi-
cant differences due to different governance mechanisms; namely, state-owned enterprises
prefer incremental innovation, while private enterprises hope to obtain radical innovation
for subverting the existing market structure. Accordingly, we can put forward the research
Hypothesis 3 (H3).

Figure 2. The theoretical mechanism diagrams of hypotheses.
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3. Econometric Methodology and Data

3.1. Econometric Model Specification

Under the new growth theory, economic growth is mainly promoted by capital, labor,
and technological progress. In addition, previous studies have shown that environmental
regulation, the optimization of resource allocation, and R&D investment can give rise to
technological progress. Similarly, FDI and export, can bring about technology spillovers
under the condition of an open economy [8,59]. Accordingly, the production function can
be described as follows:

Y(ydesire, yundesire) = A(er, gt, rd, f di, ex, t) · F(K, L) (1)

In Equation (1), Y represents the total output, consisting of the desired output and
the undesired output; A stands for the green total factor productivity (GTFP) considering
undesired output; er denotes environmental regulation; and gt, rd, fdi, and ex represent
governance transformation, R&D investment, foreign direct investment, and export, re-
spectively. K and L indicate capital and labor, respectively. In addition, A indicates the
Hicks neutral technology progress function. For simplicity, in reference to the study by
Zhang [22], we assume that A in Equation (1) includes a variety of components, as follows:

A(er, gt, rd, f di, ex, t) = Ai0eλi terαi
it gtβi

it rdγi
it f diδi

it exτi
it (2)

By substituting Equation (2) into Equation (1), we get the following equation:

Yit(ydesireit
, yundesireit

) = Ai0eλi terαi
it gtβi

it rdγi
it f diδi

it exτi
it · F(Kit, Lit) (3)

where i and t denote the region and time, respectively; Ai0 represents the initial productivity
level; λit reflects exogenous productivity changes; and αi, βi, γi, δi, and τi represent the
parameters of environmental regulation, governance transformation, R&D investment,
foreign direct investment, and export trade on GTFP, respectively.

In terms of the definition of GTFP, we divide the two sides of Equation (3) by using
F(Kit,Lit) to obtain the following formula:

GTFPit =
Yit(ydesireit

, yundesireit
)

F(Kit, Lit)
= Ai0eλi terαi

it gtβi
it rdγi

it f diδi
it exτi

it (4)

By taking the natural logarithm of both sides of Formula (4), we obtain the theoretical
framework describing the impact factors of GTFP, as follows:

ln GTFPit = ln Ai0 + λit + αi ln erit + βi ln gtit + γi ln rdit + δi ln f dit + τi ln exit (5)

To correctly explore the effect of environmental regulation, governance transformation,
and their interaction terms on GTFP, based on the above analysis framework, the linear
term and the quadratic term of environmental regulation are both introduced into the
econometric model to investigate the possible nonlinear relationship between environmen-
tal regulation and GTFP. Since the current productivity growth may be affected by past
productivity, the first-order lag term of GTFP is also included in the model as an explana-
tory variable to examine the dynamic cumulative effect of GTFP growth. Meanwhile, the
estimation method, the system generalized method of moments (GMM), is used in this
paper mainly because the system GMM can effectively overcome the endogenous problem
by introducing instrumental variables. Based on the above considerations, the dynamic
panel regression model constructed in this study is as follows:

ln GTFPit = α0 + α1 ln GTFPit−1 + α2 ln ERit + α3(ln ERit)
2 + α4 ln GTit + βXit + Vi + εit (6)

where i and t represent the province and year, respectively (i = 1, 2, 3, . . . , 30, t = 2003,
2004, . . . , 2017); Vi indicates the provincial fixed effect; εit is the random error term; and
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GTFPit denotes the green total factor productivity for each province; α1 is a hysteresis
multiplier, indicating the effect of the last period of GTFP on the current GTFP; ERit
denotes environmental regulation; GTit represents governance transformation; and Xit
is the control variables vector, including R&D investment, export trade, foreign direct
investment, and the factor endowment structure, respectively. To be specific, the coefficient
of the quadratic term of ER illustrates the nonlinear effect of environmental regulation on
GTFP. When the estimated value of parameter α3 is significantly more than 0, Hypothesis 1
is confirmed. Simultaneously, when the result of the parameter α4 is significantly greater
than 0, Hypothesis 2 is confirmed. In addition, the interaction term of ER and GT is
included in the model to verify Hypothesis 3. The dynamic panel regression model with
the cross-term is established as follows:

ln GTFPit = α0 + α1 ln GTFPit−1 + α2 ln ERit + α3(ln ERit)
2 + α4 ln GTit

+α5 ln ERit × ln GTit + βXit + Vi + εit
(7)

In Equation (7), lnERit×lnGTit indicates the cross-term of environmental regulation
and governance transformation. When the estimated result of the coefficient of the interac-
tion term is significantly greater than 0, Hypothesis 3 is confirmed.

3.2. Variable Selection and Description
3.2.1. Dependent Variable

The dependent variable used here is green total factor productivity (GTFP). In general,
productivity indexes used in prior studies focused on measuring marketable outputs rela-
tive to the paid factors of production. However, the generation of by-products, such as en-
vironmental pollutants, was not taken into consideration. In view of this, Chung et al. [60]
proposed the Malmquist-Luenberger index, based on the directional distance function,
which extends the original Malmquist index to account for undesired outputs, such as
industrial sulfur dioxide, industrial smoke and dust, and industrial sewage. Therefore,
to overcome the drawback of lacking environmental factors in the traditional productiv-
ity index, and to inherit the advantages of the Malmquist-Luenberger index following
Chung et al. [60] and Oh [61], this paper uses the global Malmquist-Luenberger index
(GML), based on the directional distance function, to measure the GTFP growth for each
province in China. The GML index used in this study is defined as follows:

GMLt,t+1(xt, yt, bt, xt+1, yt+1, bt+1) =
1 + DG(xt, yt, bt)

1 + DG(xt+1, yt+1, bt+1)
(8)

In Equation (8), DG(•) represents the directional distance function; xt represents the
input vector constructed by N kind of input factors; yt represents the desirable output
vector constructed by M kind of desired outputs; and bt represents the undesirable output
vector constructed by I kind of undesired outputs. Specifically, the input factors include:
(1) capital input, where the capital stock of each province is calculated by employing the
perpetual inventory method [9]; (2) labor input, measured by the annual average number
of people employed for each province; and (3) energy consumption, expressed by the
provincial primary energy consumption, which is converted to standard coal. In addition,
the output factors include: (1) the desirable output, denoted by gross industrial output; and
(2) the undesirable output, measured by a variety of environmental pollutants, including
industrial sewage emissions, industrial sulfur dioxide, and carbon dioxide emissions.

3.2.2. Core Independent Variables

• Environmental regulation (ER). According to the Porter hypothesis, reasonable envi-
ronmental regulation can effectively stimulate enterprise enthusiasm for green inno-
vation, promote pollution emissions reduction, and improve green productivity. In
previous studies, there were no clear and unified criteria to represent environmental
regulation, which can mainly be measured by pollutant emission reductions, environ-
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mental pollution control investments, pollution reduction expenditures, regulatory
enforcement stringencies, and pollution sewage charges [4,39,62,63]. For the considera-
tion of data integrity and availability, this paper selects the ratio of the total investment
of provincial industrial pollution control to the gross industrial output as a proxy
variable for the provincial environmental regulation level. Usually, the higher the
proportion of the investment, the greater the environmental regulation intensity, and
the better the effect of regional green development. In addition, we also select the ratio
of the total investment of industrial pollution control to the operating cost of industrial
enterprises, as a substitute variable for the robustness analysis.

• Governance transformation (GT). China’s corporate governance, which is deeply
rooted in the transitional economy, is gradually transforming from administrative
governance to economic governance. In essence, governance transformation reflects
the persistent improvement of the degree of marketization for a region. Generally
speaking, private enterprises have better economic governance, while state-owned
enterprises have stronger administrative governance in China. Therefore, the gover-
nance transformation, which is measured by the ratio of the main business income of
private industrial enterprises to the sum of the main business income of state-owned
and private-owned industrial enterprises for each region, is selected here. The larger
the ratio of governance transformation, the higher the degree of marketization, and
the better the resource allocation and productivity of enterprises.

3.2.3. Control Variables

To alleviate the endogenous problem caused by the omitted variables, and to improve
the estimation accuracy, a series of control variables are selected in the model by referring
to the previous literature. The variables included are as follows:

• R&D investment (RD). Technological innovation is the important driving force for the
improvement of regional green total factor productivity, which is conducive to the
optimized resource allocation of enterprises, the enhancement of the product quality,
and the reduction of pollution emissions [27,48,64]. In this paper, R&D investment is
measured by the ratio of R&D internal expenditure to regional industrial GDP.

• Export trade dependence (EX). Previous studies indicate that export is highly corre-
lated with regional green development [9]. China has grown into the world’s largest
exporter over the past ten years. Export not only helps to expand foreign demand,
to finance R&D, and to stimulate green innovation, but it may also increase local
pollution emissions. To investigate the effect of export expansions on regional green
development, we choose the ratio of the total export volume to the provincial GDP as
agent indicators for the analysis [49,65].

• Foreign direct investment (FDI). As a main channel for international industrial linkages
and technology spillovers, FDI can not only change domestic capital markets, but it
can also promote the improvement of GTFP [38]. Thus, foreign direct investment,
which is represented by the proportion of annual foreign investment actually utilized
in GDP, is regarded as a control variable in this study.

• Factor endowment structure (K/L). China’s industry is gradually transforming from an
extensive model to an intensive model. Compared to labor-intensive industries, capital-
intensive industries usually use relatively advanced technology and equipment, which
is beneficial to the improvement of resource efficiency and the green transformation of
industry [5,66]. Therefore, the ratio of capital to labor is used to represent the factor
endowment structure for each region.

3.3. Data Sources and Variable Descriptive Statistics

Considering the data availability and the actual needs of the research, this paper
selected the Chinese provincial panel data between 2003 and 2017 to empirically investigate
the impact of environmental regulation on green total factor productivity. To be specific, our
sample covers 30 provinces, municipalities, and autonomous regions in mainland China
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from 2003 to 2017. Due to a shortage of the portion of required data, Hong Kong, Macao,
Taiwan, and Tibet are excluded here. The sample dataset used in the study was mainly
derived from the China Statistical Yearbook, the China Energy Statistical Yearbook, the
China Environment Statistical Yearbook, the China Industrial Statistical Yearbook, the China
Industrial Economic Statistical Yearbook, the China Science and Technology Statistical
Yearbook, and each province’s Provincial Statistical Yearbook for each sample year. The
methods of moving the averages and interpolations were applied to supplement the missing
data in some years and regions. In total, a balanced sample set of 450 observations was
created for each region during this 15-year period. Furthermore, all variable values in
the study were transformed into logarithmic forms to reduce heteroscedasticity. In order
to eliminate the price effect, we deflated all the nominal variables in this study into real
variables, by a GDP deflator, into the 2003 constant price. The descriptive statistics of all
aforementioned variables are summarized in Table 1 below.

Table 1. Descriptive statistics of the variables from 2003 to 2017.

Variable Definition Obs Mean Min Max Std. Dev.

lnGTFP Green total factor
productivity 450 0.134 −0.115 0.690 0.168

lnER Environmental regulation 450 2.259 −0.451 4.472 0.866
lnGT Governance transformation 450 9.234 6.613 11.259 1.043
lnRD R&D investment 450 4.00 1.104 5.054 0.494
lnEX Export trade dependence 450 6.819 4.285 9.122 1.002
lnFDI Foreign direct investment 450 5.112 1.351 6.958 1.301

ln(K/L) Factor endowment structure 450 2.979 1.798 4.773 0.608

4. Empirical Results Analysis

4.1. Unit Root Test and Multicollinearity

In order to eliminate the spurious regression problem and to ensure that the estimation
results are accurate and reliable, the stationarity test of all variables was implemented
before the regression analysis. The test methods consisted of LLC, IPS, Fisher-ADF, and
Fisher-PP tests. As shown in Table 2, the test results showed that almost all of the variables
can pass more than three significance tests simultaneously, indicating that the raw data
sequence of each variable was stationary. In addition, the variance inflation factor (VIF)
was used to test the multicollinearity problem. The results of the VIF test indicated that the
VIF values were all less than 10 and ranged from 1.24 to 2.22, showing that there was no
multicollinearity among the variables. Therefore, the regression analysis was performed.

Table 2. Unit root and VIF test results.

Variable LLC IPS Fisher-ADF Fisher-PP VIF

lnGTFP −1.0309 −3.0823 ** 97.7870 ** 65.2958 —
lnER −2.2471 * −5.7744 *** 142.7996 *** 66.8284 1.60
lnGT −7.3828 *** −6.5908 *** 92.2760 ** 94.7653 *** 2.22
lnRD −5.4882 *** −1.2160 181.8429 *** 114.186 *** 1.24
lnEX −1.9065 * −6.5586 *** 137.0833 *** 150.429 *** 1.79
lnFDI −2.3105 ** −4.4187 *** 162.0403 *** 62.5083 1.84

ln(K/L) −3.4148 −5.5994 *** 64.1777 128.726 *** 1.31
Note: ***, **, and * represent mean significance at the 1%, 5%, and 10% levels, respectively.

4.2. The Spatial-Temporal Dynamic Evolution of Regional GTFP in China

Based on the panel data of 30 provinces in China over the period from 2003 to 2017,
this study adopted a directional distance function and the GML index to measure the
regional GTFP growth, as shown in Figures 3 and 4.
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Figure 3. Trends of regional average GTFP growth index in China from 2003 to 2017.

 

Figure 4. Spatial distribution of regional average GTFP growth rate in China from 2003 to 2017.

Figure 3 shows the overall trend of China’s GTFP from 2003 to 2017. The average
annual growth rate of GTFP dropped from 7.8375 in 2003 to 0.4687 in 2017, indicating that
the GTFP presented an overall downward trend during these 15 years. To be specific, the
GTFP declined from 2003 to 2007, followed by a slight rise from 2008 to 2010 and further
fluctuates until 2013, although these variation features are not very obvious. During the 11th
and 12th Five-Year Plans, the government enhanced the governance of energy conservation
and the emission reduction of enterprises, gradually strengthening the responsibility of local
governments to control their environmental pollution. Due to the long-term dependence
on the extensive economic development model and the occurrence of the financial crisis
in 2008, China has implemented a series of stimulus programs to promote infrastructure
investment and heavy industries. As a result, the extensive production conditions caused
by resource consumption and environmental pollution have not substantially improved. In
2013, the average growth rate of China’s GTFP rose to 6.1834, illustrating that environmental
supervision has brought about some positive effects. However, since 2013, when China’s
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economy entered a new normal period, the pressure of the growth slowdown caused a
decline in GTFP, which decreased to 0.4687 in 2017.

In terms of changes in different regions, the levels of economic development in the
eastern, central, and western regions were different, and the changes in GTFP varied
accordingly (see Figures 3 and 4). Specifically, between 2008 and 2014, the eastern region
experienced rapid economic growth and the contribution of GTFP increased from 0.9425
in 2008 to 3.662 in 2014, after which it began to decline rapidly. From 2006 to 2012, the
GTFP growth in the western region fluctuated little. Since 2013, the GTFP growth rate in
the western region has shown a downward trend, declining from 9.9725 in 2013 to 3.7044
in 2017. From 2005 to 2015, the GTFP growth in the central region fluctuated little, showing
the steady contribution of GTFP to economic development. However, the GTFP growth
rate rose to 4.7981 in 2016 and then began to decline rapidly, falling to 0.8975 in 2017.

Since the reform and expansion, the central region has given priority to the develop-
ment of heavy industry to achieve rapid economic growth. Due to the lack of physical
capital, human capital, and advanced technology, the effect of the industrial policy on
economic growth was restricted to a great extent. Therefore, the local government relaxed
the punishment for resource damage and environmental pollution, trying to sacrifice the
environment in exchange for the rapid economic growth. However, this extensive de-
velopment model is doomed to be unsustainable. Although environmental governance
was strengthened in 2015, the region is still unable to get out of the development pattern
characterized by high pollution and high energy consumption.

The western region is rich in natural resources and energy and has a strong economic
development potential. With the implementation of the Western Development Strategy
and the latecomer advantage, some developed areas have witnessed rapid economic
growth, which will inevitably accelerate energy consumption and environmental pollutants
emission, resulting in a poorer performance of GTFP long-term.

4.3. The Analysis of Baseline Empirical Results

The purpose of this paper is mainly to test whether the nonlinear U-shaped relationship
between environmental regulation and GTFP exists or not. Furthermore, considering the
background of the Chinese market-oriented reform, governance transformation is also
introduced into the model to investigate its impact on GTFP. Specifically, we first used
the feasible generalized least squares (FGLS) method, the fixed effect (FE) method, and
the random effect (RE) method to explore the effects of environmental regulation and
governance transformation on GTFP, respectively. The estimation results are presented
in columns 1–6 of Table 3. As we expected above, the coefficients of the quadratic term
of environmental regulation were positive, and so were the coefficients of governance
transformation. However, the fitting degrees of these six models were all less than 0.4,
indicating that these three estimation methods were not able to explain causality effectively.
In addition, if the explanatory variables are endogenous, the FGLS method, the FE method,
and the RE method may lead to inconsistencies in parameter estimations. Therefore, in
order to effectively overcome the endogeneity problem, we used the system generalized
method of moments (SYS-GMM) to estimate the models by introducing instrumental
variables. The difference generalized method of moments (DIFF-GMM) was also used to
ensure that the regression results were robust. The estimation results of the DIFF-GMM
method and SYS-GMM method are shown in columns 7 and 8 and columns 9 and 10
of Table 3, respectively. It should be noted that the AR tests, which are used to test the
autocorrelation of the residual term, showed that there was a first-order autocorrelation
but there was no evidence of a second-order autocorrelation. Meanwhile, the Hansen over-
identification tests, which are usually adopted to examine the validity of the instrumental
variables, indicated that the null hypothesis cannot be rejected; namely, the instrumental
variables were jointly effective. Therefore, the specifications of the dynamic panel data
models in this study are reasonable.
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Table 3. The regression results of impact of environmental regulation on GTFP for full samples.

Variable
FGLS FE RE DIFF-GMM SYS-GMM

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)

lnER
−0.0386

***
(0.0146)

−0.0377
***

(0.0141)

−0.0782
**

(0.0393)

−0.0708 *
(0.0389)

−0.0765 *
(0.0400)

−0.0685 *
(0.0395)

−0.0556
***

(0.0217)

−0.0578 **
(0.0275)

−0.0749
**

(0.0354)

−0.0950 **
(0.0424)

(lnER)2 0.0038
(0.0037)

0.0045
(0.0037)

0.0076
(0.0091)

0.0068
(0.0089)

0.0063
(0.0092)

0.0066
(0.0089)

0.0097 *
(0.0057)

0.0116 *
(0.0070)

0.0100 *
(0.0072)

0.0155 *
(0.0094)

lnGT 0.0930 ***
(0.0142)

0.0504 *
(0.0316)

0.0512 **
(0.0222)

0.1277 ***
(0.0432)

0.0269 *
(0.0146)

lnRD 0.0691 ***
(0.0132)

0.0726 ***
(0.0144)

0.1025 ***
(0.0296)

0.1114 ***
(0.0270)

0.1077 ***
(0.0256)

0.1051 ***
(0.0239)

0.0831 ***
(0.0306)

0.1232 ***
(0.0389)

0.0924 ***
(0.0290)

0.0742 ***
(0.0265)

lnFDI −0.0028
(0.0120)

−0.0043
(0.0108)

0.0117
(0.0203)

0.0084
(0.0202)

0.0142
(0.0183)

0.0082
(0.0192)

0.0232
(0.0177)

0.0153
(0.0191)

0.0188
(0.0149)

0.0120
(0.0133)

lnEX −0.0019
(0.0144)

−0.0160
(0.0164)

0.0173
(0.0304)

0.0105
(0.0290)

0.0152
(0.0234)

0.0025
(0.0221)

0.0049
(0.0161)

0.0299
(0.0267)

−0.0224 *
(0.0142)

−0.0367 *
(0.0194)

ln(K/L) 0.0557 ***
(0.0178)

−0.0046
(0.0179)

−0.0763
**

(0.0280)

0.0365
(0.0463)

−0.0661
**

(0.0262)

0.0358
(0.0326)

0.0422 *
(0.0240)

−0.0278
(0.0425)

−0.0458
***

(0.0170)

−0.0550
***

(0.0166)

L.lnGTFP 0.3794 ***
(0.1147)

0.2735 ***
(0.1030)

0.6613 ***
(0.0980)

0.6381 ***
(0.1041)

Inflection
point 5.0789 4.1889 5.1447 5.2058 6.0714 5.1894 2.866 2.491 3.745 3.065

R2 0.0955 0.0956 0.3799 0.3952 0.3790 0.3747
AR (1) 0.0340 0.0469 0.0332 0.0299
AR (2) 0.4499 0.6814 0.4249 0.4253

Hansen 0.1062 0.1726 0.1811 0.1579
Observations 450 450 450 450 450 450 450 450 450 450

Note: standard errors in parentheses. ***, **, and * represent mean significance at the 1%, 5%, and 10% levels,
respectively.

Firstly, the coefficients of the first-order lag term of GTFP were all significantly positive
at the 1% level in Models (7)–(10), showing that the growth of GTFP is a dynamic accumu-
lation process with significantly positive feedback and path dependency. The SYS-GMM
estimation results of the environmental regulation showed that the coefficients of the linear
term of environmental regulation were all significantly negative, while the coefficients
of the quadratic term were significantly positive, indicating that there is a nonlinear U-
shaped relationship between environmental regulation and GTFP. As a comparison, the
DIFF-GMM estimation results showed that the regression results were robust. Therefore,
Hypothesis 1 (H1) is verified. The feasible explanation for this nonlinear relationship is
that when environmental supervision is less strict, the pollution control costs and the
extensive production are higher, and the green economic efficiency is lower. However, with
the improvement of environmental regulation stringencies, enterprises must continue to
increase environmental investment to carry out green technology innovation, which will
gradually compensate for the compliance costs and contribute to green productivity in the
long term. Furthermore, taking Model (10) as an example, the inflection point value of
environmental regulation is 3.065, which is greater than the mean level of 2.259, shown in
Table 1, indicating that the intensity of environmental regulation in China is still located on
the left side of the U-shaped curve, meaning that the promotional effect of environmental
regulation on GTFP has not been achieved fully.

Secondly, the coefficients of governance transformation were all positive and signifi-
cant in Model (8) and Model (10), showing that governance transformation can promote
the improvement of GTFP. Hypothesis 2 (H2) is, thus, verified. The possible explanation
for this is that with the establishment and improvement of the socialist market economic
system, the market-oriented governance transformation plays an increasingly important
role in the efficiency of the resource allocation among enterprises. Therefore, resources
will flow into high efficiency enterprises over time, which contributes to the enhancement
of the internal production efficiency of enterprises by the specialized division of labor
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and the adoption of advanced green technology. This will then improve the overall green
productivity of the whole society in the long term.

Finally, among the control variables, the coefficients of R&D investment were sig-
nificantly positive, showing that R&D investment can promote the growth of GTFP. The
credible explanation for the result is that the increase in R&D investment is beneficial
to the enhancement of the innovation capacity of enterprises through the promotion of
technological progress, thus improving production efficiency. The coefficients of FDI were
always positive but not significant, indicating that FDI cannot significantly improve GTFP.
This is due to the fact that local governments pay more attention to the quantity of FDI
but ignore the quality of FDI. As a result, the introduction of foreign-invested enterprises
with a high production efficiency and green technology is insufficient, which affects the
improvement of regional productivity. However, export trade dependence and the factor
endowment structure have a negative impact on GTFP. The conceivable explanation is
that the low-level export product quality and the unreasonable resource allocation models
hinder the transformation of the extensive economic development characterized by high
input, high emissions, and low efficiency and, thus, inhibit the growth of GTFP.

4.4. The Analysis of Regional Heterogeneity Results

Although the regression results of the full sample show a nonlinear U-shaped rela-
tionship between environmental regulation and GTFP, governance transformation can
improve GTFP. Due to China’s vast territories and the differences in the level of economic
development among regions, whether the benchmark regression results are still tenable
in different regions is, therefore, unknown. In order to solve this problem, the study
divided the full sample into three sub-samples according to geographical locations and
economic characteristics, which are the eastern region, the central region, and the western
region. Then, we used the SYS-GMM method to estimate three sub-samples. The results
are presented in Table 4.

The regression results of Models (1)–(6) in Table 4 show that the effects of environmen-
tal regulation on GTFP have regional differences. Specifically, the U-shaped relationship
between environmental regulation and GTFP was significant in the eastern and western
regions, but it was uncertain in the central region. The reasons can be summarized into
three aspects. Firstly, cities in the eastern region have established third-party pollution
control mechanisms and have obtained remarkable achievements. Compared to the other
regions, industrial enterprises in the eastern region are more adaptable to stricter envi-
ronmental standards. Secondly, following the findings by Song et al. [49], government
subsidies will impair the positive effect of environmental regulation on technological in-
novation. In the central region, the R&D activities of environmental control are heavily
dependent on government investments, so that the enterprise benefits from technological
innovation investment are not enough to compensate for the additional production costs
caused by environmental regulation. In addition, in order to stimulate economic devel-
opment, local governments compete to set lower environmental regulatory standards to
attract investment projects. For this reason, environmental regulation policies become a
mere formality. Thirdly, in the western region, owing to the relatively backward economic
development level, many enterprises are able to receive more favorable policies under the
national implementation of the Western Development Strategy. With the strengthening of
environmental regulation, more green funds provided by local governments are used to
support enterprises to carry out green technology innovations, which improves the green
production efficiency in the long term.
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Table 4. Regression results of different regions with SYS-GMM.

Variable
Eastern Region Central Region Western Region

(1) (2) (3) (4) (5) (6)

lnER −0.0309 *
(0.0168)

−0.0304 *
(0.0199)

−0.0250
(0.0360)

−0.0410
(0.0419)

−0.1949 ***
(0.0640)

−0.2207 ***
(0.0571)

(lnER)2 0.0057
(0.0051)

0.0089 *
(0.0051)

−0.0099
(0.0106)

0.0104
(0.0103)

0.0289 **
(0.0131)

0.0336 ***
(0.0131)

lnGT 0.0202 **
(0.0092)

0.0621 ***
(0.0176)

0.0215 *
(0.0141)

lnRD 0.0772 **
(0.0352)

0.0380 **
(0.0170)

0.0303 **
(0.0137)

0.0285
(0.0286)

0.0829 **
(0.0364)

0.0849 *
(0.0522)

lnFDI 0.0566 **
(0.0266)

0.0387 ***
(0.0113)

0.0008
(0.0107)

−0.0074
(0.0150)

0.0059
(0.0100)

0.0104
(0.0117)

lnEX −0.0501 *
(0.0261)

−0.0510
*** (0.0187)

−0.0089
(0.0089)

0.0484 ***
(0.0169)

0.0110
(0.0111)

-0.0074
(0.0148)

ln(K/L) −0.0557 *
(0.0335)

−0.0389 **
(0.0188)

−0.0117
(0.0187)

0.0104
(0.0137)

−0.0200 *
(0.0110)

−0.0377 **
(0.0189)

L.lnGTFP 0.8112 ***
(0.0837)

0.8520 ***
(0.0609)

0.8335 ***
(0.0913)

0.7040 ***
(0.0807)

0.2630 **
(0.1369)

0.2151 **
(0.1164)

Inflection
point 2.7105 1.7079 — — 3.3720 3.2842

AR(1) 0.0133 0.0129 0.0430 0.0411 0.0820 0.0985
AR(2) 0.7593 0.7951 0.2102 0.2336 0.3001 0.3265

Hansen 0.1015 0.1258 0.2136 0.1300 0.5730 0.4749
Observations 165 165 120 120 165 165

Note: Standard errors in parentheses. ***, **, and * represent mean significance at the 1%, 5%, and 10% levels,
respectively. The eastern region consists of Liaoning, Hebei, Tianjin, Beijing, Shandong, Jiangsu, Shanghai,
Zhejiang, Fujian, Guangdong, and Hainan. The central region consists of Heilongjiang, Jilin, Shanxi, Anhui,
Jiangxi, Henan, Hubei, and Hunan. The western region consists of Shanxi, Gansu, Ningxia, Qinghai, Xinjiang,
Sichuan, Yunnan, Guangxi, Guizhou, Chongqing, and Inner Mongolia.

Meanwhile, the regression coefficients of governance transformation in the eastern
region, central region, and western region were 0.0202, 0.0621, and 0.0215, respectively,
indicating that the promotional effect of governance transformation on GTFP in the central
region is greater than that in the eastern region and western region. Because of the imple-
mentation of the Central Rise Policy, the state and the local governments have issued a
series of policies to promote economic development, which stimulates the development
of private enterprises in the central region. Under such circumstances, market-oriented
governance transformation can effectively strengthen the efficiency of resource allocation
among enterprises, which inspires the vitality of private enterprises with a high efficiency
and promotes the realization of radical innovation, as well as improving the production
efficiency in this region [44,46].

In addition, the influence of other control variables on GTFP also present regional
differences. For example, the regression coefficients of export trade dependence in the
eastern region were significantly negative, while those in the central and western regions
were not significant. The regression coefficients of the factor endowment structure were
significantly negative in the eastern and western regions, while those in the central region
were not significant. The regression coefficients of FDI were significantly positive in the
eastern region, while those in the central and western regions were not significant, mainly
because the quality of FDI introduced in the eastern region is improved constantly and
GTFP is also promoted. Moreover, the impact of R&D investment on GTFP in all regions
was significantly positive, indicating that R&D investment contributes to the enhancement
of enterprise innovation capacities, as well as improved production efficiency over time.

4.5. The Analysis of the Robustness Test Results

In order to ensure the reliability and validity of the baseline regression results, this
paper used four ways to perform robustness tests. First, we used the dynamic panel thresh-

505



Int. J. Environ. Res. Public Health 2022, 19, 1312

old model to estimate the full sample. To be specific, according to the threshold variable,
namely, the level of environmental regulation, the full sample was classified into a high
group and a low group. The SYS-GMM method was then used to estimate the two groups
simultaneously. Second, we adjusted the measurement pattern of environmental regulation.
Specifically, the ratio of the total investment of industrial pollution control to the operating
costs of industrial enterprises was selected as a substitute variable for environmental reg-
ulation. Then, the regression analysis was based on the adjusted full sample data. Third,
the two-step SYS-GMM method was used to estimate the full sample. Compared with the
one-step SYS-GMM, the two-step SYS-GMM can improve the estimation efficiency, as the
weight matrix of the instrumental variables can be modified by the residual matrix of the
one-step SYS-GMM. Fourth, we adjusted the sample interval for estimation. Specifically,
the samples in 2003 and 2017 were excluded to eliminate the impact of the sample time
selection on the estimation results. Thus, the provincial panel data from 2004 to 2016 were
used for the re-estimation. The robustness test results are shown in Table 5.

Table 5. Robustness test results of impact of environmental regulation on GTFP.

Variable

Panel Threshold Model Replacing ER Variable Two-step SYS-GMM Adjusting Sample Interval

(1)Low
Group

(2) High
Group

(3) (4) (5) (6) (7) (8)

lnER −0.0564 **
(0.0274)

0.1727 *
(0.1003)

−0.0768 **
(0.0354)

−0.1023 **
(0.0540)

−0.1811 **
(0.0874)

−0.1487 **
(0.0715)

−0.0818 **
(0.0356)

−0.1404 **
(0.0666)

(lnER)2 0.0096 *
(0.0066)

0.0159 *
(0.0085)

0.0322 *
(0.0181)

0.0269 **
(0.0141)

0.0133 *
(0.0080)

0.0262 *
(0.0147)

lnGT 0.1450 ***
(0.0473)

0.1107 **
(0.0547)

0.0265*
(0.0149)

0.0513 **
(0.0247)

0.0103
(0.0144)

lnRD 0.1682 ***
(0.0462)

0.1093 **
(0.0504)

0.0923 ***
(0.0297)

0.0751 **
(0.0277)

0.1030 **
(0.0436)

0.0864 *
(0.0470)

0.0866 **
(0.0389)

0.0901 **
(0.0470)

lnFDI 0.0209
(0.0326)

0.0107
(0.0367)

0.0206
(0.0151)

0.0144
(0.0135)

0.0092
(0.0171)

0.0019
(0.0146)

0.0388
(0.0367)

0.0346
(0.0281)

lnEX −0.1595 ***
(0.0579)

−0.1899 ***
(0.0567)

−0.0224
(0.0149)

−0.0367 *
(0.0197)

−0.0116
(0.0111)

−0.0351
(0.0275)

−0.0414
(0.0275)

−0.0429 **
(0.0184)

ln(K/L) −0.1937 ***
(0.0589)

−0.2215 **
(0.0891)

−0.0443 **
(0.0179)

−0.0525 ***
(0.0166)

−0.0313
(0.0295)

−0.0339 *
(0.0207)

−0.0350 **
(0.0176)

−0.0418 ***
(0.0142)

L.lnGTFP 0.3303 **
(0.1586)

0.6457 ***
(0.1174)

0.5854 ***
(0.1405)

0.6369 ***
(0.1046)

0.5716 ***
(0.1152)

0.5569 ***
(0.1286)

0.7413 ***
(0.1275)

0.7233 ***
(0.1485)

Inflection
point 3.150 (threshold value) 4.000 3.217 2.812 2.764 3.0752 2.6794

AR (1) 0.0078 0.0317 0.0280 0.0259 0.0194 0.0588 0.0454
AR (2) 0.1964 0.4294 0.4192 0.4346 0.3971 0.3303 0.3166

Hansen 0.6852 0.1922 0.3304 0.2441 0.2910 0.1224 0.4002
Observations 450 450 450 450 450 390 390

Note: Standard errors in parentheses. ***, **, and * represents mean significance at the 1%, 5%, and 10% levels,
respectively.

Columns 1 and 2 in Table 5 report the results of the panel threshold regression model,
indicating that there is a nonlinear U-shaped relationship between environmental regulation
and GTFP. Specifically, when the level of environmental supervision is lower than the
threshold value (3.15), environmental regulation inhibits the growth of GTFP. If the level
of environmental supervision is greater than 3.15, environmental regulation can facilitate
the improvement of GTFP. Furthermore, the coefficients of governance transformation
were both significantly positive in the low and high groups. Columns 3 and 4 in Table 5
show the regression results when the measurement of environmental regulation is replaced,
demonstrating that the coefficients of the quadratic term of environmental regulation
were positive and significant, confirming the nonlinear U-shaped relationship between
environmental regulation and GTFP. The coefficients of governance transformation were
significantly positive. Columns 5 and 6 in Table 5 show the estimation results of the two-
step SYS-GMM, illustrating that the relationship between environmental regulation and
GTFP is nonlinear and U-shaped. The coefficients of governance transformation were
also significantly positive. Columns 7 and 8 in Table 5 report the regression results of
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adjusting the sample interval, indicating that the nonlinear U-shaped relationship between
environmental regulation and GTFP exists. The coefficients of governance transformation
were positive. In addition, the regression results of the four robustness tests showed that
the signs and significance of the coefficients of other control variables were consistent with
the baseline empirical results. In conclusion, the robustness tests verified the existence
of the nonlinear U-shaped relationship between environmental regulation and GTFP and
that governance transformation can promote the growth of GTFP. Thereby, the baseline
regression results of this study are robust and reliable.

4.6. Further Discussion

With the deepening of the socialist market economic reform, the role of the market
mechanism in resource allocation has been increasingly strengthened. In essence, gov-
ernance transformation reflects a market-oriented resource allocation reform, indicating
that the governance model is changing from an administrative governance to an economic
governance. Regarding the increasingly serious environmental problems, it is unknown if
the market-oriented governance transformation can improve the effect of environmental
regulation on GTFP and if the governance transformation can facilitate the realization of
the Porter hypothesis and its influencing mechanisms. In order to solve these problems,
the interaction term between governance transformation and environmental regulation
was added into the model to investigate the influence of governance transformation on the
Porter hypothesis. The regression results are shown in Table 6.

Table 6. The regression results of impact of governance transformation on the Porter hypothesis.

Variable
SYS-GMM DIFF-GMM

(1) (2) (3) (4) (5) (6) (7) (8)

lnER −0.2481 ***
(0.0654)

−0.2732 ***
(0.0730)

−0.3034 ***
(0.0872)

−0.2756 ***
(0.0777)

−0.2258 ***
(0.0670)

−0.2498 ***
(0.0649)

−0.2408
(0.1884)

−0.5657 ***
(0.2176)

(lnER)2 0.0155 *
(0.0092)

0.0148 *
(0.0085)

0.0153 *
(0.0085)

0.0151 **
(0.0077)

0.0135 **
(0.0072)

0.0142 *
(0.0080)

0.0189 *
(0.0101)

0.0325 **
(0.0148)

lnGT 0.0178 ***
(0.0052)

0.0078
(0.0053)

0.0273 **
(0.0137)

0.0329 **
(0.0127)

0.0089
(0.0180)

0.0982 **
(0.0500)

lnER*lnGT 0.0182 ***
(0.0060)

0.0212 ***
(0.0063)

0.0236 ***
(0.0074)

0.0226 ***
(0.0065)

0.0165 ***
(0.0057)

0.0187 ***
(0.0048)

0.0295*
(0.0165)

0.0444**
(0.0180)

lnRD 0.0615 ***
(0.0191)

0.0785 ***
(0.0244)

0.0809 ***
(0.0218)

0.0828 ***
(0.0250)

0.0879 ***
(0.0285)

0.1319 ***
(0.0441)

0.1316 ***
(0.0494)

lnFDI 0.0250 *
(0.0138)

0.0203
(0.0158)

0.0016
(0.0143)

0.0027
(0.0140)

0.0149
(0.0175)

0.0179
(0.0179)

lnEX 0.0102
(0.0156)

−0.0183
(0.0229)

−0.0109
(0.0158)

0.0385
(0.0255)

0.0364
(0.0240)

ln(K/L) −0.0428 **
(0.0209)

−0.0392 **
(0.0176)

−0.0178
(0.0464)

−0.0075
(0.0485)

L.lnGTFP 0.6306 ***
(0.0928)

0.5937 ***
(0.0999)

0.5738 ***
(0.0948)

0.5801 ***
(0.0867)

0.5852 ***
(0.0910)

0.5831 ***
(0.0894)

0.1862 *
(0.1106)

0.2348 *
(0.1233)

AR (1) 0.0434 0.0363 0.0296 0.0354 0.0389 0.0373 0.0221 0.0129
AR (2) 0.4082 0.4200 0.4027 0.4238 0.4369 0.4363 0.8091 0.5174

Hansen 0.3387 0.5999 0.5471 0.5183 0.3637 0.4029 0.1211 0.1461
Observations 450 450 450 450 450 450 450 450

Note: Standard errors in parentheses. ***, **, and * represent mean significance at the 1%, 5%, and 10% levels,
respectively.

The estimation results reported in columns 1–8 show that the coefficients of the
interaction term between governance transformation and environmental regulation are sig-
nificantly positive, indicating that, with the improvement of the environmental regulation
intensity, governance transformation plays an increasingly important role in promoting the
growth of GTFP. In other words, governance transformation can accelerate the realization
of the improvement effects of environmental regulation on GTFP. Hypothesis 3 (H3) is,
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thus, verified. The reason for the result is probably that as market plays an increasingly
important role in resource allocation, the efficiency of resource allocation among enterprises
can be improved, which contributes to the inspiration of the innovative enthusiasm of
private enterprises in the face of stricter environmental regulations. Radical innovation can,
therefore, be realized quickly, and this will promote productivity over the long term. In
addition, the signs and significance of the coefficients of environmental regulation, gover-
nance transformation, and the other control variables are also consistent with the baseline
regression results.

5. Conclusions

How to protect the ecological environment and promote high-quality economic devel-
opment has gradually become a research hotspot in recent years. Under such circumstances,
this paper uses the GML method to measure the GTFP of 30 provinces in China from 2003 to
2017 and investigates the impact and mechanisms of environmental regulation on GTFP by
using a dynamic panel model and the SYS-GMM method. The main conclusions are drawn
as follows. First, under the dual pressures of severe resource constraints and environmental
protection, GTFP is an accurate and meaningful indicator of the measurement of the level
of economic development. Second, there is a nonlinear U-shaped relationship between
environmental regulation and GTFP, indicating that the Porter hypothesis is verified in
China. Most notably, the intensity of environmental regulation is still located on the left
side of the U-shaped curve, which means that the promotional effect of environmental
regulation on GTFP has not yet been realized fully. Meanwhile, the nonlinear U-shaped
relationship shows significant regional differences. It is the western region that presents
the highest level of significance, followed by the eastern region, but it is insignificant in
the central region. Third, governance transformation can significantly improve GTFP by
promoting enterprise technological innovation. Fourth, governance transformation can
accelerate the realization of the Porter hypothesis by inspiring the innovation enthusi-
asm of private enterprises. In other words, governance transformation contributes to the
achievement of the realization of the improvement effects of environmental regulation on
GTFP. Moreover, R&D investment can significantly improve GTFP, while the impacts of
export trade dependence and the factor endowment structure on GTFP are negative and
significant. The influence of FDI on GTFP is insignificant.

In order to uphold the guidance of green development and to promote high-quality
economic development by preserving the ecological environment, based on the above
conclusions, we propose the following policy recommendations.

Firstly, China should firmly hold the conviction that lucid waters and lush mountains
are invaluable assets and should always adhere to an ecological priority and green devel-
opment. Specifically, the Chinese government should closely monitor energy conservation,
emission reductions, and ecological environment protection, as well as optimizing the
ecological environment of factor allocation and enhancing the value creativity of factor
resources, such as labor, capital, and energy. Meanwhile, the state and local governments
should formulate a diversified green government performance appraisal system, especially
for the official promotion evaluation mechanism, in which the weight of environmental in-
dicators should be considered. Moreover, local governments should strengthen exchanges
and cooperation in environmental governance and should establish inter-jurisdiction joint
preventions and control coordination mechanisms to improve the ecological environment.

Secondly, the Chinese government should establish a long-term, institutionalized, and
standardized environmental regulation policy system that is coordinated with regional
economic development as soon as possible. To be specific, the central government should
further strengthen the overall planning of environmental regulation across regions and
establish a coordinated and unified environmental supervision system, such as setting up
an inter-regional transfer payment system characterized by an ecological compensation
mechanism. At the same time, the government should vigorously expand environmental
regulation tools and comprehensively use legal, economic, technical, and administrative
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means to establish a fair and diverse environmental regulation tool system. In addition,
the state and local governments should enhance the coordination between regional envi-
ronmental policies and regional economic development policies, as well as implementing
flexible and differentiated environmental regulation policies to improve the effectiveness
of environmental regulation over time.

Thirdly, China should strive to create a fair and trustworthy market environment
and give full play to the decisive role of the market in resource allocation. Specifically,
the government should accelerate the market-oriented reform of the factor price in the
capital market, labor market, and land market, as well as improving the transparency of
market transactions to eliminate the factor price distortion. Meanwhile, the government
should strengthen anti-monopoly policies, reduce entry constraints to monopoly industries,
and promote the reform of the profit distribution systems of state-owned enterprises. In
addition, the government should avoid excessive intervention in the economy, eliminating
the differential treatment in credit supplies, interest rates, and market access, as well as
improving the official administrative efficiency and public service levels.

Finally, in order to realize the green development of China’s economy, we should
use the coordination effect of technological innovation, FDI, trade openness, and factor
endowment. Specifically, (1) the state and local governments should increase their invest-
ment in R&D and should provide financial support for green technology innovation by
setting up green development funds. In particular, the government should improve the
incentive mechanisms for the commercialization of technological innovation achievements.
(2) In order to fully exploit the spillover effect and pollution halo effects of FDI, the local
governments should transform the FDI attraction mode from quantity to quality to attract
high-quality technological FDI and green FDI based on local economic development cir-
cumstances. (3) China should continue to expand and optimize the foreign trade structure.
It is important to accelerate the transition of the export trade from quantity to quality,
such as reducing the proportion of export volume in low value-added and high pollution
industries. Meanwhile, the import volume of new technologies, especially the green tech-
nologies, should be enlarged. (4) China should improve the factor market allocation and
promote the free flow of capital, labor, and other factors. For example, the government
should strengthen financial marketization reforms to effectively reduce the capital cost for
enterprises and to deepen the Hukou (household registration) system reform to optimize
labor allocations between urban and rural areas.

Limitations and Outlook

This paper mainly explores the impact of environmental regulation on China’s regional
green development from the governance transformation perspective. Although this study
provides valuable insights, it still has certain limitations, which could also be directions
for future research. First, owing to the difficulty in collecting relevant data, the sample
period of this paper spanned from 2003 to 2017. Specifically, when calculating the GTFP
growth of China’s 30 provinces, the data of these variables, such as gross industrial output,
industrial sulfur dioxide, and industrial sewage emissions, were only updated to 2017.
The index of environmental regulation, namely, the amount of industrial pollution control
investment, lacks the data for 2018 in all provinces. If additional data had been available,
the conclusions would be richer and more reliable. Future research can make progress on
data expansion. Second, while this study investigates the nonlinear relationship between
environmental regulation and GTFP in an empirical analysis, its driving mechanism and
dynamic evolutionary paths have not been clearly explored, which is limited by sample
data acquisition. Therefore, the follow-up studies can attempt to establish theoretical
models (e.g., the dynamic stochastic general equilibrium model), which could be used
to describe the dynamic transmission mechanisms of environmental regulation and gov-
ernance transformation on GTFP, as well as providing a sound theoretical basis for the
empirical results of this paper. Third, the dynamic panel GMM model used in this paper
ignores the spatial effects of environmental regulation. However, due to the externality
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of environmental pollution, there are obvious imitation behaviors and strategic games
in inter-regional environmental regulation, which inevitably engenders spatial spillover
effects. In the future, we plan to divide environmental regulation into administrative
environmental regulation and market-based environmental regulation. This will enable the
construction of a dynamic spatial panel GMM model to investigate the direct and indirect
effects of different types of environmental regulation on GTFP. Finally, this study uses
provincial-level data, and its availability is limited. To be specific, due to the remarkable
differences in economic development levels across different cities within a province, it is
meaningful and reasonable to explore the relationship among environmental regulation,
governance transformation, and the GTFP for different regions when city-level data are
available in the future. Specifically, the use of city-level data can not only control the poten-
tial heterogeneity across cities within a province, but it can also enhance the credibility due
to the significant expansion of the sample size.
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Abstract: The introduction of carbon fiber plate shoes has triggered a plethora of world records in
running, which has encouraged shoe industries to produce novel shoe designs to enhance running
performance, including shoes containing conductor elements or “grounding shoes” (GS), which
could potentially reduce the energy cost of running. The aim of this study was to examine the
physiological and perceptual responses of athletes subjected to grounding shoes during running.
Ten elite runners were recruited. Firstly, the athletes performed an incremental running test for
VO2max and anaerobic threshold (AT) determination, and were familiarized with the two shoe
conditions (traditional training shoe (TTS) and GS, the latter containing a conductor element under
the insole). One week apart, athletes performed running economy tests (20 min run at 80% of the
AT) on a 400 m dirt track, with shoe conditions randomized. VO2, heart rate, lactate, and perceived
fatigue were registered throughout the experiment. No differences in any of the physiological or
perceptual variables were identified between shoe conditions, with an equal running economy in
both TTS and GS (51.1 ± 4.2 vs. 50.9 ± 5.1 mL kg−1 min−1, respectively). Our results suggest that a
grounding stimulus does not improve the energy cost of running, or the physiological/perceptual
responses of elite athletes.

Keywords: earthing; environmental physiology; running performance; running economy; shoe
technology; grounding

1. Introduction

During the past five years, shoe designs have experienced a great technological
revolution, which has been accompanied by a plethora of world records in all long-
distance running events (i.e., from 5000 m to marathons, in both male and female athletes).
Joyner et al., recently suggested that the factors potentially explaining the recent records
in long-distance running are the physiological and training factors, in addition to shoe
technology and drafting [1]. However, the abrupt drop in world records across all distances
since 2017 suggests that shoe technology has a major contribution when compared to the
other factors (i.e., training methods, the physiology of athletes, and drafting are factors that
have not substantially changed in the last 5 years) [2].
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The most popular shoe technology for road running includes a carbon fiber plate (CFP)
within the sole, a light and highly reactive foam, and a stack up to 40 mm in thickness. This
technology has been shown to reduce the energy cost of running during a fixed exercise
intensity (traditionally between 14 and 18 km h−1) by approximately 4%, when compared
to non-CFP shoes [3–5]. This improved running economy (RE) seems to be elicited by
an increase in energy return caused by the action of passive elastic recoil, which in turn
increases stride length and contact times, reduces step frequencies, and slightly increases
the peak forces upon ground contact, when compared to non-CFP shoes [3,6,7].

The great popularity and effectiveness of CFP shoes has encouraged the shoe industry
to explore new forms of shoe designs to optimize both health and performance during
running. The implementation of “grounding” in humans purports to take advantage of the
prolonged contact between an individual and the ground, and the potential transmission of
energy between the two. Previous research states that the “direct contact of humans with
the earth or using a metal conductor changes the electric potential on the surface of the body,
as well as within the entire human organism” [8]. While the etiology of this potential effect
is difficult to explain from a biophysiological perspective, previous findings have shown
that the direct contact of an individual with the ground may reduce inflammatory processes,
mood, pain, and stress at rest [9–11] and during exercise [8,9], with some studies suggesting
that grounding technology may have a medical application. For example, previous research
has suggested that the implementation of grounding is beneficial for mood, and may be
especially beneficial in cases of depression, anxiety, stress, and trauma [11,12].

In relation to the existing research on grounding and exercise, an informative pilot
study examined the effects of grounding on muscle physiology in response to exercise-
induced muscle damage, and observed faster muscle recovery times under the grounding
condition compared to the placebo [13]. The same group performed a more comprehensive
follow-up study [14], observing that grounding significantly reduced creatine kinase (CK)
levels 24 h post-exercise when compared to the placebo, suggesting that grounding may
reduce acute muscular damage post-exercise. Following these early studies on grounding
and muscle damage, a further study focused on the impact that this technology may
have during aerobic exercise [8]. Sokal et al. claimed that the indirect contact of cyclists
with the ground (through a metal conductor) while exercising elicited an increase in
the electrical potential of the body when compared to those in the control group (not
grounded). This study further reported that the observed increase in electrical potential
with was accompanied by a greater decrease in blood urea concentrations during and after
a 30 min cycling test at 50% of VO2max, indicating, according to the authors, a decreased
physiological stress [8]. While these previous studies showed a benefit of grounding on
the muscle recovery and physiological stress of healthy subjects in response to different
modes of exercise (i.e., resistance training and cycling), the impact of this technology while
running is unknown.

Given the imminent introduction of grounding technology in running shoes, and the
absence of rigorous scientific evidence of its effects, adding conductor elements within the
shoe and employing a well-controlled experimental design, would allow for the assessment
of any putative effects of this technology (i.e., grounding technology in running shoes)
during running. This is especially important given the recent controversy that novel shoe
technologies are negatively impacting the integrity and fairness within sport [2,15]. A
recent critical review [2] highlighted how novel shoe designs are revolutionizing the world
of sport, as numerous National, European, World, and Olympic records have been broken
over an extraordinarily short time period (i.e., since the introduction of CFP shoes). In
addition to this controversy, there is a lack of well-controlled and rigorous studies in the
field that focus on the impact of shoe designs on running performance [2], which makes
the true performance benefits of certain shoe technologies difficult to determine.

Considering the reduced physiological stress and muscle damage witnessed in subjects
while performing other physical activities (i.e., strength exercises and cycling), it is impor-
tant to examine the impact of grounding on the physiological and perceptual responses to
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running, especially considering the interest of shoe companies in incorporating grounding
technology into running shoes, and the potential fairness/integrity issues that may result if
a performance benefit is demonstrated. Therefore, the main aim of the present study was
to compare the RE and physiological stress of well-trained runners while running in either
grounding shoes (GS) or traditional training shoes (TTS).

2. Materials and Methods

2.1. Participants

Ten highly-trained male runners (age = 27 ± 7 years; weight = 64.6 ± 6 kg;
height = 176.3 ± 5.4 cm) were recruited for the present study. Upon recruitment, all
subjects received and signed an informed consent form in order to participate in the study.
Subjects were required to meet the following inclusion criteria: (1) to train a minimum of
50 km week−1, (2) to have a personal best under 35:00 min:s in 10 km or 17:30 min:s in
5 km, (3) to be healthy and without any musculoskeletal injury.

2.2. Procedures

The present study design required runners to visit either the laboratory or the track
on two occasions, both separated by a period of 7 days to avoid any residual fatigue. Visit
1 included a VO2max test, ventilatory threshold determination, and shoe familiarization
in the laboratory; Visit 2 included 20 min RE tests at 80% of the anaerobic threshold, on
a 400 m dirt track, with the order of the two shoe conditions randomized (Figure 1). A
dirt track was selected over a traditional synthetic PU rubber track to avoid any material
interference between the ground and the athlete. The present study was approved by the
Ethics Committee of Aragon (CEICA, num. 17/2021).

2.3. Shoe Conditions

Two shoe conditions were tested: the traditional training shoe (TTS) and the grounding
shoe (GS), with these being visually identical as shown in Figure 1. Shoes with grounding
potential contained a conductor element around the insole, and aimed to diminish the
physiological stress experienced by the athlete during running as they run in closer contact
with the ground. The insulation and thermal permeability of the shoes were considered
similar, given that the same material was used for both experimental and non-experimental
shoes, with the exception of the conductor element. Both uppers consisted of the same
knitted textile, produced and supplied at the same time for both types of shoe (Figure 1).
The GS upper included a textile webbing containing yarn that encouraged electrical charge
to flow through the material. The material was stitched into the collar area, and ran
through the midsole to connect with the rubber on the outsole that contacts the ground.
The TTS outsole included conventional rubber, while the GS outsole included rubber that
encouraged the flow of electrical charge. The manufacturers labelled the shoes with a
number in red or blue according to the two shoe conditions, and this setting was used by
the research team to keep the study design double-blinded (See Figure 1). Additionally,
as each athlete may have become subjectively biased during the familiarization trial, all
blue/red labels were obscured with tape in Visit 2. All athletes had their own pair of shoes
for each shoe condition.

2.4. Visit 1. Maximal Oxygen Uptake and Ventilatory Threshold Determination

On the first day, athletes were subjected to a skin temperature test and a SARS-CoV-2
antigen test, in order to participate in this study. Upon testing negative, informed consent
was signed by all participants, and medical history and pre-participation screening was
also completed. The laboratory assessments performed during the first day included:

Anthropometric and body composition assessments. The parameters measured were
as follows: weight, height, height from sitting position, foot length, calf circumference and
fold, and thigh circumference and fold. Percent body fat, muscle mass, and bone mass were
assessed with a DXA scan (Hologic Corp., Bedford, MA, USA). Body fat, body water, and
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muscle mass were also assessed via bioimpedance (TANITA BC 780-S MA, Tanita Corp.,
Tokyo, Japan).

 

Figure 1. Image of the right grounding shoe (A) and traditional training shoe (B) for one of the
elite athletes.

Maximal aerobic capacity test. All subjects were previously familiarized with VO2max
testing. Prior to the VO2max test, subjects laid down for 5 min, and resting electrocar-
diograms and blood pressure tests were performed and assessed by experienced medical
doctors to ensure athletes did not have any cardiological issues. Participants breathed
through a low dead space mask, with air sampled at 60 mL min−1. Before each test,
two-point calibrations of the gas sensors were completed, using a known gas mixture
(16% O2 and 5% CO2) and ambient air. Ventilatory volume was calibrated using a 3 L
(±0.4%) syringe. Firstly, subjects performed a self-paced warm-up, and prior to the com-
mencement of the test, subjects were instrumented with a portable metabolic analyzer
(Cosmed K5, Cosmed Srl, Rome, Italy) and a heart rate device (Polar H10, Polar Electro,
Kempele, Finland). A short-ramp incremental protocol was used (i.e., 13–16 min) as this has
been shown to be the most appropriate assessment for identifying individual physiological
events in well-trained runners [16–18]. The protocol consisted of a 3 min run at 10 km h−1

and a 1% gradient on a treadmill (h/p/cosmos, Nussdorf—Traunstein, Germany), followed
by increases of 1 km h−1 min−1 until volitional exhaustion. Heart rate was monitored
throughout the test, and overall perception of effort (RPE) and specific RPE for the legs
were registered immediately after the test. This test enabled the determination of VO2max
(defined as the highest 30 s mean values obtained during the test) and individual anaerobic
threshold (IAT), determined through visual assessment conducted by two experienced
exercise physiologists. Each individual speed for subsequent shoe trials were determined
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at the 80% of the IAT velocity. This VO2max test involved the subjects’ preferred shoe, and
served to objectively quantify individual running speed for subsequent RE trials (avoiding
the impact of the slow component of oxygen uptake given the repeated square-wave design
of the RE tests on the second visit). Visit 1 also involved the familiarization of the different
running shoes during a light, 5 min run with each pair of shoes, in preparation for Visit 2.

2.5. Visit 2. Running Economy Tests

During the second visit, indices of performance, with particular focus on RE, were
assessed for each shoe condition, determined on a 400 m dirt track. Air temperature and
humidity were recorded at the beginning and end of the experimental sessions using a
portable meteorological station, and all trials were performed either in the early morning
or late evening to avoid extreme environmental conditions. Participants breathed through
a low dead space mask, with air sampled at 60 mL min−1. Before each subject’s first
trial, the portable metabolic analyzer was calibrated following the calibration procedures
aforementioned. The shoe conditions were randomly assigned, and both runners and
assessors were blinded to the shoe condition. Brand new socks were used for each RE
trial to avoid excessive humidity within the shoe, as this could impact grounding effect.
Body mass was measured before and after each test. Each runner warmed up for 15 min
with their preferred training shoes prior to being equipped with the portable metabolic
analyzer. Pre-trial blood lactate was measured from a single drop of whole blood from
the fingertip using a lactate meter (Lactate Pro 2, Arkray Europe, B.V., Amstelveen, the
Netherlands), and pre-trial heart rate and RPE were also collected. Athletes performed two
20 min exercise bouts at 80% of their IAT velocity for each shoe condition, with a 20 min
rest in between (Figure 2). The duration of this RE protocol was longer than traditional
RE tests (4–6 min) used in previous studies examining shoe designs [3–5]. The reason for
this was to allow for a longer contact time between the athlete and the earth, which is
crucial for obtaining a dose–response relationship. Lactate, whole-body RPE, and legs-only
RPE (1–10 scale) were recorded at min 1, 3, and 15 of recovery following both trials, and
heart rate and ventilatory parameters were monitored throughout the test. A researcher
(and experienced cyclist) paced all runners at their individual speed using a bicycle. The
RE elicited by each shoe condition was determined as the mean VO2 between min 10 to
min 15, as steady state was ensured during this period. To reduce the noise in the ventilatory
measurements, a 7-breath averaging method was performed.

 

Shoe
condition

Body
mass

Figure 2. Protocol for the running economy trials at 80% of the anaerobic threshold (AT).
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2.6. Statistical Analysis

Means and standard deviations (mean ± SD) were calculated for all variables. An a pri-
ori sample size calculation (G*Power software, version 3.1.9.3, Heinrich-Heine-Universität
Düsseldorf, Düsseldorf, Germany) was performed using the running economy data re-
ported in a previous study testing different shoe designs in well-trained athletes
(Barnes et al., 2018). The VO2 data for both the control and grounded shoe (53.61 ± 2.20 vs.
51.26 ± 2.23 mL kg−1 min−1, respectively) were used to generate a correlation coefficient
of 0.45 and a Cohen’s d of 1.01. A two-tailed t-test revealed that a total sample size of
10 subjects was required to obtain statistical power of 0.80 and an alpha of 0.05. A Shapiro–
Wilk test revealed normal data distributions across all studied variables. Student’s t-tests
for paired samples were applied between TTS and GS shoe conditions in order to examine
the differences between metabolic and RE data (HR, VO2, RER). Significant values were set
at p ≤ 0.05 and effect sizes (Cohen’s d) were also calculated. The Statistical Package for the
Social Sciences (SPSS) version 23.0 (SPSS Inc., Chicago, IL, USA) was used to perform the
statistical analyses.

3. Results

A final sample of 10 athletes completed the present study, with no drop-outs. These athletes
were national to international level runners/triathletes, with two of them having participated in
major sporting events (Olympic Games and World Championships). Table 1 presents the mean
and individual descriptive characteristics of the sample, showing a fairly homogeneous fitness
level across all runners (i.e., mean VO2max of 78.4 ± 3.8 mL kg−1 min−1).

Table 1. Descriptive characteristics of the participants.

ID
Age

(years)
Weight

(kg)
Height

(cm)
BMI

(kg m−2)
Bioimpedance

(Fat %)
VO2max

(mL kg−1 min−1)

Athlete 1 31.0 78.5 180.3 24.1 12.7 76.0
Athlete 2 25.7 65.7 177.8 20.8 5.5 82.3
Athlete 3 35.0 64 174.3 21.1 10.4 80.3
Athlete 4 20.8 68.9 186.3 19.9 11.8 83.6
Athlete 5 31.1 57.0 171.0 19.5 3.0 78.0
Athlete 6 26.2 59.3 170.2 20.5 11.2 77.8
Athlete 7 38.2 66.0 176.5 21.2 3.8 78.5
Athlete 8 25.0 72.5 177.7 23.0 7.0 77.3
Athlete 9 20.6 64.9 171.2 22.1 8.9 80.5
Athlete 10 18.1 64.0 183.0 19.1 8.5 69.9

Mean ± SD 27.2 ± 6.6 66.1 ± 6.2 176.8 ± 5.4 21.1 ± 1.6 8.3 ± 3.4 78.4 ± 3.8

A Student’s t-test for paired samples revealed no significant difference in RE values
between TTS and GS conditions (51.1 ± 4.2 vs. 50.9 ± 5.1 mL kg−1 min−1, respectively,
p = 0.779, Cohen’s d = 0.092). Figure 3 shows both mean and individual values for VO2.
Additionally, blood lactate was not different between shoe conditions at min 1 (p = 0.793),
min 3 (p = 0.250), and min 15 (p = 0.641) post-exercise (Figure 4). Both whole-body and
legs-only RPE values were also not significantly different between TTS and GS at min 1
(p = 1.0 and p = 0.273, respectively), min 3 (p = 0.443 and p = 0.591, respectively), and
min 15 (p = 0.168 and p = 0.591, respectively) post-exercise (Figure 4). Finally, HR val-
ues were not significantly different between TTS and GS during exercise (150.1 ± 15 vs.
151.0 ± 16 bpm, respectively, p = 0.461, Cohen’s d = 0.244; Figure 4).
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Figure 3. Mean and individual running economy values (mL kg−1 min−1) of the 10 athletes running
in traditional training shoes (grey column) and in grounding shoes (black column).

Figure 4. Blood lactate (A), whole-body rate of perceived exertion (RPE; B), and legs-only
RPE (C) during the recovery period after running in the traditional training shoe (TTS, gray solid
line) or grounding shoe (GS, black solid line). Heart rate during the running economy trial in both
TTS and GS trials (D). Dashed lines represent overlapping mean values between shoes.
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4. Discussion

The main findings of the present study show that grounding technology applied
to shoe designs does not provide a physiological/perceptual response over traditional
training shoes in well-trained athletes. The RE, blood lactate, heart rate, and perceptual
response of these athletes, exercising at 80% of their IAT during 20 min on a 400 m dirt
track, were not different between shoes conditions.

Despite previous promising findings suggesting that grounding technology has posi-
tive effects on the physiological responses (i.e., reduced acute inflammatory processes) of
humans at rest [7,8], very limited research has focused on the implementation of ground-
ing during exercise, with only two studies focusing on the effectiveness of grounding in
reducing muscular damage after exercise-induced DOMS. This is the first study to examine
the impact of grounding in shoes during running, which makes the comparison with
previous studies challenging due to the unique nature of running for the implementation
of this technology (i.e., intermittent contact time with the ground). Our findings, however,
differ from those of Sokal et al. [8], who claimed that all recreational cyclists within their
study experienced physiological attenuation at rest, during a 30 min exercise at 50% of
their VO2max, and during recovery, indicated by decreases in blood urea; however, these
authors failed to include any individual data. It is also worth noting that these biochemical
parameters were not measured immediately prior to grounding/placebo conditions, and
therefore group-by-time interactions could not be determined, which limits the interpre-
tation of these results. Additionally, one would expect both blood urea and creatinine
concentrations to remain unchanged following the exercise protocol used by these authors
(a single bout of light exercise for 30 min). Blood urea and creatinine levels have been shown
to increase after prolonged, strenuous exercise as a result of increased protein catabolism
and/or impaired renal function [19], which is unlikely to have occurred during the ex-
ercise protocol proposed by Sokal et al. The difference between the groups observed by
Sokal et al., interpreted in the context of our present findings, are more likely due to day-
to-day inter-individual variability in blood urea, or some potential methodological issues
during data collection, rather than due to physiological stress attenuation during exercise.
In a subsequent study, Sokal et al. presented additional data from the same aforementioned
experiment [20], focusing on the effects of grounding on VO2 uptake, blood glucose, lactate,
and bilirubin concentrations. The 42 subjects included in this study were divided into two
subgroups (n = 21) according to their VO2max, therefore, both groups had a comparable
cardiorespiratory fitness (Group A = 50.8 vs. Group B = 50.7 mL kg−1 min−1). The study
design followed a double-blind, crossover protocol between Groups A and B. During the
first testing day, Group A was under the placebo condition and Group B was under the
grounding stimulus, with these conditions interchanged during the second day of testing.
These authors reported a significantly reduced VO2 uptake (numeric data not shown by the
authors) at the end of the exercise with the grounding stimulus only in Group B, when com-
pared to the placebo. The study design employed by Sokal et al. [8,20] has limited reliability,
given that their experimental tests were performed on different days, which may have biased
the results. Day-to-day variability and the lack of a familiarization trial may have potentiated
the learning effects only for Group B (i.e., the group with the grounding stimulus during the
second day). These results should, therefore, be interpreted with caution.

To our knowledge, the two aforementioned studies are the only two experiments
focusing on the effects of grounding on the biophysiological responses of humans during
submaximal exercise. However, the important methodological issues described above, and
the use of cycling being the only mode of exercise, limits the interpretation of the current
literature and its comparison with the present study. In our experiment, we used a double-
blind, randomized, crossover design, with tests for all experimental conditions performed
on the same day. We are aware that the conductor element within the shoe was not in
permanent contact with the ground (i.e., intermittent contact time during running), and we
did not measure muscle activity, nor foot/stride mechanics, during running, which may have
provided more information and potentially revealed an effect. However, to ensure a sufficient
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contact time, we designed a longer than usual RE protocol (i.e., 20 min bouts; Figure 2), so that
we could identify a potential dose–response relationship over time. Despite these rigorous
experimental procedures, our results show that grounding technology did not have any
impact on the measured responses during running when compared to traditional training
shoes. Previous research showed a decrease in muscle damage in response to high-intensity
strength exercises in subjects under grounding conditions [13,14] when compared to a
placebo. These findings would suggest that grounding technology may have a role to play
as a muscle recovery method, which in turn could translate into a benefit for runners when
performing higher intensity exercise (i.e., above the anaerobic threshold) in which muscle
fatigue and acidosis occur to a greater extent. Nonetheless, future research using larger
sample sizes and examining foot mechanics (especially contact times) would be required to
confirm our findings. Other shoe designs currently available on the market that include a
CFP and a high midsole stack height made of compliant, resilient, and lightweight foam,
seem the most effective shoe modality to date. This technology has shown to improve RE
by increasing the midsole longitudinal bending stiffness, favoring a decrease in the range
of motion of the metatarsophalangeal joint [3,21,22].

5. Conclusions

In conclusion, our results suggest that grounding in shoe designs is not an effective
alternative for well-trained athletes to improve their running efficiencies, and/or their
physiological/perceptual responses during submaximal exercise. However, there are
intrinsic limitations that should be considered. Potential grounding effects could have
been missed during our study as running does not allow constant contact between the
athlete and the ground, which could have potentially biased the results. In relation to
this, lower caliber athletes may have benefited from this technology given their ground
contact times are greater than faster, elite athletes; an issue that could not be addressed
in the current study. Future research may therefore consider additional sports in which
athletes remain in constant contact with the ground (e.g., race-walking, cross-country skiing,
powerlifting). Despite these limitations, our study followed a high-quality methodological
protocol (double-blind, randomized, crossover design) using a homogeneous sample of
highly trained athletes (as represented in Table 1), which suggests that our conclusions are
reliable for this specific population.
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Abstract: Using tobacco waste as raw material, the ultrasonic-assisted extraction of chlorogenic acid
was optimized by response surface methodology (RSM). After repeated freezing and thawing of
tobacco waste twice, the effect of pH value, ethanol volume fraction, temperature and extraction time
on the extraction rate of chlorogenic acid was investigated by a single factor experiment. On the basis
of this, the factors affecting the yield of chlorogenic acid were further optimized by using RSM. The
optimum extraction conditions for chlorogenic acid were set at pH = 4.1, ethanol volume fraction was
49.57% and extraction time was 2.06 h. Under the above conditions, the extraction rate of chlorogenic
acid could reach 0.502%, which was higher than traditional extraction and unpretreated ultrasonic
extraction. All these results can be used as a reference for the extraction of effective ingredients in
tobacco waste.

Keywords: waste treatment; chlorogenic acid; optimal design; preprocessing; ultrasonic-assisted
extraction

1. Introduction

China, as a major tobacco producer, accounts for about half of the world’s tobacco
production. For tobacco, most of it will be used to produce cigarettes, while about a quarter
of the leftover material will be discarded and not reasonably utilized [1]. For this part of
tobacco waste, if discarded casually, it may destroy the structure of the soil on the one hand;
on the other hand, the harmful components in the tobacco waste will also infiltrate into the
groundwater, thus further harming human life [2]. In view of this, if these tobacco wastes
can be reasonably used as resources, not only can the above problems be solved, but also a
large number of natural chemical raw materials can be obtained, and the income of tobacco
farmers can also be increased. In addition to this, it is also in line with China’s policy on
the resourcefulness of solid waste.

Numerous studies have demonstrated that tobacco leaves contain a number of active
substances, such as saccharides, organic acids, alkaloids and proteins [3–7]. However, there
are few studies on the contents of these substances in waste materials, such as tobacco
stems [8]. Among many bioactive substances, chlorogenic acid has been widely used in the
fields of medicine, food and cosmetics because of its good antibacterial, anti-inflammatory,
free radical scavenging and anti-cancer properties [9–11]. At present, the extraction of
chlorogenic acid in the literature was mainly derived from Chinese herbal medicines, such
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as honeysuckle, Eucommia ulmoides leaves and so on [12–14]. Besides, most of them were
extracted directly without any preprocessing. The extraction methods of chlorogenic acid
mainly involve water extraction [12], alcohol extraction [14], ultrasonic extraction [15] and
microwave extraction [16]. Among these methods, ultrasonic extraction of chlorogenic acid
has the advantages of a fast mass transfer process and high extraction efficiency, which has
attracted the attention of many researchers [17].

In order to further improve the resource utilization of tobacco waste and provide
a reference for the extraction of chlorogenic acid from tobacco stems and other wastes.
In the present study, chlorogenic acid was extracted from tobacco stems using double
freeze-thaw method ultrasonic technology for the first time. The tobacco waste was first
repeated freezing and thawing, and then the effect of ultrasonic time, temperature and
ethanol content on the yield of chlorogenic acid was investigated using a single factor
method. Finally, the response surface methodology (RSM) was used to find the optimal
extraction process parameters.

2. Materials and Methods

2.1. Materials

The tobacco waste samples mainly consisting of tobacco stems were collected from a
local cigarette factory in Chongqing, China, in September 2020. Chlorogenic acid standard
was purchased from Aladdin Bio-Chem Technology, China. Anhydrous ethanol was
purchased from the Chongqing Drug Stock Limited Company (Chongqing, China); the
experimental water was double deionized water, and the resistance was 16 MΩ.

2.2. Experimental Methods
2.2.1. Standard Curve of Chlorogenic Acid

Accurately weighed 3.5 mg of chlorogenic acid standard in 25 mL brown volumetric
flask, and then added 50% ethanol to the mark to prepare the standard solution. After
that, chlorogenic acid solutions of 0.5 mL, 1.0 mL, 1.5 mL, 2.0 mL, 2.5 mL and 3.0 mL were
transferred into 25 mL brown volumetric bottles and then the chlorogenic acid solutions of
different concentrations were obtained by making volume with 50% ethanol. A 50% ethanol
solution was also used as the blank control. The absorbance of chlorogenic acid solution
with different concentrations was determined by an uv-vis spectrophotometer at 329 nm.
The standard curve of Y = 0.044X–0.013, R2 = 0.9993 was drawn with the concentration of
chlorogenic acid standard as the X-coordinate and the absorbance as the Y-coordinate. This
result indicated a linear relationship between the absorbance values and the concentration
of chlorogenic acid in the 2.8 ug/mL to 16.8 ug/mL range.

2.2.2. Pretreatment of Tobacco Waste

Tobacco waste was first cleaned under running water and rinsed in deionized water
after removing impurities. After that, it was placed in a 70–75 ◦C electric constant tempera-
ture blast drying oven for drying. The dried tobacco waste was crushed and sifted through
a 40-mesh sieve, and then collected in a brown jar for further use. Tobacco waste powder
(0.5 g) was weighed and then transferred into a 50 mL centrifuge tube. A certain volume of
deionized water was added to make it completely cover the tobacco waste powder, sealed
and then the chlorogenic acid was extracted by ultrasonic after two cycles of freezing. The
first reaction was performed at 40 ◦C for 30 min, and then freeze-thawed at −20 ◦C; the
second reaction was performed at 40 ◦C for 30 min, freeze-thawed at −20 ◦C, and then
cooled at room temperature for use.

2.2.3. Extraction of Chlorogenic Acid from Tobacco Waste

The waste tobacco stem solution was dried after the above pretreatment, and then
the anhydrous ethanol solution was added in accordance with the preset proportion to
ultrasonic extract, centrifugation and collected the supernatant (the specific preparation
process is depicted in Figure 1). The obtained supernatant was then diluted 20 times and
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the absorbance value at 329 nm was detected by UV spectrophotometer. The concentration
of chlorogenic acid was calculated according to the standard curve and then substituted
into the following equation to obtain the yield of chlorogenic acid.

The yield of Chlorogenic acid =
C(Chlorogenic acid) × Dilution ratio × V(Extraction Solution)

W(Raw material)
× 100%

Figure 1. The flow chart of chlorogenic acid extraction from tobacco stem.

2.2.4. HPLC Analysis

Sample preparation and analysis: cut tobacco leaves, dry at 40 ◦C, pass through a sieve
with a 1.0 mm aperture after crushing, and place them in a sample bottle for later use; accu-
rately weigh 40.0 mg of tobacco powder and place it in two 10 mL plugs for quantitative
determination. In the test tube, add 45% ethanol solution, ultrasonically extract at a certain
temperature, centrifuge, dilute to 10 mL, filter with a 0.22 um filter, and inject and ana-
lyze according to the selected chromatographic conditions. Chromatographic conditions:
Column: Econosphere C18 column (5 um, 4.6 mm × 250 mm), column temperature: 30,
flow rate: 1 mL/min, mobile phase: methanol, water, acetic acid, gradient elution program:
0- Within 20 min, the volume ratio of methanol: water: acetic acid changed from 96:0:4 to
76:20:4; 20–30 min changed to 0:100:0. Detection wavelength: 340 nm, injection volume:
10 uL. Preparation of standard stock solution: Accurately weigh 10.0 mg of chlorogenic
acid standard sample into a 10 mL volumetric flask, dissolve it with 45% ethanol solution
to volume, use it as a stock solution, and store it at low temperature.

2.2.5. Analytical Method

The results were collated, counted and plotted using Origin 8.0. The data are expressed
as the means ± SD (n = 3).
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3. Results and Discussion

3.1. HPLC Experiment

Figure 2 is the standard curve of chlorogenic acid.Draw standard stock solution (5,
2, 0.5, and 0.3 mL) and dilute to 10 mL in turn, with concentrations of 5.2, 2.3, 0.8, and
0.04 mg/10 mL, respectively. Dilute the standard stock solution and the above-mentioned
4 concentrations after dilution. The gradient was injected and analyzed according to
the selected chromatographic conditions. In the range of 0.04−10.0 mg/10 mL, linear
regression was performed with the peak area ratio (Y) and the mass concentration ratio (X),
and the linear regression equation Y = 178.15X −10. 12, correlation coefficient: = 0. 9997,
based on the signal-to-noise ratio of 3, the minimum detection limit of chlorogenic acid is
0. 41 × 10−2 mg/10 mL.

 

Figure 2. HPLC chromatogram of chlorogenic acid in tobacco.

3.2. Single Factor Experiment

After reviewing the literature on the extraction of chlorogenic acid from biomass
by ultrasonic method, four aspects, namely the volume fraction of ethanol, ultrasonic
extraction time, temperature and pH value of the extraction solution, were chosen to
investigate the effect on the extraction rate of chlorogenic acid from tobacco waste in this
experiment. Each group was repeated three times and the average values were taken for
the graphs to obtain the optimum ultrasonic extraction conditions for chlorogenic acid in
tobacco waste.

3.2.1. Effect of Ethanol Volume Fraction on the Yield of Chlorogenic Acid in Tobacco Waste

The effect of ethanol volume fractions of 40%, 50%, 60% and 70% on the extraction
yield of chlorogenic acid was examined. The chlorogenic acid yield first increased and then
decreased as the volume fraction of ethanol gradually increased, with a maximum at 50%
of the volume fraction of ethanol in Figure 3. This was in accordance with the literature
reported [18]. This may be because the molecular structure of chlorogenic acid contained
a large number of hydroxyl groups, so an appropriate volume fraction of ethanol could
promote the dissolution of chlorogenic acid in tobacco waste. However, when the volume
fraction of ethanol was further increased, other fat-soluble substances may also be dissolved,
thus interfering with the yield of chlorogenic acid. This may also be caused by the decrease
in the diffusion capacity of solute as the volume fraction of ethanol increases [19].

526



Int. J. Environ. Res. Public Health 2022, 19, 1555

 

Figure 3. Influence of ethanol volume fraction on the extraction yield of chlorogenic acid, and 1, 2, 3,
and 4 represent the ethanol volume fraction of 40%, 50%, 60% and 70%, respectively.

3.2.2. Influence of Ultrasonic Temperature on the Yield of Chlorogenic Acid in
Tobacco Waste

The effect of ultrasonic extraction temperature of 50 ◦C, 60 ◦C, 70 ◦C and 80 ◦C on
the extraction yield of chlorogenic acid was investigated, and the results are shown in
Figure 4. With the ultrasonic extraction temperature increasing, the extraction yield for
chlorogenic acid showed an evident rise first and then decreased, achieving a maximum at
70 ◦C. This result was slightly higher than the 57 ◦C reported in the literature [20], which
may be caused by the rigorous structure of the tobacco stem compared with the tobacco
leaf. The molecular motion speed and dissolution rate of chlorogenic acid will increase with
the rising temperature. However, when the ultrasonic temperature was too high, it would
cause the destruction of chlorogenic acid, resulting in the reduction of the extraction rate.

 

Figure 4. Influence of ultrasonic temperature on the extraction yield of chlorogenic acid, and the 1, 2,
3, and 4 represent the ultrasonic extraction temperature of 50 ◦C, 60 ◦C, 70 ◦C and 80 ◦C, respectively.

3.2.3. Effect of pH on the Yield of Chlorogenic Acid in Tobacco Waste

The change in chlorogenic acid yield was studied when the pH value of the extract
gradually rose from 3 to 6, and the results are shown in Figure 5. The yield of chlorogenic
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acid in tobacco waste was the highest when the pH of the extract was 4. This may be
because the molecular structure of chlorogenic acid contained both carboxyl and hydroxyl
groups, which would decompose as the pH of the extract gradually increased, leading to a
decline in the extraction rate.

 

Figure 5. Influence of pH value on the extraction yield of chlorogenic acid, and the 1, 2, 3, and 4
represent the pH value of 3, 4, 5 and 6, respectively.

3.2.4. Influence of Ultrasonic Time on the Yield of Chlorogenic Acid in Tobacco Waste

The ultrasonication extraction times were set at 1.5 h, 2.0 h, 2.5 h and 3.0 h, and
the results are shown in Figure 6. The yield of chlorogenic acid increased first and then
decreased as ultrasound extraction time went on. When the extraction time increased
to 2 h, the yield of chlorogenic acid was the highest. The possible reason was that, with
the extension of ultrasonic time, chlorogenic acid was degraded by the thermal effect
or photolysis. It was also possible that the prolonged extraction time would lead to
the dissolution of other impurities in the tobacco waste, resulting in a decrease in the
dissolution rate of chlorogenic acid. In addition, these impurities may also interfere with
the experimental measurement.

 

Figure 6. Influence of ultrasound time on the extraction yield of chlorogenic acid, and the 1, 2, 3, and
4 represent the extraction times of 1.5 h, 2.0 h, 2.5 h and 3.0 h, respectively.

528



Int. J. Environ. Res. Public Health 2022, 19, 1555

3.3. Experimental Methods
3.3.1. Box—Behnken Design

Although the single factor experiment can optimize the experimental conditions to a
certain extent, it could not accurately judge the optimal experimental point. Thus, RSM was
chosen to obtain the best process parameters in this study. The design was based on the
experimental results of the above single-factor experiments, considering the controllability
of experimental operation and using chlorogenic acid yield as the index of investigation.
The design results are shown in Table 1 by using the Box-Behnken central combination
of Design Expert 8.0.6 software. RSM is an optimization method that can intuitively
represent the relationship between experimental conditions and dependent variables by
using graphical techniques, so it has been applied in many fields [21–24].

Table 1. Response surface analysis and results.

Run

Factors The Yield of
Chlorogenic Acid

(%)
A: Ultrasound

Time (h)
B: Ethanol

Concentration (%)
C: pH Value of

Extraction Solution

1 2.0 40 3.0 0.336
2 2.0 50 4.0 0.486
3 1.5 60 4.0 0.356
4 2.0 50 4.0 0.527
5 2.0 50 4.0 0.492
6 2.5 50 5.0 0.439
7 2.5 50 3.0 0.349
8 1.5 50 3.0 0.374
9 2.5 60 4.0 0.377

10 2.0 60 3.0 0.360
11 2.0 40 5.0 0.331
12 2.0 50 4.0 0.487
13 2.5 40 4.0 0.426
14 1.5 40 4.0 0.415
15 1.5 50 5.0 0.401
16 2.0 60 5.0 0.360
17 2.0 50 4.0 0.514

3.3.2. Analysis of Variance

Quadratic polynomial regression fitting was performed on Box-Behnken’s experimen-
tal design and experimental results, and the binary regression equation model was obtained
as follows:

Chlorogenic acid yield % = −2.88 + 0.37A + 0.07B + 0.57C + 5 × 10−4AB +
0.03AC + 1.25 × 10−4BC − 0.13A2 − 7.59 × 10−4B2 − 0.08C2.

Significance test was performed on the coefficient of the regression model, and the
results were shown in Table 2. It can be seen from the table that the model p < 0.05, the
difference was significant, indicating that the regression model obtained in this experi-
ment had a good fitting degree for the yield of chlorogenic acid in tobacco waste. The
R2 was 0.9068, indicating that the experimental error was small. According to the value
of F, it can be judged that the order of influence of various factors on chlorogenic acid
extraction in tobacco waste was as follows: pH of the extraction solution > volume fraction
of ethanol > ultrasonic time. The quadratic terms B2 and C2 were significant, indicat-
ing that they have a great influence on the yield of chlorogenic acid. The missing term
p = 0.0749 > 0.05, showing no significance, indicates that factors other than the model study
had little influence on the response value. Therefore, the regression equation obtained
in this study can be used to determine the best ultrasonic-assisted extraction process of
chlorogenic acid in tobacco waste.

529



Int. J. Environ. Res. Public Health 2022, 19, 1555

Table 2. The ANOVA for response surface quadratic model to extraction of chlorogenic acid.

Source
Sum of
Squares

DF Mean Square F Value
p Value
Prob > F

Remarks

Model 0.063 9 7.019 × 10−3 7.57 0.0071

Significant

Not significant

A-Time 2.531 × 10−4 1 2.531 × 10−4 0.27 0.6175
B-Concentration 3.781 × 10−4 1 3.781 × 10−4 0.41 0.5435

C-pH 1.568 × 10−3 1 1.568 × 10−3 1.69 0.2347
AB 2.500 × 10−5 1 2.500 × 10−5 0.027 0.8742
AC 9.923 × 10−4 1 9.923 × 10−4 1.07 0.3354
BC 6.250 × 10−6 1 6.250 × 10−6 6.738 × 10−3 0.9369
A2 4.271 × 10−3 1 4.271 × 10−3 4.61 0.0690
B2 0.024 1 0.024 26.12 0.0014
C2 0.026 1 0.026 28.05 0.0011

Residual 6.493 × 10−3 7 9.275 × 10−4

Lack of Fit 5.146 × 10−3 3 1.715 × 10−3 5.09 0.0749
Pure Error 1.347 × 10−3 4 3.367 × 10−4

Cor Total 0.070 16

3.3.3. Response Surface Map Analysis

The data in Table 2. were fitted by quadratic multiple regression to obtain the corre-
sponding response surface stereogram, as shown in Figure 7.

Figure 7. Response surface plots for the effects of (a) ethanol concentration vs. extraction time,
(b) ethanol concentration vs. pH, and (c) pH vs. extraction time on the extraction yield of chlorogenic
acid.

The contour line indicated that the chlorogenic acid yield in tobacco waste was the
same in the same oval area and gradually decreased from the center to the edge [25,26].
Therefore, as shown in Figure 7, the vertex position of the response surface map indicated
the highest extraction yield of chlorogenic acid. The opening of the response surface was
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downward, indicating that the chlorogenic acid yield increased with the increase of the
value of each factor in a certain range. Then, after the maximum respective face value was
reached, the chlorogenic acid yield decreased as each factor increased further. According
to the p value of the significance test of each variable in Table 2, it can be seen that the
influence of each factor on the yield of chlorogenic acid is: C2 > B2 > A2 > C > AC > B > A
> AB > BC, indicating that there is a certain relationship between the factor interactions.
The optimal extraction conditions of chlorogenic acid from tobacco waste by RSM were as
follows: ultrasonic time of 2.06 h, ethanol volume fraction of 49.57%, pH of 4.1, and the
theoretical yield of chlorogenic acid was 0.502%. In order to verify the feasibility of the
above method and consider the feasibility of actual operation, the conditions were modified
and carried out under the following conditions: ultrasonic extraction time of 2.0 h, ethanol
volume fraction of 50% and pH value of 4.1. Finally, the yield of chlorogenic acid extracted
from tobacco waste was 0.497% under the above conditions, which was very close to the
predicted results.

4. Conclusions

The tobacco waste was first pre-treated by repeated freeze-thawing before ultrasonic
extraction of chlorogenic acid. Then, single-factor experiments and RSM were chosen to
optimize the extraction process parameters of chlorogenic acid from tobacco waste. The
obtained optimal process conditions were as follows: 2.06 h of ultrasonic extraction time,
49.57% of ethanol by volume, and extracting solution pH of 4.1. Under these conditions,
the yield of chlorogenic acid could reach 0.502%. This result indicated that the resource
utilization of tobacco waste, such as tobacco stems, was an effective way to develop its
added value. In addition, the repeated freeze-thawing method adopted in this study has
the advantages of being simple, low energy consumption and low cost when compared
with other pretreatment methods, such as ionic liquid and steam blasting, so it could
provide a reference for the extraction of chlorogenic acid and even other active ingredients
in biomass cells.
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Abstract: Technical change essentially drives regional social and economic development, and how
technical change influences the regional sustainable development of the ecological environment is
also of concern. However, technical change is not always neutral, so how does directed technical
change affect urban carbon intensity? Is there a spatial spillover effect between these two? In order to
answer these above questions, this article first explores the relationship between directed technical
change and carbon intensity through the spatial Durbin model; then, it separately analyses whether
the relationship between the two in low-carbon and non-low-carbon cities will differ; finally, we
performed a robustness test by replacing weights, replacing the explained variable with a lag of
one period, and replacing the explained variable. The conclusions are as follows: (1) There is a
positive spatial correlation between the carbon intensity of Chinese cities—that is, there is a positive
interaction between the carbon intensity of local cities and of neighboring cities. For every 1% change
in the carbon intensity of neighboring cities, the carbon intensity of local cities changes by 0.1027%
in the same direction. (2) The directed technical change has a significant inhibitory effect on urban
carbon intensity, whether in local cities or neighboring cities. However, it is worth mentioning that
the direct negative effect is greater in local cities than in neighboring cities. (3) The directed technical
change in low-carbon cities has a stronger inhibitory effect on carbon intensity, with a direct effect
coefficient of −0.5346 and an indirect effect coefficient of −0.2616. Due to less green policy support
in non-low-carbon cities, the inhibitory effect of directed technical change on carbon intensity is
weakened; even if the direct effects and indirect effects are superimposed, it is only −0.0510 rather
than −0.7962 for low-carbon cities.

Keywords: directed technical change; spatial durbin model; carbon intensity; urban sustainable
development

1. Introduction

Climate change caused by the greenhouse effect is one of the greatest threats to human
life on a global scale, because it endangers the ecological security of the Earth and, thus, the
survival and development of human beings [1]. For example, a one meter rise in sea levels
caused by the melting of glaciers would directly affect around one billion people, and also
approximately one-third of the world’s arable land [2]. Hence, the IPCC and the Kyoto
Protocol have jointly promoted the process of global cooperation in addressing climate
change, and established the goal of preventing the increase in the surface temperature from
exceeding 2 degrees Celsius in the future. The core countermeasure is to control and to
reduce greenhouse gas emissions globally. In particular, there is an urgent need to control
CO2 emissions and the growth rate of fossil energy consumption [2].

In the past 100 years, developed countries have undergone industrialization suc-
cessively, consuming a large amount of the Earth’s natural resources—especially energy
resources. However, some developing countries are currently entering the stage of industri-
alization, and increased energy consumption is an objective necessity for their economic
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and social development. Given the speed and scale of China’s economic development in
recent years, China’s total carbon emissions have ranked first in the world since 2005 [3].
Therefore, China should give consideration to how to reduce the total amount of carbon
emissions, and make continuous efforts in improving carbon productivity and reducing
carbon intensity.

As the most direct and powerful means to reduce regional carbon emissions and the
greenhouse effect, energy saving and emissions reduction are the inherent requirements for
China to realize its own sustainable development, but also make important contributions
to the global mitigation of climate change. The year 2006 was the year that China’s energy
conservation and emissions reduction policy framework was formed. As China surpassed
the US in total energy consumption for the first time in 2009, becoming the world’s largest
energy consumer [4], China proposed to reduce energy consumption per unit of GDP by
~20% and to reduce the total amount of major pollutants by 10% during the 11th 5-year plan
period, consistent with the goals proposed by 2020 to achieve carbon peak by 2030 and carbon
neutrality by 2060 [5,6]. From the perspective of international experience, European developed
countries have spent 55–60 years on reducing emissions, reaching the peak of carbon dioxide
emissions in 1990–1996, and aiming to achieve zero carbon emissions by 2050. China’s goal is
to achieve carbon peak and carbon neutrality in only 30 years; hence, there is no doubt that
China’s process of reducing carbon emissions is full of hardships and challenges.

Green policy support and technical change are both important driving forces in re-
ducing carbon emissions. On the one hand, most countries agree that optimizing the
energy mix, market regulation, and political regulations are effective measures to reduce
greenhouse gas emissions [7]. Additionally, saving non-renewable energy, developing
renewable green energy, optimizing the energy structure, and reducing the release of
gases harmful to the environment are sufficient and necessary conditions for achieving
the targeted reductions in emissions. Additionally, in the process of achieving the above
measures, technical change and support are also inseparable—the Porter hypothesis is the
most powerful proof of this [8]. On the other hand, the US, Japan, and the European Union
have all invested heavily into scientific research and the development of energy-saving and
emissions-reducing technologies, and they have also achieved better environmental perfor-
mance [9]. This confirms that technical change is an important driving force for regional
energy conservation and global emissions reduction. However, from the perspective of
endogenous economic growth theory, technical change is not always neutral—that is, the
effect of technical change on productivity or the accumulation of production factors is not
always similar. This may lead to an -unequal increase in the marginal output of factors such
as capital and labor [10] which, in turn, can have varying degrees of impact on resource
consumption, economic growth, and environmental quality. Simultaneously, as China is
in a period of tightening resource and environmental constraints, promoting high-quality
economic development, improving the environmental governance system, and committing
to achieving green development, it is thus necessary to explore the impact of directed
technical change on China’s total carbon emissions, as well as how to strengthen or mitigate
said impact. Such exploration is thus conducive to an in-depth understanding of how to
promote the transformation of China’s economic development to a green, low-carbon, and
environmentally friendly mode.

2. Literature Review and Theoretical Hypotheses

Through reviewing the relevant literature, reducing carbon emissions mainly depends
on the influence of factors such as energy prices, environmental policies, and technical
change [11]. First of all, because carbon emissions have certain externalities, they come
from unconscious and uncompensated economic activities. Therefore, the government
allows a “Pigovian tax” policy to ensure that greenhouse gas emissions are no longer free,
forcing enterprises to use greener technologies or fuels, thereby alleviating the decline in
environmental quality [12]. The Chinese government has tried to curb the rise in total
carbon emissions by controlling the carbon pricing, the related tax price, the number of

534



Int. J. Environ. Res. Public Health 2022, 19, 1679

carbon transactions, and the price of carbon credits [13]. For instance, in 2012 and 2014,
China launched a carbon trading pilot in seven provinces and cities to try to internalize
the external costs of enterprises’ emissions by controlling carbon pricing, and then formed
China’s largest carbon trading market in 2021 [14]. Therefore, the increasing energy price
due to the carbon tax will induce the increasing R&D investment in low-carbon technology,
which will benefit the development of greener technologies. Secondly, market-based and
command-based policies can impose mandatory emissions reduction targets and standards
requiring enterprises to achieve emission reduction targets, respectively. In February
2017, the National Development and Reform Commission announced the third batch of
national low-carbon city pilots, for which a total of 45 cities were selected [15], trialing
cities with low-carbon economic development, citizens with a low-carbon lifestyle, and
a low-carbon society under government management. Therefore, theoretically speaking,
the support of low-carbon policies should make cities more successful in reducing carbon
emissions. Third, technical change is a key factor in reducing emission reduction costs
in the future, because more advanced technologies are often greener. For example, solar
energy becomes cheaper faster than coal, so the costs of reducing carbon emissions are
lower. The chemical industry, steel industry, construction industry, and other fields have
achieved multiple milestones in energy saving, consumption reduction, and pollution
reduction due to the embedded energy-saving technology, clean production technology,
and the recycling of waste, showing the important role of technical change in China’s
realization of carbon emission reductions. Specifically, technical change can be used to
ease the contradiction between economic growth and the continuously increasing carbon
emissions in the following four ways: First, technical changes can effectively reduce the
dependence on and overuse of energy, simultaneously expanding green energy use without
significantly slowing economic growth [16,17]. For example, the improvement of end-
treatment technology and the establishment of a whole-process pollution reduction system
can achieve carbon reduction [18]. Second, most scholars generally accept the view that
the improvement of energy efficiency means that the same amount of energy input can
bring more energy output [19]. Although some scholars have questioned whether higher
energy efficiency means more energy consumption [20], it is undeniable that improved
energy efficiency can also reduce energy costs. Third, as a terminal solution, carbon capture
and storage can decompose the captured and stored carbon dioxide before, during, or after
combustion, and transport and store it to a safe place [21], and the realization of all of these
effective mitigation measures is inseparable from technical change and support. Fourth,
with the advent of the era of big data, cloud technology has enabled the promotion and
application of clean technology to be realized on a large scale at a faster speed or lower
cost [22]. Therefore, the promotion of green policy support and technical change can help
to reduce carbon emissions.

However, technical change is not always neutral. It has been found that technical
change may be directed by factors such as factor price changes, R&D activities, trade, and
FDI (foreign direct investment) technology spillovers. The idea of directed technical change
was first proposed by Hicks (1932) [23], and it has been developed more comprehensively
by Kennedy (1964), Samuelson (1965), and Drandakis and Phelps (1966) [24–26]. However,
in recent theoretical research, the more commonly accepted theories mainly come from
Acemoglu (1998; 2003; 2006; 2007) and Jones (2005) [27–31]. First of all, Acemoglu’s (2002)
model is driven by the profits of “technology monopolists” rather than being induced by
factor prices, so it can effectively distinguish between directed technical change and factor
substitution effects [32]. At the same time, on the basis of the CES (constant elasticity of
substitution) production function, Acemoglu proposed that technical progress changes the
relative marginal productivity of factors in different proportions, so as to have different
characteristics of saving or using factors. That is, if technical change increases the marginal
productivity of factor i relative to factor j, then technical change is directed towards factor i;
if the effect of directed technical change reduces the relative use of factor i, technical change
is called “factor i-saving technical change”. Later, Jones (2005) argued that the shape of
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the production function and the direction of technical change were determined by the
distribution of innovation [31]. Jones also explored the determinants of directed technical
change under the Cobb–Douglas production function [31]. Despite Jones starting from a
different perspective, his conclusion was in line with Acemoglu’s theory—both of them
emphasized the reasonable micro-basis mechanism of directed technical change, and they
have made some progress in theoretical models and empirical methods to promote the
study area of directed technical change.

More importantly, many papers have confirmed that the energy efficiency of similar
activities in different enterprises, fields, and countries is quite different, and the accelerated
diffusion of energy technology is helpful in achieving energy conservation and emissions
reduction [33–37]. This means that the emissions reduction effects brought by technical
change have a certain degree of spatial relevance and spatial difference. In 2010, Sun
calculated the average annual energy-saving rate of each province in China from 2006
to 2010, and found that the average annual energy-saving rate of neighboring cities has
a certain degree of similarity [38]; this reflects how China’s energy-saving rate has a
certain geographical correlation. Additionally, the similarity within the four plates and
the difference between the four plates in China are also significant reasons for the spatial
correlation of regional carbon emissions. Yao and Yu (2011) used the DEA method to reveal
that the carbon intensity in the eastern and central provinces was significantly inhibited
by technical change, while the carbon intensity in the northeast and western regions was
increased by technical change [39]. Based on China’s provincial-level data, Wei and Yang
(2010) found that there were regional differences in the effects of technology on emissions
reduction [40]. In view of this, why does the influence of technical change on carbon
emissions have regional agglomeration and differences, and can spatial correlation and
difference strengthen or alleviate the influence of directed technical change on carbon
emissions? This series of questions are worthy of further in-depth investigation.

Therefore, on the basis of the spatial model, this article will first explore whether
there is an urban-directed technical change in China, and attempt to ascertain the effect
of directed technical change on urban carbon emissions. In this article, the investment-
biased technology change technique (IBTECH) proposed by Fare et al. (1994; 1997) is used
to measure the directed technical change of 283 cities in China [41–45]. This method is
based on the non-parametric data envelopment analysis (DEA) method, and is further
decomposed on the basis of the Malmquist total factor productivity index. The advantage
of this method is that it is not restricted by the shape of the production function or factor
prices. In addition, carbon intensity is the ratio of the total amount of regional carbon
emissions to the total regional GDP; this is mainly because the concept of carbon intensity
is more objective than the total amount of carbon emissions itself, because the influence of
factors such as population size and area size on the measurement results can be removed.
At the same time, carbon intensity reflects the output efficiency of carbon emissions. As per
capita GDP continues to increase, carbon intensity is expected to decline. Therefore, carbon
intensity can also reflect the balance between economic development and carbon emissions
more comprehensively.

Hence, this paper takes 283 prefecture-level cities in China as the research object in
order to explore whether there is spatial correlation between urban carbon intensity and
directed technical change, and then explores what kind of effect directed technical change
will have on urban carbon intensity; the roadmap is reflected in Figure 1. The marginal
contributions of this paper are as follows: Firstly, this paper innovatively expands and
extends the scope of research on the interaction between directed technical change and
urban carbon intensity from a spatial perspective. Secondly, this article examines whether
and how official low-carbon policy support will affect the relationship between the two. For
example, if directed technical change has a significant inhibitory effect on the local carbon
intensity, it may nevertheless have a significant positive effect on the carbon intensity
of neighboring cities. This result could be a strong reference for experts who study the
spatial relationship between the two. At the same time, when the spatial correlation and
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mechanism of interaction between the two are more deeply understood, it may also help
to explore the different underlying mechanisms of influence on different regions. Finally,
this article verifies the relationship between the two from the city level, since cities are
specific spatial carriers for achieving peak carbon and carbon neutrality goals, as they
are more specific, objective, and realistic than national and provincial levels. Therefore,
our findings may be helpful for relevant departments—such as the National Resources
Commission of the State Council, the National Development and Reform Commission, the
Ministry of Ecology and Environment, city councils, and relevant prefecture-level “carbon
neutrality” monitoring and command platforms—helping them to form a better plan in the
process of achieving China’s peak carbon and carbon neutrality. For example, if the above
departments can recognize that the direction of technical change has a certain significant
relationship with urban carbon intensity, through guiding or changing the direction of
technical change, the inhibitory effect on urban carbon intensity can be enhanced or the
enhancement effect on carbon intensity can be weakened.

Figure 1. Roadmap of the paper.

3. Data and Models

3.1. Data
3.1.1. Explained Variable: Carbon Intensity

This article adopts the reference method in the greenhouse gas emission inventory
guidelines formulated by the IPCC in 2006 [46,47]—that is, to estimate energy consumption,
unify the energy units, and then multiply the carbon content coefficient in order to calculate
the total carbon emissions, and deduct the amount of carbon used as raw materials as well as
the amount of carbon for non-energy use. Finally, the output is corrected with the oxidation
coefficient and converted into carbon emissions. Afterwards, we measured China’s urban
energy consumption from 2008 to 2019 by surveying the regional energy balance, and then
calculated the carbon dioxide emissions from each city’s energy consumption, divided by
the city’s gross domestic product, to determine the carbon intensity of one city:

Eco2 =
∑i Ai·ci

GDP
(1)

where Eco2 is the regional total carbon intensity (tons/RMB 10,000), Ai is the consumption
of the ith energy (tons), and ci is the carbon dioxide emission coefficient of this energy.

Ai = Fi + Ti + Hi + Ni (2)

where Fi is the terminal consumption of the ith energy of the region, Ti is the consumption
of the ith energy for power generation of the region, Hi is the ith energy for heating
consumption of the region, and Ni is the ith consumption of industrial raw materials of
the region.
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Due to the scarcity of energy resources, the energy utilization between regions will
flow and cross one another. Considering the spillover and diffusion effects of energy-saving
technologies, energy consumption is influenced not only by local economic development
strategies, technical change, and other factors, but also by these factors in surrounding
areas. In addition, the frequent economic cooperation activities, energy-saving scientific
and technical exchanges, and the radiation effects of energy-saving policies among Chinese
cities have caused carbon emissions to be affected by local regions and adjacent regions;
this is also the cause of the spatial concentration and correlation of urban carbon emissions
in China. As we can see, this paper uses ArcGIS to draw the spatial distribution map of
China’s urban carbon intensity from 2008 to 2019 in Figures 2 and 3; we then divided all
283 cities into 7 groups (the urban carbon intensity of China is sorted into seven groups
based on one-seventh of 100%. For example, group 1 represents 0–14.29% (1/7), and group
7 represents 85.72–100%). Greener color indicates higher carbon intensity, while yellower
color indicates lower carbon intensity; the unit of urban carbon intensity is tons/RMB
10,000. It is natural to expect some correlation between the carbon intensity of Chinese
cities. In fact, carbon intensity in 2008–2019 was on a downward trend, especially in the
eastern region. However, we can also see that there was little change in carbon intensity in
the central and western regions of China.

Figure 2. Carbon intensity in China, 2008.
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Figure 3. Carbon intensity in China, 2019.

3.1.2. Core Explanatory Variables: Directed Technical Change

Based on the use of DEA/Malmquist index to measure total factor productivity, Fare
et al. (1997) decomposed the Malmquist index into the following parts: technical efficiency
change index (FFCH) and technology change index (TECH) [41]; they also decomposed the
technology change index into the technology scale change (MATECH), the output-biased
technology change (OBTECH), and the input-biased technology change (IBTECH) indices.
As IBTECH can effectively judge the direction of technical progress after combining the
changes in the proportions of element input combinations between two adjacent periods,
this article uses the IBTECH index to measure the directed technical progress [46–48], and
the calculation method is as follows:

Let xt = (x1t, . . . .., xNt) be the vector of factor input in period t, and yt = (y1t, . . . .., yNt)
be the vector of output in period t. The Shephard input distance function in period t can be
defined as follows [47]:

Dt
i(y, x) = max

{
λ :

x
λ
∈ Lt(y)

}
(3)

IBTECH =

√
Dt+1

0 (yt+1, xt)

Dt
0(y

t+1, xt)
/

Dt+1
0 (yt, xt)

Dt
0(y

t, xt)
(4)

When x2t + 1/x1t + 1 < x2t/x1t and IBTECH are both less than 1, the technical change
is x1-saving, and the IBTECH becomes smaller the higher the degree of technical change
directed towards x1-saving. When x2t + 1/x1t + 1 > x2t/x1t, the situation is the opposite. When
x2t + 1/x1t + 1 = x2t/x1t, technical change is neutral. In this study, x1 is labor input, while x2
is capital input. In order to unify the two situations, this article sums up the opposite of
the IBTECH value in x2t + 1/x1t + 1 > x2t/x1t, and IBTECH values under x2t + 1/x1t + 1 < x2t/x1t
remain unchanged so as to obtain the quantitative index of labor-saving technical change.
Therefore, a large value of this index indicates that the directed technical change is more
capital-saving [46,47]. This trend is also consistent with the findings of many scholars who
investigated directed technical change in China [48]. Additionally, since the calculation
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process of directed technical change involves multiple indicators, different indicators often
have different dimensions and units, which will affect the results of data analysis. To solve
the comparability between data indicators, we used data normalization processing to convert
the original data into decimals between (0, 1), after which each indicator was in the same
order of magnitude, which is suitable for comprehensive comparative evaluation [49,50].

3.1.3. Control Variables

Based on the STIRPAT model (Dietz and Rosa 1994) [51], in addition to directed
technical change, population density, and average urban night lights, this paper selects
the following five control variables (as shown in Table 1) from the economic, social, and
environmental perspectives: the proportion of tertiary industry, foreign direct investment,
total road passenger transport, the number of full-time college teachers, and the scale of
pollution control investment [11,44,46,47]. Among them, population density, night light
data, and total road passenger transport are expected to have the most positive effect on
carbon intensity. However, the proportion of tertiary industry, foreign direct investment,
the number of full-time college teachers, and the scale of pollution control investment are
expected to have a suppressing effect on carbon intensity.

Table 1 provides a description of the explained variables, core explanatory variables,
and control variables selected in this article, as well as the unit and the basic data source of
each variable. Table 2 is the statistical description of main variables.

Table 1. Data description and source.

Variable Name Symbol Data Source

Explained
variables Carbon intensity lncd

The ratio of urban carbon emissions to GDP; the basic
data can be found in the China Urban Statistical

Yearbook (2009–2020) and China Urban Environment
Yearbook (2009–2020).

Core explanatory
variables Directed technological change lndtc

The capital stock is estimated by the perpetual
inventory method based on the year 2000; total

employment and real GDP are derived from the China
Urban Statistical Yearbook (2009–2020) and China Science

and Technology Yearbook (2009–2020).

Control variables

Population density (ratio of urban
population to urban area) lnpop Data from the Statistical Yearbook of Chinese Cities

(2009–2020).

Average urban night lights lnnl
NPP-VIIRS NTL (2014–2019) and DMSP-OLS RNTL

(2009–2013), and using the method of Chen et al. (2021)
to calibrate inconsistent data sources around 2013 [52].

Foreign direct investment lnfdi

Data from the Statistical Yearbook of Chinese Cities
(2009–2020)

The proportion of tertiary
industry to GDP lnthird

Total road passenger transport lntrans
The number of full-time college

teachers lntechs

The ratio of pollution
control investment to GDP lnpollution
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Table 2. Statistical description of main variables.

Variable Symbol Unit Observations Mean
Standard
Deviation

Minimum Maximum

Carbon intensity lncd Tons/RMB
10,000 3113 0.87 2.3901 0.49 4.23

Directed technological
change lndtc Data have been

normalized 3113 0.65 0.7907 0.32 0.98

Population density (ratio
of urban population to

urban area)
lnpop Number of

people/hm2 3113 2.16 4.0014 1.57 3.05

Average urban night lights lnnl Candela(cd) 3113 3.70 5.0668 2.11 6.94
Foreign direct investment lnfdi RMB 10,000 3113 2.60 1.4762 1.70 5.08
The proportion of tertiary

industry to GDP lnthird % 3113 37.8% 0.1825 28.71% 76.30%

Total road passenger
transport lntrans 10,000 people 3113 3.59 2.2003 1.04 6.68

The number of full-time
college teachers lntechs 10,000 people 3113 1.61 3.2947 2.69 5.74

The ratio of pollution
control investment to GDP lnpollution RMB 10,000 3113 3.98 3.0898 0.91 6.37

3.2. Models
3.2.1. OLS Regression Model

In this study, the STIRPAT model (Dietz and Rosa, 1994) was used as the basic OLS
regression model (ordinary least squares, which is the most fundamental form of regres-
sion analysis) to study the ecological environmental quality; the equation is expressed as
follows [51]:

IBTECH =

√
Dt+1

0 (yt+1, xt)

Dt
0(y

t+1, xt)
/

Dt+1
0 (yt, xt)

Dt
0(y

t, xt)
(5)

where Iit represents environmental impact, Pit represents population size, A represents per
capita wealth, Tit refers to technology, and e is the error term. After obtaining the natural
logarithms of both sides, more variables were added to the right side of the equation to
enhance the richness of the model. Consequently, the benchmark model below was built to
examine the relationship between urban carbon intensity and directed technical change:

lncdit = α0 + α1lnpopit + α2lnnlit + α3lndtcit + α4Xit + εit (6)

where i is the cross-sectional unit of the 283 Chinese cities investigated (due to the absence of
necessary statistical data, 15 western cities among 298 prefecture-level cities were excluded
herein), t is the year, population (Pit) and technical level (Tit) are represented by lnpopit
and energy efficiency lndtcit, respectively, urban night light data (lnnlit) represent per
capita wealth Ait, and lncdit represents carbon intensity (the explained variable). Xit is
a group of control variables, which includes the proportion of tertiary industry, foreign
direct investment, total road passenger transport, the number of full-time college teachers,
and the scale of pollution control investment; lndtcit is the core explanatory variable, ε is a
random disturbance term, and α0-α4 are the estimated parameters.

3.2.2. Spatial Regression Model

Because traditional measurement methods do not consider the spatial correlation
between observations, there are certain limitations when studying multiple regional related
issues. Scholars’ tentative research on spatial models mainly comes from SDM, SEM, and
SDM, and there are also many academic papers on the impact of technical change on
environmental quality [53–55]. However, based on the STIRPAT model, this paper takes
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the directed technical change as the core explanatory variable and carbon intensity as the
explained variable—a method rarely seen in previous studies.

Spatial measurement models are generally divided into three types: spatial lag model
(SLM), spatial error model (SEM), and spatial Durbin model (SDM) [56–60]. The SLM adds
the spatial lag term of the explained variable to the general panel data model, indicating
that the explanatory variable on a certain spatial unit is affected by the explanatory variable
of the adjacent spatial unit. The SEM adds spatially related error terms—that is, the error
term of a certain spatial unit model is considered to be affected by the adjacent spatial
unit model error term. The SDM integrates the characteristics of the spatial lag model
and the spatial error model. In all of the above models, the intensity of the influence of
adjacent spatial units is represented by a spatial weight matrix. Therefore, this paper tries
to propose an SLM model (Formula (7)), an SEM model (Formula (8)), and an SDM model
(Formula (9)) to describe in depth the relationship between carbon intensity, population,
economic development level, and directed technical change, as follows:

lncdit = δ
N

∑
j=1

Wijlncdjt + φ + α1lnpopit + α2lnnlit + α3lndtcit + ci + αt + εit (7)

lncdit = φ + α1lnpopit + α2lnnlit + α3lndtcit + ci + αt + uit

uit = ρ
N
∑

j=1
Wijujt + εit

(8)

lncdit = δ
N
∑

j=1
Wijlncdjt + φ + α1lnpopit + α2lnnlit + α3lndtcit

+
N
∑

j=1
Wij(lnpopit + lnnlit + lndtcit)θ + ci + αt + εit

(9)

where δ is the spatial regression coefficient, which represents the influence of the explained
variable lncdjt of the adjacent spatial unit on the explained variable lncdit of this spatial unit;
if it is significantly positive, this means that the explained variable has obvious positive
spatial overflow—that is, the increase in the variable of one spatial unit in the research
scope corresponds to the increase in the variables of other spatial units; uit is the spatial
autoregressive error term; ρ is the spatial error coefficient, which represents the influence of
the adjacent spatial unit error term uit on the spatial unit error term uit; θ is the spatial lag
term coefficient of the explanatory variable, which indicates the influence of the adjacent
spatial unit explanatory variable lndtcit on the explanatory variable lncdit of this spatial
unit; N is the number of spatial units, and W is the economic geographic spatial weight
matrix. First, we used the LM test to determine whether the spatial lag effect and the spatial
error effect were significant, and then used the Wald or LR tests to determine whether the
spatial Durbin model can be simplified into a spatial lag model or a spatial error model.
Assumption 1: θ = 0; Assumption 2: θ + λβ = 0. If Assumption 1 passes the significance
test, the spatial Durbin model can be reduced to a spatial lag model, while if Assumption
2 passes the significance test, the spatial Durbin model can be reduced to a spatial error
model [61,62].

3.2.3. Direct and Indirect Effects Regression Model

From the mathematical structure of the SDM, it can be seen that the explanatory
variable ylocal of a certain spatial unit is mainly affected by three aspects: the explained
variable yneib of the adjacent space unit, the explanatory variable xlocal of this space unit, and
the explanatory variable xneib of the adjacent space unit. In addition to directly affecting ylocal,
the xlocal of this space unit can also affect the yneib of adjacent space units, and then transfer
it to the space unit ylocal through the spatial autocorrelation of yneib. This comprehensive
effect of xlocal on ylocal becomes a direct effect of explanatory variables; the xlocal of this space
unit can directly affect the yneib of the adjacent space unit, or it can affect the ylocal of this
space unit, and then transfer to the yneib of the adjacent space unit through the spatial

542



Int. J. Environ. Res. Public Health 2022, 19, 1679

autocorrelation of ylocal. This comprehensive effect of xlocal on yneib becomes an indirect
effect, also known as the spatial spillover effect of explanatory variables. Therefore, the
spatial Durbin model can be rewritten into the following form [61,62]:

Yit = (1 − λW)−1 ϕN + (1 − λW)−1(Xtβ + WXtθ)
−1 + (1 − λW)−1v∗t (10)

where ϕN represents the space error term, meaning the error term with time and space
effects. Therefore, the partial derivative of the explained variable Y with respect to the kth
explanatory variable at a certain moment is:

[
∂Y

∂X1k
· ∂Y

∂XNk

]
= (I − λW)−1

⎡
⎢⎢⎣

βk W12θk . . . W1Nθk
W21θk βk . . . W2Nθk
. . . . . . . . . . . .
WN1θk WN2θk . . . βk

⎤
⎥⎥⎦ (11)

where the mean of the diagonal elements on the right is the direct effect, and the mean of
the sum of each row (column) of the off-diagonal elements is the indirect effect [63–65].

4. Results Analysis

4.1. OLS Regression Results

The results of Table 3 show the OLS regression results based on Formula (7). The
capital-saving technical change suppress the increase in urban carbon intensity in China.
One unit of capital-saving technical change could lead to a −0.0162 unit decrease in urban
carbon intensity. This may be because highly skilled labor restrains the expansion of
production by reducing capital inputs such as plants and machinery, and also reduces
carbon intensity to some extent through the accumulation of human capital. Additionally,
the population density, foreign direct investment, number of full-time college teachers,
and pollution abatement show inhibitory effects on the urban carbon intensity of Chinese
cities. However, the average night light data, tertiary industry proportion, and total road
passenger transport all increase the urban carbon intensity significantly.

Table 3. OLS regression results.

Explanatory Variable Coefficient t-Value

lndtc −0.0162 *** (−2.83)
lnpop −0.0024 ** (−2.30)
lnnl 0.0043 *** (4.37)
lnfdi −0.0624 *** (−4.92)

lnthird 0.0003 *** (5.34)
lntrans 0.0048 *** (4.98)
lntechs −0.0055 (−0.84)

lnpollution −0.2046 * (−1.86)
Note: the value of t is in parentheses, and ***, **, and * are significant at the levels of 1%, 5%, and 10%, respectively.

4.2. Spatial Regression Results

There are many methods of “spatial correlation or spatial structure test”; Moran’s
I index is by far the earliest, most used, and most famous test in practice [66], and it is
simpler in calculation than Wald and LR tests [67]. However, its disadvantage is that
the test was not developed under the framework of the maximum likelihood method,
and no alternative hypothesis is proposed [68]. Anselin found that the RS test has an
asymptomatic standard when testing the spatial model of cross-sectional data, but the Wald
and LR tests do not [69]. For the spatial error autocorrelation cross-sectional model with
spatial lag-dependent variables, a robust LM test has further introduced joint, marginal,
and conditional tests to verify the spatial model structure [56].

Therefore, as shown in Table 4, we carried out an LM test and a robust LM test for
non-spatial interaction models with four forms: time and space are not fixed, space is fixed,
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time is fixed, and time and space are fixed; the results show that the spatial error effect
cannot pass the 1% robustness test, except for the time–space-non-fixed effect, space-fixed
effect, and time-fixed effect; the other kinds of spatial lag effect and spatial error effect pass
the LM test and robust LM test, and the spatial lag effect is more significant than the spatial
error effect, showing that the SDM cannot be reduced to the SLM or the SEM—that is, the
SDM is optimal. Therefore, it is necessary to construct the SDM under the fixed form of
space and time.

Table 4. LM testing results.

Time and Space Are
Not Fixed

Time and Space Are
Fixed

Time Is Fixed Space Is Fixed

LM test of spatial lag effect (LMlag) 41.47 ***
(0.000)

52.48 ***
(0.000)

51.28 **
(0.000)

47.59 ***
(0.000)

Robust LM test of spatial lag effect
(R-LMlag)

18.93 ***
(0.000)

46.71 ***
(0.000)

30.38 **
(0.000)

25.73 ***
(0.000)

LM test of spatial error effect
(LMerr)

30.65 ***
(0.000)

9.63 ***
(0.000)

38.03 **
(0.000)

17.92 ***
(0.000)

Robust LM test for spatial error
effects (R-LMerr)

1.61
(0.107)

2.30 **
(0.021)

1.91 *
(0.057)

29.37 ***
(0.000)

Note: the value of t is in parentheses, and ***, **, and * are significant at the levels of 1%, 5%, and 10%, respectively.

Table 5 shows the results based on the SDM. The coefficients and significance levels are
overall improved compared to the OLS regression results from Table 3. Firstly, this shows
that the spatial regression coefficient δ is significantly positive, indicating that the carbon
intensity of Chinese cities is obviously affected by the carbon intensity of neighboring cities
in the same direction, and also positively affects the carbon intensity of neighboring cities.
This confirms that the carbon intensity of cities has obvious spatial spillovers—that is, for
every 1% change in the carbon intensity of neighboring cities, the carbon intensity of the
local city will change in the same direction by 0.1027%. Secondly, the significance test of
the t-value of the regression coefficient β shows that the carbon intensity of Chinese cities
is negatively affected by local capital-saving technical change, population density, foreign
direct investment level, and pollution abatement; however, it is positively affected by night
light data, the proportion of tertiary industries, and number of road passengers. Once
again, the level of urban education shows no significant impact on carbon intensity. Finally,
the t-value significance test of the spatial lag coefficient θ shows that the carbon intensity
level of 283 cities in China is negatively affected by the capital-saving technical progress
of neighboring cities. For neighboring cities, their population density, night light data,
foreign direct investment level, proportion of tertiary industries, road passenger traffic, and
pollution control investment all contribute to the improvement of the local city’s carbon
intensity. In summary, the degree of carbon intensity in Chinese cities is affected by the
local and neighboring regions’ capital-saving technical change, population density, night
light data, foreign direct investment level, proportion of tertiary industries, number of
road passengers, and pollution control investment. In addition, the capital-saving technical
change, night light data, foreign investment level, and proportion of tertiary industries in
neighboring cities play more important roles.
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Table 5. Results of the SDM.

Variable
Coeffcient Lag Coefficient

β θ

Spatial regression coefficient δ 0.1027 ***
(4.91)

−

lndtc −0.0398 ***
(−4.50)

−0.0458 ***
(−8.28)

lnpop −0.0624 ***
(−3.66)

0.0620 ***
(3.53)

lnnl 0.0426 ***
(4.37)

0.3019 ***
(6.89)

lnfdi −0.0109 **
(−2.46)

0.3813 ***
(9.37)

ln3rd 0.0167 ***
(5.08)

0.0299 **
(2.31)

lntrans 1.5103 ***
(5.34)

0.0374 ***
(2.46)

lntechs −0.0070
(−0.79)

−0.0903
(−1.21)

lnpollution −0.7210 ***
(−4.98)

0.4892 ***
(−4.50)

Note: the value of t is in parentheses, and ***, ** are significant at the levels of 1%, 5%, respectively.

4.3. Results of Direct and Indirect Effects of Variables

Table 6 shows the further calculation of the direct and indirect effects of various
influencing factors on urban carbon intensity. The rho value was 0.2857 and the significance
test was passed at the level of 10%. This shows that urban carbon intensity still has a strong
positive spatial correlation. The regression results first show that the direct and indirect
effects of capital-saving technical are is significantly negative, and that the direct effect is
greater than the indirect effect, indicating that the superposition of the direct effect and the
indirect effect significantly inhibits the carbon intensity of the local city and its neighbors—
that is, if the level of capital-saving technical change increases by 1 unit, the carbon intensity
of the city and neighboring cities will decrease by 0.0472 and 0.0259 units, respectively,
which means that the city’s overall carbon intensity will decrease by 0.0731 units in total.
Secondly, the direct and indirect effects of average night light data, foreign investment level,
the proportion of tertiary industries, and road passenger traffic are all in the same direction
among local cities and neighboring cities; among them, night light data and road passenger
traffic promote the carbon intensity of local cities and neighboring cities, meaning that
the economic vitality of the region can drive the economic development of neighboring
regions, which will inevitably use and consume more energy and increase the overall
carbon intensity level. The increase in the level of local foreign investment is conducive to
the imitation and learning of advanced knowledge and technology, and it can also play
a demonstrable effect in neighboring areas. Because more advanced technology is often
greener and more environmentally friendly, increasing the level of foreign investment can
reduce the carbon intensity of local and neighboring cities; although a higher proportion of
tertiary industry is accompanied by an increase in consumption, it is lower than the volume
of resources consumed by the primary and secondary industries, so the overall increase in
carbon emissions is significantly suppressed. The more the road passenger traffic, the wider
the scope of social and economic activities between neighboring cities, and the higher the
frequency of interaction between cities; therefore, road traffic plays an overall promoting
role in carbon intensity. Third, the direct and indirect effects of population density, the
number of full-time teachers in colleges and universities, and pollution control investment
differ significantly or insignificantly. The increase in population density of local cities
has a certain siphoning effect on the total population of neighboring cities. Therefore,
the inhibitory effect of population agglomeration on carbon intensity mainly comes from
the indirect effect of reducing the carbon intensity level of neighboring cities. The urban
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education level represented by the number of full-time university teachers does not show a
significant correlation with carbon intensity. Meanwhile, a higher scale of pollution control
investment has a significant direct inhibitory effect on the local city, and the coefficient is
greater than its positive indirect effect. After the combined effect of the two, the overall
carbon intensity of the city remains suppressed. In view of this, except for the educational
level, all other factors have significant direct and indirect effects; among them, the spatial
spillover effects of capital-saving technical change, population density, and the proportion
of tertiary industries are the most obvious, significantly reducing the urban carbon intensity.

Table 6. Direct and indirect effects of the SDM.

Variable Direct Effect Indirect Effect Total Effect

lndtc −0.0472 ***
(−4.69)

−0.0259 **
(−2.08)

−0.0731 ***
(−3.99)

lnpop 0.4843
(0.56)

−0.5946 *
(1.85)

−0.1103 *
(1.90)

Lnnl 0.0305 **
(2.11)

0.5858 ***
(3.99)

0.6163 ***
(5.28)

Lnfdi −0.1671 *
(−1.83)

−0.0053 **
(−2.55)

−0.1724 ***
(−6.21)

Ln3rd −0.0951 ***
(−4.93)

−0.0054 **
(−2.38)

−0.1005 ***
(−4.91)

lntrans 0.2376 **
(2.11)

0.0374 ***
(2.46)

0.2750 ***
(3.90)

lntechs 0.0447
(0.16)

0.0013
(0.70)

0.0460
(0.99)

lnpollution −0.8181 *
(−1.83)

0.3024 ***
(5.13)

−0.5157 ***
(4.02)

rho 0.2857 **
(2.51)

R2 0.68
likelihood ratio 1329.0971

Note: the value of t is in parentheses, and ***, **, and * are significant at the levels of 1%, 5%, and 10%, respectively.

4.4. Robust Test

In order to separate the environmental policy from the regression results, as the former
may influence the latter, 45 low-carbon cities and 238 non-low-carbon cities were selected
for the regression of the SDM (in February 2017, the National Development and Reform
Commission announced the list of the third batch of national low-carbon city pilots, and
a total of 45 cities were selected). The results in Table 7 show that rho values of 0.1793
and 0.2667 both pass the significance test at the 5% level, indicating that there is still a
strong positive spatial correlation of urban carbon intensity with directed technical change
in China. Under the SDM, the capital-saving technical change of low-carbon cities has a
stronger inhibitory effect on local carbon intensity, with a direct effect coefficient of −0.5346
and an indirect effect coefficient of −0.2616. This shows that the increase in capital-saving
technical change can better improve resource utilization, increase the development of new
energy technologies, and reduce pollutant emissions in the production process, thereby
suppressing the carbon emissions of the local and neighboring areas. For non-low-carbon
cities, due to the lack of support for green environmental protection policies, the inhibitory
effect of capital-saving technical change on carbon intensity is weakened. Even if the direct
effect and the indirect effect are superimposed together, the coefficient is only −0.0510,
which is lower than the coefficient of −0.7962 for low-carbon cities. The analysis results
of the remaining explanatory variables are generally consistent with the results of Table 3,
except for the direct and indirect effects of population density on non-low-carbon cities,
which are both shown to significantly promote carbon emissions. Most of the coefficients
of the proportion of tertiary industries are significantly positive.
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Table 7. Low-carbon cities and non-low-carbon cities.

Low-Carbon Cities Non-Low-Carbon Cities

Variable
Direct
Effect

Indirect
Effect

Total
Effect

Direct
Effect

Indirect
Effect

Total
Effect

lndtc −0.5346 ***
(−2.72)

−0.2616 ***
(−3.10)

−0.7962 **
(−2.29)

−0.0436 **
(−2.29)

−0.0074 **
(−2.10)

−0.0510 **
(−1.79)

lnpop −0.3478 **
(−2.13)

−0.1791 *
(−1.69)

−0.5269 *
(−1.80)

0.0421 **
(2.41)

0.0191 *
(1.67)

0.0612 *
(1.69)

lnnl 0.1200 ***
(3.62)

0.0132 **
(3.30)

0.1332 **
(2.06)

0.0142 *
(1.74)

0.0124 *
(1.81)

0.0266 **
(2.40)

lnfdi −0.1236 **
(−2.53)

−0.0981 **
(−2.07)

−0.2217 **
(−2.03)

−0.0188 ***
(−5.75)

−0.0020 ***
(−3.96)

−0.0208 ***
(−2.85)

ln3rd −0.1028 **
(−2.19)

0.0145 *
(1.82)

0.0883 *
(1.81)

0.0033 **
(2.23)

0.0174 *
(1.83)

0.0207 **
(1.74)

lntrans 0.0337 **
(2.06)

0.0294 *
(1.83)

0.0631 *
(1.72)

0.0013 **
(2.20)

0.0066 *
(1.89)

0.0079 **
(1.96)

lntechs 0.1394
(1.61)

0.0110
(0.17)

0.1504
(0.12)

0.0411
(1.04)

0.0007
(0.87)

0.0418
(0.14)

lnpollution −1.1082 ***
(−5.09)

−0.0201 ***
(−2.85)

−1.1283 ***
(−6.20)

0.1313 **
(1.96)

−0.0507 **
(−2.12)

0.0806 **
(2.24)

Rho 0.1793 **
(2.23)

0.2667 **
(2.50)

R2 0.76 0.69
Likelihood

ratio 1319.8709 783.9702

Note: the value of t is in parentheses, and ***, **, and * are significant at the levels of 1%, 5%, and 10%, respectively.

In Table 8, this paper presents three ways to further test the robustness of results:
the replacement of geographic weights, the use of the dynamic SDM (the explanatory
variable will lag one period), and the replacement of the explanatory variable as the carbon
footprint. This shows that the capital-saving technical change still directly or indirectly
shows a significant inhibitory effect on the urban carbon intensity in China, proving that
the regression results in this article are robust. In addition, by comparing the magnitude of
the coefficients, it can be seen that the capital-saving technical change still has a stronger
inhibitory effect on the carbon intensity of the local area than that of the neighboring
area—that is, the accelerated flow of capital resources in the region and its adjacent areas
caused by the capital-saving technical change in the region can not only raise the level of
environmental protection technology, but also play a role in reducing the carbon intensity;
at the same time, due to the existence of the warning effect, it may also lead to an increasing
demand for ecological environment improvement in the surrounding areas; therefore, the
governments of the neighboring regions pay more attention to the degree of utilization of
technical change, thereby restraining the carbon intensity of the neighboring regions. The
performance of the remaining control variables is essentially the same as in Table 3.
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Table 8. Robustness test.

Replacement of
Geographic Weights

Dynamic Durbin Model
Replacement of the

Explanatory Variable

Variable
Direct
Effect

Indirect
Effect

Direct
Effect

Indirect
Effect

Direct
Effect

Indirect
Effect

lndtc −1.0453 ***
(−7.21)

−0.0726 **
(−2.23)

−0.0203 **
(−2.14)

−0.0169 *
(−2.75)

−0.0266 ***
(−2.48)

−0.0116 **
(−2.48)

lnpop 0.0068 **
(2.42)

0.0205 *
(1.76)

0.0014 *
(1.95)

0.0167 **
(2.10)

0.0031 ***
(2.83)

0.0086 ***
(4.87)

lnnl 0.0042 ***
(2.95)

0.0076 **
(2.07)

0.1236 **
(2.47)

0.0009 **
(2.15)

0.0051 ***
(3.77)

0.0312 ***
(3.18)

lnfdi −0.0136 **
(−2.26)

−0.0199 **
(−2.30)

−0.0410 ***
(−4.39)

−0.0209 ***
(−6.31)

−0.5134 **
(−2.39)

−0.7758 ***
(5.19)

ln3rd 0.0019 **
(1.70)

0.0025 *
(1.92)

0.0424 **
(2.07)

0.0086 ***
(2.66)

0.0072 **
(2.23)

0.0058 **
(1.71)

lntrans 0.0414 ***
(3.04)

0.0015 *
(1.95)

0.0009 *
(1.78)

0.0180 **
(2.05)

0.0027 *
(1.73)

−0.0222 **
(1.88)

lntechs 0.0085
(0.94)

0.0106
(0.38)

0.0007
(0.96)

0.0281
(1.06)

0.0016
(0.55)

0.0459
(1.35)

lnpollution −0.0709 ***
(−4.39)

0.0172 ***
(2.88)

−0.9781 ***
(−4.22)

0.0338 **
(2.12)

−0.0404 **
(−2.41)

0.0016 **
(2.40)

Rho 0.2913 ***
(2.80)

0.1433 ***
(6.28)

0.0136 ***
(8.50)

R2 0.64 0.49 0.72
Likelihood

ratio 838.7348 1092.5382 1205.9276

Note: the value of t is in parentheses, and ***, **, and * are significant at the levels of 1%, 5%, and 10%, respectively.

5. Conclusions

Based on the SDM, this paper investigates the relationship between directed technical
change (capital-saving) and carbon intensity, and then discusses whether the relationship
will change in low-carbon cities and non-low-carbon cities. Finally, the robustness of the
regression results in the case of replacement of weights, replacement of the Y lag period,
and replacement of explained variables is explained. The conclusions are as follows: (1) The
carbon intensity of Chinese cities is positively and significantly influenced between local
cities and the neighboring cities; the carbon intensity of the local city will change by 0.1027%
of a unit in the same direction as one unit of a neighboring city—that is, there is a positive
spatial correlation between the urban carbon intensity of Chinese cities. (2) The direct effect
of capital-saving technical change is greater than the indirect effect, and both the direct
and indirect effects are significantly negative—that is, capital-saving technical change has a
significant inhibitory effect on local and adjacent carbon intensity. (3) The capital-saving
technical change of low-carbon cities has stronger inhibition on local carbon intensity than
that of non-low-carbon cities.

Therefore, the policy implications of the results in this paper are as follows: First of
all, China is now in a critical period of economic transformation and green development,
which requires not only emphasizing and promoting the role of technical change in the
coordinated development of urban economy, society, and ecology, but also adjustment
of the direction of technical change in a timely manner, in order to contribute to the
sustainable development of urban ecological environment in China. Secondly, we should
focus on strengthening the interaction and linkage between cities, so that cities with low
carbon intensity can play a leading and exemplary role, reducing the growth rate of carbon
intensity in adjacent areas. Finally, it should be strongly advocated that the government
and relevant departments should appropriately expand the scope of green policies, so that
more Chinese cities benefit from the support of green policies and financial investment,
and better develop urban energy conservation and emissions reduction activities.
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Abstract: Grey water footprint is included in the green development efficiency evaluation index
system of the chemical industry. From 2002 to 2016, the super efficiency Slack Based Measure (SBM)
model was used to measure the green development efficiency of the chemical industry in the Yangtze
River Economic Belt. Dagum Gini coefficient and its decomposition method were used to decompose
the regional differences of green development efficiency of the chemical industry in the Economic
Belt, and the coefficient of variation method and panel data regression model were used to test the
convergence characteristics. The following results were obtained. (1) The total grey water footprint
of the chemical industry in the Yangtze River Economic Belt showed a fluctuating downward trend
from 2002 to 2016. (2) The green development efficiency of the chemical industry in the Yangtze River
Economic Belt was significantly improved, and the spatial differentiation law of gradient decline in
the upper, middle, and lower reaches of the Economic Belt was shown. (3) The regional difference of
green development efficiency of the chemical industry in the Yangtze River Economic Belt initially
showed an expanding trend and then a narrowing trend. Regional differences in the upper reaches
of the Yangtze River increased while those in the middle reaches first increased and then decreased,
whereas those in the lower reaches decreased significantly. The variance in green development
efficiency of the chemical industry is the main cause of regional differences. (4) From 2012 to 2016,
the Yangtze River Economic Belt had obvious convergence in its whole region, middle reaches,
and lower reaches and an inconspicuous convergence in the upstream area. Regional difference
of green development efficiency of the chemical industry in the Economic Belt was the combined
effect of the results of environmental regulation, industrial structure, foreign investment intensity,
and scientific and technological advancements. Our results have high theoretical reference values
and practical guiding significance for implementing the green efficiency promotion strategy of the
chemical industry in Yangtze River Economic Belt by region and classification.

Keywords: chemical industry; green development efficiency; grey water footprint; regional differ-
ences; convergence; Yangtze River Economic Belt

1. Introduction

The Yangtze River Economic Belt is one of the most critical contradiction areas between
economic development and environmental protection in China [1]. A total 40% of available
freshwater resources and more than 20% of its wetland resources in China are concentrated
in the Yangtze River Basin, which covers 204 national aquatic germplasm resources pro-
tection zones. The River Basin is one of the important ecological security barriers and
economic centers in China [2]. The chemical industry is a basic and pillar industry of the
national economy, with high dependence on water and energy as well as high safety and
environmental risks [3]. China is the largest chemical producer in the world. In 2018, its
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chemical turnover was 119.8 million EUR, accounting for 35.8% of the global chemical
sales for the year [4]. The production value of chemical products in the Yangtze River
Economic Belt accounts for more than 40% of the country’s total. At present, “chemical
industry encircling the river” poses challenges to the Yangtze River Economic Belt. There
are more than 400,000 chemical enterprises, 5 steel bases, 7 oil refineries, and many large
petrochemical bases along the Yangtze River, leading to a greater risk of environmental
pollution [5]. In the “joint efforts to protect” and under the general requirements of “no
large-scale development”, the green transformation and development of the chemical
industry in the Yangtze River Economic Belt is particularly urgent.

The Chinese economy has entered a high-quality development stage from the high-
speed growth stage now. The traditional industrial development mode of high energy
consumption, high pollution, and high emission has gradually changed to the intensive,
efficient, and sustainable green development mode. The Chinese government has attached
great importance to the green development of the chemical industry in the Yangtze River
Economic Belt. On 14 November 2020, General Secretary Xi Jinping presided over a forum
that aimed to promote the comprehensive development of the Yangtze River Economic Belt,
stressing the need to make it the main battlefield of Chinese ecological priority and green
development. Relevant departments of the state have also issued a series of policies and
regulations, such as guiding opinions on strengthening the green development of industries
in the Economic Belt, the ecological environment protection plan for the area, the Law of
the People’s Republic of China on the Protection of the Yangtze River, and so forth. All of
these endeavors actively promote the green transformation and upgrading of the chemical
industry in the Yangtze River Economic Belt. In the past five years, more than 8000 chemical
enterprises along the Economic Belt have been reformed, relocated, transformed, or closed.
Remarkable achievements have been made in the green transformation and development
of the chemical industry. The ecological environment has been significantly improved. The
proportion of excellent water quality sections in the Yangtze River basin increased from
82.3% in 2016 to 91.7% in 2019 and further increased to 96.3% from January to November
2020. The elimination of poor V water bodies achieved for the first time in 2020. It can
be seen that comprehensively promoting the green development of the chemical industry
and improving its green development efficiency [6] are key to solving the dilemma of the
“chemical industry surrounding the river”, which ensures environmental and industrial
development safety and realizes the sustainable development of the chemical industry. The
Yangtze River Economic Belt includes 9 provinces, 2 cities, and 11 provincial administrative
units and covers an area of approximately 2.05 million km2 [7]. Due to the differences
in resource conditions, economic development levels, innovation abilities, and chemical
industry development histories, the spatial distribution and green development level of
the chemical industry show spatial heterogeneity, which increases the challenge for the
Economic Belt to promote the industrial green development. In order to measure the
gray water footprint and green development efficiency of the chemical industry in the
Yangtze River Economic Belt, to reveal the spatial differences and their convergence in the
green development efficiency of the chemical industry in 11 provinces and cities, and to
provide policy support for the green development of the chemical industry in the Yangtze
River Economic Belt, this research systematically studied the regional differences and
convergence of green development efficiency of the chemical industry in the Yangtze River
Economic Belt. The results are expected to be valuable in theoretical reference and practical
significance for implementing green development promotion strategy of the chemical
industry in different regions and categories.

2. Literature Review

The concept of “green development” was first proposed by the United Nations Devel-
opment Programme in 2002. The essence of green development is to regard resources and
the environment as endogenous factors of growth and provide a balance between economic
growth and ecological environment protection by changing the dynamic mechanism of
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economic development to form a new sustainable development model [8,9]. From the
perspective of input and output, green development efficiency refers to the proportional
relationship between green development output and input. Green development efficiency
is an important indicator to analyze the degree of green development of industries and is
often used to reflect the completion degree, achievements, and effectiveness of green devel-
opment. Since data envelopment analysis (DEA) can consider a variety of input and output
and does not need to set specific function forms, it has become the mainstream method to
measure green development efficiency [10]. Pittman (1983) first included “undesirable”
output into the productivity analysis process [11]. Chung et al. (1997) proposed directional
distance function and the Malmquist–Luenberger Index (MLI), which carries out productiv-
ity evaluation after the “undesirable” output is considered reasonable [12]. Tone (2001, 2002)
proposed a SBM model that considers relaxation measures to effectively overcome radial
and angular defects [13,14]. A DEA analysis method based on the measurement of slack
variables, which puts the input and output slack directly into the objective function so that
it can directly measure the inefficiency caused by slack compared to the optimal production
frontier, thus solving the problem of input and output slack in the traditional DEA model,
removing the inefficiency caused by slack, and also solving the problem of productivity
evaluation in the presence of non-expected outputs. Many scholars used the DEA model
to discuss the green development efficiency of the chemical industry. Tanzil and Beloff
(2006) summarized the sustainability indicators and indicators of the chemical industry,
focusing on ecological efficiency and company-specific indicators [15]. Alessandro et al.
(2017) measured the environmental economic efficiency of Italian and German chemical
enterprises [16]. Yeh Jiahuey et al. (2019) calculated the total factor green energy efficiency
of China’s chemical industry [17]. Yijun Zhang et al. (2020) used the three-stage SBM–DEA
model and MLI to measure the green total factor productivity (GTFP) of China’s chemical
industry [6]. Sun Honghai (2017) used super-efficiency DEA to calculate the ecological
efficiency of 25 petrochemical enterprises in China [18]. Yuan Yaqiong (2018) used DEA and
value-driven analysis to evaluate the ecological efficiency of heavy chemical enterprises in
Beijing, Tianjin, and Hebei region from 2012 to 2016 [19]. Lu Qiuqin et al. (2020) used the
improved three-stage DEA model to evaluate the transformation and upgrading efficiency
of China’s coal chemical enterprises [20].

When using DEA, researchers usually take labor, capital, and energy as inputs, the
output value of the chemical industry as the expected output, and environmental pollutants
as the unexpected output to build an evaluation model of green development efficiency of
the chemical industry. These indicators do not consider the characteristics of the chemical
industry, which has a great impact on water environment. Tony Allan proposed “Virtual
Water”; Hoekstra et al. proposed the concept of “Water Footprint”. Grey water footprint
refers to the volume of freshwater required to dilute certain pollutants on the basis of
existing water quality standards and natural background concentration [21]. Given that
water footprint and grey water footprint can better represent the water consumption and
water pollution accounting of industries [22], they have been gradually incorporated into
the evaluation framework of the green development efficiency of regional industries [23,24].

The spatial distribution and environmental risk of the chemical industry in the Yangtze
River Economic Belt have always been hot areas of academic concern. For a long time,
the spatial layout of the chemical industry in the Economic Belt has reflected two major
factors: the proximity to raw materials and market. The chemical industry along the
Yangtze River is mainly distributed in the areas of Shanghai and Jiangsu [25]. In recent
years, the petrochemical industry had a trend of expansion along the river to the upstream.
The environmental pollution load gradient also shifted to the middle and upper reaches,
and the environmental risk increased [26,27]. Xiang et al. (2021) found that the spatial
differentiation characteristics of green development efficiency of the chemical industry in
the Yangtze River Economic Belt were obvious. Economic level, scientific and technological
innovation, industrial structure, and industrial agglomeration are the main factors affecting
the spatial differentiation of green development efficiency of the chemical industry in the
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Economic Belt. The impact of foreign investment intensity and environmental regulation
is relatively weak [28]. Therefore, it is necessary to guide the chemical industry of the
Yangtze River Economic Belt to gather in large coastal bases and raw material producing
or consumption areas, improve the rate of chemical enterprises entering the park, and
optimize the spatial layout of the chemical industry [29]. Some scholars also studied the
negative effects of the development of the chemical industry on the ecological environment.
Zhu Deming et al. (2006) showed that the development of the chemical industry along the
Yangtze River in Jiangsu threatened the drinking water source and water supply safety [30].
Intensive chemical enterprises and unreasonable industrial layout along the Yangtze River
Economic Belt have brought some potential environmental risks to the environmental
protection of the Yangtze River Basin [31,32]. Dong et al. (2020) found that the division
level of heavy chemical industry in the middle and upper reaches of the Yangtze River
Economic Belt decreased, which promoted the decline of the regional pollution level [33].

The contribution of this research is mainly reflected in the following aspects. Firstly, it
makes up for the industry characteristics that little considered the impact of the chemical
industry on the water environment in previous studies. In this study, water footprint and
grey water footprint are included in the green development efficiency measurement index
system of the chemical industry, and the green development efficiency of the chemical
industry is established by using DEA, which was calculated from 2002 to 2016 in the
Yangtze River Economic Belt. Secondly, Dagum Gini coefficient and its decomposition
method are used to decompose the regional differences of green development efficiency of
the chemical industry in the Economic Belt. Lastly, the convergence characteristics of green
development efficiency of the chemical industry in the Economic Belt and its upstream,
middle, and lower reaches are tested with the coefficient of variation method and panel
data regression model from three aspects, i.e., convergence, absolute convergence, and
conditional absolute convergence.

3. Materials and Methods

3.1. Regional Overview

The Yangtze River Economic Belt consists of the 11 provincial administrative units of
Shanghai, Jiangsu, Zhejiang, Anhui, Jiangxi, Hubei, Hunan, Guizhou, Chongqing, Sichuan,
and Yunnan (Figure 1) and covers an area of about 2.05 million km2, accounting for 21%
of the country and more than 40% of the total population and economy [7]. It is one of
the Chinese chemical industry agglomeration areas. In 2016, 11 provinces and cities in the
Yangtze River Economic Belt achieved a total sales value of 8253.40 billion RMB, accounting
for 43.46% of the total sales value in China. The sales output values of the chemical
industry in downstream areas, middle reaches, and upstream area were 530.18 billion RMB,
1816.96 billion RMB, and 1134.663 billion RMB, accounting, respectively, for 27.91%, 9.57%,
and 5.97% of that in China. The sales value of the chemical industry in Jiangsu province
was the highest at 2954.89 billion RMB, about 15.56% of the whole country, while that in
Yunnan province was the lowest at 139.00 billion RMB, accounting for 0.73% of that in the
whole country [28].
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Figure 1. Map of the Yangtze Economic Belt.

3.2. Methods
3.2.1. Calculation of Grey Water Footprint of the Chemical Industry

Industrial wastewater is directly discharged into surface water. The main pollutants in
industrial wastewater can be measured directly, such as chemical oxygen demand (COD)
and ammonia nitrogen (NH+

4 -N) in chemical industry wastewater. Therefore, COD and
NH+

4 -N are used as the main indicators to measure the grey water footprint of the chemical
industry. The calculation formula is as follows [23]:

GWFind = max(GWFind(COD), GWFind(NH+
4 −N))

GWFind(i) =
Lind(i)

Cmax − Cnat
− Wed

GWFreg =
n

∑
i=1

GWFind(i)

where GWFind (billion m3) is the grey water footprint of the chemical industry, GWFind(i)
(billion m3) is the grey water footprint of the chemical industry with the standard of category
i pollutants, Wed (billion m3) is the discharge amount of chemical industry wastewater, and
GWFreg (billion m3) is the grey water footprint of the regional chemical industry. China’s
Standard Limits for Basic Items of Surface Water Environmental Quality Standard (GB
3838-2002) is used as the standard. In the standard, the water quality is required to meet the
class III water quality index, and the concentration limits of COD and ammonia nitrogen
(NH+

4 -N) in class III water are taken as the environmental concentration standards of COD
and ammonia nitrogen (NH+

4 -N) in water.

3.2.2. Measurement Model of Green Development Efficiency of the Chemical Industry

The SBM–undesirable model was proposed to measure the green development effi-
ciency of the chemical industry. It is calculated as [34]: Supposing there are n individual
DMUs, including input vector, expected output, and unexpected output, respectively, that
are recorded as x, x ∈ Rm, yg ∈ Rs1, and yb ∈ Rs2. The matrix is defined as

X = [x1, x2, . . . , xn] ∈ Rm×n, Yg =
[
yg

1, yg
2, . . . , yg

n

]
∈ Rs1×n, Yb =

[
yb

1, yb
2, . . . , yb

n

]
∈ Rs2×n
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According to the actual input and output, supposing xi > 0, yg
i > 0, yb

i > 0, productive
collection P, that is, N element input X. All combinations of expected and undesired outputs
can be defined as

P =
{
(x, yg, yb)

∣∣∣x ≥ Xλ, yg ≥ Ybλ, yb ≥ Ybλ(λ ≥ 0)
}

Therefore, the SBM–undesirable model can be expressed as

p∗ = min
1 − 1

m

i
∑

i=1

S−
i

Xi0

1 + 1
S1+S2

(
S1
∑

r=1

Sg
r

yg
r0
+

S2
∑

r=1

Sb
r

yb
r0

) , s.t.

⎧⎪⎪⎨
⎪⎪⎩

X0 = Xλ + S−
yg

0 = Yg λ + Sg

yb
0 = Ybλ + Sb

S− ≥ 0, Sg ≥ 0, Sb ≥ 0, λ ≥ 0

Type: S−
i , Sg

r , and Sb
r , respectively, represent the first i0 input redundancy, expected

output deficiency, and expected output superscalar of each decision-making unit; S−
i , Sg

r ,
and Sb

r , respectively, denote their corresponding vectors; and λ is the weight vector. The
optimal solution of the above formula is (λ*, S−*, Sg*, Sb*). P* = 1 only when the bad output
exists, that is, S−* = 0, Sg* = 0, Sb* = 0 when DMU0 is efficient.

3.2.3. Dagum Gini Coefficient and Decomposition Method

By using the Dagum Gini coefficient method, this study analyzes the spatial differences
and sources of green development efficiency of the chemical industry in the upper, middle,
and lower reaches of the Yangtze River Economic Belt. According to the Gini coefficient
and its subgroup decomposition method proposed by Dagum (1997), the definition of Gini
coefficient G is as shown in Equation (1) [35]:

G =
∑k

j−1 ∑k
h−1 ∑

nj
i−1 ∑nh

r−1

∣∣yji − yhr
∣∣

2n2y
(1)

where j and h are subscripts for different regions; i and r are the indexes of provinces and
cities, respectively; n is the total number of provinces and cities; k is the total number of
regions; and nj(nh) and j(h) are the number of provinces and cities within a region. yji(yhr)
is the green development efficiency of the chemical industry in j(h) regional provinces
and cities i(r), and y is the average value of green development efficiency of the chemical
industry in all provinces and cities. On the overall Gini coefficient G by region, according to
the average value of green development efficiency of the chemical industry in each region
k, the region is sorted and then the Gini coefficient G is divided into three parts: intraregion
(intra-group) difference pairs G contribution of Gw, interregional (inter-group) difference
pairs G contribution of Gnb, and interregional (inter-group) ultra-variable density pairs G
contribution of Gt. When the three meet, G = Gw + Gnb + Gt, in which the area j has a Gini
coefficient of Gjj and intraregional differences Gw. The calculation formulas are Formulas
(2) and (3), respectively; zones j and h have a Gini coefficient between Gjh and the regional
net difference Gnb. The calculation formulas are Formulas (4) and (5), respectively. The
calculation formula for the interregional super-variable density Gt is shown in Formula (6).

Gjj =

1
2yj

∑
nj
i=1 ∑

nj
r=1

∣∣yji − yjr
∣∣

n2
j

(2)

Gw = ∑k
j−1 GjjPjSj (3)

Gjh = ∑
nj
i=1 ∑nh

r=1

∣∣yji − yhr
∣∣

njnh(yj + yh)
(4)
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Gnb = ∑k
j−2 ∑j−1

h−1 Gjh(pjsh + phsj)Djh (5)

Gt = ∑k
j=2 ∑j−1

h=1 Gjh(pjsh + phsj)(1 − Djh) (6)

In Equation (5), pj = nj/n, sj = njyj/ny, and j = 1, 2, 3. In Equation (7), Djh denotes
region j and h. See Formula (7) for the relative influence of green development efficiency
of the chemical industry. djh is the difference of the green development efficiency of
the chemical industry between regions (see Equation (8)). j, h all yji − yhr > 0 is the
mathematical expectation of the sample summation; pjh is the super-variable first-order
moment, representing the region. j, h all yhr − yji > 0 is the mathematical expectation of the
sample summation.

Djh =
djh − pjh

djh + pjh
(7)

djh =
∫ ∞

0
dFj(y)

∫ y

0
(y − x)dFh(x) (8)

pjh =
∫ ∞

0
dFh(y)

∫ y

0
(y − x)dFj(x) (9)

where Fj(Fh) represents the area j(h)C, which is the cumulative distribution function of
green development efficiency of the chemical industry.

3.2.4. Convergence Model

To investigate the evolution trend of green development efficiency of the chemical in-
dustry in the whole Yangtze River Economic Belt and the upper, middle, and lower reaches,
the convergence analysis is carried out, including σ Convergence and β Convergence.

σ Convergence refers to the trend where the deviation of green development efficiency
of the chemical industry in different regions is decreasing over time. σ Convergence is
measured by the coefficient of variation and can be calculated as [36]:

ij

j
N

i ijij

F

NFFj −
=σ

where j indicates the number of areas (j = 1, 2, 3 . . . ), i indicates the number of provinces
and cities in the region (i = 1, 2, 3 . . . ), Nj is the number of provinces and cities in each
region, and Fij denotes that the region j exists t with an average value of green development
efficiency of the chemical industry in the period.

The β convergence model is [36]:

ln(
Fi,t+1

Fi,t
) = α + βFi,t + μi + νt + εit

The left side of the model is the growth rate of green development efficiency of the
chemical industry calculated by logarithmic difference, where μi is a fixed effect, vt is a
time-fixed effect, and εit is a random error term.

In condition β, the convergence model is absolute β. A series of control variables
is added to the convergence model. This study adds environmental regulation, indus-
trial structure, technical level, and foreign investment intensity as control variables. The
convergence model for condition β is

ln(
Fi,t+1

Fi,t
) = α + βFi,t + δX + μi + νt + εit

In the regression process, each variable is logarithmic. In this paper, a two-way fixed
effect model is adopted to improve the coefficient. In the β accuracy of estimation, the robust
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error standard of clustering is adopted to the provincial and municipal levels. If β < 0 and is
significant, the green development efficiency of the chemical industry in the Yangtze River
Economic Belt converges, or it diverges. The rate of convergence b = −ln(1+ β)/T.

3.3. Index Selection and Data Processing
3.3.1. Measurement Index of Green Development Efficiency of the Chemical Industry

According to existing research results, combined with the classification and character-
istics of the chemical industry, the evaluation index system of green development efficiency
of the chemical industry is constructed from input and output. Manpower, capital, energy,
and water for the chemical industry are selected as investment indexes. The sales output
value of the chemical industry is selected as the expected output index and the grey water
footprint of the chemical industry as the unexpected output index (Table 1).

Table 1. Evaluation index system of green development efficiency of the chemical industry.

Index Variable Variable Declaration

Input index

Human input

Average annual
number of employees
in chemical industry

(10,000)

Capital input
Net fixed assets of
chemical industry
(100 million CNY)

Energy input

Total energy
consumption of

chemical industry
(ten thousand tec)

Water input
Chemical industry
water consumption

(100 million m3)

Output index

Expected output Chemical industry
output value

Sales output value of
chemical industry
(100 million CNY)

Unexpected output Water pollution
Chemical industry

grey water footprint
(billion m3)

Considering the availability of data of the chemical industry, the scope of the chemical
industry is defined as five subsectors in the manufacturing industry by the China Industrial
Statistics Yearbook: petroleum processing, coking and nuclear fuel processing; chemical raw
materials and chemical products manufacturing; pharmaceutical manufacturing; chemical
fiber manufacturing; and rubber and plastic products manufacturing. Relevant data come
from the China Industrial Statistics Yearbook, China Environmental Statistics Yearbook, China
Statistical Yearbook, and statistical yearbooks of various provinces and cities from 2003 to
2017. China Industrial Statistical Yearbook, China Environmental Statistical Yearbook, and China
Statistical Yearbook are the most authoritative and important sources of data for conducting
research on China’s socioeconomic development, available in both paper and electronic
versions, published annually by the National Bureau of Statistics of China, and can be
accessed through a variety of official channels for direct access to relevant data. The details
are as follows. The missing data are estimated by intermediate interpolation method. There
are no direct statistical data of total industrial water consumption and wastewater discharge
in the statistical yearbook, so we apply the data of industrial wastewater and pollutant
discharge in wastewater for each subsector in China to estimate the data of pollutant
discharge in industrial wastewater for each subsector in each province [37]. Energy data
of the chemical industry are estimated by reference [38]. For the net fixed capital and
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industrial sales output value of the chemical industry, the fixed assets investment price
index of corresponding provinces and cities and the ex-factory price index of industrial
producers are used for price reduction, which is reduced to the level of 2000.

3.3.2. Variables Affecting the Efficiency of Green Development of the Chemical Industry

Using environmental regulations, industrial structure, foreign investment intensity
and technological progress as control variables, this paper studied their influence on the
green development efficiency of the chemical industry in the Yangtze River Economic Belt.
Among them, the total amount of environmental governance for environmental regulation
represents the proportion of GDP. Science and technology investment is represented by
the proportion of science and technology expenditure in fiscal expenditure, which is
representative of the investment amount of foreign-funded enterprises at the end of the
year. The proportion of the secondary industry in GDP represents the industrial structure.

4. Results

4.1. Evolution Characteristics of Grey Water Footprint of the Chemical Industry in the Yangtze
River Economic Belt

The grey water footprint of the chemical industry in the Yangtze River Economic Belt
declined from 2002 to 2016 with a trend of fluctuation. It decreased from 16.03 billion m3 in
2002 to 12.03 billion m3 in 2008 and then increased to 14.43 billion m3 in 2016. In 2008, due
to the impact of the financial crisis, the operation of chemical enterprises was impacted,
the production capacity decreased, and the total grey water footprint was at its lowest
point. After the financial crisis, thanks to the support of relevant national policies, chemical
enterprises gradually eliminated the crisis, the output of the chemical industry gradually
recovered, and the discharge of wastewater in the chemical industry increased, leading to
an increase in the total grey water footprint of the chemical industry.

The grey water footprint of the chemical industry in Jiangsu, Zhejiang, Hubei, Hunan,
Sichuan, and Yunnan provinces is relatively high. These provinces are the main concentra-
tion provinces of the chemical industry in the Economic Belt, with large-scale enterprises
that have high amounts of wastewater discharge. The chemical industry in Shanghai has
the lowest wastewater footprint. On the one hand, Shanghai has accelerated the adjustment
of its industrial structure, the proportion of the chemical industry in the national economy
has decreased, and the overall scale of the chemical industry has shrunk. In 2016, the sales
value of its chemical industry only accounted for 2.67% of that in China. On the other
hand, the chemical industry in Shanghai is gradually transforming and upgrading to the
direction of a high-end, green, and low-carbon chemical industry. Shanghai has carried
out the construction of a “Green Industrial zone” earlier in China, and its environmental
and economic indicators of 10,000 CNY of output value led the national level of the same
industry. The grey water footprint of the chemical industry in Guizhou is relatively low,
mainly because of the small scale of the chemical industry. In 2016, the sales value of the
chemical industry in Guizhou only accounted for 0.83% of the national total (Figure 2).

4.2. Spatial and Temporal Evolution of Green Development Efficiency of the Chemical Industry in
Yangtze River Economic Belt

From 2002 to 2016, the green development efficiency of the chemical industry in the
Yangtze River Economic Belt showed an overall development and evolution trend of first
decreasing and then increasing, with an average of 0.5163, only reaching the optimal level
of 51.63% (Table 2). This trend showed that the overall level of green development efficiency
of the chemical industry is not high and still has great growth potential. Note that the green
development efficiency of the chemical industry showed a downward trend from 2002 to
2005, which may be due to the reversal of China’s economic model in the later stage of
its 11th Five-Year Plan. Moreover, the chemical industry turned back to the development
model of high consumption, high pollution emission, and low efficiency. The average
green development efficiency of the chemical industry in the Yangtze River Economic Belt
increased significantly during 2012 and 2016, which is the reason that provinces and cities
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in the Economic Belt accelerated the green development, transformation, and upgrading of
the chemical industry and achieved remarkable results after the 18th National Congress.

Figure 2. Grey water footprint of the chemical industry in Yangtze River Economic Belt.

Table 2. Green development efficiency of the chemical industry in the Yangtze River Economic Belt
from 2002 to 2016.

2002 2004 2006 2008 2010 2012 2014 2016 Year Average

Guizhou 0.2809 0.2351 0.2131 0.2176 0.1984 0.1916 0.1973 0.2612 0.2271
Sichuan 0.2390 0.2538 0.2836 0.3366 0.3461 0.3634 0.4109 0.4922 0.3387
Yunnan 0.2243 0.2401 0.2581 0.3114 0.2640 0.2395 0.2422 0.2916 0.2569

Chongqing 0.2508 0.2370 0.2204 0.2526 0.2517 0.2742 0.3041 0.3918 0.2728
Hubei 0.3794 0.3117 0.3173 0.3687 0.3447 0.4368 0.4817 0.5043 0.3883
Hunan 0.2938 0.2609 0.2718 0.3177 0.3363 1.0000 1.0000 1.0000 0.5312
Jiangxi 0.3132 0.2679 0.2746 0.2770 0.3506 0.3521 0.4005 0.4052 0.3273
Anhui 0.3129 0.3177 0.3099 0.3357 0.3410 0.3593 0.4124 0.4346 0.3512
Jiangsu 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 0.9860

Shanghai 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
Zhejiang 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000

Upstream area 0.2488 0.2415 0.2438 0.2795 0.2650 0.2672 0.2886 0.3592 0.2739
Midstream area 0.3288 0.2802 0.2879 0.3211 0.3438 0.5963 0.6274 0.6365 0.4156

Downstream area 0.8282 0.8294 0.8275 0.8339 0.8352 0.8398 0.8531 0.8586 0.8343
Whole area 0.4813 0.4658 0.4681 0.4925 0.4939 0.5652 0.5863 0.6164 0.5163

From the upstream, midstream, and downstream areas, the average green develop-
ment efficiency from 2002 to 2016 of the chemical industry in the downstream area was
0.8343, which was in a high-level development state with a small overall change range.
The average green efficiencies of the chemical industry in the midstream and upstream
areas were 0.4156 and 0.2739, respectively, which are relatively low and generally show an
evolutionary trend of first declining and then rising (Table 2).

In terms of provinces and cities, the green development efficiency of the chemical
industry in Shanghai, Zhejiang, and Jiangsu has been maintained at the optimal state of 1.00
(except when it was at 0.79 in 2005), while that in Hunan province also reached the optimal
state of 1.00 from 2012 to 2016. The green development efficiency of the chemical industry in
Anhui, Hubei, Chongqing, Sichuan, Guizhou, and Yunnan provinces increased to varying
degrees, showing a development trend of first decreasing and then increasing. However,
there is still a large gap in the green development efficiency of the chemical industry
between these provinces and the Shanghai, Zhejiang, and Jiangsu provinces (Figure 3).
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Figure 3. The average green development efficiency of the chemical industry from 2002 to 2016.

4.3. Regional Difference Analysis of Green Development Efficiency of the Chemical Industry in the
Yangtze River Economic Belt

To further reveal the regional differences and sources of green development efficiency
of the chemical industry in the Yangtze River Economic Belt, Dagum Gini coefficient and
its decomposition method were used to calculate and decompose its relative level.

4.3.1. Overall Regional Differences

From 2002 to 2016, the average regional difference of green development efficiency of
the chemical industry in the Yangtze River Economic Belt was 0.3080, showing a develop-
ment trend of first expanding and then narrowing. The maximum and minimum regional
differences of green development efficiency of the chemical industry appeared in 2007 and
2016 at 0.3347 and 0.2577, respectively. From 2007 to 2010, the green development efficiency
of the chemical industry fluctuated greatly, due mainly to the impact of the financial crisis
and the inconsistent degree of recovery of such efficiency in various provinces and cities.
From 2012 to 2016, the regional differences in green development efficiency of the chemical
industry narrowed, mainly because since the 18th National Congress of the Communist
Party of China, the middle and upper reaches with low green development efficiency
of the chemical industry have strengthened the treatment of the chemical industry, im-
proved its resource and energy utilization efficiency, reduced waste water discharge, and
improved the green development efficiency, thereby reducing the regional differences in
green development efficiency of the chemical industry.

4.3.2. Intraregional Differences

On the whole, the regional difference of green development efficiency of the chemical
industry in downstream areas is the largest, with an average of 0.1472. The second is the
middle reaches, with an average of 0.1043. The upstream area is the smallest, with an aver-
age of 0.0873. From the evolution trend, from 2002 to 2012, the regional difference of green
development efficiency of the chemical industry in the middle and lower reaches showed
an upward trend in fluctuation. From 2012 to 2016, it showed a downward trend. From
2002 to 2016, the green development efficiency of the chemical industry in the upstream
region showed an upward trend in fluctuation, indicating that the regional differences are
expanding. Note that, although the regional differences of green development efficiency of
the chemical industry in the upstream region is the smallest, they are expanding. Hence,
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it is necessary to strengthen the regulation of regional difference of green development
efficiency of the chemical industry in the upstream region. Although there are great regional
differences in the green development efficiency of the chemical industry in the middle
reaches and downstream areas, these have narrowed significantly since 2012.

4.3.3. Differences between Regions

From the mean value of green development efficiency of the chemical industry among
the three regions, the regional difference between the downstream and upstream areas is
the largest at 0.5081, between the lower and middle reaches is 0.3805, and between the
middle reaches and the upper reaches is the smallest at 0.1872. From the changing trend,
the regional difference between the middle and upper reaches tends to expand, whereas
those between downstream and upstream and between downstream and midstream tend
to narrow (Figure 4).

Figure 4. Regional differences in green development performance of the chemical industry in the
Yangtze River Economic Belt.

4.3.4. Source of Difference

From the perspective of difference sources, the contribution of inter-group differences
is the largest with an average value of 0.2545, which is higher than that of regional differ-
ences with an average value of 0.0453, and the contribution of over variable density with
an average value of 0.0082. The evolution trend of inter-group differences is similar to that
of overall regional differences, and the contribution rate of the average value of inter-group
differences is as high as 78.94%. This percentage showed that the difference between groups
is the main factor affecting the overall regional difference of green development efficiency
of the chemical industry in the Yangtze River Economic Belt. The contribution rates of
intra-group difference and hypervariable density were 14.05% and 2.54%, respectively,
which have relatively small contributions to the overall regional difference (Table 3).

4.4. Regional Convergence Analysis of Green Development Efficiency of the Chemical Industry in
the Yangtze River Economic Belt
4.4.1. σ-Convergence Test

The σ-convergence test method is used to calculate the σ-convergence coefficient of the
whole Yangtze River Economic Belt and the upper, middle, and lower reaches, as shown
in Figure 5. From 2002 to 2004, the global σ-convergence coefficient of the Economic Belt
increased and showed a divergent state. From 2006 to 2016, the global σ-convergence
coefficient generally showed a downward trend, indicating that the global σ-convergence
occurred. This means that the regional differences in the green development efficiency of
the chemical industry in the Yangtze River Economic Belt are shrinking.
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Table 3. Regional differences in green development efficiency of the chemical industry in the Yangtze
River Economic Belt.

Year Overall G
Inter

Group
Between
Groups

Hypervariable
Density

Upstream Midstream Downstream
Midstream–
Upstream

Downstream–
Upstream

Downstream–
Midstream

2002 0.3224 0.0415 0.2786 0.0023 0.0456 0.0579 0.1556 0.1386 0.5380 0.4413
2003 0.3327 0.0408 0.2900 0.0019 0.0151 0.0597 0.1588 0.1264 0.5540 0.4677
2004 0.3312 0.0392 0.2921 0.0000 0.0153 0.0403 0.1542 0.0741 0.5490 0.4950
2005 0.3220 0.0463 0.2753 0.0003 0.0350 0.0419 0.1829 0.0831 0.5239 0.4621
2006 0.3321 0.0426 0.2885 0.0010 0.0638 0.0351 0.1564 0.0894 0.5448 0.4849
2007 0.3347 0.0446 0.2867 0.0034 0.0832 0.0679 0.1531 0.1058 0.5411 0.4848
2008 0.3089 0.0435 0.2605 0.0049 0.0930 0.0634 0.1494 0.1006 0.4980 0.4487
2009 0.2869 0.0389 0.2438 0.0042 0.0610 0.0405 0.1484 0.1051 0.4767 0.4070
2010 0.3093 0.0412 0.2672 0.0010 0.1074 0.0092 0.1479 0.1325 0.5188 0.4187
2011 0.3054 0.0414 0.2615 0.0025 0.1148 0.0381 0.1394 0.1211 0.5045 0.4253
2012 0.3110 0.0551 0.2345 0.0215 0.1287 0.2414 0.1430 0.3834 0.5178 0.2529
2013 0.3029 0.0541 0.2280 0.0208 0.1227 0.2369 0.1420 0.3654 0.5024 0.2503
2014 0.2933 0.0517 0.2228 0.0188 0.1522 0.2123 0.1291 0.3717 0.4944 0.2264
2015 0.2691 0.0494 0.2003 0.0194 0.1332 0.2122 0.1241 0.3174 0.4421 0.2233
2016 0.2577 0.0493 0.1875 0.0209 0.1380 0.2077 0.1235 0.2931 0.4160 0.2194

Figure 5. Absolute convergence graph.

From different regions, the σ-convergence coefficient of downstream areas showed a
downward trend from 2002 to 2016 and σ-convergence, indicating that the regional differ-
ence in green development efficiency of the chemical industry in downstream areas had
narrowed. From 2002 to 2012, the σ-convergence coefficient in the middle reaches increased
and then decreased, and after 2012, it continued to decline, showing σ-convergence. After
2012, the regional difference of green development efficiency of the chemical industry in
the middle reaches was reduced. From 2002 to 2016, the σ-convergence coefficient in the
upstream region basically showed an upward trend and no σ-convergence, indicating that
the difference in green development efficiency of the chemical industry in the upstream
region was expanding.

Overall, the green development efficiency of the chemical industry in the whole region
and the downstream areas of the Economic Belt has σ-convergence. After 2012 in the middle
reaches, the green development efficiency of the chemical industry also had σ-convergence.
There is no σ-convergence in the upstream region, and the regional imbalance of green
development efficiency of the chemical industry intensified, which is basically consistent
with the analysis results of Gini coefficient.

4.4.2. Absolute Convergence of β

The Hausman test shows that the panel data model with time and individual double
fixed effects is more appropriate, and so the β absolute convergence mechanism was tested.
The results show that the β absolute convergence coefficients in the whole region and
the upper, middle, and lower reaches of the Yangtze River Economic Belt are negative,
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indicating that the green development efficiency of its chemical industry exists in β absolute
convergence. Among them, the significance of the whole region, the upstream region, and
the middle reaches region passed the significance test of 1%, 5%, and 5%, respectively.
These results showed that the growth rate of green development efficiency of the chemical
industry in the whole region, the upstream region, and the middle reaches region of the
Yangtze River Economic Belt converged, while the significance of the downstream region
did not pass the test. In terms of convergence speed, the upstream region is the fastest,
followed by the midstream region (Table 4).

Table 4. β Absolute convergence table.

Variable
Whole
Region

Upstream
Region

Midstream
Region

Downstream
Region

β
−0.1734 *** −0.2545 ** −0.1806 ** −0.2691

(−4.43) (−3.86) (−7.13) (−0.92)

Constant term
−0.1996 *** −0.4009 ** −0.2761 ** −0.0877

(−5.31) (−4.46) (−9.73) (−1.31)
R2 0.0736 0.3676 0.4548 0.1027

Convergence rate 0.0127% 0.0196% 0.0132% -
Note: ** and ***, respectively, represent significance at the confidence levels of 5% and 1%, and T statistics are in
brackets. “-” means empty.

Conditional β convergence does not require different regions to have the same basic
characteristics, i.e., different regions can be at different growth paths and steady-state
levels. If conditional β convergence exists, they eventually converge to their respective
steady states by virtue of their own characteristics. In this paper, the green development
efficiency of chemical industry in the Yangtze River Economic Belt is examined in four
aspects, namely environmental regulation, industrial structure, foreign investment intensity,
and scientific and technological progress, to investigate which factors contribute to the
green development efficiency of chemical industry in Yangtze River Economic Belt to reach
the conditional convergence. After controlling the control variables, such as environmental
regulation, industrial structure, foreign capital intensity, and scientific and technological
progress, the β absolute convergence coefficient in the whole region and the upper, middle,
and lower reaches of the Yangtze River Economic Belt was still negative. In addition,
the significance of the whole region and the middle reaches passed the significance test
at 1% and 5%, respectively. This shows that the green development efficiency of the
abovementioned regional chemical industry follows the trend of β absolute convergence,
which is under the consideration of environmental regulation, industrial structure, foreign
capital intensity, and scientific and technological progress. In terms of convergence rate,
the convergence rate in the middle reaches is faster.

In the panel data regression model of the whole region and the upper, middle, and
lower reaches of the Yangtze River Economic Belt, the regression coefficients of the control
variable environmental regulation are negative, and the whole region and the upper
reaches pass the 5% and 10% significance tests, respectively. This finding showed that the
environmental regulation of the whole region and the upper reaches restricts the reduction
in regional difference in the green development efficiency of the chemical industry. The
regression coefficients of industrial structure in the whole region, the middle reaches, and
the downstream regions are positive, while those of the upstream regions are negative,
but they all fail to pass the significance test. The regression coefficient of foreign capital
intensity in the whole region, the upstream region, and the downstream region is positive,
while that of the middle reach region is negative, but only the upstream region passes
the significance test. The results showed that the foreign capital intensity helps reduce
the regional difference of green development efficiency of the chemical industry in the
upstream region. The regression coefficients of scientific and technological progress in
the whole region, upstream, midstream, and downstream regions are positive, but only
the whole region passes the significance test. The outcome means that the improvement
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of scientific and technological level helps reduces the difference in green development
efficiency of the chemical industry in these regions but is not the main reason (Table 5).

Table 5. β Conditional convergence table.

Variable
Whole
Region

Upstream
Region

Midstream
Region

Downstream
Region

β
−0.1564 *** −0.2476 −0.1920 ** −0.3976

(−3.61) (−1.25) (−8.18) (−1.41)
Environmental

regulation
−37.6551 ** −11.4104 * −51.8642 −30.9161

(−3.04) (−2.43) (−1.00) (−1.01)

Industrial structure
0.3754 −0.4512 1.5735 0.3231
(1.53) (−1.93) (1.02) (2.01)

Foreign capital
intensity

0.8206 7.6279 ** −5.4985 0.9576
(1.26) (4.49) (−0.65) (2.04)

Science and
technology

1.7491 ** 6.4771 2.5444 1.8611
(2.89) (1.08) (0.99) (1.30)

Constant term
−0.3230 *** −0.3667 −0.6851 −0.3956

(−3.72) (−1.79) (−1.44) (−2.28)
R2 0.0250 0.0854 0.1260 0.0748

Convergence rate 0.0113% - 0.0142% -
Note: *, **, and ***, respectively, represent significance at the confidence levels of 10%, 5%, and 1%, and T statistics
are in brackets. “-” means empty.

5. Discussion

First, the problem of water ecological environment in the Yangtze River Economic Belt
has attracted increasing research attention. Grey water footprint has been widely recognized
as an indicator of pollution intensity [39,40]. The industrial grey water footprint index can
better reflect the water pollution of industrial production activities than the wastewater
pollutant discharge index can [23]. In this study, grey water footprint is incorporated
into the evaluation framework of green development efficiency of the chemical industry.
It can better reflect the impact of chemical industry production activities on the water
environment and provide new research ideas for the calculation of green development
efficiency of the chemical industry. In recent years, the green development, transformation,
and upgrading of the chemical industry in the Economic Belt has achieved remarkable
results. Nonetheless, in the future, we should still focus on the dynamic change trend of
pollutant discharge in chemical industry wastewater, further strengthen the water pollution
control of the chemical industry, optimize the industrial scale, reduce the grey water
footprint of the chemical industry, and improve the efficiency of grey water footprint of
the chemical industry. On the basis of this calculation model, provinces and cities can also
build a measurement model of green development efficiency of the chemical industry based
on grey water footprint, monitor the green development of the chemical industry, and put
forward governance strategies. However, the water consumption and grey water footprint
data of the chemical industry used in this paper were estimated using the provincial and
industrial data in the Yearbook of China Economic Census (2008) and reference [38], and there
is a certain error with the actual value. In future research, it is still necessary to improve the
accuracy of data estimation or expand the channels for obtaining water environment data
of the chemical industry.

Second, this study showed that the green development efficiency of the chemical
industry in the Yangtze River Economic Belt increased significantly from 2002 to 2016
and showed a development and evolution trend of first declining and then rising. Yijun
Zhang (2020) found that the overall green development performance of China’s chemical
industry showed a significant improvement trend from 2007 to 2017 [6]. Yeh Jiahuey (2019)
studied the green development performance of China’s chemical industry from 1980 to
2013 and found that it showed an evolution law of first declining and then rising from 2002
to 2013 [17]. These results are basically consistent with the results of the present research.
In recent years, the Chinese government has strengthened the construction of ecological
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civilization and actively promoted the green transformation and upgrading of the chemical
industry with remarkable results. In particular, the 18th Congress of the Communist Party
of China in 2012 proposed to give prominence to the construction of ecological civilization
and build a “Beautiful China.” According to the data of the China Development and Reform
Commission from 2016 to 2020, there were more than 8000 chemical enterprises along the
Yangtze River. Furthermore, the proportion of excellent water environment sections in the
Yangtze River Basin increased from 82.3% in 2016 to 91.7% in 2019 and further increased
to 96.3% from January to November in 2020, and the proportion of inferior class V water
quality in the Yangtze River Basin decreased from 3.5% to 0.6% during 2016 and 2019. The
elimination of inferior class V water bodies would be realized for the first time in 2020,
which showed that the green development of the chemical industry in the Economic Belt
has achieved remarkable results, thus supporting the conclusions of this paper from the
practical level.

Third, the regional heterogeneity of green development efficiency of the chemical
industry in the Yangtze River Economic Belt is very obvious. Affected by the natural
geographical environment and socioeconomic conditions, there are obvious gaps in the
socioeconomic development level, industrialization level, and scientific and technological
innovation ability in the upper, middle, and lower reaches of the Yangtze River Economic
Belt. The zonality of industrial ecological efficiency [41] and green development level [42] is
significant. This study found that the green development efficiency of the chemical industry
in the Yangtze River Economic Belt was the highest in the lower reaches from 2002 to 2016,
followed by the middle reaches, and the lowest in the upper reaches. The overall regional
difference and interregional difference tended to narrow, and the intraregional difference
expanded. Our result is similar to the research conclusions of Yunbo Xiang (2021) on the
spatial differences of green development efficiency of the chemical industry in the Yangtze
River Economic Belt [28], but there are some differences in specific values, which may be
caused by different measurement indicators and used models. According to the above
research results, in the future, the focus of the chemical industry governance in the Yangtze
River Economic Belt would still be to accelerate the green development, transformation,
and upgrading of the chemical industry in the middle and upper reaches, improve the
green development efficiency of the chemical industry, and reduce regional differences. At
the same time, we should pay attention to controlling regional differences and preventing
their expansion. The middle and upper reaches should improve the green development
efficiency of the chemical industry by means of technological innovation, optimizing the
industrial scale, adjusting industrial structure, and strengthening environmental regulation.
At the same time, we should promote the diffusion of technology, capital, and talents in
the lower reaches to the middle and upper reaches. We should promote the green and
coordinated development of the chemical industry in the Yangtze River Economic Belt.

6. Conclusions

This research studied the regional differences, influencing factors, and convergence
of green development efficiency of the chemical industry in the Yangtze River Economic
Belt by using the super efficiency SBM model, Dagum Gini coefficient, coefficient of
variation method, and panel data regression model. The green development efficiency
measurement model of the chemical industry constructed in this paper can more objectively
and comprehensively reflect the impact of the chemical industry on the water environment
than in previous studies and is very consistent with the industrial characteristics of the
chemical industry and the regional water environment problems of the Economic Belt.
Accurately measuring the green development efficiency of the chemical industry in the
Economic Belt can provide theoretical support for chemical water treatment and green
development in the area. Analyzing the difference, influence, and convergence of green
development efficiency of the chemical industry in the Yangtze River Economic Belt can
provide reference for formulating strategies to improve the green development efficiency
of the chemical industry by region and classification.
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The main conclusions of this paper are as follows.
First, from 2002 to 2016, the total grey water footprint of the chemical industry in the

Yangtze River Economic Belt showed a downward trend, while the green development
efficiency of the chemical industry showed an upward trend as a whole. This finding means
that remarkable achievements have been made in environmental governance and green
development of the chemical industry in the Yangtze River Economic Belt in recent years.

Second, there are significant regional differences in the green development efficiency
of the chemical industry in the Yangtze River Economic Belt. From the perspective of space,
the green development efficiency of the chemical industry in the lower reaches is high,
while that in the middle and upper reaches is low. In terms of time, the overall regional
differences and interregional differences tend to narrow, and the intraregional differences
expand. From the source of difference, regional difference is the main source of regional
difference in green development efficiency of the chemical industry in the Yangtze River
Economic Belt.

Third, there is σ-convergence in the green development efficiency of the chemical
industry in the whole region, the middle reaches, and the lower reaches of the Yangtze
River Economic Belt, while there is no σ-convergence in the upper reaches. There are β

absolute convergence and β conditional convergence in the green development efficiency
of the chemical industry in the whole region and the upper, middle, and lower reaches of
the Yangtze River Economic Belt.

Fourth, there is spatial heterogeneity in the impact of environmental regulation, in-
dustrial structure, foreign capital intensity, and scientific and technological progress on
the green development efficiency of the chemical industry in the Yangtze River Economic
Belt. This spatial heterogeneity suggests that in the governance of the chemical industry in
the Yangtze River Economic Belt, common but differentiated policy measures should be
formulated and precisely applied according to the characteristics of the region, by region
and by industry. The middle and upper reaches should strengthen environmental regula-
tion, adjust the structure of chemical industry, strengthen supervision and management
of foreign investment, and improve environmental access standards. The lower reaches
should focus on scientific and technological innovation, promote the upgrading of chemical
industry value chain, and enhance the resilience of chemical industry.

It should be noted that, due to the limitation of statistical data, the paper uses the
proportion of COD and ammonia nitrogen (NH+

4 -N) emissions in industrial wastewater of
the chemical industry by industry nationwide to estimate the COD and ammonia nitrogen
(NH+

4 -N) emissions in wastewater of the chemical industry by industry in each province
when calculating the gray water footprint, without distinguishing the proportion of COD
and ammonia nitrogen (NH+

4 -N) emissions in wastewater between provinces and regions
differences. To some extent, this underestimates the differences in gray water footprints
of chemical industries in the Yangtze River Economic Belt among provinces and cities.
Meanwhile, the study of the differences in the overall green development efficiency of
the chemical industry in the Yangtze River Economic Belt and its convergence can help to
grasp the green development efficiency of the chemical industry in provinces and cities in
general, but in-depth studies on the gray water footprint and green development efficiency
of five subsectors are needed in the future to reveal the differences between industries and
to develop more refined governance strategies for the chemical industry.
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Abstract: The modern climate policy of different countries, decarbonization, the principles of ESG
and sustainable development determine the main trends in the world economy, the result of which is
a new vision of the energy-saving problem. The authors’ research is based on the key idea that in the
modern world, systematic measures are needed to improve the energy efficiency of enterprises in
the industrial sector of the economy. The article analyzes the systems used for assessing the energy
efficiency of objects for various purposes, and on this basis, their advantages and limitations in
application are revealed, which were taken by the authors as a basis for developing a new approach
to assessing the energy efficiency of industrial facilities. The study gives preference to the point-rating
assessment. The authors have developed a system of indicators structured by groups: building energy
efficiency, technological process energy efficiency, energy efficiency and environmental friendliness
management. The system of indicators of energy efficiency of an industrial facility proposed by the
authors has been replaced as a basis for ranking industrial facilities by energy efficiency classes.

Keywords: energy efficiency; energy saving; sustainable development; ESG principles; industrial
facility; energy efficiency indicators

1. Introduction

The modern climate policy of states and decarbonization is currently supported by
a number of steps that are being implemented both in individual countries and at the
intergovernmental level. Climatic degradation caused by anthropogenic greenhouse gas
(GHG) emissions is noted in the paradigms of not only ecological but also energy and
economic development of industrialized countries. This encourages states to constantly
work to improve international and national so-called “green” standards for various sectors
of the economy, including for its industrial sector.

In December 2019, the EU declared a “green course”, the goal of which is to achieve
climate neutrality by 2050. Scientists and experts consider carbon neutrality as a set
of actions aimed at reducing the carbon footprint at all stages of the product life cycle,
“intermediate” targets for the way to which will be the reduction in 2030 of CO2 emissions
by 55% to the level of 1990 and an increase in the share of renewable energy sources in the
energy balance of countries to 38–40% (in electricity–up to 65%). At the same time, after
10 years, the EU expects, primarily at the expense of the industrial sector of the economy, to
reduce the consumption of coal by 70% and oil and gas by 30% and 25% compared to 2015,
respectively. In parallel with the EU, similar practical steps are being taken in Asia and
North America. Therefore, in September 2020, China announced carbon neutrality by 2060,
and from 1 February 2021, the country introduced a national emissions trading system.
In October 2020, Japan and South Korea made statements of achieving carbon neutrality by
2050. The United States plans to sign the Paris Agreement and continue the environmental
course of development of the industrial and energy sectors of the economy [1–3].
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In the above context, the principles of ESG (environmental—ecology, social—social
development, governance—corporate governance), which are also called the principles
of responsible investment, are becoming more widespread. Both industrialized countries
and companies in the industrial sector of the economy are evaluated according to the
ESG (World Energy Trilemma Index) index. According to the British audit and consulting
company Ernst & Young Global Limited, 97% of investors today are guided by the ESG
index, making a decision when choosing an investment object, the provision of high
values of which is relevant for all enterprises in the industrial sector of the economy,
the problematic part of the activity, in this case, is the improvement of environmental
indicators directly related to the energy efficiency of their activities [4,5]. The catalyst for
compliance with ESG principles, including environmental friendliness, is the organization
of an effective system for monitoring energy consumption and managing energy costs of
enterprises in the industrial sector of the economy, focused on reducing them and increasing
the energy efficiency of industrial facilities. In view of this, the system for assessing the
energy efficiency of industrial facilities is of particular importance, the importance of which
in the considered context is increasing.

Let us note another important condition for ensuring energy efficiency of all enterprises
in the industrial sector of the economy: the need to revise approaches to assessing their
energy efficiency is caused by the instability of the world economy in the context of a
pandemic. COVID-19 in 2020 affected the change in the volume of energy consumption in
the world, which decreased by 4%. Moreover, in the period from 2000 to 2018. This average
annual rate was 2%, and in 2019 fell to 0.8% [6]. In 2020, energy consumption decreased in
most countries due to the introduced lockdowns, which affected the activities of enterprises
in the industrial sector of the economy in almost all sectors of the economy.

It is obvious that the restoration by enterprises of the industrial sector of the production
economy to the “pre-pandemic” level and its further increase after the localization of the
pandemic will lead to an increase in energy consumption. It will affect the consumption of
fossil fuels, which are currently the main sources of energy for enterprises in the industrial
sector of the economy. Such data are based on the dominance in the global energy balance
of fossil fuels according to world expert forecasts, despite the most positive forecasts for
the development of renewable energy sources. A logical consequence will be an increase in
the volume of emissions of pollutants and greenhouse gases, which should be taken under
special control at the level of each enterprise in the industrial sector of the economy, first of
all, by managing its energy consumption.

In this regard, in the study, the authors focused their attention on enterprises in the
industrial sector of the economy as the largest end consumers of energy resources [6]. In
the course of the research, the problem of defining a previously not specified concept of the
category of “industrial object” was identified, the study of the definitions of which showed
the presence of discrepancies and blurred formulations, which became a system-forming
task of the study.

The subject of the study is the assessment of the energy efficiency of an industrial
facility that characterizes the problem area of the study. The aim of the study is to form a
new approach to assess the energy efficiency of industrial facilities, which makes it possible
to significantly unify the monitoring of energy consumption at enterprises of the industrial
sector of the economy, and on this basis, to ensure the possibility of accelerating their
transition to ESG principles and focusing them on the need to form new management
tools to improve environmental performance directly related to the energy efficiency of
their activities. For the set goal, the corresponding tasks were constructed and solved, the
achievements of the consistent solution of which are associated with new scientific results:

− to specify the category “industrial facility” as an object of energy efficiency assessment;
− to determine the factors for assessing the energy efficiency of an industrial facility;
− form a system of indicators for assessing the energy efficiency of industrial facilities;
− develop a formula for calculating energy efficiency indicators of an industrial facility.
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The solution to the tasks was carried out in three consecutive stages, which are
presented in Table 1.

The first stage, research of information systems, is aimed at systematizing and analyz-
ing the current regulatory and legislative framework, using terms and approaches to assess
the energy efficiency of objects for various purposes, relevant for the development of a new
approach to assessing the energy efficiency of industrial facilities.

Table 1. Problem-solving logic.

Tasks

Stage 1 Stage 2 Stage 3

Research of Public
Information Sources

Organization of an Expert
Survey on the Assessment of

the Energy Efficiency
of an Industrial Facility

Formation of a System of
Indicators

for Assessing
the Energy Efficiency of an

Industrial Facility

1. Specify “industrial facility”
as an object of energy
efficiency assessment

Systematization: Conducting an expert survey
on the topic of the study,
taking into account the issue
of clarifying the concept of
“industrial facility”.

− regulatory and
legislative framework
for assessing the energy
efficiency of objects for
various purposes;

− terms in the field of
energy efficiency;

− approaches to the
definition of an energy
efficiency object;

− existing national and
international systems for
assessing the energy
efficiency of various
facilities.

Definition:

− object of energy
efficiency assessment;

− indicators of
consumption of energy
resources when
assessing the energy
efficiency of the facility.

Consolidation of survey data,
processing and interpretation
of expert survey results.
Clarification of the concept of
“industrial facility”.

2. Formulate factors for
assessing the energy efficiency
of an industrial facility

Systematization of factors
affecting the energy efficiency
of buildings.

Systematization of expert
opinions on the importance of
factors affecting the energy
efficiency of an industrial
facility.

Consideration of factors.

Systematization of factors
affecting the energy efficiency
of technological processes.

Identification of factors
affecting the energy efficiency
of an industrial facility.
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Table 1. Cont.

Tasks

Stage 1 Stage 2 Stage 3

Research of Public
Information Sources

Organization of an Expert
Survey on the Assessment of

the Energy Efficiency
of an Industrial Facility

Formation of a System of
Indicators

for Assessing
the Energy Efficiency of an

Industrial Facility

3. Form a system of indicators
for assessing the energy
efficiency of industrial
facilities

Systematization of indicators
influencing the assessment of
energy efficiency.

Systematization of the
principles for assessing the
energy efficiency of industrial
facilities.

Substantiation of the
systematization of indicators
of energy efficiency of an
industrial facility.

Systematization of approaches
to the formation of indicators
for assessing the energy
efficiency of facilities.

Systematization of expert
opinions on the significance of
indicators in assessing the
energy efficiency of an
industrial facility.

Systematized presentation of
energy efficiency indicators of
an industrial facility.

Determination of the
principles for the formation of
indicators for assessing the
energy efficiency of industrial
facilities.

Determination of significant
indicators for assessing the
energy efficiency of an
industrial facility.

Allocation of groups of
indicators according to the
nature of consumption of
energy resources.

Systematization of indicators
influencing the assessment of
energy efficiency.

Systematization of the
principles for assessing the
energy efficiency of industrial
facilities.

Substantiation of the
systematization of indicators
of energy efficiency of an
industrial facility.

4. Provide a formalized
description of the process for
assessing the final indicator of
the energy efficiency of an
industrial facility

Systematization of the applied
formulas for calculating the
energy efficiency indicators of
buildings and technological
processes or those proposed in
scientific research.

Representation of formulas for
calculating the integral
indicator of an industrial
facility.

Definition of formulas for
calculating the energy
efficiency indicators of
buildings.

The second stage is the organization of an expert survey and analysis of the results
obtained, aimed at identifying the opinions of experts in the field of the efficiency of an
industrial facility as an object for assessing energy efficiency and energy efficiency factors
of industrial enterprises that are significant in developing an approach to assessing the
energy efficiency of industrial facilities.

The third stage is the formation of a system of indicators for assessing the energy
efficiency of an industrial facility, the results of the first two stages on the example of
a new approach to assessing the energy efficiency of industrial facilities, based on the
updated concept of the object of assessment, a new system of indicators for assessing
energy efficiency and methods for determining indicators.

2. Materials and Methods

A study by the authors of the legislative and regulatory framework of various coun-
tries of the world, which is significant for assessing energy efficiency, showed that active
work towards assessing the energy efficiency of facilities began already in the second half of
the 20th century. In economically developed countries (USA, EU countries, Japan, Republic
of Korea, etc.) and dynamically developing countries (China, Russia, etc.), by now, basic
Laws (Directives) have been developed that define the national energy policy, regulate
the consumption of energy by various objects and management of energy efficiency pro-
cesses [7–17]. In most of these countries, to ensure energy efficiency, an integrated approach
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to energy conservation is being implemented in practice, while there are programs: in
the USA—on the development of energy standards for buildings (Building Energy Codes
Program, BECP) [18], on the justification of energy labeling of household appliances and
electronic devices (Energy Star [19] and State Energy Program, SEP [20]), to support house-
holds in terms of insulation of buildings (Weatherization Assistance Program, WAP) [21];
in the countries of the European Union—on the labeling of energy-consuming equipment
(Energy Star Program [19]) and the European Green Deal (action plan to turn Europe into
a climate-neutral continent by 2050); in Japan—for equipping industrial facilities with
energy-efficient technical means (Building Energy Management Systems Program), for
equipping the residential sector with energy-efficient technical means and a smart home
system (Home Energy Management Systems Program), for stimulating the development
of household electrical appliances and office devices with very low energy consumption
(Program “Creation of the best energy efficient products”), on product labeling and imple-
mentation of innovations without increasing their cost (Program “Top-Runner-Programs”),
on the formation of energy-efficient information technology for the industrial sector and
the development of new technologies (Project “Green IT Project”) [22,23]. The variety of
the considered programs speaks of great opportunities in improving energy efficiency in
the modern world, and naturally determines the formulation of the question regarding the
standards, which consolidate the already achieved results and principles that are universal
in nature for certain objects in relation to which energy efficiency is considered. In the study,
the authors examined objects related to industrial real estate and the processes carried out
in it related to the consumption of energy.

To date, most countries have energy efficiency standards for residential and com-
mercial buildings, which include design and regulatory indicators for assessing energy
consumption and thermal protection of buildings, conducting energy audits and creating
an energy management system [24–26]. For certification of buildings, taking into account
energy consumption, as a rule, a point-rating system is adopted when assessing indicators
(LEED, BREEAM, DGNB, WELL) [27–30]. In the European Union, the standard ISO 52000
of the EPB series (standards in the field of energy efficiency of buildings), which has been
in force since 2017 and includes an assessment of energy consumption by a building and
its life support systems, is the fundamental standard [31]. The most progressive design
standards are considered to be highly efficient green buildings [32] and the international
green construction code [33]. The analysis of the materials presented above showed that
there is a high degree of elaboration of the issues of assessing the energy efficiency of
buildings, including the definition of indicators for assessing energy consumption, their
measurement and calculation, which became possible to systematize in this study.

The systematization of the assessment of the energy efficiency of real estate in Euro-
pean countries [34–38] showed that new and existing buildings are considered as the object
of assessment: houses (residential and non-residential, multi-apartment and single-family,
standard and individual, stone, brick, panel), public (administrative and commercial),
industrial and others. Industrial buildings, as objects of energy efficiency assessment, are
mentioned in the analytical materials of Italy. Similar objects of assessment are considered
in the USA [16,34,35]. Considering the high degree of consumption of energy resources by
industrial enterprises, significant energy losses during their operation due to the possible
imperfection of building structures and their wear and tear, technological processes in
the production of products [39,40], the authors identified the relevance of developing a
new approach to assessing the energy efficiency of enterprises in the industrial sector of
the economy, and at the same time it was revealed the need to concretize the concept of
“industrial facility”.

The systematization of materials representing various approaches to the definition of
an industrial facility has shown the following options for its identification:

− production facilities—buildings used for production and assembly work, warehouse
buildings [41];
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− factory, plant—an industrial enterprise that includes one or more interconnected
production, administrative and auxiliary buildings [42];

− industrial facility—a stationary technological unit, where one or more types of ac-
tivities are carried out, stationary equipment and/or structures used in connection
with any technological process for industrial production, an enterprise, its workshops,
sections or sites for the production of products [43];

− industrial complex—real estate objects used for activities in the field of industry [44];
− production facility—enterprises of various industrial sectors [45];
− industrial enterprise—a complex of buildings and structures for the production of

industrial products [45].

To solve the problem of determining the category of “industrial facility” for assessing
energy efficiency, the method of analysis and classification of information was used, which
made it possible to collect in a single system the available information on assessing the
energy efficiency of objects for various purposes, to streamline a significant information
resource, to identify the problems of determining the category of “industrial facility”. The
use of the method of expert assessments determined the significant features of the enterprise
in the industrial sector of the economy, which require consideration when assessing their
energy efficiency. The application of these methods provided an understanding of the need
to concretize the definition of an industrial facility for the purpose of assessing its energy
efficiency, which makes it possible to switch to a systematic representation of the assessment
of the energy efficiency of industrial facilities, which is invariant to industry affiliation.

The study of the materials collected by the authors showed the need for their analysis
in accordance with the tasks set. It is important to note that the interpretation of the concept
of an “industrial facility” in the studied sources is generally similar in content, and the
specificity of its formulation is due to the difference in tasks solved in the development
of documents (programs and standards). In this regard, it became necessary to obtain a
qualitatively different material in the study—actual views of leading experts in this field
from a number of countries, whom the authors attracted to form a consolidated position
on clarifying the concept that is essential for solving the issues of assessing the energy
efficiency of enterprises in the industrial sector of the economy—“industrial facility” and
related to its specific principles of conducting the assessment. The sample of Russian
and foreign experts was formed on the basis of the developed criteria for assessing the
competencies of experts corresponding to the objectives of the study.

A questionnaire consisting of two blocks was used as a survey tool. The first block
included general questions to collect data on experts, characterizing their professional
interests and experience in the field under study. In this block, brief information about
the expert was recorded: the name and surname of the expert, their position, E-mail, the
country they represent, the region, the name and type of activity of the company in which
they work, as well as interest in receiving information about the results of the survey. The
questions in this block were mostly open-ended. The second block directly contained
questions on the research topic. All the questions in this block were mandatory, which
made it possible to get answers from the respondents to all the questions posed in it. Due to
the fact that in modern conditions, an online survey is one of the most convenient methods
for conducting a survey, the questionnaire was compiled in the simplest application for
administering surveys—Google Forms.

As a way of agreeing on the expert opinions, the “majority rule” was used, according
to which the interpretation was chosen, which was adhered to by the majority of experts.
At the final stage of the study, a report was generated containing a description of the survey
results and recommendations for their further application were given. The experts unan-
imously confirmed the expediency of separating the assessment of the energy efficiency
of enterprises in the industrial sector of the economy into an independent research area
and the need to clarify the definition of the concept of an “industrial facility”. At the same
time, they noted the complexity of the object of assessment, which entails considering it
as an integral complex, described by a system of energy efficiency indicators, requiring
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quantitative measurement and formalization of the assessment process. On the basis of
the materials obtained, the first of the tasks of the study was solved—the author’s defi-
nition of the concept of an “industrial facility” as an industrial building (structure) or a
complex of adjacent buildings (structures) was proposed, including its entire property
complex, which has a single engineering infrastructure that ensures production activities
as a business entity.

The transition to the next research task, related to the indicators for assessing the energy
efficiency of objects, determined the need to obtain materials regarding the modern practice
of its assessment in different countries of the world to determine the essential aspects of
the assessment and the results achieved. The solution to the problem of identifying the
conditions for assessing the energy efficiency of an industrial facility is based on the use
of comparative analysis and the method of expert assessments. The use of these methods
made it possible to identify the most disputable areas of research and determine the authors’
position on the systemic representation of the object of assessment and the principles of
forming a system of indicators when developing a new approach to assessing the energy
efficiency of industrial facilities, to make a decision on the choice of factors affecting
energy efficiency indicators, to determine the composition of assessment indicators and to
determine their significance, which ensured the representativeness of the results.

In general terms, the level of energy efficiency of the object of assessment is determined
based on the characteristics of consumption or the consumption of energy resources.
Comparative characteristics of materials related to the consumption of energy resources in
different countries showed certain differences. These include the following: of total building
energy consumption, 89% of the countries in the sample surveyed include heating, 84% of
countries include hot water, 79% of countries include cooling, 74% include lighting, and
minimum countries account for auxiliary equipment; 21%, household electrical appliances;
16% and air humidification; 11% (Figure 1). It can be concluded that these directions
of consumption of energy resources should be reflected in the system of indicators for
assessing the energy efficiency of an industrial facility [35].

According to the Comparative Review of Energy Efficiency Standards and Technolo-
gies in Buildings in the UNECE Region, the most significant conditions related to energy
efficiency in buildings are: availability of heating and hot water supply (40 of the analyzed
countries); thermal characteristics and geometry of the building (enclosing structures,
floors, etc.) (38 countries); air conditioning (37 countries); forced (mechanical) and natural
ventilation (37 countries); location and orientation of buildings (36 countries); passive solar
systems and solar protection (36 countries). Conditions such as passive cooling (8 coun-
tries), heat recovery (7 countries) and dehumidification (2 countries) [35] (Figure 2) are
considered limitedly.

The investigated materials showed a difference in approaches to assessing energy
efficiency even at the stage of determining the conditions that affect it. In particular, in the
United States, the following are considered as conditions for the energy efficiency of build-
ings: climatic parameters at the site of an object, parameters of the internal microclimate,
dimensions of a building, heat-shielding properties of a building, parameters of engineering
systems and the number of people (living in a building) [35]. In the Russian Federation,
when assessing energy efficiency, conditions are considered related to architectural and
engineering solutions, the characteristics of individual structural elements of a building
that are included in projects during construction, overhaul or reconstruction and on the
basis of which the specific indicators of energy resource consumption are estimated [14].
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Figure 1. Accounting for the consumption of energy resources in terms of energy efficiency of
buildings (built by the authors based on the “Comparative review of existing technologies to improve
the energy efficiency of buildings in the UNECE region in 2019” [35]).

Figure 2. Consideration of energy efficiency conditions when assessing the energy efficiency of
buildings (constructed by the authors based on the “Comparative Review of Energy Efficiency
Standards and Technologies for Buildings in the UNECE Region for 2018” [35]).

In this regard, the authors summarized the opinions of experts obtained as a result of
an expert survey conducted by them, aimed, among other things, at identifying the condi-
tions for ensuring energy efficiency in determining the energy efficiency of an industrial
facility (Figure 3).
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Figure 3. Distribution of expert opinions on the importance of conditions for ensuring energy
efficiency of an industrial facility, % of respondents.

According to experts, the most significant conditions include: the location of the
assessment object to take into account the natural and climatic features of the territory (67%
of experts); general characteristics of the building (year of construction, number of stories),
glazing area and type of glazing, area, degree of wear (60% of experts); space-planning
and design solutions for typical industrial buildings (54% of experts). Taking into account
the specifics of an industrial facility as an object for the production of industrial products,
the experts noted the need to take into account the energy efficiency class of technological
equipment (80% of experts) and the used “green” production technologies or the use
of the best available technologies (67% of experts). Focusing on modern environmental
trends, they recommended taking into account the compliance of an industrial facility
with an environmental class, confirmed by the presence of a “green” certificate in one or
several international systems LEED, BREEAM, DGNB and others (60% of experts) and the
presence/absence of a certificate or any other document state or international standard,
certifying the existence of an energy policy, strategy or energy management system at the
enterprise of the industrial sector of the economy that meets the requirements of ISO 50001
(54% of experts). This emphasizes the importance of accounting in determining the energy
efficiency of industrial facilities of technological processes for the production of industrial
products, as well as energy efficiency and environmental friendliness management.

The transition in the study to the development of principles and indicators for assess-
ing the energy efficiency of industrial facilities required the use of traditional methods of
scientific knowledge related to the studied subject area. In the course of work, at certain
stages, the authors widely used research methods included in the group of analytical
methods, the system method and mathematical methods (analysis and synthesis, scaling
and classification, comparative analysis, induction and deduction, statistical methods, the
method of expert assessments, the establishment of quantitative relationships between
the studied phenomena, etc.), which made it possible to provide an integrated solution
regarding the proposed system of indicators for assessing the energy efficiency of industrial
facilities. In particular, based on the methods of analysis and synthesis of previously used
approaches to assessing energy efficiency, a new approach has been formed to ensure a
meaningful relationship between the definition of an industrial facility and the proposed
system of energy efficiency indicators within the selected context. The use of methods for
analyzing and classifying information made it possible to collect, in a single system, the
available information for assessing the energy efficiency of objects for various purposes, to
streamline a significant information resource and to determine the conceptual apparatus for

581



Buildings 2022, 12, 191

the formation of each of the proposed indicators. This provided not only the specification of
the definition of an industrial facility for the purpose of assessing its energy efficiency, pre-
sented in the article above but also the development on this basis of an integrated approach
to assessment, taking into account the indicators already used in practice for assessing the
energy efficiency of non-industrial facilities (residential, public facilities) when creating a
new approach for assessing the energy efficiency of industrial facilities.

Comparative analysis was used to analyze the correspondence of energy consumption
indicators and their indicative values (set, for example, at the state level), as well as
to formulate proposals for discussion on the ranking of the values of energy efficiency
indicators of industrial facilities. The systematic method used in the research made it
possible to form a general vision of the problem and, in relation to the object of research,
to carry out a comprehensive analysis of the current conditions of energy consumption
by an industrial facility both during the operation of buildings and in the production
of finished products, which are also considered from the standpoint of organizing the
management of these processes. In addition, the system method made it possible to
take into account the hierarchy of the representation of the object under study, which
makes it possible to determine the priority of the processes of energy consumption by
an industrial object relative to the control processes. This made it possible to present an
assessment of the energy efficiency of an industrial facility in the form of decomposition
of interrelated groups of indicators and to structure in the study the processes of energy
consumption by an industrial facility. The proposed structuring is presented in the form
of three subsystems of indicators characterizing the energy efficiency of the building,
the energy efficiency of technological processes and the provision of energy efficiency
combined with environmental friendliness in terms of organizing effective management on
the principles of ESG. The use of the method of comparative analysis in combination with
the systemic method provided the basis for the formation of a new system of indicators
for assessing the energy efficiency of industrial facilities, as well as providing formulas for
calculating indicators for assessing the energy efficiency of an industrial facility.

The use of the method of expert assessments, which was modified by the authors
in relation to the studied subject area, made it possible to concretize the conditions for
assessing an industrial facility and give it meaningful characteristics, make a decision
on the choice of factors affecting the level of energy efficiency indicators, determine the
system of assessment indicators and rank them according to their degree of significance,
which ensured the representativeness of the results. When using the method of expert
assessments, in addition to questionnaires, interviews were conducted with leading experts,
which made it possible to identify the most controversial areas of research and make a
reasonable choice of methods that best suit the tasks being solved. The logic of determining
the energy efficiency indicators of industrial facilities is described using the mathematical
apparatus of formalizing the consumption of energy resources and modeling individual
processes for managing energy efficiency and environmental friendliness of an industrial
facility, taking into account the principle of multiple options for the types of resources,
estimated and standard values of the level of their consumption, which allows a flexible
approach to the formation of a system of energy efficiency indicators.

3. Results

In the process of researching the collected material using the considered methods, the
author’s position was formed regarding the system of energy efficiency indicators of an
industrial facility and to solve the assigned tasks.

To solve the problem of determining factors for assessing the energy efficiency of an
industrial facility, the consolidated information of the analysis of the regulatory and legal
framework in the field of energy efficiency and the results of a comparative analysis of the
conditions for ensuring energy efficiency of industrial enterprises, presented in the practice
of various countries of the world, was used. Comparative characteristics showed a wide va-
riety of approaches to energy efficiency management in buildings and production processes.
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The identified conditions for energy efficiency, taking into account the current focus on
compliance with the principles of sustainable development and ESG, were supplemented
by new conditions in the management of energy efficiency and environmental friendliness
of an industrial enterprise that operates on the basis of the industrial facility being assessed.
The question of assessing the significance of energy efficiency conditions in the industry
was included in an expert survey conducted by the authors, on the basis of which the factor
space for ensuring the energy efficiency of an industrial facility was determined.

The classification of factors for assessing the energy efficiency of an industrial facility
is based on signs that reflect conditions essential for ensuring the energy efficiency of an
industrial facility. The classification of factors for assessing the energy efficiency of an
industrial facility proposed by the authors includes general and specific factors. A sign
of distinguishing into the group of general factors for assessing the energy efficiency of
an industrial facility is the use of traditional resources necessary for the maintenance
of buildings and the implementation of the technological process. This group includes
the factors of energy consumption and the need for them. Energy consumption factors
are controllable, focus on compliance with standards and take into account technical
characteristics of the building and equipment, energy consumption depending on their
type (fuel, heat energy, electricity), water consumption for building maintenance and
production activities, features of technological processes, specifics activities of industrial
facilities, etc. Factors of demand for energy resources are determined by the environment
in which the efficient use of energy resources is carried out.

An indication of the selection of specific factors for assessing the energy efficiency
of an industrial facility into the group is the use of special resources that are applicable
for the maintenance of buildings and the implementation of technological processes. This
group includes the factors of using non-traditional and interchangeable types of energy
resources, the availability of automation of building engineering systems and technological
processes, the environmental characteristics of the building and technological processes.
The group of specific factors of energy efficiency of an industrial facility includes the factors
of energy efficiency and environmental friendliness, which are determined by the efficiency
and timing of those carried out by the enterprise, which operates on the basis of the
industrial facility being assessed, investments in energy-saving measures, the presence of a
certified energy management system at the enterprise in accordance with the requirements
of the international standard ISO 50001 and the monitoring of energy consumption, using
technologies from the list of the best available technologies (BAT) in the production process.

The features of the object of assessment and a significant number of specific factors of
influence on the characteristics of the consumption of energy resources during the func-
tioning of industrial production during the operation of the building and the creation of
products, the importance of which is constantly increasing in modern conditions, deter-
mined the need to form a new system of indicators for assessing the energy efficiency of an
industrial facility. It was based on the following principles for solving this problem:

− consistency, representing the integrity and interconnectedness of the elements of
an industrial facility (buildings, structures, machines, equipment and technological
processes) and their consumption of all types of energy resources;

− complexity, taking into account all aspects of energy consumption of an industrial
facility, types and quantities of consumed types of energy resources in accordance with
technological processes, as well as regulatory and technical documentation, standards
and other regulations;

− the sequence that determines the processes for assessing the energy efficiency of
industrial facilities and the regulation of the consumption of energy resources by an
industrial facility in the context of focusing on the principles of ESG and sustainable
development;

− comparability, providing a unified format for presenting energy efficiency indicators
of an industrial facility and uniformity of measurements of indicators of consumption
of energy resources;
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− rationality, which determines the assessment of the energy efficiency of an industrial
facility on the basis of determining the necessary and sufficient level of consump-
tion of energy resources for products at an industrial facility of the required quality
and quantity;

− functional interconnection, ensuring the need to assess energy efficiency, taking into
account the requirements of resource consumption and resource-saving in techno-
logical processes of an industrial facility, energy consumption and energy-saving
standards, control of energy resources consumption;

− the continuity of processes, which implies the possibility of ensuring the continuity
of the processes of strategic, tactical and operational planning of energy-saving and
energy-efficiency indicators of industrial facilities, as well as their monitoring at all
stages of the life cycle of an industrial facility;

− orientation towards the market situation, which implies the correlation of the assessed
indicators of energy saving and energy efficiency in conjunction with the position of
an industrial enterprise in specialized markets;

− the unity of the approach, providing an identical presentation of the logic of for-
mation, definition, accounting, analysis, adjustment of indicators of consumption
of energy resources, as well as the indicator of energy efficiency of the evaluated
industrial facility;

− the obligation to take into account the requirements of the current legislation of the
countries and the mandatory standards for the consumption of all types of energy and
fuel consumption in the production process;

− environmental friendliness, which determines the need to provide an opportunity to
characterize the impact of the results of the activity of an industrial enterprise on the
components of the environment when determining the indicators of energy saving
and energy efficiency of industrial facilities.

The systematization of the proposed indicators for assessing the energy efficiency of
industrial facilities was carried out from the point of view of participation in the final result
of the consumption of energy resources. The first group of indicators is associated with the
building as a place where the production process is carried out, the second, directly with
the technological process of manufacturing products, and the third, with the management
process aimed at ensuring energy efficiency and environmental friendliness of the building
and the technological process.

The new system of indicators for assessing the energy efficiency of an industrial facility
within the framework of the three identified groups takes into account the indicators
recommended by experts for use in assessing the energy efficiency of industrial facilities
and analyzed by the authors taking into account the above principles (Figure 4).

In the new system of indicators for assessing the energy efficiency of an industrial
facility, the authors used the values and characteristics of the conditions for their formation
to systematize indicators, which have a decisive influence on the estimated energy efficiency
of an industrial facility. Let us briefly characterize the substantive characteristics of the
main ones that play a system-forming role. The investigated and selected indicators, first of
all, include such indicators as: total power of electrical receiving devices; energy intensity
of production per unit of production (consumption of all energy resources referred to the
total volume of production in monetary terms); total consumption of energy resources;
coefficients of performance (COP) and fuel use (FU) of production equipment used for the
main production and auxiliary processes; the share of payments for energy resources in the
value of manufactured products; main product range.
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Figure 4. Distribution of expert opinion on the significance of indicators for assessing the energy
efficiency of industrial facilities.

The natural indicator of the total power of electrical receiving devices is important,
which characterizes the amount of energy consumption depending on the type of electrical
equipment and a specific consumer, seasonal load, characteristics of technological processes,
installed capacity and efficiency, etc. The natural indicators also include the consumption
of energy resources. It reflects the total amount of energy resources consumed by an
industrial facility in a comparable form for a certain period of time. Taking these indicators
into account in the system of energy efficiency indicators of an industrial facility will
make it possible to determine not only the amount of energy resources required for the
operation of power equipment and an industrial facility as a whole in the time period
but also to ensure control over the processes of their consumption. The specific indicator
of the energy intensity per unit of production characterizes the energy efficiency of the
production process in terms of the amount of all energy resources in value terms per unit of
the value of the production of an industrial enterprise. Relative indicators of efficiency and
FU characterize the amount of useful energy resources and fuel to their total amount. In
the system of energy efficiency indicators of an industrial facility, their place is ensured not
only by a direct influence on the general level of energy efficiency of an industrial facility
but also by the information content of its dynamics when organizing energy efficiency
management of an industrial facility. The share of payments for energy resources in the
value of manufactured products characterizes the energy efficiency of the technological
process and, as an integral part, determines the level of energy efficiency of an industrial
facility as a whole and how a controlled value ensures its dynamics.

The system of indicators for assessing the energy efficiency of an industrial facility
formed by the authors is presented in Table 2.
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Table 2. The system of indicators for assessing the energy efficiency of an industry.

Source of Expense Energy Type Monitoring Indicator

First group of indicators—Energy efficiency of buildings

1.1. Resource efficiency in buildings

Energy consumption

Fuel (boiler-furnace, motor)

Fuel consumption for heating and ventilation of the building, hot
water supply

Fuel consumption system status

Thermal energy

Heat consumption for heating and ventilation of the building, hot
water supply

Condition of external structures of the building

Heat consumption system status

Electricity
Electricity consumption for lighting, utility systems and air
conditioning systems

Power system status

Water consumption
Water consumption for engineering systems

Condition of the water supply system of the building

1.2. Consumption of non-traditional and other types of energy resources in buildings

Renewable energy consumption

Secondary energy consumption

1.3. Automation of building engineering systems

The presence of a centralized dispatching system with the
possibility of individual (zonal) regulation

Availability of local automation systems for engineering support
systems

1.4. Environmental characteristics of the building

Environmental friendliness of building materials and structures

Sustainability of the building

Environmental characteristics of the air environment
(microclimate)

Second group of indicators—Energy efficiency of technological processes

2.1. Efficiency of resource consumption in production

Energy consumption Fuel (boiler-furnace, motor)
Fuel consumption for production

Technical condition of equipment

Thermal energy
Heat consumption for production

Technical condition of equipment

Electricity
Electricity consumption for production

Technical condition of equipment

2.2. Consumption of non-traditional and other types of energy resources in the production process

Renewable energy consumption

Secondary energy consumption

2.3. Automation of technological processes

Availability of modern automation systems for technological
processes
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Table 2. Cont.

Source of Expense Energy Type Monitoring Indicator

2.4. Environmental characteristics of technological processes

Environmental performance of equipment

Sustainability of raw materials used in the production process

2.5. Energy efficiency of production

Energy intensity of production, thousand tons/thousand rubles.

The share of payments for energy resources in the value of
manufactured products (works, services)

Efficiency of technological equipment

The level of electricity losses in the electrical networks of the
industrial complex

The level of heat losses in heating networks

Application of energy-saving equipment

Renewable energy consumption

Secondary energy consumption

2.6. Automation of technological processes

Availability of modern automation systems for technological
processes

2.7. Environmental characteristics of technological processes

Environmental performance of equipment

Sustainability of raw materials used in the production process

2.8. Energy efficiency of production

Energy intensity of production, thousand tons/thousand rubles.

The share of payments for energy resources in the value of
manufactured products (works, services)

Efficiency of technological equipment

The level of electricity losses in the electrical networks of the
industrial complex

The level of heat losses in heating networks

Application of energy-saving equipment

Third group of indicators—Ensuring energy efficiency and environmental friendliness of an industrial facility

3.1. Energy efficiency management of an industrial facility

Efficiency of investments in energy-saving measures

Energy management system ISO 50001

Energy monitoring

Use of technologies from the list of the best available technologies
(BAT)

Payback of energy-saving measures

3.2. Environmental management of an industrial facility

The quality of sanitary protection

Environmental management system ISO 14000

The quality of waste collection and disposal
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The proposed system of indicators for assessing the energy efficiency of an industrial
facility includes quantitative and qualitative indicators. It is assumed that quantitative
indicators are determined by calculation, and qualitative ones are based on expert opinion.
To ensure the comparability of all indicators in the system, quantitative and qualitative
indicators should be converted into a single measurement system, for example, into points.

The first group of indicators, “Energy efficiency of the building”, includes four sub-
groups. The subgroup of indicators of resource consumption in a building provides
information on the consumption of all types of fuel (boiler, stove, motor), heat energy,
electricity and water consumption used to ensure the functioning of the building. These
quantitative indicators are supplemented by qualitative indicators reflecting the condition
of the building, its structural elements and systems and the possibility of changing the
indicators of energy consumption and the structural elements and systems themselves to
improve the energy efficiency of an industrial facility. The allocation of quantitative indica-
tors for the consumption of non-traditional and other types of energy resources in buildings
into an independent subgroup is due to the focus on ensuring the requirements for envi-
ronmental friendliness of the building and reducing costs when implementing measures
to improve the energy efficiency of an industrial facility. In the subgroup “automation of
building engineering systems”, qualitative indicators are presented that reflect the presence
or absence of dispatching systems and automation of the process of energy consumption
during building operation, as well as the ability to manage their implementation in the
building operation process when solving the issue of improving the energy efficiency of an
industrial facility. The subgroup of quality indicators reflecting the environmental char-
acteristics of the building itself and used in the construction of environmental materials,
including taking into account the characteristics of the air environment, is directly related
to modern trends in ensuring ESG principles.

The second group of indicators, “Energy efficiency of technological processes”, in-
cludes five subgroups. The first four subgroups of indicators coincide in content with
similar subgroups in the group of indicators “Energy efficiency of the building”, but the
quantitative and qualitative indicators presented in them are related to the technological
processes of production at an industrial facility. At the same time, the indicators of con-
sumption of energy resources and water are supplemented with qualitative indicators
of the state of equipment (for example, the degree of wear, innovation), which makes it
possible to manage indicators of the consumption of energy resources and water through
the management of quality characteristics in order to increase the energy efficiency of
an industrial facility. Additionally, this subgroup includes quantitative and qualitative
indicators of energy efficiency of production to determine the degree of compliance of the
technological process of production with environmental friendliness and ESG principles
and obtain information for making management decisions to improve the energy efficiency
of an industrial facility in this context.

The third group of indicators, “Ensuring energy efficiency and environmental friend-
liness of an industrial facility”, includes two subgroups of quantitative and qualitative
indicators related to the management of energy efficiency of an industrial facility (efficiency
of investments in energy-saving measures, the presence of an ISO 50001 energy manage-
ment system, monitoring of energy consumption, the use of BAT technologies and the
return on investment of energy-saving measures) and management of the environmental
friendliness of an industrial facility (the quality of sanitary protection, the presence of an
ISO 14000 environmental management system and the quality of waste collection and
disposal), in accordance with the principles of environmental friendliness and ESG, guar-
anteeing a focus on improving the energy efficiency of an industrial facility and ensuring
its development in line with modern energy-saving trends.

For the values of qualitative and quantitative indicators of energy efficiency of an
industrial facility, the task of developing formulas for calculating them using a point
assessment was solved.
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The energy efficiency of a building in terms of the consumption of energy and non-
traditional resources in points is determined by the formula:

Sbld_l = ∑m
i=1 Sbldi, (1)

where Sbld_l is the sum of points assigned to the building in accordance with the consump-
tion of all energy and non-traditional resources, and Sbldi is the number of points assigned
to the building in accordance with the consumption of an energy or non-traditional resource
of the i-th type (i = 1, . . . m).

The level of consumption of energy and non-traditional resources of the i-th type in
points is determined by the formula:

Sbldi =
n

∑
j=1

dij, (2)

where Sbldi is the sum of points assigned to the building in accordance with the consump-
tion of the energy and non-traditional resource of the i-th type for each j-th direction of
expenditure (j = 1, . . . , n) and dij is the number of points assigned to the building in
accordance with the percentage of deviation of the actual values of the consumption of the
energy and non-traditional resource of the i-th type in the j-th direction of expenditure.

When calculating the percentage of deviation in points, the following designations
are used: aij is the actual value of the energy and non-traditional resource of the i-th
type, spent on the building in the j direction, Nij is the normative value of the energy
and non-traditional resource of the i-th type, spent on the building in the j direction and
Pij is the percentage value of the indicator of the actual consumption of the energy and
non-traditional resource of the i-th type in the j-th direction of consumption, referred to the
building, in comparison with the standard indicator.

To calculate the indicator, the formula is used:

SPij = aij × Nij, (3)

dij = Pij − 100%. (4)

The number of points for a specific percentage of deviation is assigned based on an
expert survey.

When assessing the qualitative indicators of the energy efficiency of an industrial
facility, the points are assigned based on expert analysis. In this case, the assessment of the
quality characteristics of the energy efficiency of the building is determined by the formula:

Sbld_q =
Z

∑
z=1

Sbld_qz, (5)

where Sbld_q is the sum of points, taking into account the quality characteristics of the
energy efficiency of the building, and Sbld_qz is the sum of points that determines the
qualitative characteristics of the energy efficiency of the building based on the opinion of
experts on the criterion z (z = 1, . . . , Z).

The energy efficiency of buildings in points is determined by the formula:

Sbld = Sbld_l + Sbld_q, (6)

where Sbld is the sum of points assigned to the building in accordance with the consumption
of all energy and non-traditional resources, and points for the quality characteristics of the
building, and Sbld_l is the sum of points assigned to the building in accordance with the
consumption of all energy and non-traditional resources.

The calculations of the energy efficiency indicator for technological processes are car-
ried out in the same way as the calculation of the energy efficiency indicators of a building.
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To determine the qualitative characteristics of the energy efficiency of technological
processes, the following formula is used:

Stp_q =
Z

∑
z=1

Stp_qz, (7)

where Stp_q is the sum of points, taking into account the qualitative characteristics of the
energy efficiency of technological processes, and Stp_qz is the number of points assigned to
the quality of energy efficiency of technological processes by the opinion of experts to the
criterion z (z = 1, . . . , Z).

The energy efficiency of technological processes in points is determined by the formula:

Stp = Stp_l + Stp_q, (8)

where Stp is the sum of points assigned to technological processes in accordance with
the consumption of all energy and non-traditional resources, and points for the quality
characteristics of the building, and Stp_l, is the sum of points attributed to technological
processes in accordance with the consumption of all energy and non-traditional resources.

The quality characteristics of ensuring energy efficiency and environmental friendli-
ness are determined by the formula:

Sem =
Z

∑
z=1

Sem_qz, (9)

where Sem is the sum of points, taking into account the qualitative characteristics of
environmental and energy management at the enterprise, and Sem_qz is the number of
points assigned to the quality of environmental and energy management according to
experts, with the criterion z (z = 1, . . . , Z).

The final indicator of the energy efficiency of an industrial facility in points:

Se f f = Sbld + Stp + Sem. (10)

The final value of the energy efficiency indicator of an industrial facility is the basis
for classifying an industrial facility as a certain energy efficiency class.

4. Discussion

In the course of the analysis of open data and the results of an expert survey, the
absence in the world practice of national and international systems for assessing the energy
efficiency of industrial facilities was revealed. This fact allows us to assume that the system
of indicators for assessing the energy efficiency of industrial facilities proposed by the au-
thors can not only be integrated into the national rating systems but also become the basis
for international rating systems for assessing the energy efficiency of industrial facilities.
This proposal reflects the possibility and necessity of using the results obtained at different
levels of energy efficiency management, at the level of micro, meso and macroeconomic sys-
tems, which correspond to the organization of energy efficiency management of industrial
facilities at the level of an individual enterprise, region, state as a whole and internationally.
At the same time, it is the scale of the possible use of the system for assessing the level of
energy efficiency of industrial facilities that determines the need for discussions in solving
the problem of ensuring the uniformity of measurements.

Considering the issue of the uniformity of energy efficiency measurements, it should
be noted that the expert opinion of the survey participants, combined with the analysis of
the researchers’ materials, allowed the authors to take into account the most significant
factors in ensuring energy efficiency and proposing the corresponding estimated indicators,
which are presented above. At the same time, it is provided that the energy efficiency
of a building and technological processes is assessed based on the results of an energy
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survey of an industrial facility, but the assessment of quantitative values, for example, at
the levels of “high energy efficiency” and “low energy efficiency” are completely uncertain.
The assessment situation is further complicated by the fact that there are no standards for
the level of specific energy consumption (energy intensity) of production for all types of
industrial activity in the considered reference group of countries. There are standards for
building structures (for example, restrictions on heat loss) and, in part, for equipment for
some types of industrial production. At the same time, in the new approach to assessing
the energy efficiency of industrial facilities proposed by the authors, the issues of ensuring
energy efficiency and environmental friendliness are predetermined for the first two groups
of indicators, to a greater extent reflecting the realization of the energy-saving potential at
an enterprise that operates on the basis of the industrial facility being assessed.

When analyzing acceptable assessment methods, two options were considered, used
in combination with each other: an assessment based on the calculation of the specific
indicator of energy consumption and its comparison with standard (reference) indicators; a
rating score based on the scoring model. In this regard, such a combination of them was
used, which excludes contradictions while ensuring the uniformity of energy efficiency
measurements, and allows an unambiguous interpretation of the obtained quantitative
values according to the proposed formulas. However, as the studies have shown, the use
of scoring and the implementation of rating of industrial facilities on this basis, due to the
differences in the organization of this activity in different countries of the world, requires
the correct choice of the main positions for rating, which are proposed for discussion in
this section.

Let us take a look at the context of this discussion. Recently, rating systems for evaluat-
ing various objects have become most widespread. This fact is connected not so much with
the simplicity of the assessment procedures but with the possibility of providing greater
coverage of the factors taken into account in the assessment, the convenience of comparing
the results obtained for the assessment objects by a set of heterogeneous indicators, as well
as the visibility of the presented results in dynamics, taking into account the assurance of
the uniformity of measurements. Moreover, important advantages of the rating assessment
are the possibility of comparisons in the presence of not only quantitatively measurable
but also qualitatively assessed parameters/characteristics of the object. For example, in
the proposed approach to assessing the energy efficiency of industrial facilities, due to the
integration of two assessment methods in determining indicators, it became possible to
take into account indicators that were previously rarely used, for example, the use of RES
and BAT.

It is possible to take into account the presence of the enterprise, which operates on
the basis of the assessed industrial facility, a policy of sustainable energy-efficient and
environmental development, confirmed by the corresponding certificates ISO-50001 and
ISO-14001, as part of the third group of indicators proposed by the authors for assessing
the processes of ensuring energy efficiency and environmental friendliness. This oppor-
tunity is of particular importance in modern conditions due to the trend of transition of
the economies of many countries to low-carbon energy on a global scale and the policy
measures introduced in a number of countries in this direction, including mandatory "car-
bon reporting". Therefore, the proposed system includes a group of indicators, which is
associated with the organization of processes for achieving sustainable development by
ensuring energy efficiency and environmental friendliness of industrial facilities, including
through effective enterprise management.

At the same time, there are also known difficulties in the construction of point-rating
assessments, which the authors, introducing into discussion issues for discussion, want
to avoid. The most common disadvantages include: redundancy of criteria (especially in
the case when there is a partial duplication of criteria), which increases the complexity of
work with the evaluation system and the subjective nature of the scoring of indicators,
which depends on the level of competence of experts. Let us single out several positions

591



Buildings 2022, 12, 191

for discussion related to the implementation of a point-rating assessment in assessing the
energy efficiency of industrial facilities. These include:

− determination of criteria and scales (ranks) for evaluating indicators;
− determination of intervals (standardization) of permissible values;
− interpretation of the data obtained to make a decision regarding the evaluated object.

The simplest and most common method of constructing a rating scale, used in all areas
of knowledge, is the method of paired comparisons—the assessment and choice of solutions,
widely used in expert assessments when it is necessary to prioritize in the process of any
activity or ranking of various objects [46]. To rank according to the importance of indicators
for assessing the energy-efficiency of industrial facilities in each group, it is advisable to
use the analysis of hierarchies by Thomas Saaty, which includes the following stages:

1. Isolation of the problem and determination of the purpose of the assessment.
2. Determination of the main criteria and alternatives for the assessment.
3. Building a hierarchy: a tree from a goal through criteria to alternatives.
4. Construction of a matrix of “pairwise comparisons” of criteria by purpose and alter-

natives by criteria.
5. Analysis of the resulting matrices.
6. Determination of the weights of alternatives according to the hierarchy system [46].

When compiling on a scale, you can use the existing practice, which involves the
determination of the minimum allowable (threshold value) number of points for each
indicator, group of indicators and the total amount of points. The threshold value of the
final score can be adjusted according to the results of a survey of experts. The step of the
interval value corresponding to a certain level of the energy efficiency class is proposed to be
made equivalent. This practice is used when ranking objects of assessment in the systems of
international “green” standards for real estate, which at the level of national rating systems
in the field of energy efficient and green construction is coordinated by the International
Committee on the so-called “green” buildings (Green Building Council) [47]. Therefore, the
discussed issues of justifying the approach to rating the set of energy efficiency indicators of
industrial facilities in order to ensure the uniformity of its measurements and interpretation
of the data obtained are considered by the authors on the basis of a comparison of rating
systems for assessing buildings according to international “green” standards. This makes it
possible to form a judgment regarding the first two groups of indicators in the system of
indicators of energy efficiency of industrial facilities proposed by the authors, which are
associated with buildings and the production technologies implemented in them. Table 3
shows the structure of rating systems for assessing “green” standards in construction, for
each section of which a set of indicators is used to determine the integral values obtained
using the point-rating assessment.

Each section of the assessment includes several assessment indicators, normalized by
quantitative values and qualitative characteristics, which are assessed on a scale in credits
(points). After summing up the points received for each section, they are compared with
the corresponding scaling system (Table 4). According to experts, this scaling system is
characterized by the subjectivity of the distribution of final points between the assessment
levels. It is also obvious that the set of sections, indicators and assessment criteria is
determined in accordance with the individual priorities of expert organizations and national
interests [48].

As you can see from Table 3, there is a scatter in the levels (ranks) of the scale in the
compared standards. In practice, this leads to the fact that in the case of the "shortage" of
several points to the threshold level, for example, in the LEED system, the company can
apply for a certificate in the BREEAM system, which has more levels and a more flexible
assessment system. For an enterprise, such an opportunity may be positive, but for a
national or international monitoring system for data on the assessed objects, it is an obvious
distortion of statistics.
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Table 3. Sections of the assessment of buildings according to international “green” standards.

BREEAM [28] LEED [27] DGNB [29] WELL [30]

Energy Location and transport
accessibility Environmental quality Water

Health and wellness Sustainable objects Economical quality Air

Innovation Water use efficiency Sociocultural and functional quality Nutrition

Land use Energy and atmosphere Technical quality (only for new objects) Lighting

Materials (edit) Water use efficiency Process quality
(only for new objects) Physical activity

Management Indoor environmental quality Location quality (new properties only) Thermal comfort

Pollution Integrative process Noise control

Transport Innovations Materials (edit)

Waste Regional priorities Mental health

Water Community

Innovations

Table 4. Scales of assessments in the systems of international “green” standards.

BREEAM LEED DGNB WELL

Ranking levels (scores)

Pass (30–44) Certified (40–49) Bronze (<35 *) Silver (50–59)
Good (45–54) Silver (50–59) Silver (35–49) Gold (60–79)
Very good (55–69) Gold (60–79) Gold (50–64) Platinum (≥80)
Excellent (70–84) Platinum (≥80) Platinum (≥65)
Outstanding (≥85)

* For operated buildings.

Regarding the third group of indicators proposed based on the results of studies of the
system for assessing the energy efficiency of an industrial facility, which is associated with
the organization of processes for achieving sustainable development through measures
to ensure energy efficiency and environmental friendliness, the authors used another
material for comparison, which focuses on the activities of the enterprise management.
Two methodological approaches were chosen for discussion in a similar area of assessment—
the determination of an integral point assessment of the sustainable economic condition of
an enterprise and a comprehensive rating assessment of enterprises.

In the first of the considered methodological approaches, the integral point assessment
of the sustainable economic state of the enterprise, the choice and justification of the criteria
for this assessment and the establishment of restrictions on their change are presented
in detail [49]. For this, for each indicator included in the corresponding classification
group of assessment, either the upper and lower criteria boundaries of the level of the
analyzed indicators are determined, or their optimal values, and for some indicators (for
example, in terms of performance indicators), the trend of their change is taken as a criterion.
Depending on the deviation of the achieved level of the indicator from the selected criterion,
a point estimate is established according to the existing scale, which allows the company to
be attributed to one of six classes of solvency. Thus, it can be noted that there is a principle
of differentiation for choosing a scale (ranks) for assessing indicators, which takes into
account their specific features.

In the second of the considered methodological approaches, the complex rating of
enterprises is based on their comparison for each indicator of economic condition with a
conditional reference enterprise that has the best results for all compared indicators, which
is determined by actual data [50]. Thus, the basis for obtaining the rating of an enterprise
is not the subjective assumptions of experts but the highest results of enterprises from
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the entire set of compared objects that have developed in real market competition. The
benchmark for comparison is the most successful competitor, which has the best indicators.
When implementing rating within the framework of this methodological approach, the
main problem is finding a “reference” object.

Returning to the discussion of the point-rating assessment when making a decision
regarding the assessed object when assessing the energy efficiency of an industrial facility,
we can consider the following scale as a proposal: all assessment levels can be conditionally
divided into “very high”, “high”, “medium”, “low” and "critically low" energy efficiency.
This can be used, for example, to develop various measures along the entire “vertical”
energy efficiency management, from the state level to the enterprise level. In the case of
establishing a high level of energy efficiency of the assessed object, the state can stimulate
an enterprise that operates on the basis of the assessed industrial facility with tax incentives
(for example, exemption from property tax) and other economic preferences. The most
significant result for the enterprise itself is the identification of the potential for its even
more successful development and the attraction of investments through “green” and
“white” certificates. If a “low” and “critically low” level is identified, the enterprise needs
to take urgent measures to bring the facility to a higher level of energy efficiency.

The considered disputable aspects in the study make it possible to determine its
prospects associated with the development of the proposed new approach to assessing the
energy efficiency of industrial facilities, namely, the need for:

− development of criteria and scales for assessing the energy efficiency of industrial
facilities while ranking the indicators according to the degree of significance. Taking
into account the analyzed experience, it is necessary to use the method of paired
comparison of energy efficiency indicators with the involvement of experts;

− to define intervals (standardization) of permissible values of indicators. Studies have
shown that it is advisable to determine the minimum threshold value for the sum of
points, determined by the minimum permissible (according to regulatory documents
and expert opinion) values for individual indicators and corresponding groups;

− to form recommendations for the interpretation of the data obtained when making
decisions regarding the evaluated object. Based on the estimates obtained, the manage-
ment of the enterprise will be able to make decisions on the choice of priority areas for
increasing the level of energy efficiency of an industrial facility, create long-term and
current plans containing organizational, methodological, technological and incentive
measures to carry out the necessary energy-saving measures.

Thus, at the next stage of the study, it is planned, taking into account the debatable
issues (the calculation basis for determining the indicators while using the possibilities of
using data arrays of domestic and international standards), to rank the obtained values
based on the pairwise comparison, and also to form a scale of energy efficiency levels of
industrial facilities.

5. Conclusions

In the process of analyzing the subject area of the research, scientific and practical
problems were identified and solved, which ensured the formation of a new approach to the
system for assessing the energy efficiency of industrial facilities. The results obtained have
been achieved through the use of a set of research methods, primarily based on materials
from authoritative publications, the information provided on the official websites of state
authorities in various countries, as well as a survey of the expert community.

The primary issue resolved in the study was the clarification of the category of “indus-
trial facility”, which is the object of the study. A common problem was identified—the lack
of a unified approach to its definition in many countries, which was confirmed during a
survey of representatives of the authoritative expert community. The proposed definition
made it possible to concretize an industrial facility, generalizing the existing formulations,
taking into account expert opinion, which made it possible to implement subsequent tasks.
For an objective description of the factor space of the evaluated object of research, which
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determines the characteristics of its energy efficiency, specially formulated questions on
this problem area were included in the expert survey conducted by the authors. The results
of the survey made it possible to determine a set of factors affecting the energy efficiency of
an industrial facility, as well as their distribution according to the degree of importance.

The most important result of the study was the formed system of indicators of energy
efficiency of industrial facilities, formed into three groups: energy efficiency of a building,
energy efficiency of technological processes, ensuring energy efficiency and environmental
friendliness. The proposed system of indicators takes into account the accumulated practi-
cal experience in ensuring energy efficiency in many countries and the actual theoretical
developments presented in scientific works, which made it possible to form a new approach
to assessing the energy efficiency of an industrial facility and to develop methodological
provisions for determining the assessment indicators. On the basis of these provisions, it
is possible to conduct a point-rating assessment of the energy efficiency of an industrial
facility using formalized procedures lined up by the authors in a certain sequence.

It is assumed that the developed system of indicators can be integrated into the
national standards of countries and used in international rating systems for assessing the
energy efficiency of industrial facilities. In the context of the transition of the world energy
sector to the principles of sustainable development and low-carbon energy, the restrictions
imposed by many countries on the volume of greenhouse emissions, a new approach to
assessing the energy efficiency of industrial facilities will provide not only an effective tool
for large-scale monitoring of the efficiency of energy-saving measures at industrial facilities
of countries but also the implementation of the principles of sustainable development and
ESG at the enterprises of the industrial sector of the economy.

The questions proposed by the authors for discussion determine the need for further
research in the direction of developing a methodology for assessing energy efficiency indi-
cators of industrial facilities. The expert assessment of energy saving and energy efficiency
of industrial facilities proposed after discussions by the authors on the basis of a "reference"
indicator for each group of types of economic activities of industrial facilities will provide
an opportunity to classify industrial facilities by the level of energy efficiency and will
allow unambiguous determination of the position of the facility in solving state-important
problems, including in the field of subsidizing and lending measures to reduce energy
intensity and optimize energy costs, to develop and implement alternative technologies
with low energy intensity and will also create an important component of financial planning
at the macro, meso and micro levels.

The applied significance of the results lies in solving the most important state tasks
to ensure the implementation of energy conservation and energy efficiency policies by
systematizing information on the energy characteristics of the key end consumers of energy
resources, industrial facilities, and forming an objective idea of the potential for reducing
the energy intensity of industrial products across the country.
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Abstract: While tourism eco-efficiency has been analyzed actively within tourism research, there is
an extant dearth of research on the spatial network structure of provincial-scale tourism eco-efficiency.
The Super-SBM was used to evaluate the tourism eco-efficiency of 30 provinces (excluding Tibet,
Hong Kong, Macao and Taiwan). Then, social network analysis was employed to examine the
evolution characteristics regarding the spatial network structure of tourism eco-efficiency. The main
results are shown as follows. Firstly, tourism eco-efficiency of more than two thirds’ provinces
witnessed an increasing trend. Secondly, the spatial network structure of tourism eco-efficiency
was still loose and unstable during the sample period. Thirdly, there existed the multidimensional
nested and fused spatial factions and condensed subsets in the spatial network structure of tourism
eco-efficiency. However, there was still a lack of low-carbon tourism cooperation among second or
third sub-groups. These conclusions can provide references for policymakers who expect to reduce
carbon emissions from the tourism industry and to achieve sustainable tourism development.

Keywords: low-carbon tourism; tourism eco-efficiency; spatial network correlation; Super-SBM;
social network analysis

1. Introduction

Tourism has solidified its role as the strategic-pillar industry in China [1], accounting
for 6.69% of the total gross domestic product (GDP) in 2019. For a long time, tourism has
been regarded as an industry with low-carbon and environmental protections [2]. Therefore,
adequate attention is not paid to the pollution brought by tourism industry in China.
With the expansion and improvement of the tourism economy, the negative environment
impacts of the tourism industry have gradually been exposed [3]. The Fourteenth Five
Year Plan, issued by the central government in March 2021, emphasized the high-quality
development is the main direction of the tourism industry in the next five years. Tourism
eco-efficiency is defined as creating more economic value in tourism products and service,
while eliminating negative environmental effects and reducing resource consumption [4–6].
The improvement of tourism eco-efficiency cannot only be in accordance with the goal
of carbon emission peaking and carbon neutrality (Two Carbon) but also promote the
high-quality development of tourism industry [7].

With the exposure of the negative impacts of tourism development on ecological
environment, quite a few scholars have gradually begun to concentrate how to achieve
low-carbon development in tourist destinations. Moreover, the Sustainable Tourism De-
velopment Action Strategy (STDAS) put forward the concept of sustainable tourism, and
pointed out that both ecological environment and economic benefit should be taken into
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consideration [7]. Based on the core principles of sustainable tourism, Gössling, Peeters,
Ceron, Dubois, Patterson and Richardson [6], calculating the carbon emissions from the
tourism industry, put forward the concept of tourism eco-efficiency. Since then, it has
triggered a huge wave in academic tourism circle. Extant assessment methods are divided
into two types, namely, the single indicator method, and the model method [4]. With
regard to the single indicator method, tourism eco-efficiency can be expressed by the ratio
of tourism economic benefit to the environmental effect [8]. During the application of the
single indicator method, the tourism receipt and the carbon dioxide emission from tourism
industry were defined as the tourism input and the environmental effects, respectively,
by Perch-Nielsen, et al. [9] Additionally, some scholars regarded tourism-related carbon
footprint as the environmental effect of tourism [10–12]. However, the superior rational
is not obtained by the single indicator method; meanwhile, this method is suitable for a
single object or item. Thus, the single indicator method may not provide more targeted
implications for tourist destination management (TDM) [2]. In terms of the model method,
constructing the index system of input-output is a prerequisite for evaluating tourism
eco-efficiency; the choice of evaluation models can reduce error, and make the results more
scientific [4]. The index system of input–output mainly contains capital, labor, energy con-
sumption, tourism receipt and the environmental effects [4,13]. Moreover, the non-convex
metafrontier DEA-based model, Super-DEA model, and Super-EBM model are used to
take into consideration the undesired output, such as carbon emissions from the tourism
industry, tourism solid waste discharge, and tourism wastewater discharge [2,13,14]. In
addition, some scholars have also investigated the factors driving the evolution of tourism
eco-efficiency. The main factors include the level of tourism economy [7], technological
innovation [15], industrial structure of tourism [16] and environmental regulation [17].

With the improvement of market mechanism and regional integration, the production
factors such as talent, technology, and capital of the low-carbon tourism development
flow among various areas, resulting in tourism eco-efficiency in different areas, has grown
more connected [18]. Due to the implementation of eco-environmental policies, there
is more communication and cooperation regarding tourism sustainable development.
Therefore, technologies relevant to low-carbon tourism and the experience of managers
are exchanged among various regions, resulting in the formation of a spatial network
structure of tourism eco-efficiency [2]. What’s more, exploring the spatial network structure
of tourism eco-efficiency can provide reference for the cooperation and communication
of sustainable tourism development. Some scholars have explored the spatiotemporal
evolution characteristics regarding tourism eco-efficiency by adopting exploratory spatial
data analysis (ESDA) based on the attribute data [15–17,19,20]. However, scholars failed to
devote to enough attentions to the spatial network structure of tourism eco-efficiency based
on the relational data. In particular, the roles that various provinces play in the spatial
network structure of tourism eco-efficiency have seldom been studied.

In order to fill this gap, taking 30 provinces in China as the case studies, this study
explored the evolution characteristics regarding spatial network structure of tourism eco-
efficiency. To our best knowledge, this study is among the first to explore the spatial
network structure of provincial-scale tourism eco-efficiency. Our research makes three
contributions to the extant literature on tourism eco-efficiency. First, this study casts
new light on our understanding of the spatial connection and spatial spillover of tourism
eco-efficiency from the relational data rather than attribute data. Secondly, the previous
literature mainly concentrated on the evaluation of tourism eco-efficiency, whereas this
study enriched and broadened research topics such as spatial characteristics. Thirdly, our
research sought to advance original methodological and empirical contributions. To be
more specific, this study established a comprehensive research framework regarding the
spatial network structure of tourism eco-efficiency. Although the example is limited to
China, this research framework is, to a certain extent, universalizable.

The rest of this study is structured as follows. Section 2 introduced the main research
method, the index system and the data source. The empirical results were presented in
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Section 3, in which this study evaluated the tourism eco-efficiency and explored the evolu-
tion characteristics regarding the spatial network structure of tourism eco-efficiency. The
discussion and conclusions were presented in Section 4, in which this study discussed the
empirical results, summarized the literature contributions, and provided recommendations
for tourist destination management.

2. Materials and Methodology

2.1. Method
2.1.1. Super-SBM

Data envelopment analysis (DEA) is a model that evaluates multiple decision units
with similar inputs and outputs [21]. However, there are two main shortcomings in the
traditional DEA morel. First, the slack variables may affect the accuracy of the evaluation
results. Second, there solely exists expected output, and the undesirable output is not fully
taken into account. In order to make up the for above-mentioned deficiencies, Tone [22]
proposed the slack-based model (SBM) based on the undesirable output, which not only
takes into consideration the issue of slack, but also includes undesirable output. There
is no doubt that the modifications of the model can make the evaluation more accurate.
Nevertheless, when the SBM is employed to assess the efficiency of several decision-making
units (DMUs), it is easy to generate the phenomenon wherein the efficiency values of DMUs
all reach the optimal frontier production surface [23]. In other words, the efficiency values
of multiple DMUs are 1, which makes the comparison of DMUs’ efficiency impossible.
Considering this issue, Tone [24] put forward the Super-SBM model based on the traditional
SBM. The formula of Super-SBM is as follows.⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
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(1)

where, ρ is the tourism eco-efficiency; x, yd and yu are input, expected output and undesir-
able output, respectively. m, r1, and r2 are the quantities of inputs, expected outputs and
undesirable outputs, respectively. A value of tourism eco-efficiency greater than or equal
to 1 indicates that the tourism eco-efficiency is in an effective state; otherwise, it is in an
invalid state.

2.1.2. Modified Gravity Model

A province is a point in the spatial network structure of tourism eco-efficiency, and the
spatial connection of tourism eco-efficiency among provinces is the line [25]. At present,
the vecto autoregressive (VAR) model, and the modified gravity model are universally
used to establish the spatial correlation matrix of tourism eco-efficiency. Given that the
sensibility regarding the choice of lag order may reduce the accuracy of examining the
network structure characteristics [26], the modified gravity model has been universally
applied to construct the spatial correlation matrix. More importantly, this model can take
consideration into the “quality” and “distance”, and reflect the evolution characteristics
regarding the spatial network structure [27]. Based on the above-mentioned advantages,
this study applied the modified gravity model. The formula is as follows.

Fij = Kij
Ei · Ej

Dij
2 , Kij =

Ei
Ei + Ej

(2)
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where Fij denotes the gravity between province i and province j. Ei and Ej represent
the tourism eco-efficiency in province i and province j, respectively. Dij represents the
distance between province i and province j, which is represented by the shortest straight-
line distance among two provincial capitals [25]. Kij is the correction coefficient. Generally
speaking, provinces with high tourism eco-efficiency possess a stronger radiation effect
on provinces than that of provinces with low tourism eco-efficiency, through radiation of
tourism low-carbon technology and spillovers of tourism low-carbon information [2]. In
this study, Kij is calculated by the proportion of tourism eco-efficiency of province i in the
sum of tourism eco-efficiency of province i and province j.

2.1.3. Social Network Analysis

Social network analysis (SNA), an interdisciplinary research method, aims to describe
the relationship among members in a network and the influence of different relationship
patterns on the characteristics regarding network structure based on graph theory and
algebra [1,28]. Due to the advantages of intuitive graphics and accurate characterization,
the application of SNA has been gradually expanded from sociology to economics, manage-
ment, psychology, geography and other disciplines [27,29,30]. This study mainly adopted
the SNA to explore the overall and individual characteristics regarding spatial network
structure of tourism eco-efficiency in China and to reveal the actual or potential relationship
between provinces. The relevant formulas can be seen in Table 1.

Table 1. Formulas of indicators regarding social network analysis.

Index Formula Number Explanation of Formula

Network density D = L
N×(N−1) (3)

Where D is the network density, L is the actual
relationship number, and N is the number of

research areas.

Network hierarchy H = 1 − K
max(K) (4)

Where H is the network hierarchy, K is the
symmetric reachable points, and max(K) is the

maximum possible point logarithm.

Network efficiency E = 1 − M
max(M)

(5)
Where E is the network efficiency, M is the number
of redundant lines, and max(M) is the maximum

number of possible redundant lines.

Clustering coefficient Ci =
2ei

ki(ki−1)
(6)

Where Ci is the clustering coefficient, ei represents
the number of edges between k neighbors of

province I, ki is the number of edges of node i.

Average path length L = 1
1/2N(N−1) ∑

i≥j
dij (7) Where N is the total of network nodes, dij is distance

between province i and province j.

Degree centrality De = n
N−1 (8)

Where De is the point centrality, n is the number of
nodes connected with the province, and N is the

maximum number of nodes connected with
the province.

Betweenness centrality
Cbi =

2
n
∑
i

n
∑
j

bij(l)

N2−3N+2 , i �= j �= l, i < j
(9)

Where Cbi is betweenness centrality; bij is the
number of the shortcuts between city i and city j;

and bij(l) represents the number of shortcuts
between province i and province j.

Closeness centrality C−1
APi =

n
∑

i=1
dij (10) Where C−1

APi is closeness centrality; and dij is the
shortest distance between province i and province j.

(1) The overall network structure characteristics. The overall network structure char-
acteristics are mainly reflected by six indexes, namely, network density, network connected-
ness, network hierarchy, network efficiency, clustering coefficient and average path length.
Network density and network connectedness mainly reflect the density degree of spatial
network structure. The higher the network density is, the more connectedness there is,
and the closer the spatial network structure is. The network hierarchy mainly assess the
asymmetric accessibility of network individual. The higher the network hierarchy, the
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more rigid the network structure, and more provinces play the role of edge in the spatial
network structure. Network efficiency mainly reflects the connection efficiency among
nodes in the spatial network structure. If the network efficiency is lower, there will be more
spillover channels among various provinces, and the more stable the network structure is.
The clustering coefficient and the average path length are used to mirror the characteristics
of “small-world” regarding the spatial network structure [31], among which, the clustering
coefficient mainly represents the cohesion of the spatial network structure. The higher the
clustering coefficient is, the more frequent the network connections are. The average path
length can indicate the distance between nodes.

(2) The individual network structure characteristics. The individual network structure
characteristics are mainly reflected by three indexes, namely degree centrality, betweenness
centrality and closeness centrality. Specifically, the point centrality reflects the central posi-
tion of the node in the network structure. The greater power in the network structure, and
the more prominent the central position of the node in the network structure. Betweenness
centrality mirrors the degree to which nodes control the connections among other nodes.
The higher the betweenness centrality, the greater the priority and control of the node.
Closeness centrality reflects the ability a node to be controlled by other nodes. The greater
closeness centrality, the more direct spatial associations among nodes, and the easier it is
for the node to play the role of the center.

(3) Network cohesive sub-groups analysis. Cohesive sub-groups can explain the
substructure within a group, which is a broad concept of sub-group [28]. Nodes in a sub-
group possess relatively strong, relatively close and relatively direct relationships, whose
fundamental purpose is to reveal the actual or potential relationship between nodes [32].

2.2. Index System Selection

This study regards capital, labor and energy as the tourism input indicators. Land
is one of the most basis production factors in economic activities, but it is not a decisive
factor affecting the intensive or extensive management of tourism industry in the process
of tourism economic development [33]. More seriously, there is a dearth of the dataset
on the number of tourism land-use [1]. Therefore, the land is not seen as the basis input
in this study. Capital input has a significant influence on the development pathway to
a certain extent, thus, playing an indispensable role in the low-carbon tourism develop-
ment. In this study, the total of fixed asset investment regarding tourist attractions, travel
agencies and star-hotels is used to represent the level of tourism capital investment [28].
Additionally, tourism industry is regarded as a labor-intensive industry with significant
employment attributes. In this study, the number of tourism employees is used to represent
the labor input of tourism [34]. Tourism energy input is of great importance in evaluating
tourism eco-efficiency; this study selects tourism energy consumption to represent tourism
energy input [13].

With respect to the expected output index, the total tourism revenue is the direct
embodiment of economic benefits from tourism. Moreover, the total number of tourists can
better reflect the spillover effect of the tourism industry [35]. In terms of undesired output,
this study adopts carbon emissions from the tourism industry to reflect the negative impact
of tourism-related economic development on the ecological environment [7,13].

2.3. Data Source

In this study, 30 provinces (excluding Tibet, Hong Kong, Macao and Taiwan) were
taken as the case studies. The data on inbound tourism revenue, inbound tourist ar-
rival, and fixed asset investment in the tourism industry were mainly received from the
China Statistical Yearbook (2001~2018) and China Tourism Statistical Yearbook (2001~2018).
Domestic tourism revenue and domestic tourist arrival were mainly taken from the sta-
tistical yearbooks of 11 provinces during the period of 2001~2018. Quite a few data were
supplemented and improved by the statistical bulletins of national economic and social
development of each province. With regard to carbon emissions and energy consumption,
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this study adopted the “bottom-up” method, including decomposition and summation
based on determining the key areas, overall tourism energy consumption and carbon
emissions [36,37]. The specific calculation process was played in Appendix A. The data
involved in the calculation of energy consumption and carbon emissions from the tourism
industry were mainly received from the China Transport Statistical Yearbook (2001~2018)
and the China Energy Statistical Yearbook (2001~2018). A part of the data is collected
from the Tourism Sample Survey Data (2001~2018) and the Statistical Bulletin of National
Economic and Social Development. Additionally, in order to avoid the interference of price
factors on the empirical results, the data of income nature is adjusted, with year 2000 as the
baseline period.

3. Results

3.1. Measurement of Tourism Eco-Efficiency

China’s tourism eco-efficiency, shown in Table 2, witnessed a fluctuating growth
trend during the study period, which increased from 0.441 in 2000 to 0.525 in 2017, with
an average annual growth rate of 1.1%. This indicated that tourism-related economic
development in China still relied on resources and harmed the environment; thus, there
is tremendous room for progress in low-carbon tourism development. According to the
partition criterion, formulated by the National Bureau of Statistics in 2011, 30 provinces were
divided into four areas, namely Eastern area, Central area, Western area, and Northeastern
area. From the perspective of the sub-area, the tourism eco-efficiency in the Eastern, Central,
Western and Northeastern areas all showed a fluctuating growth trend, with the largest
growth rate (32.70%), and the smallest growth rate (14.31%), respectively (Figure 1). The
order of the spatial heterogeneity distribution pattern regarding the mean of tourism eco-
efficiency by area was Eastern (0.740), Northeastern (0.440), Central (0.429) and Western
(0.217) during the period of 2000~2017. At the provincial level, except for Beijing, Tianjin,
Liaoning, Henan, Hunan, Chongqing, Sichuan, Qinghai and Ningxia, tourism eco-efficiency
of the remaining 21 provinces experienced varying degrees of increase during the study
period; the largest increase was in Jilin Province (197.18%); the largest decrease was in
Qinghai Province (43.33%), indicating that, due to the differences in the input of the
material elements of the tourism economy, there was great spatial heterogeneity in the
tourism eco-efficiency among these provincial areas in China.

2000 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 2017
Eastern area Central area Northeastern area Western  area The national

Figure 1. The evolution trend of tourism eco-efficiency in China and four sub-regions from 2000 to
2017. Eastern area includes Beijing, Tianjin, Hebei, Shanghai, Jiangsu, Zhejiang, Fujian, Shandong,
Guangdong, and Hainan. Central area consists of Shanxi, Jiangxi, Anhui, Henan, Hubei, Hunan.
Western area includes Inner Monglia, Guangxi, Chongqing, Sichuang, Guizhou, Yunan, Shannxi,
Gansu, Qinghai, Ningxia, and Xinjiang. Northeastern area includes Liaoning, Jilin, and Heilongjiang.
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Table 2. Tourism eco-efficiency of 30 provinces from 2000 to 2017.

Province 2000 2003 2006 2009 2012 2015 2017 Mean

Beijing 0.440 0.523 0.577 0.504 0.419 0.397 0.421 0.469
Tianjin 1.670 1.749 1.763 1.517 1.460 1.461 1.548 1.595
Hebei 0.380 0.297 0.296 0.328 0.380 0.423 0.502 0.362
Shanxi 0.221 0.184 0.175 0.242 0.326 0.400 0.551 0.277

Inner Monglia 0.295 0.287 0.296 0.344 0.434 0.591 0.621 0.399
Liaoning 0.628 0.732 1.016 0.583 1.031 0.631 0.608 0.783

Jilin 0.140 0.156 0.200 0.233 0.299 0.415 0.415 0.256
Heilongjiang 0.291 0.244 0.257 0.278 0.304 0.286 0.298 0.282

Shanghai 1.164 1.139 1.139 1.189 1.131 1.214 1.156 1.174
Jiangsu 1.052 1.069 1.095 1.112 1.119 1.137 1.139 1.105

Zhejiang 0.486 0.493 0.609 0.564 0.662 1.031 1.160 0.707
Anhui 0.215 0.204 0.198 0.224 0.217 0.245 0.320 0.229
Fujian 0.262 0.243 0.277 0.315 0.283 0.298 0.315 0.284
Jiangxi 0.304 0.262 0.253 0.293 0.338 0.326 0.433 0.308

Shandong 0.390 0.356 0.384 0.343 0.369 0.449 0.579 0.407
Henan 1.394 1.355 1.322 1.267 1.218 1.217 1.219 1.283
Hubei 0.269 0.198 0.222 0.260 0.286 0.293 0.370 0.267
Hunan 0.289 0.209 0.173 0.188 0.204 0.192 0.245 0.209

Guangdong 1.122 1.151 1.149 1.113 1.132 1.129 1.132 1.134
Guangxi 0.130 0.121 0.138 0.171 0.219 0.292 0.369 0.205
Hainan 0.153 0.143 0.144 0.134 0.170 0.176 0.189 0.158

Chongqing 0.368 0.282 0.294 0.283 0.268 0.276 0.316 0.298
Sichuan 0.198 0.142 0.143 0.160 0.177 0.167 0.170 0.166
Guizhou 0.271 0.268 0.255 0.336 0.366 0.383 0.406 0.328
Yunnan 0.249 0.179 0.162 0.215 0.255 0.253 0.327 0.227
Shaanxi 0.286 0.244 0.229 0.258 0.272 0.258 0.336 0.264
Gansu 0.194 0.151 0.153 0.141 0.157 0.177 0.221 0.166

Qinghai 0.139 0.102 0.097 0.101 0.092 0.083 0.079 0.100
Ningxia 0.079 0.071 0.066 0.058 0.054 0.055 0.053 0.062
Xinjiang 0.161 0.146 0.140 0.150 0.170 0.200 0.245 0.171

Mean 0.441 0.423 0.441 0.430 0.460 0.482 0.525 0.456

Notes: Due to the length limitation, the results of 2000, 2003, 2006, 2009, 2012, 2015, and 2017 are only represented
in Table 2.

3.2. The Spatial Network Structures
3.2.1. Overall Network Characteristics

In this study, ArcGIS10.3 software was used to draw the network structure of China’s
provincial-scale tourism eco-efficiency, which can reflect the overall network structure
characteristics of tourism eco-efficiency in China. Figure 2 showed that with the imple-
mentation of the ecological civilization strategy and the high-quality development strategy,
the cooperation among different provinces in promoting the transformation of the tourism
development mode has been deepening. Therefore, the spatial network structure of tourism
eco-efficiency was complex and dense. The overall network structure of China’s tourism
eco-efficiency, shown in Figure 2, was relatively loose during the study period. The average
number of network relationships in each province was 107; the average network density
was 0.123; the average clustering coefficient was 0.417, and the average path length was
2.98. Low network agglomeration, connectivity, and closeness were not only conducive to
the diffusion and spillovers of tourism low-carbon production factors, such as technologies,
talents and capital among provinces, but also affected the stability of the spatial network
structure of tourism eco-efficiency.
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Figure 2. Spatial network structure of tourism eco-efficiency in year 2000 (a), and 2017 (b), China.

In terms of the evolution trend, the network density, and the number of network
relationships, were both increasing slowly in the fluctuation; however, the increase degree
was still small, which indicated that the scale, level and standard of low-carbon tourism
cooperation among these provinces were still low (Figure 3). It was noteworthy that the
clustering coefficient witnessed a slight downward trend, while the average path length
experienced a slight upward trend, revealing that the connectivity of the tourism eco-
efficiency transmission and the cohesion of the overall network structure among provinces
have decreased. Additionally, this highlights that the low-carbon technology between
provinces used to promote low-carbon tourism development still faces obstacles and
constraints, such as administrative boundaries.

Figure 3. Overall spatial network structure of tourism eco-efficiency.

Figure 3 revealed that the network hierarchy regarding spatial network structure of
China’s provincial-scale tourism eco-efficiency increased from 0.718 in 2000 to 0.725 in 2017;
the network hierarchy always remained above the value of 0.57, indicating that there was
a hierarchical network structure in the spillover effect of tourism eco-efficiency among
provinces and that this hierarchical structure was becoming increasingly intense. Addition-
ally, the spatial equilibrium of tourism eco-efficiency in each province was relatively poor;
the internal environment in which the spill occurred was as terrible as the radiation.

On the contrary, while the network efficiency experienced a downward trend in
the fluctuation, decreasing from 0.803 in 2000 to 0.764 in 2017, which revealed that the
connectivity of network structure of tourism eco-efficiency has increased, the routes of
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tourism ecological resource elements spillovers among provinces has been raised, and the
stability of spatial correlation has been improved. However, there was also a risk that
with the increase of redundant cables, the transmission efficiency of the network structure
would be reduced. Therefore, maintaining reasonable network efficiency can optimize the
allocation of network resources.

3.2.2. Individual Network Characteristics

In this study, three indexes, i.e., degree centrality, betweenness centrality and closeness
centrality, were used to analyze the characteristics regarding individual network structure
of tourism eco-efficiency. Furthermore, the spatio-temporal evolution characteristics of the
above-mentioned three indicators, adopting the ArcGIS10.2 software, were visually played
by the inverse distance weight (IDW) method (Figure 4).

Figure 4. The spatial distribution of point degree in year 2000 (a,c) and 2017 (b,d).

(1) Point Degree

Out-degree centrality and in-degree centrality can reflect the interaction relationships
among provinces in the spatial network structure of tourism eco-efficiency. Specifically,
the out-degree centrality and the in-degree centrality represents the spillover effect and
agglomeration effect from tourism eco-efficiency, respectively. The average values of in-
degree centrality and out-degree centrality, shown in Figure 4a,b, experienced an overall
growth trend during the sample period, which indicated that the inflow and outflow of
tourism eco-efficiency among provinces were strengthening constantly, and that the mutual
connection of tourism eco-efficiency between provinces was strengthening. To be more
specific, in 2000, there were 14 provinces with higher out-degree centrality than mean
value, in which Heilongjiang, Hunan, Hainan, Guangxi, Guangdong, Zhejiang and Yunnan
ranked TOP 7, while Ningxia, Gansu, Guizhou and other regions exhibited less spillover

607



Energies 2022, 15, 1324

effect for other provinces. Moreover, there were nine provinces with above-average in-
degree centrality, with Beijing, Tianjin, Liaoning and Henan in the top tier, and Hubei,
Hainan and Shanxi in the lowest tier. In contrast, the number of provinces that exhibited
an above-average out-degree centrality dropped by two in 2017, with Hainan, Fujian,
Jiangxi and Sichuan still remaining in the top ranks, whereas the number of provinces with
above-average in-degree centrality increased to 12, showing that China’s provincial-scale
tourism eco-efficiency network was more closely structured; the number of provinces
that can receive other radiation effects is increasing, and the cooperation and exchanges
among different provinces in low-carbon tourism technologies were also continuously
strengthening.

In 2000 and 2017, the interval of point centrality was [3.482, 55.149] and [3.455, 48.202],
respectively. The interval range of point centrality saw a narrow trend, indicating that
the spatial differences of point centrality among various provinces witnessed a trend of
constant balance. The spatial network structure of tourism eco-efficiency tended to be
balanced; provinces increasingly played a core role. As can be seen from Figure 4c,d, the
spatial distribution pattern of point centrality has been expanded from a high value area in
2000 (with Beijing and Tianjin as the core) to two high value areas in 2017 (with Beijing as the
core of the Northern area around Bohai Sea and Urumqi as the core of the northern Xinjiang
region). While the coverage of the low-value areas of point centrality has been shrinking,
its spatial distribution pattern has been reduced from a continuous low-value area in 2000
(the continuous low-value area with the core of Urban Agglomeration along the Yellow
River in Ningxia and the Lanzhou-Xining Urban Agglomeration) and three scattered-point
areas with low-value (Shanxi, Shandong and Guizhou) to one low-value area in 2017 (the
low-value area with the core of Urban Agglomeration along the Yellow River in Ningxia).
Some of the provinces with high point centrality, such as Tianjin, were able to share modern
low-carbon tourism technology and management experience with other provinces, and,
thus, improve their point centrality by increasing out-degree centrality. Other provinces,
such as Xinjiang, become the province with high point centrality in 2017, which was mainly
due to the deep implementation of the Aid-Xinjiang program. Xinjiang can absorb the
management experience of developing low-carbon tourism products, designing low-carbon
tourism routes, establishing low-carbon tourism enterprise, and so on, which improved the
point centrality by strengthening in-degree centrality.

(2) Closeness Centrality

In 2000 and 2017, the ranges of closeness centrality were (32.957, 64.430) and (33.727,
64.390), respectively. On the one hand, the overall provincial closeness centrality tended
to increase. On the other hand, the regional differences of closeness centrality among
provinces gradually contracted. This indicated that more provinces can make full use of the
transmission effect of the spatial network structure, quickly generate spatial connections
with other provinces, and play the role of “central actors” in the spatial network structure
of tourism eco-efficiency. As shown in Figure 5, similar to the geographical distribution
pattern of point centrality, the areas covered with high closeness centrality were mainly
distributed around the northern part of the Bohai Sea with Beijing and Tianjin as the
core; the low-value areas were mainly distributed along the urban agglomeration along
the Yellow River in Ningxia. With the spatial association of the tourism eco-efficiency
among the provinces increasing, the spatial scope of the high closeness centrality saw an
expanding trend to a certain extent, while the coverage of the low closeness centrality was
reduced to a certain extent. On the one hand, the low-value areas with the core of the
urban agglomeration along the Yellow River in Ningxia were difficult to spill over into
the surrounding provinces due to the behindhand low-carbon tourism technology. On the
other hand, due to their unfavorable transport accessibility, it was difficult to connect with
the provinces located in the Central area or the Eastern area. Therefore, it played the role of
marginal actor in the spatial network structure of tourism eco-efficiency.
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Figure 5. The spatial distribution of closeness centrality in year 2000 (a) and 2017 (b).

(3) Betweenness Centrality

The ranges of the provincial betweenness centrality were (0, 33.334) and (0.001, 25.612)
in 2000 and 2017, respectively. The betweenness centrality saw a decreasing trend during
the sample period, indicating that the spatial equilibrium of the betweenness centrality
tended to be intensive, and the spatial network structure of tourism eco-efficiency grad-
ually transformed from simple to complex (Figure 6). In 2000, the high-value areas of
betweenness centrality were mainly located in Beijing, Tianjin, Guangdong, Hainan and
Yunnan, which controlled at least two communication channels for tourism eco-efficiency,
showing that the above-mentioned provinces played a role of bridge and intermediary
in the transmission of low-carbon tourism technologies, and were the key nodes of the
tourism eco-efficiency network structure. Significantly, some of the above provinces are
provinces with a developed tourism economy in China, such as Beijing and Guangdong,
which possess favorable low-carbon tourism technologies and management. Moreover, the
other provinces were pilot low-carbon tourism provinces in China, such as Hainan and
Yunnan, with a relatively perfect regulation of the tourism-related ecological environment;
they can take on the role of intermediary to other provinces’ tourism ecological protection
resource elements.

Figure 6. The spatial distribution of Betweenness centrality in year 2000 (a) and 2017 (b).

3.3. Cohesive Sub-Group

The convergent correlation (CONCOR) model in UCINET (University of California
at Irvine Network) software was used for the cluster analysis. Figure 7 shows that the
spatial network structure of tourism eco-efficiency in 2000 and 2017 was divided into four
secondary sub-groups and eight tertiary sub-groups, forming multidimensional nested
and fused spatial cliques and condensed subsets. The boundary of each sub-group faced
with several obstacles due to the large number of sub-groups; the spatial connection and
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overflow of tourism eco-efficiency among provinces were not close. From the perspective
of time evolution, the constituent provinces of each subgroup were constantly changing on
the whole; however, the individual provinces under most sub-groups remained unchanged,
such as Beijing and Hebei in the first sub-group, Hainan and Xinjiang in the seventh
sub-group, and Qinghai, Ningxia and Gansu among the eighth sub-group, which fully
demonstrated that the sub-groups of the spatial network structure of tourism eco-efficiency
had gradually become stable, and the functions and roles of some provinces had not
changed a lot, especially the eighth sub-group, except that Guizhou moved to other sub-
groups. Qinghai, Ningxia and Gansu provinces were always located in the eighth sub-
group. These three provinces were mainly restricted by geographical location and held
weak connections with other provinces; they were situated at the edge of the tourism
eco-efficiency network.

Figure 7. Subgroup of the tourism eco-efficiency network in China in year 2000 (a) and 2017 (b).

4. Discussion and Conclusions

4.1. General Discussion

Tourism eco-efficiency is an important indicator to assesses the degree of low-carbon
development in the tourism industry. Additionally, the low-carbon development of the
tourism industry is one of the most important goals of the high-quality development
of tourism. Against the background of high-quality development, it is imperative that
tourism eco-efficiency should be explored. Although increasing attention has been paid to
tourism eco-efficiency, there is scant work on the spatial network structure of tourism eco-
efficiency in China. Therefore, the practical background and theoretical gap have driven us
to concentrate on this topic. This study adopted Super-SBM, considering undesired output
and social network analysis to explore the evolution characteristics of spatial network
structure of tourism eco-efficiency.

There was been a slight rise of tourism eco-efficiency in China; the order of spatial
distribution characteristics by areas were Eastern, Northeastern, Central, and Western.
From the perspective of a single province, tourism eco-efficiency of more than two thirds of
the provinces presented an increasing trend, indicating that provinces have increasingly
begun to pay more attention to the quality improvement of the tourism industry rather
than solely to quantity growth [5]. More specifically, improving tourism eco-efficiency
has been a crucial strategy that coordinates tourism-related economic development and
eco-environmental protection in tourists’ destinations in China [7,38].

There are significant spatial connections of tourism eco-efficiency among various
provinces, which is in accordance with the findings of Wang, Xia, Dong, Li, Li, Ba and
Zhang [15]. In terms of overall network, although spatial connection of tourism eco-
efficiency among various provinces has heightened during the sample period to a certain
extent, the spatial network structure of tourism eco-efficiency was still loose and unstable.
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Moreover, there existed rigid stratification in the spillover relationship of tourism eco-
efficiency among different provinces. More seriously, the above-mentioned phenomenon
has not been profoundly changed. From the perspective of the small-world character-
istic, there was a lack of cohesive force and connection convenience in spatial network
structures of tourism eco-efficiency, demonstrating that it is imperative that the central
government establish tourism eco-environmental protection and supervision mechanisms
across provinces, which is in line with the conclusion of Sun, Hou, Huang and Zhong [7].

With regard to an individual network, the spatial network structure of tourism eco-
efficiency has become more compact, complicated, and balanced, which demonstrates that,
increasingly, provinces can rapidly generate connections between other provinces and play
the role of intermediary in the spatial network structure of tourism eco-efficiency. Generally,
due to the limitation of geographical location, provinces located in the Western area play
a marginal role in the network structure, which results from the fact that there is a lack
of modern low-carbon tourism technology, and not enough investment in environmental
protection in the Western area [17]. With respect to the results of the cohesive group, there
existed the multidimensional nested and fused spatial factions and condensed subsets in
the spatial network structure of tourism eco-efficiency; however, there was a dearth of
effective connection among second or third sub-groups, which further confirmed that the
spatial network structure of tourism eco-efficiency was incompact.

4.2. Theoretical Contributions

Our study makes three contributions to the new body of knowledge. To our knowl-
edge, our research may be among the first study efforts to explore the evolution charac-
teristics of the spatial network structure of provincial-level tourism eco-efficiency. Firstly,
the extant literature mainly concentrates on a single tourism sector, such as scenic spots
and hotels; this study can enrich and broaden the literature about the tourism efficiency
of all tourist destinations. Secondly, this study grasps the spatial relationship of tourism
eco-efficiency among different tourist destinations based on the relational data, providing
new research perspectives for other scholars who expect to investigate spatiotemporal
characteristics of tourism eco-efficiency. Thirdly, our research constructs the spatial con-
nection matrix of tourism eco-efficiency by using the modify gravity model. Although the
empirical investigation takes 30 provinces of China as a case study, this model is universal
and applicable across other countries.

4.3. Practical Implications

This conclusion of our research is of great significance to the sustainable development
of the tourism industry in China. Based on these conclusions, this study put forward
recommendations for destination management organizations (DMOs). First, the spatial
differences of tourism eco-efficiency across four areas must be taken into account by the
central government. More capital investment and policy support should be brought into
the Central and Western areas by the implementation of the Western Development Strategy
and Central Risen Strategy, thus, achieving the coordinated improvement of tourism eco-
efficiency. Second, the spatial network structure of tourism eco-efficiency was still loose
and unstable. Therefore, the spatial connection of tourism eco-efficiency must be strength-
ened by accelerating the flow of information and technology among different provinces.
For example, Anhui Province can gain the spillover of technology and the radiation of
management from the other provinces in Yangtze River Delta Urban Agglomeration. Third,
the barrier of administrative division needs to be broken by combining macroeconomic
regulation and market disposition, which aims to generate more channels of the communi-
cation regarding low-carbon development. Given that there was a dearth of connections of
tourism eco-efficiency among the second or third sub-groups, the cooperation and connec-
tion of sustainable tourism development should also be optimized by the construction of a
low-carbon tourism market and the decrease of connection cost.
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4.4. Limitations and Future Research

This study is not without limitations, which should not be overlooked; however,
it also paves the potential road for future study. Firstly, with tourism-related economic
development, the coefficients or the calculation method of carbon emissions from the
tourism industry need to be adjusted in future research. Secondly, the data on the use
of tourism land cannot be included in an input–output index system due to the size of
the dataset. Therefore, the index system must be improved in future research. Thirdly,
future scholars should explore the factors driving the spatial network structure of tourism
eco-efficiency.
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Appendix A

Evaluation on Carbon Dioxide Emission and Energy Consumption from the Tourism Industry

Based on the existing results at home and abroad, this study chose to use the “bottom-
up” method to calculate energy consumption and carbon dioxide emissions from the
tourism industry. This study calculated the energy consumption/carbon dioxide emissions
in three key tourism sectors, namely tourism transportation, tourism accommodation and
tourism activities, and then summarized the total energy consumption/carbon dioxide
emissions. The calculation formula is as follows:

Ct =
3

∑
j=1

Ct
j = Ct

1 + Ct
2 + Ct

3 (A1)

where, Ct represents the total energy consumption/carbon dioxide emissions of tourism
industry in year t; Ct

j represents the energy consumption/carbon dioxide emissions of
department j in year t; Ct

1 represents energy consumption/carbon dioxide emissions of
tourism and transportation sectors in year t; Ct

2 represents energy consumption/carbon
dioxide emissions of tourism and accommodation sector in year t; Ct

3 represents energy
consumption/carbon dioxide emissions from tourism activities in year t.

Ct
1 =

30

∑
i=1

Ct
i1 =

30

∑
i=1

4

∑
x=1

Qt
ix · fx · αx (A2)

where, Ct
i1 represents the energy consumption/carbon dioxide emissions of tourism and

transportation sectors in region i in year t; Qt
ix represents the passenger turnover of category

x mode of transportation in region i in year t; fx represents the proportion of tourists in the
passenger traffic volume of class x mode. The values of highway, civil aviation, railway and
water transportation can be determined as 13.8%, 64.7%, 31.6%, and 10.6%, respectively, by
referring to the existing research results. αx represents the energy consumption/carbon
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dioxide emissions coefficient of class x transportation mode, where the α value of highway
is 133 g CO2/pkm, the value of civil aviation is 137 g CO2/pkm, and the railway and water
transport are 27 g CO2/pkm and 106 g CO2/pkm.

Ct
2 =

30

∑
i=1

Ct
i2 =

30

∑
i=1

Nt
i · lt

i · β (A3)

where, Ct
i2 represents the energy consumption/carbon dioxide emissions of the tourism

and accommodation sector in region i in year t; Nt
i is the number of beds in tourist hotels

in region i in year t; lt
i represents the average room occupancy rate in region i in year t; β is

the energy consumption/carbon dioxide emissions coefficient (g/p visitor-night) per bed
per night, and the value is 2.458 g/p visitor-night.

Ct
3 =

30

∑
i=1

Ct
i3 =

30

∑
i=1

5

∑
s=1

Pt
is · γs (A4)

where, Ct
i3 represents the energy consumption/carbon dioxide emissions of regional

tourism activities in year t; Pt
iS denotes the number of tourists participating in category

s tourism activities in region i in year t; γS is the energy consumption/carbon dioxide
emissions coefficient of class s tourism activities, and the energy consumption/carbon
dioxide emissions coefficient of tourism, vacation tourism, business trip, visiting friends
and relatives and other tourism activities are, respectively, 417 g/p visitor, 1670 g/p visitor,
786 g/p visitor, 591 g/p visitor and 172 g/p visitor.
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Abstract: Improving energy efficiency is an important way to achieve low-carbon economic develop-
ment, a common goal of most nations. Based on the comprehensive survey data of enterprises above
a designated size in Guangdong Province, this paper studies the impact of artificial intelligence on
the energy efficiency of manufacturing enterprises. The results show that: (1) artificial intelligence,
as measured by the use of industrial robots, has significantly improved the energy efficiency of
manufacturing enterprises. This conclusion is still robust after introducing data on industrial robots
in the United States over the same time period as the instrumental variable for the endogeneity
test. (2) The mechanism test shows that artificial intelligence mainly promotes the improvement in
energy efficiency by promoting technological progress; the impact of artificial intelligence on the
technological efficiency of enterprises is not significant. (3) Heterogeneity analysis shows that the
age of the manufacturing enterprises inhibits a promoting effect of artificial intelligence on energy
efficiency; manufacturing enterprises’ performance can enhance the promoting effect of artificial
intelligence on energy efficiency, but this promoting effect can only be shown when the enterprise
performance is positive. The paper clarifies both the impact of artificial intelligence on the energy
efficiency of manufacturing enterprises and its mechanism of action; this will help provide a reference
for future decision-making designed to improve manufacturing enterprises’ energy efficiency.

Keywords: artificial intelligence; manufacturing enterprises; energy efficiency; heterogeneity

1. Introduction

For some time, the global energy issue has been a major concern, hindering the
development of human society [1,2]. The 2019 BP World Energy Statistical Yearbook
shows that, in 2018, global primary energy demand increased 2.9% and carbon emissions
increased 2.0%. This was the fastest growth year since 2010. In 2019, affected by the new
coronavirus epidemic, the growth rate of global primary energy consumption slowed to
1.3% as compared to 2018, but carbon emissions caused by energy consumption increased
significantly, by 2.0% [3]. China accounts for more than three-quarters of the net increase in
global energy consumption and has become its largest driving force. For the sustainable
development of both the economy and society, the Chinese government has put energy
conservation and emissions reduction front and center [4]. At the 2021 China Energy
Work Conference, there was a call for the strict implementation of a “dual control” system
involving both total energy consumption and intensity, with total energy consumption to
be limited to within five billion tons of standard coal at an average annual growth rate of
less than 3%.

The industrial sector is the largest consumer of energy. According to data from
the United Nations Industrial Development Organization, in developing countries and
countries with economies in transition, the growth rate of industrial energy use will
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be 1.8–3.1% per year, with 50% of energy to be supplied to industrial systems. At the
same time, the contradiction between economic development and limited energy supply
has become increasingly prominent. Therefore, how to manage the energy demand of
Chinese manufacturing enterprises and improve their energy efficiency is very important
for achieving regional and global reductions in greenhouse gas emissions and reducing
corporate energy intensity [5]. Studies to date have pointed out that technology can indeed
improve energy efficiency and reduce energy consumption [6,7], but current industrial
energy efficiency is far below the best technically feasible levels.

With the rise of a new global scientific and technological revolution, AI has developed
rapidly around the world and has now become an important developmental trend in global
manufacturing. The use of industrial robots is an important manifestation of the application
of AI in the manufacturing sector [8,9]. From the perspective of the application of industrial
robots in China (see Figure 1), although the number of industrial robots put into use is
increasing year by year, its growth rate is far lower than that for the number of industrial
robots purchased in China. That is, companies have purchased artificial intelligence (AI)
equipment, but the proportion of production applications is not high. There is a practical
problem: the operation of artificial intelligence requires a lot of energy. After it is put into
production, can artificial intelligence improve manufacturing enterprises’ energy efficiency?
Manufacturing enterprises may have more stringent technical conditions for using AI and
may face higher investment costs, resulting in the number of purchases of AI being greater
than the number of applications for their use. Will this lead to a waste of resources for the
company, thereby inhibiting energy efficiency? The questions to be studied in this paper
are as follows:

• What impact does artificial intelligence have on the energy efficiency of Chinese
manufacturing enterprises? How specific is the impact?

• In what ways does artificial intelligence affect the energy efficiency of manufactur-
ing enterprises?

• What kind of heterogeneity is there in the impact of artificial intelligence on the energy
efficiency of manufacturing enterprises?
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Figure 1. Installation and use of industrial robots in China.
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To answer the above questions, it is necessary to conduct empirical research on the
basis of looking at related theories and combining them with real world data in China.

Most of the existing research on artificial intelligence and industrial robots has focused
on the labor market, economic growth, carbon emissions, etc. [10–12]. However, empirical
research between AI and energy efficiency is relatively rare. We aim to supplement this
research herein. The purpose of this paper is to analyze the impact mechanism of artificial
intelligence on the energy efficiency of manufacturing enterprises and to answer the
question of how artificial intelligence affects energy efficiency. This paper uses the data of
manufacturing enterprises to construct a DEA-Malmquist model and multiple fixed effect
model for empirical testing. We further analyze the role of firm age and firm performance
in moderating the impact of AI on energy efficiency. This paper provides micro-evidence
for the impact of artificial intelligence on energy efficiency, and expands the research on
artificial intelligence and enterprise energy efficiency.

The structure of this article is as follows: This first part reviews the related research
on the factors affecting energy efficiency. Through the method of literature review, it
analyzes how artificial intelligence has an impact on energy efficiency and proposes research
hypotheses. The second part is the literature review and research hypothesis. The third part
is model design, and mainly deals with model design, variable selection and descriptive
statistics of data. The main goal is to build an econometric model that empirically tests the
impact of AI on energy efficiency. A data envelopment model is established to measure
the energy efficiency of manufacturing enterprises. Finally, select the relevant control
variables and describe the data. The fourth part is the empirical test. This part mainly
analyzes the empirical results and uses the instrumental variable method (IV) to alleviate
the endogeneity problem of the model and to discuss the heterogeneity of enterprises. The
fifth part is discussion. This part will use the literature comparison method to compare
the conclusions of this paper with the published literature, answer the research questions
of this paper and summarize its contributions. The last part is the conclusion and policy
recommendations.

2. Literature Review and Research Hypothesis

With the increasingly prominent energy problem, discovering the factors that affect en-
ergy efficiency has become the focus of scholars’ research, including urbanization level [13],
energy cost [14], environmental regulation [15,16], and resource endowment [17], etc.

Relevant research on the impact of technological progress on corporate energy effi-
ciency can be divided into two categories. One view is that technological advancement
can improve corporate energy efficiency and thereby reduce energy consumption [18–20]
Popp [21] used patent data to estimate the impact of technological progress on energy
consumption. The results of the study proved that technological advancement can save
enterprises more energy in the long run. Welsch and Ochsen [22] demonstrated, through
an empirical study in the Federal Republic of Germany, that technological progress can
improve corporate energy efficiency, while factor substitution and biased technological
progress are important factors for fluctuations in energy intensity. Technological progress
can effectively narrow the energy efficiency gap between European companies. In the
future, the EU should support European manufacturing companies in introducing and
using both sustainable processes and product innovation to narrow the energy efficiency
gap [23]. Wang and Wang [24], using the number of patents granted to measure technologi-
cal innovation, found that technological innovation in China has significantly improved
urban energy efficiency. Sun et al. [25], based on their research on 24 innovative countries,
found that there is a significant positive relationship between technological innovation and
energy efficiency.

Other scholars believe that innovations in artificial intelligence, information and com-
munication technology have led to a decrease in the unit cost of energy. This will stimulate
enterprises to expand production, bring on a “rebound effect” to energy consumption and
thus lead to a more complex kind of energy efficiency for manufacturing enterprises [26,27].
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Currently, academia has widely accepted the existence of the rebound effect [28–30], al-
though it is still controversial as to whether the rebound effect will completely offset
increases in energy efficiency brought about by technological progress (that is, the rebound
effect is greater than 100%). A study by Jin [31], based on the electricity consumption data
of 3500 households in South Korea, gave empirical calculations showing that the energy
rebound effect was about 30%. Vélez-Henao et al. [32] believed that every 1% drop in
energy prices in Colombia would increase the rebound effect by 38.56%. Adha et al. [33]
found that the short-term and long-term rebound effects in Indonesia were 87.2% and
−45.5%, respectively, indicating that technological improvements can improve energy
efficiency in the long-term. Therefore, technological progress has become an important
factor affecting energy efficiency.

Artificial intelligence is considered to be a general technology that can support other
innovations [34]. While enterprises use AI to achieve technological progress, the use of AI
further promotes new technological innovations, thus forming a new virtuous circle [35].
Therefore, considering that related research on the impact of AI on corporate energy
efficiency is still relatively rare, we look first at research showing how technological progress
impacts corporate energy efficiency. This will significantly affect energy efficiency [34].

First, artificial intelligence can accelerate knowledge spillover and creation and pro-
mote technological progress of enterprises in energy saving and cleaner production, and
thereby improve energy efficiency [25]. The stronger the ability of an enterprise to learn and
absorb, the higher its ability to innovate [36]. Through deep learning and computer vision
technology, artificial intelligence can screen out a large amount of effective information
and create new knowledge and new computing solutions more efficiently than ever before,
thereby accelerating the process of knowledge reorganization [37]. The acceleration of
knowledge reorganization can promote the re-creation of knowledge and information [38].
At the same time, artificial intelligence breaks the boundaries of knowledge dissemination
within and between enterprises and can accelerate knowledge spillover and information
sharing, thereby promoting technological innovation [39]. With the improvement in the
level of artificial intelligence, this information contribution ability has been further strength-
ened. The learning and absorptive capacity of the employees of the enterprise is also
continuously improved, thereby promoting the absorption and creation of knowledge
within the enterprise [34]. In turn, this promotes technological innovation of enterprises,
results in more optimized equipment and energy use decisions, and improves energy
efficiency [35].

Second, artificial intelligence promotes technological progress and improves energy
efficiency by increasing investment in R&D and talent. The development of artificial in-
telligence will bring more intelligent devices such as industrial robots, thereby producing
a labor substitution effect [40]. The shortage of high-skilled labor caused by this com-
plementary substitution of labor will further force manufacturing enterprises to increase
investment in talents and R&D [41]. Talent and R&D investment can further promote
technological progress [42]. At the same time, with the increasing global trend of using
industrial robots, companies are actively improving their production processes and man-
ufacturing skills. Among them, the use of artificial intelligence technology to improve
product processes has become an important way to gain competitive advantage [43]. In
turn, through technological progress, the production process is optimized, thereby im-
proving energy efficiency [44]. In the waste management sector, the application of neural
networks and machine learning can predict the amount of waste generated, promote waste
reuse and improve energy efficiency [45].

In addition, artificial intelligence can improve energy efficiency by increasing tech-
nological efficiency. That is, AI can also shorten the gap between businesses and optimal
energy efficiency by improving technological efficiency. On the one hand, artificial intel-
ligence can improve production efficiency. Manufacturing companies can use industrial
robots to replace low-skilled production workers [46]. Using intelligent technology for
production can effectively improve product quality and reduce energy consumption caused
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by repeated production due to substandard products [47]. With the help of artificial intelli-
gence technology, such as machine learning, deep learning, etc., enterprises can complete
the design, production and sales of products faster [48,49]. On the other hand, artificial
intelligence can improve the efficiency of resource allocation. Enterprises use advanced
intelligent equipment to make equipment self-perceive, self-analyze, and self-decide. This
results in real-time feedback and optimization of production information, reduces equip-
ment response time, reduces energy waste and significantly improves resource allocation
efficiency and energy efficiency [50,51].

Artificial intelligence has been widely used in various sectors to improve energy
efficiency [52,53]. For example, in the construction sector, the combination of artificial
intelligence and big data can improve the energy efficiency of buildings and the comfort
of houses [54]. In the energy supply sector, the application of smart meter data can help
to accurately predict the consumption of electricity and natural gas so as to better plan
and operate the energy supply system [55,56]. Huang and Koroteev [45] believe that AI
technologies such as neural networks and machine learning are more successful in energy
and waste management, which can then be used to improve the efficiency of electricity,
heat and gas in the future. Chen et al. [57] believe that artificial intelligence can optimize
equipment scheduling and operation, and their proposed AIEM model can effectively
improve energy efficiency and promote the use of renewable energy.

Based on the above analysis, we propose the following hypothesis:

Hypothesis 1: AI can improve the energy efficiency of manufacturing companies.

Hypothesis 2: AI can improve corporate energy efficiency by promoting technological progress and
technical efficiency.

3. Model Design

3.1. The Model

Referring to the research of Bloom et al. [58], we take total factor productivity (TFP) as
the explained variable and establish the following regression equation:

TFPijct = α + βAIijct + γX′
ijct + ϕind + φyear + θcity + δijct (1)

where TFPijct represents the total factor productivity of manufacturing enterprises in indus-
try j in city i in year t, AIijct represents the intelligence level of manufacturing enterprises
and X′

ijct represents other control variables in the model that affect the total factor energy
efficiency of manufacturing enterprises. ϕind, φyear and θcity represent industry fixed effects,
time fixed effects and city fixed effects, respectively. δijct is the random error term. β is the
most concerned coefficient of this article. If β is statistically significantly positive, it means
that the application of artificial intelligence has improved energy efficiency.

3.2. The Variables

(1) Dependent variable: total factor energy efficiency (TFP).
This paper refers to the research of Wang et al. [59] and calculates the total factor

productivity of manufacturing enterprises based on the DEA-Malmquist index method.
In recent years, Data Envelopment Analysis (DEA) has been often used by scholars to
measure total factor productivity. The DEA method uses linear optimization to estimate
the boundary production function and distance function, without making assumptions
about the form and distribution of the production function, and so avoids strong theo-
retical constraints [60,61]. At the same time, the DEA-Malmquist index method is now
one of the mainstream DEA measurement methods. It can decompose changes in total
factor productivity into technological progress and changes in technical efficiency, thereby
facilitating in-depth analysis of the causes of changes in total factor productivity. It has
been widely used by scholars in energy efficiency research [62]. In this light and, referring
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to the research of Wang et al. [59], we assume that the form of the production function of
the firm is in the form of the Cobb–Douglas production function, and its natural logarithm
can be converted to a linear form:

ln(Yjt) = A + a ln
(
Kjt
)
+ b ln(Ljt) + c ln(Ejt) + ε jt (2)

where j and t represent the manufacturing enterprises and year, respectively, and Yjt
represents the output, which is measured by the company’s operating income. Kjt, Ljt and
Ejt represent the three production input factors of capital, labor and energy, respectively,
which are measured by the total assets of the enterprise, the number of employees and the
electricity consumption. A is a constant term, ε jt is a residual term and a, b and c are the
coefficients of the elements. Therefore, by constructing the DEA- Malmquist model, we can
calculate the total factor productivity (TFP) of manufacturing enterprises. According to the
research of Fare et al., under the conditions of fixed returns to scale (c) and strong disposal
of factors, the minimum technical efficiency (CRS) can be decomposed into:

Ft
j (y

t, xt
∣∣∣c, s = st

j(y
t, xt
∣∣∣s)·CNt

j (y
t, xt
∣∣∣v)·Ft

j (y
t, xt
∣∣∣v, w) (3)

where Ft
j (y

t, xt
∣∣∣c, s is the technical efficiency, st

j
(
yt, xt ∨ s

)
is the scale efficiency, CNt

j
(
yt, xt ∨ v

)
is the degree of strong disposal of the measuring element and Ft

j
(
yt, xt ∨ v, w

)
is the

pure technical efficiency. The input distance function is the reciprocal of technical effi-
ciency, namely:

Dt
j
(
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Ft
j (y

t, xt|c, s)
(4)

In Equation (4), the input distance function can be regarded as the distance moved
from a certain production point

(
yt, xt) to the ideal input point, Dt

j
(
yt, xt) ≥ 1, when

Dt
j
(
yt, xt) = 1,

(
yt, xt) is on the best front and the technology is valid; if Dt

j
(
yt, xt) > 1,

then
(
yt, xt) is outside the best front and the technology is invalid.

Therefore, the Malmquist indices based on periods t and t + 1 are:
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The above indexes are symmetrical in economic meaning. Referring to the method of
Fare et al. (1994) [63], their geometric average is defined as a composite index, that is, total
factor productivity TFP:
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We further decompose the Malmquist index into:
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= pech × techch×sech

(7)

where pech is pure technical efficiency change, which is the change in technical efficiency
under the assumption of variable returns to scale. sech is the change in scale efficiency,
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indicating the influence of scale economy on total factor energy efficiency. pech × sech is the
change in technical efficiency (e f f ), which measures the degree of catching up to the best
practice of each observation object from t to t + 1. Greater than 1 means that the technical
efficiency is improved, less than 1 means that the technical efficiency is reduced and equal
to 1 means that there is no change in the technical efficiency.

Techch is the change in technological progress and reflects the contribution of the
movement of the production front to the change in total factor productivity. It measures the
movement of the technological boundary from t to the t + 1 period. Greater than 1 means
technological progress, less than 1 means technological regression and equal to 1 means no
change in technological level.

(2) Independent variable: Enterprise intelligence level (AI).
This article refers to the research of Acemoglu and Restrepo [40] and uses the number

of industrial robots to measure the level of artificial intelligence of manufacturing enter-
prises. With reference to the research of Yang and Hou [64], we calculate the use of industrial
robots in manufacturing enterprises based on the ratio of the output value of the enterprise
to the total output value of the industry to measure the level of enterprise intelligence.

(3) Control variables: The debt-to-asset ratio (Lcv).
The debt-to-asset ratio measures the ability of manufacturing enterprises to use cred-

itors to provide funds for operating activities. Companies with high levels of debt lack
sufficient capital to use advanced technology and optimize production processes; it is
difficult to improve their energy efficiency. This article uses the ratio of the total amount of
corporate liabilities to total assets to measure debt-to-asset ratio.

Corporate age (Firmage). Generally speaking, the rigidity of the corporate structure,
caused by the age of manufacturing enterprises, will affect the company’s energy structure
adjustment, thereby affecting the energy efficiency of manufacturing enterprises. We take
the company’s incorporation date as the benchmark and add the company’s age variable to
the model.

Ownership of enterprises (Ownership). Generally speaking, private enterprises are
more likely to take measures to reduce the cost of production and operation, which will
affect the total factor energy efficiency of manufacturing enterprises. If the company is a
private company, it is 1, and for the rest it is 0.

Corporate performance (Ros). Corporate performance often has positive and negative
effects on total factor energy efficiency. When the company’s performance is good, the
company may choose to expand the scale of production and invest in more factor resources.
The positive effect lies in the scale economy effect and output growth brought about by
the expansion of production scale, which leads to the growth of the company’s total factor
energy efficiency. The negative effect is when the marginal increase in output is smaller
than the increase in input energy, which leads to a reduction in total factor energy efficiency.
Referring to the study of Boubakri et al. [65], we use the ratio of corporate net profit to
operating income to measure ros.

Enterprise energy consumption level (Energy). Differences in enterprise energy con-
sumption levels will lead to changes in total factor energy efficiency. Manufacturing
enterprises with higher levels of energy consumption may have greater marginal room
for growth in their total factor energy efficiency. At the same time, energy dependence
may also lead to smaller changes in their total factor energy efficiency. According to the
“2010 National Economic and Social Development Statistical Report”, companies in the six
highest energy consumption industries specified by the state are assigned a value of 1, and
the rest are assigned a value of 0.

3.3. Data Sources

The data of industrial robots in this article come from the International Federation
of Robotics (IFR), which counts the global number of industrial robots by industry. The
enterprise-level data come from a comprehensive survey conducted by the Guangdong
Provincial Economic and Information Technology Commission on the situation of enter-
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prises above a designated size in the province. The data span from 2013 to 2015. As the
database counts more than 110,000 manufacturing enterprises in Guangdong Province, the
data are considered comprehensive and can be used to scientifically measure the energy
utilization of micro-enterprises.

On this basis, this article processes the data as follows: (1) The World Robot Association
data are first sorted according to the “Classification of National Economic Industries” (2019).
(2) Non-manufacturing industry data and samples of manufacturing enterprises with less
than ten employees are excluded, following which abnormal values of various variables
are processed. (3) In order to further alleviate the problem of heteroscedasticity caused
by variable measurement, this paper performs winsorized processing for both dependent
variables and independent variables below the 1% quantile and above the 99% quantile.
The explanation and data sources of variables are listed in Table 1. The descriptive statistics
of the processed variables are shown in Table 2.

Table 1. Description of variables.

Variables Symbol Definition Measuring Method Unit Data Sources

Industrial robots AI Installation amount of
industrial robots 1 unit International Federation of

Robotics (IFR)
Total factor

energy efficiency TFP DEA-Malmquist model / The comprehensive survey
conducted by the Guangdong

Provincial Economic and
Information Technology

Commission on the situation of
enterprises above a designated

size in the province

Debt-to-asset ratio Lcv The ratio of the total amount of
corporate liabilities to total assets /

Enterprise age Firmage The current date minus the
enterprises’ registered date year

Ownership of
enterprises Owner-ship If the enterprise is a private company,

it is 1, and for the rest it is 0 /

Enterprise
performance Ros The ratio of net profit to

operating revenue /

Enterprise energy
consumption level Energy

If enterprise is in the six high energy
consumption industries, it is 1, and for

the rest it is 0
/

Table 2. Descriptive statistics of variables.

Variable Obs Std.Dev. Mean Min Max

AI 40,053 0.3052 0.7087 0.0000 7.6321
Lcv 40,053 0.5480 0.3756 0.0000 2.9998

Firmage 40,053 8.1580 5.4697 0.0000 26.0000
Ros 40,053 0.0588 0.1409 −0.6713 0.7897

Ownership 40,053 0.9959 0.0641 0.0000 1.0000
Energy 40,053 0.1638 0.3701 0.0000 1.0000

TFP 40,053 1.1728 0.9552 0.0902 11.5830

4. Empirical Test

4.1. Benchmark Regression

In order to exclude the influence of individual manufacturing enterprises’ character-
istics on the robustness of the model, we use a two-way fixed effects model for empirical
testing. Compared with the general static panel model that only fixes individual corporate
effects that does not change with time, the two-way fixed effects model fixes the individ-
ual corporate effects and time effects, respectively; this makes the empirical results more
credible. The benchmark regression results are shown in Table 3.
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Table 3. Benchmark regression.

Variable
(1) (2) (3) (4)

M1 M2 M3 M4

AI 0.0469 *** 0.1450 *** 0.0458 *** 0.1449 ***
(5.99) (8.70) (5.79) (8.74)

Control NO NO YES YES
Industry_FE NO YES NO YES

City_FE NO YES NO YES
Year_FE NO YES NO YES

cons 1.1585 *** 0.9974 *** 1.1898 *** 0.9708 ***
(228.53) (178.77) (22.26) (6.03)

N 40,053 40,053 40,053 40,053
Adj2R 0.0012 0.0234 0.0027 0.0246

Note a: (1) The values in parentheses are standard errors. (2) *** indicate that the variable coefficients have passed
the 1% significance tests, respectively. Note b: N represents the number of sample observations.

Model (1) only adds independent variables. The results show that the coefficient of
the Ai variable is 0.0469 and that it passes the 1% significance test. Model (2) controls the
fixed effects of industry, region and time on the basis of Model (1). The results also show
that artificial intelligence is positively correlated with energy efficiency of manufacturing
enterprises. The coefficient of artificial intelligence is 0.1450 and passes the 1% significance
test. In Model (3), we add control variables; the results show that the coefficient of artificial
intelligence is 0.0458, and that it passes the 1% significance test. Model (4) controls the fixed
effects of industry, region and time on the basis of Model (3). The results show that the
artificial intelligence coefficient is 0.1449, and that it passes the 1% significance test, further
proving that artificial intelligence has a significant positive correlation with manufacturing
companies. From this, we deduce that artificial intelligence has a significant positive impact
on the energy efficiency of manufacturing enterprises, which is consistent with Hypothesis
1. Artificial intelligence can improve energy efficiency by improving both the production
efficiency and the management efficiency of manufacturing enterprises.

4.2. Endogenous Test

There may be an endogenous problem in Equation (1) in this paper. First, there is the
problem of missing unobservable variables, such as production and operation problems that
may affect both the artificial intelligence level and the energy efficiency of manufacturing
enterprises at the same time. The second is that manufacturing enterprises with higher
energy efficiency in production may often be manufacturing enterprises with higher levels
of artificial intelligence, so there are synergy biases. Therefore, this article alleviates the
endogenous problem by looking for an instrumental variable method. The Acemoglu and
Restrepo [40] study pointed out that, due to the obvious international competition among
several major manufacturing countries in the world, countries have shown a high degree
of convergence in the scale of new technologies and equipment applications. Therefore, it
is reasonable to use the number of industrial robots in the same industry in other major
manufacturing countries as an instrumental variable.

Considering the specific situation of China’s manufacturing industry, the competition
between China’s manufacturing industry and the United States has become increasingly
fierce in recent years, with the manufacturing industries of the two countries having a
strong competitive relationship. At the same time, data from the International Federation
of Robotics (IFR) show that the number of industrial robots used in China and the United
States is also increasing sharply, with a strong positive correlation. Therefore, this article
draws on the ideas of Acemoglu and Restrepo [40] and uses the number of industrial
robots in the same industry in the United States during the same period as the instrumental
variable iv, which conforms to the correlation assumption of instrumental variables. On
the other hand, the use of artificial intelligence in the United States has a relatively small

623



Int. J. Environ. Res. Public Health 2022, 19, 2091

impact on the energy efficiency of manufacturing enterprises in Guangdong Province,
China, which conforms to the exogenous hypothesis of instrumental variables. The test
results are shown in Table 4.

Table 4. Endogenous test.

Variable
(5)

First
(6)

2SLS

AI 0.8875 **
(2.07)

IV 0.0185 ***
(7.92)

Control YES YES
Industry_FE YES YES

City_FE YES YES
Year_FE YES YES

N 39854 39,854

Underidentificationtest
Kleibergen–PaaprkLMstatistic 60.52 ***

Weakidentificationtest
Cragg–DonaldWaldFstatistic 14.48 ***

Kleiberge–PaapWaldrkFstatistic 62.68 ***
(16.38)

Weakinstrumentrobustinference
Anderson–RubinWaldtest 4.54 **

Note a: (1) The values in parentheses are standard errors. (2) ***, ** indicate that the variable coefficients have
passed the 1% and 5% significance tests, respectively. Note b: The blanks indicate that the relevant variables are
not included in the model.

This paper uses the two-stage least squares method to estimate Equation (1). The
one-stage regression results in the Model (5) in Table 3 show that the instrumental variables
selected in this paper are significantly positively correlated with the endogenous variables.
The correlation coefficient is 0.0185, which passes the 1% significance test and satisfies the
correlation hypothesis. The two-stage regression result in Model (6) shows that the sign
of the coefficient of artificial intelligence is positive, the coefficient is 0.8875 and that it is
significant at the 5% level, which is consistent with the benchmark regression result and
further proves Hypothesis 1. At the same time, this article further tests the rationality of the
instrumental variables and rejects the null hypothesis, which proves that the instrumental
variables used in this article are appropriate.

4.3. Robustness Test

In order to further prove the robustness of the model, we conducted a robustness test
as shown in Table 5.

The first step is to replace the explanatory variables. In Model (7), we take the
industrial robot inventory (Ai2) of manufacturing enterprises as a substitute independent
variable to measure the level of artificial intelligence. The estimation results show that the
inventory coefficient of industrial robots is 0.0511 and that it passes the 1% significance
test, indicating that there is a significant positive correlation between industrial robot
inventory and energy efficiency of manufacturing enterprises. This result is consistent with
the benchmark regression results and proves that artificial intelligence has a significant
positive impact on the energy efficiency of manufacturing enterprises.

The second is to replace the explained variable. In Model (8), referring to the study of
Bloom et al. [58], energy intensity (ee) is used as a substitute dependent variable. Energy
intensity reflects the energy consumption of a company’s unit output value and can measure
the energy efficiency of a company to a certain extent. The results show that the coefficient
of influence of artificial intelligence on the energy intensity variables of manufacturing
enterprises is −0.0053, which passes the 1% significance test. It shows that artificial
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intelligence has significantly reduced the energy intensity of manufacturing enterprises
and that manufacturing enterprises have enjoyed improved economic energy benefits.
This proves that artificial intelligence can improve the energy efficiency of manufacturing
enterprises.

Table 5. Robustness test.

Variable
(7) (8) (9) (10)

Replace Explanatory Variables Replace Dependent Variable Tobit Sys-GMM

AI −0.0053 *** 0.0143 *** 0.2991 ***
(−3.80) (4.30) (7.84)

AI2 0.0511 ***
(8.00)

L.tfee −0.1094 ***
(−6.83)

Control YES YES YES YES
Industry_FE YES YES YES YES

City_FE YES YES YES YES
Year_FE YES YES YES YES

_cons 0.9656 *** 0.0616 *** 3.4522 1.5660 ***
(5.97) (3.53) (0.14) (5.91)

N 40,053 40,053 40053 24,729
Adj_R2 0.0243 0.0053

Note a: (1) The values in parentheses are standard errors. (2) *** indicate that the variable coefficients have passed
the 1% significance tests, respectively. Note b: The blanks indicate that the relevant variables are not included in
the model.

The third step is to replace the regression model. In Model (9), taking into account
the possible censorship features in the dependent variable, we use the Tobit model for
regression. Under the Tobit regression model, the coefficient of influence of artificial
intelligence on enterprise energy efficiency variables is 0.2991 and passes the 1% significance
test. It shows that there is still a significant positive correlation between artificial intelligence
and enterprise energy efficiency variables. The conclusions obtained are consistent with the
OLS regression results, which proves that artificial intelligence can significantly promote
the energy efficiency of manufacturing enterprises. In addition, we use the Sys-GMM
method for regression in Model (10). The Sys-GMM method can further alleviate the
endogenous problems that may exist in the model to a certain extent [66]. Under the
Sys-GMM model, the impact of artificial intelligence on energy efficiency variables is still
significantly positive.

4.4. Heterogeneity Test

Considering that the level of artificial intelligence of manufacturing enterprises will be
affected by the characteristics of individual enterprises, we expand Equation (1) to increase
the interaction term between the individual heterogeneity characteristic variable (charijct)
of manufacturing enterprises and artificial intelligence (AI). To test the effect of artificial
intelligence on the energy efficiency of manufacturing enterprises under conditions of
differing individual enterprise heterogeneity, the expanded equation is as follows:

TFPijpt = α + βAIijpt + γX′
ijpt + τrobijpt ∗ charijct + ϕind + φyear + θcity + δijpt (8)

For the characteristics of individual heterogeneity variables, this paper examines the
two dimensions of firm age ( f irmage) and firm performance (ros), and the measurement
method is the same as that of Equation (1). Regression results are shown in Table 6.
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Table 6. Heterogeneity test.

Variable
(11)

Firmage
(12)
Ros

AI 0.2473 *** 0.1172 ***
(6.77) (6.54) *

AI ∗ Firmage −0.0107 ***
(−3.60)

AI ∗ Ros 0.6229 ***
(2.88)

Control YES YES
Industry_FE YES YES

City_FE YES YES
Year_FE YES YES

cons 0.9462 *** 0.9688 ***
(5.87) (6.00)

N 40053 40053
Adj2R 0.0252 0.0260

Note a: (1) The values in parentheses are standard errors. (2) ***, * indicate that the variable coefficients have
passed the 1% and 10% significance tests, respectively. Note b: The blanks indicate that the relevant variables are
not included in the model.

According to Model (11) in Table 6, the artificial intelligence coefficient is 0.2473 and
passes the 1% significance test, indicating that artificial intelligence indeed has a signifi-
cant positive impact on energy efficiency. The coefficient of the interaction term between
enterprise age and artificial intelligence is significantly negative, showing that the age of
the company will weaken the role of artificial intelligence in promoting energy efficiency
in manufacturing enterprises. That is, the longer the enterprise has been established, the
smaller the effect of artificial intelligence on its energy efficiency. According to the analysis
of the inter-effect on the left side of Figure 2a, when the firm age does not exceed 18 years,
the marginal effect of artificial intelligence on the energy efficiency of manufacturing enter-
prises gradually decreases and is statistically significant. When the age of manufacturing
enterprise ( f irmage) exceeds 18 years, the marginal effect of artificial intelligence on en-
ergy efficiency gradually decreases and is not statistically significant. At the same time,
according to Model (12) in Table 6, the artificial intelligence coefficient is 0.1172 and passes
the 1% significance test. This also supports the results of the benchmark regression. The
coefficient of the interaction term (AI × ros) between corporate performance and artificial
intelligence is significantly positive, indicating that the performance of manufacturing
enterprises can strengthen the role of artificial intelligence in promoting energy efficiency.
That is, the higher the performance of manufacturing enterprises, the greater the effect of
artificial intelligence in improving its energy efficiency. According to the analysis on the
right side of Figure 2b, the marginal effect of artificial intelligence on the energy efficiency
of manufacturing enterprises is negative and statistically significant when the enterprise
performance term (ros) does not exceed −0.57. When the performance of manufacturing
enterprise (ros) does not exceed −0.17, the marginal effect of artificial intelligence on the
energy efficiency of manufacturing companies turns from negative to positive, but it is
not statistically significant. When the company’s age exceeds −0.07, the marginal effect
of artificial intelligence on the energy efficiency of manufacturing companies gradually
increases and is statistically significant.
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(a) (b) 

Figure 2. The average marginal effect of enterprise individual characteristic variables.

4.5. Influence Mechanism Test

Impact mechanism analysis shows that artificial intelligence can promote the improve-
ment of energy efficiency by promoting technological progress and improving technical
efficiency. Therefore, based on the Malmquist theory, we take the two decomposition
indexes of technological progress (techch) and technical efficiency (e f f ) as dependent vari-
ables, and observe the different effects of intelligence on the two. The results are shown in
Table 7, where Model (13) represents technological progress and Model (14) represents tech-
nical efficiency. According to the results, the influence coefficient of artificial intelligence
on the technological progress variable is 0.1419, and it has passed the 1% significance test.
This is consistent with Hypothesis 2. It shows that artificial intelligence can significantly
promote the technological progress of manufacturing enterprises. However, the relation-
ship between AI and technological efficiency failed the significance test. It shows that the
impact of artificial intelligence on the technical efficiency of manufacturing enterprises is
not obvious, which is different from Hypothesis 2.

Table 7. Heterogeneity test.

Variable
(13)

Techch
(14)
Eff

AI 0.1419 *** −0.0061
(9.31) (−1.53)

Control YES YES
IndustryFE YES YES

CityFE YES YES
YearFE YES YES
cons 0.9644 *** 1.0276 ***

(6.38) (23.43)

N 39785 38905
Adj2R 0.0128 0.0887

Note a: (1) The values in parentheses are standard errors. (2) *** indicate that the variable coefficients have passed
the 1% significance tests, respectively. Note b: The blanks indicate that the relevant variables are not included in
the model.

5. Discussion

The application of AI technologies has had a significant impact on the energy sec-
tor [67]. The empirical evidence in this paper shows that artificial intelligence can signif-
icantly improve the energy efficiency of manufacturing enterprises. This conclusion is
similar to that of Chen et al. (2021). Chen et al. (2021) proposed a new algorithm based on
artificial intelligence technology and an evaluation model using AIEM for energy efficiency
and conservation prediction. It is concluded that the use of artificial intelligence technology
can improve energy efficiency and renewable energy use [57]. Furthermore, based on algo-
rithms, Lee et al. (2022) concluded that artificial intelligence can achieve energy savings in
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different fields [68]. In contrast, we are not an algorithm or forecasting study, but based on
econometrics, using micro-data of manufacturing companies, we have proved the impact
of AI on energy efficiency. To the best of our knowledge, the paper is one of the few to
provide evidence of the impact of AI on energy efficiency through econometric methods.

We believe that the promotion of artificial intelligence in energy efficiency mainly
comes from two aspects. First, as a general-purpose technology, artificial intelligence
can accelerate knowledge learning and creation, increase the R&D and talent investment
of manufacturing enterprises and promote technological progress of manufacturing en-
terprises, thereby improving energy efficiency. This was also verified in the mechanism
inspection. This conclusion is similar to the research conclusion of Fisher-Vanden et al. [69].
Technological progress has a significant effect on the improvement of energy efficiency
in Chinese manufacturing enterprises. Artificial intelligence can significantly improve
the progress of enterprise energy utilization technology by accelerating both enterprise
knowledge learning and creation and increasing enterprise R&D and talent investment.

Second, artificial intelligence promotes energy efficiency by improving technical effi-
ciency. However, this has not been verified in the mechanism test. We believe that, on the
one hand, this may be due to the existence of the productivity paradox. Generally speaking,
technological progress can effectively promote improvements in technical efficiency, but
when it comes to computer-related technology, this experience is often proved to be wrong.
The excessive automation brought about by artificial intelligence may restrict the growth of
technical efficiency [40]. Excessive intelligence will not only directly lead to the reduction
of technical efficiency, but may also cause an energy “rebound effect” through wastage
of resources and labor mismatch and, in this way, indirectly inhibit the growth of energy
efficiency. Judging from the current status of corporate energy efficiency, the impact of
artificial intelligence on corporate energy efficiency is more from technological progress.
The level of technical efficiency in various industries is still relatively average, and the
growth rate is relatively slow. As predicted by Li and Zhou [70], as the market gradually
improves, technological progress will continue to play a greater role in the energy efficiency
growth of manufacturing companies, while the contribution of technical efficiency will be
relatively reduced.

The test results of the heterogeneity of individual characteristics of manufacturing
enterprises show that: On the one hand, the role of artificial intelligence in promoting
energy efficiency will decrease as companies age. The reason may be that the older the
enterprise, the higher the cost of coordinating various business units. Disadvantages
such as high transformation costs and rigid corporate structure brought about by the
age of manufacturing enterprises often inhibit the improvement of energy efficiency in
manufacturing enterprises. On the other hand, the role of artificial intelligence in promoting
energy efficiency will increase with the growth of corporate performance. This shows that
an improvement in corporate performance is conducive to the rational operation of artificial
intelligence companies. The application of artificial intelligence requires continuous capital
investment by manufacturing enterprises. The better the performance of the enterprise,
the more sufficient funds the manufacturing enterprises have to play the role of intelligent
transformation. The study by Huang et al. (2022) also came to a similar conclusion. It
is believed that the use of industrial robots will improve corporate performance, expand
production scale and then improve energy efficiency through scale effects [71]. The previous
literature, although analyzing the industry heterogeneity of the impact of industrial robots
on energy intensity, believed that industrial robots mainly affect the energy intensity of
labor-intensive industries. However, it is not specific to the level of firm heterogeneity [72].

Based on the above analysis and comparison with existing literature, the marginal
contribution of this paper is as follows: (1) From the perspective of AI promoting tech-
nological progress and improving technical efficiency, this paper analyzes the impact
mechanism of AI on the energy efficiency of manufacturing enterprises. (2) It constructs a
DEA-Malmquist model to measure the total factor energy efficiency of micro-enterprises
and empirically tests the impact of AI on the total factor energy efficiency of manufacturing
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enterprises and its heterogeneity. (3) To alleviate the endogenous problems in the model
as much as possible, the number of industrial robots in the same industry in the United
States during the same period is taken as an instrumental variable for the use of AI in
Chinese manufacturing enterprises. (4) Using the data of manufacturing enterprises, this
paper provides the first microscopic evidence that AI can improve the energy efficiency of
manufacturing enterprises. It thus expands current research on the relationship between
AI and manufacturing enterprises’ energy efficiency.

6. Conclusions

This paper studies the impact of artificial intelligence on the energy efficiency of
manufacturing enterprises and its mechanism of action from both theoretical and empirical
aspects. Research shows that: Artificial intelligence significantly improves the energy
efficiency of manufacturing companies. After introducing the US industrial robot data as
an instrumental variable for endogeneity testing, the results are still stable.

In addition, we found that the impact of artificial intelligence on the energy efficiency
of manufacturing enterprises is mainly achieved by accelerating knowledge learning and
creation, increasing the R&D and talent investment of manufacturing enterprises and
promoting the technological progress of manufacturing enterprises. This paper further
analyzes the heterogeneity of manufacturing enterprises. The results show that the age of
manufacturing firms inhibits the promotion of artificial intelligence on energy efficiency.
Manufacturing firm performance enhances AI’s boost to energy efficiency, but this boost
can only be seen when firm performance is positive.

Based on the above conclusions, the following policy recommendations are put forward:
(1) Increase the application scope of artificial intelligence in manufacturing enterprises

and give full play to the positive impact of technological progress on enterprise energy
efficiency. Encourage manufacturing enterprises to continuously increase investment in
research and development of intelligent technology. Shift technological innovation from
production efficiency-oriented to energy saving-oriented innovation.

(2) Improve the contribution of artificial intelligence to the technical efficiency of
energy utilization. Through intelligent decision-making, intelligent control and intelligent
management, manufacturing enterprises can allocate resources more reasonably in the
process of production and operation, save energy costs, reduce energy waste and improve
energy utilization efficiency.

(3) With artificial intelligence applications, focus on enterprise heterogeneity. Encour-
age high-tech manufacturing enterprises to vigorously develop artificial intelligence, give
full play to the knowledge and technology spillovers brought by artificial intelligence,
promote enterprise energy technology innovation and improve energy efficiency.

Due to data limitations, the data used in this article are the data of manufacturing
enterprises from 2013 to 2015; the time span is relatively short. The conclusions drawn can
only represent the short-term impact of artificial intelligence on the energy efficiency of
manufacturing enterprises. The research conclusions in this paper are based on samples
from Guangdong Province, China and may not be suitable for other countries. In addition,
although this paper uses enterprise micro-survey data, there is still a lack of data to directly
measure the level of artificial intelligence in enterprises. In the future, based on the global
data, the long-term effects of artificial intelligence for manufacturing enterprises can be
studied further.
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Abstract: The CO2 emission-mitigation policies adopted in different Chinese cities are important
for achieving national emission-mitigation targets. China faces enormous inequalities in terms of
regional economic development and urbanization, with some cities growing rapidly, while others
are shrinking. This study selects 280 cities in China and divides them into two groups of growing
cities and two groups of shrinking cities. This is achieved using an index called “urban development
degree,” which is calculated based on economic, demographic, social, and land-use indicators. Then,
the 280 cities’ CO2 emission characteristics are examined, and extended STIRPAT (stochastic impacts
by regression on population, affluence, and technology) is used to verify the influencing factors.
We find that rapidly growing cities (RGCs) present a trend of fluctuating growth in CO2 emissions,
rapidly shrinking cities (RSCs) show an inverted U-shaped trend, and slightly growing (SGCs)
and slightly shrinking cities (SSCs) show a trend of rising first, followed by steady development.
Moreover, for growing cities, the population, economy, and proportion of tertiary industry have
positive effects on carbon emissions, while technology has negative effects. For shrinking cities, the
population and economy have significant positive effects on carbon emissions, while technology and
the proportion of tertiary industry have negative effects.

Keywords: CO2 emissions; growing cities; shrinking cities; STIRPAT; comprehensive index; China

1. Introduction

China has become one of the world’s major consumers of energy and emitters of carbon
dioxide. The Chinese government has therefore set a goal to reach peak carbon emissions by
2030 and carbon neutrality by 2060 [1,2]. Cities, as highly concentrated places of population
and industry, typically produce about 80% of total carbon emissions; in Chinese cities, the
proportion is as high as 85% [3]. Therefore, controlling urban carbon emissions is crucial
for achieving emission-reduction targets [4,5]. In China, with rapid urbanization and
enormous imbalances in regional development, some cities are growing, while others are
shrinking [6,7]. The populations and economies of growing and shrinking cities are varied,
resulting in divergent effects on carbon emissions. Accordingly, CO2 emission-mitigation
policies need to be adjusted according to the characteristics of different cities [5]. It is
necessary, therefore, to explore the characteristics and driving factors of carbon emissions
in growing and shrinking cities to more effectively achieve emission targets.

2. Literature Review

Urban carbon-emission trends, peak forecasting, and the related influencing factors
have attracted considerable research attention. Regarding carbon-emission trends, the
research clearly indicates that emissions are on the rise in China. Zhou et al. [8], for
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example, found that carbon emissions increased continuously from 1992 to 2013 in all
Chinese cities, growing faster in eastern China than in central and western China. Zhu
et al. [9] found that carbon emissions doubled from 1997 to 2012 in Tianjin. However,
while total carbon emissions have shown an overall growth trend, emissions are decreasing
in certain sectors. For instance, using multiscale input–output analysis, Hung et al. [10]
found that carbon emissions in Hong Kong’s construction industry decreased from 2004
to 2011. Meanwhile, with China’s stated aim to reach carbon peak by 2030, many studies
have assessed its feasibility, arriving at two opposing views: “can achieve” and “cannot
achieve.” For example, using data for 50 Chinese cities, Wang et al. [11] predicted that
emissions in those cities would peak between 2021 and 2025. Huang et al. [12] similarly
found that under existing policies, Guangzhou would reach peak carbon in 2023. However,
Lin et al. [13] found that the limited use of clean energy and ongoing rapid economic
growth in Xiamen would cause it to reach carbon peak later than the 2030 target. Likewise,
Zhang et al. [14] conducted three simulations on the timing of peak carbon in Baoding, and
two of the scenarios indicated that peak carbon would not be achieved until 2040.

The factors affecting carbon emissions are another important area investigated in
the research. Many studies have shown that socioeconomic factors, such as economic
development, population growth, technology, industrial structure, and energy structure,
have important effects on urban carbon emissions [8,15–17]. Generally speaking, economic
development and population growth increase the demand for energy, resulting in an
increase in carbon emissions. Ou et al. [18], for example, studied the socioeconomic factors
affecting carbon emissions in cities with different developmental levels in China and found
that economic and population growth increased emissions in cities at all levels. Taking
128 countries as samples, Dong et al. [19] found that countries with larger populations
consumed more energy and thus generated more carbon emissions. Economic growth,
however, does not always increase emissions. When economic development reaches a
certain level, carbon emissions will decline; that is, the economy has an inverted U-shaped
effect on carbon emissions. Studying 276 large cities around the world, Fujii et al. [20],
for example, found that emissions first rose and then decreased with economic growth.
Technological progress and industrial structure optimization typically improve energy
efficiency and reduce emissions. Wang et al. [21], for instance, found that technology
was negatively correlated with carbon emissions. Meanwhile, Li et al. [22] suggested that
reducing the proportion of secondary industry and prioritizing the development of tertiary
industry could be beneficial for reducing emissions in Chinese cities. Optimizing the energy
mix means increasing the use of clean energy, which directly leads to a decrease in carbon
emissions. Boluk et al. [23], for example, found that electricity generation using renewable
energy helped to improve environmental conditions in Turkey. Similarly, Xu et al. [24]
suggested that if China slows down its energy consumption and shifts toward low-carbon
fuels, its emission targets could be feasible. Although the abovementioned socioeconomic
factors affect carbon emissions, the effects are different. Economic development and
population growth tend to increase emissions, while technological progress and industrial
and energy structure optimization can decrease emissions.

The existing research tends to study all cities together without distinguishing between
them. In fact, with ongoing economic development and population mobility, cities currently
face two different development states: growth and shrinkage [25,26]. Different cities have
different characteristics in terms of economies and population, and their effects on the
environment are also different [27–29]. Studies have confirmed that growing and shrinking
cities exhibit different energy-efficiency and carbon-emission characteristics. For example,
after classifying growing and shrinking cities based on a population index, Xiao et al. [30]
found that emissions in rapidly shrinking cities presented a continuously increasing trend,
while growing cities reached their emission peaks during 2011–2013. Liu et al. [31] also
used a population index to study emissions in growing and shrinking cities and found that
urban shrinkage increased emissions and that the energy efficiency of shrinking cities was
lower than that of growing ones.
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Our review of the literature reveals limitations in the existing research. First, although
many studies have focused on the characteristics of and factors affecting urban carbon
emissions, they tend to ignore the potential differences between different types of cities.
Second, although some studies have comparatively investigated the emissions of shrinking
and growing cities, the classifications of those cities are mostly based on a single population
index, lacking comprehensive classification. In truth, in addition to population changes,
urban growth and shrinkage also involve economic, social, and land-use factors [32]. In
light of the above, this study constructs an index, called “urban development degree,”
using economic, demographic, social, and land-use indicators. Then, cities are divided
into growing and shrinking cities, and their carbon-emission characteristics and related
influencing factors are investigated. The findings can provide a reference for emission-
mitigation policies.

There are three contributions of this paper. First of all, we focus our research on the
city level rather than the national or provincial level, which is a further complement to the
micro-level research on carbon emissions. Secondly, we divide different types of urban
development patterns by using a comprehensive indicator calculated from socioeconomic
indicators, rather than researching all cities under a unified framework. Thirdly, we conduct
an in-depth analysis of the influencing factors of carbon emissions in different types of
cities, and analyze the reasons for the differences in carbon emissions, so as to provide a
targeted reference for the formulation of carbon emission reduction policies and low-carbon
development paths for cities with similar characteristics.

3. Method

3.1. Research Framework

Figure 1 presents a schematic framework of this study’s methodological approach. The
framework consists of three parts. The first divides the growing and shrinking city groups
and calculates their carbon emissions. The second part compares the social development
and carbon-emission characteristics of four groups of cities and uses extended STIRPAT
(stochastic impacts by regression on population, affluence, and technology) to test the
factors affecting carbon emission. Finally, the third part involves discussing the results and
presenting the conclusions.

3.2. Categorization of Shrinking and Growing Cities

There are two ways to classify growing and shrinking cities. One is to consider the
change in population over a certain period, where an increase in population is identified
as urban growth, and a decrease is identified as urban shrinkage [6,28,33]. The other way
is to consider the change in nighttime light over a certain period; when nighttime light
brightens, the city is growing, and when it dims, the city is shrinking [34–36]. However,
population division can only reflect changes in the urban population, and while nighttime
light can reflect the economy and population, the data are not continuous in time and
are characterized by uncertainty, which will affect the results. Therefore, some scholars
try to use a comprehensive index to identify growing and shrinking cities. For example,
Lin et al. [37] believe that urban growth and shrinkage are characterized by the changes in
economy, population, land use and finances. Then, they construct a comprehensive index
called urban development degree by using total population, economic growth, employment
and unemployment and built-up area data to evaluate growing and shrinking cities in
China. Zhang et al. [38] determine that the growth and shrinkage of cities are characterized
by the changes in population, economy and social consumption, and shrinking cities often
face economic downturns, shrinking population and declining spending power. Referring
to Lin et al. [37] and Zhang et al. [38], this study, therefore, constructs an index of urban
development degree (UDD) to divide growing and shrinking cities.
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Figure 1. Research framework.

Calculating UDD requires the following demographic, economic, and social indicators:
(1) Population includes three indicators, natural population growth rate, total population,
and population density. Natural population growth rate refers to the difference between
birth rate and death rate, which represents the change in natural population growth. Total
population refers to the registered urban population, representing the change in the total
population. Population density refers to the number of people per unit of land, representing
the change in population density. (2) The economy includes per capita GDP (gross domestic
product), per capita fiscal revenue, and GDP growth rate. Per capita GDP is the output
level of unit population, and per capita fiscal income is the fiscal income of unit population,
representing the level of urban economic development. GDP growth rate is the percentage
increase in urban output, representing the speed of economic development. (3) The social
and land-use dimensions include three indicators: total retail sales of consumer goods, per
capita fiscal expenditure, and built-up area. Total retail sales of consumer goods represent
a city’s consumption capacity. Per capita fiscal expenditure is the level of fiscal expenditure
per unit of population, representing the government’s service capacity. Built-up area refers
to the actual developed area in a city, representing the spatial change in urban land use.
See Table 1 for details.
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Table 1. Urban development degree indicators selection.

Dimensions Indicators Unit

Population
Natural population growth rate ‰

Total population 104 Person
Population density Person/km2

Economic
Per capita GDP Yuan

Per capita fiscal revenue Person/yuan
GDP growth rate %

Social and Land use
Total retail sales of consumer goods 104 yuan

Per capita fiscal expenditure Person/yuan
Built-up area Km2

Equations (1)–(8) show the calculation process for UDD.
When Xij is positive,

X′
ij =

Xij − minXj

maxXj − minXj
, (1)

When Xij is negative,

X′
ij =

maxXj − Xij

maxXj − minXj
, (2)

Yij = X′
ij/ ∑m

i=1 X′
ij, (3)

ej = −k ∑m
i=1(Yij × lnYij), k =

1
ln(m)

, (4)

dj = 1 − ej, (5)

Wj = dj/ ∑n
j=1 dj, (6)

indexit = ∑n
j=1(Wj × X′

ij), (7)

UDD(it0,it1)
= indexit1 − indexit0 , (8)

where i represents the city, j represents the indicator, t represents the year, n represents
the number of indicators, and m represents the number of cities. Equations (1) and (2)
are the process for standardizing the original data. Xij and X′

ij represent the original data
and standardized data of the j index of city I, respectively. Equations (3)–(6) show the
process for calculating the index weight; Wj is the index weight. Equations (7) and (8)
show the process for calculating UDD. indexit represents the urban development index,
and UDD(it0,it1)

represents UDD from t0 to t1.
Following the literature on growing and shrinking cities [6,28], we identify a city

whose UDD(it0,it1)
< 0 as a shrinking city and a city whose UDD(it0,it1)

≥ 0 as a growing
city. In addition, based on research on group divisions and the development characteristics
of urban populations and economies [29], we divide the cities into the following four groups:
(1) rapidly growing cities (RGCs), UDD ≥ 0.05, which have rapid population, economic,
and consumption development; (2) slightly growing cities (SGCs), 0 ≤ UDD < 0.05,
in which the population increases and the economy and consumption develop steadily;
(3) rapidly shrinking cities (RSCs), UDD < −0.02, which show sharp declines in population,
economy, and consumption; and (4) slightly shrinking cities (SSCs), −0.02 ≤ UDD < 0,
which are characterized by population decreases and slow growth in consumption and
the economy.

3.3. CO2 Emission Accounting

Since carbon emissions from fossil fuel consumption account for more than 90% of
total carbon emissions, this study only calculates carbon emissions from urban fossil-
energy consumption. In addition, in the absence of an urban energy balance table in China,
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following Shan et al. [39,40], we scale down the provincial energy balance table to the city
level based on GDP, demographic data, and industrial output. The calculation of CO2
follows the Intergovernmental Panel on Climate Change (IPCC). The calculation formula
for carbon emissions is as follows:

CEc
mn = ∑17

m=1 ∑7
n=1 ADc

mn × EFm, (9)

where CEc
mn represents CO2 emissions from 17 fuel types, m is the energy type, n represents

the main industry sector, ADc
mn is the consumption of m fuel in sector n, and EFm is the

emission factor. The default IPCC emission factors are used in this study.

3.4. STIRPAT Model

STIRPAT is widely used to examine the factors affecting CO2 emissions. It is based
on Ehrich and Holdren’s (1971) IPAT (impact of population, affluence, and technology)
model and has been widely used to examine the effects of human activity on environmental
change. The STIRPAT formula is as follows:

I = aPbAcTdε, (10)

where I is environmental impact, P is population, A is affluence, and T is technology level.
a is the dominant factor; b, c, and d are the parameters to be estimated; and ε denotes
the random error. Taking the logarithm form to both sides, the STIRPAT model can be
expressed as below:

lnI = lna + blnP + clnA + dlnT + ln ε, (11)

where ln () is the natural logarithm, and b, c, and d are equivalent to elasticity coefficients
in economics, which can be regarded as the percentage change in the environment caused
by a 1% change in one influencing factor under the condition that other factors remain
unchanged.

The STIRPAT model allows additional explanatory factors to be added. In this study,
referring to Cai et al. [16] and Wang et al. [41], we augment STIRPAT by adding industrial
structure. The augmented model is given as

lnI = lna + β1lnPit + β2lnAit + β3lnTit + β4lnQit + ln ε, (12)

where I represents CO2 emissions, a is the intercept term, P is the total population, and T is
the technological level, which is represented by the reciprocal of energy intensity and is ob-
tained by the ratio of GDP to energy consumption. Q is the industrial structure, represented
by the proportion of output value of tertiary industry; β1, β2, β3, and β4 are the elastic
coefficients of population, economy, technology, and industry structure, respectively.

In this study, the panel data method based on extended STIRPAT model was used to
empirically investigate the relationship between influencing factors and CO2 emissions.
The panel data analysis is a statistical method to analyze two-dimensional observations
collected from multiple entities over multiple times. Compared with conventional models
using only time-series or cross-sectional data, this method has the advantages of providing
more degrees of freedom and reducing the effects of multi-collinearity [18]. Three models
are commonly used in panel data analysis: mixed-effects model, fixed-effects model and
random-effects model. F-test and Hausman test are required to determine which model to
use for regression. We conduct regressions on the four groups of cities to test whether there
are differences in the factors affecting carbon emissions in different groups. After using the
F-test and Hausman test on the four groups, a panel fixed-effect model was selected for
regression (see Section 4.3 for the empirical results).

3.5. Research Objects and Data Sources

Research objects: The research object of this paper involves cities at the prefecture
level and above. Due to the lack of data in some cities, 280 cities were finally identified,
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and their economy and population accounted for more than 80% of China’s. At the same
time, they cover all provinces in China and are widely distributed.

Data sources: The data used to construct UDD (i.e., registered population, population
density, natural population growth rate, per capita GDP, per capita fiscal expenditure, GDP
growth rate, built-up area, population fiscal expenditure, and total retail sales of consumer
goods) are from The Statistical Yearbook of Chinese Cities, covering the two years of 2010
and 2019. The GDP of each industry and population used for scaling are derived from cities
and their corresponding provincial statistical yearbooks from 2010 to 2019. The province
energy balance tables are from the China Energy Statistical Yearbook for 2010–2019. Missing
population density data for 2018 were calculated from the ratio of the registered population
to land area, which was obtained from the China Urban Statistical Yearbook. Some missing
data are supplemented with data for adjacent years.

4. Results and Discussion

4.1. Results for Growing and Shrinking Cities

Based on the value of UDD and the categorization rules, 145 cities shrank during
2009–2018, accounting for 51.79%, mostly distributed in northeastern, central, and western
China. A total of 135 cities grew, accounting for 48.21%, mostly distributed in the eastern
coastal areas (Figure 2). Among the growing cities, 126 had slight growth, and 9 had
rapid growth, accounting for 45% and 3.21%, respectively. Among the shrinking cities, 33
were rapidly shrinking, and 112 were slightly shrinking, accounting for 11.79% and 40%,
respectively. Cities with slight growth account for the highest proportion, while those with
rapid growth account for the lowest proportion. Most cities in China are SGCs or SSCs,
while only a few are RGCs or RSCs.

Figure 2. Spatial distribution of shrinking and growing cities in China, 2009–2018.

4.1.1. Characteristics of Growing Cities

The UDD of RGCs exceeds 0.05; these include Nanjing, Hangzhou, Zhengzhou,
Wuhan, Xi’an, Chongqing, Chengdu, Kunming, and Qingdao. Most of these cities are
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provincial capitals with convenient transportation, good medical conditions, and high
levels of education. Their economic development is at the highest level, with per capita
GDPs of 50,000–110,000 yuan, and their economies are rapidly expanding. All of these
RGCs have populations close to 10 million and are growing rapidly. Moreover, these cities
have completed their industrial transformation and upgrading. In 2018, tertiary industry
accounted for more than 55% of all industry in these cities (Figure 3a).

Figure 3. Industrial structure of growing and shrinking cities.

The UDD of SGCs ranges from 0 to 0.05; examples include Jinan, Suzhou, Ningbo,
Jiaxing, Xiamen, and Fuzhou, mostly distributed in Shandong, Jiangsu, Zhejiang, and
Fujian Provinces. Most of these cities are economically developed provincial capitals,
with per capita GDPs of 40,000–80,000 yuan. Their economic development levels are
lower than those of RGCs, but their economic growth is steady. Furthermore, the SGCs
have established a leading position in tertiary industry by optimizing their industrial
structures, with the proportion of tertiary industry accounting for more than 45% of the
total (Figure 3b). This means that the service industry is constantly improving in these
cities. Finally, their total populations show a trend of steady growth.

4.1.2. Characteristics of Shrinking Cities

The UDD of RSCs is below −0.02. Examples include Anshan, Fushun, Zhangjiakou,
Tangshan, Baotou, and Daqing, which are mostly distributed in Liaoning, Hebei, and Inner
Mongolia. Most of these cities are resource based, mainly relying on mineral resources
during their early stage of development, with secondary industry accounting for more
than 50% of the total (Figure 3c). Adjustments to the industrial structure started late in
these cities. Their economic development is below the middle level, with per capita GDPs
mostly between 30,000 and 60,000 yuan. RSCs are experiencing economic decline and
population loss.

The UDD of SSCs is between −0.02 and 0. This includes Yichun, Liaoyuan, Datong,
Kaifeng, Zigong, and other cities, mostly distributed in Heilongjiang, Jilin, Shanxi, Henan,
Gansu, and Sichuan Provinces. Compared with RSCs, SSCs are mostly resource-based cities,
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taking secondary industry as the leading industry. After industrial restructuring, however,
secondary industry accounted for less than 50%, while the service industry accounted for
nearly 45% (Figure 3d). In addition, these cities are far away from economically developed
cities, have poor geographical location conditions and transportation accessibility, and have
relatively low levels of economic development. Their per capita GDP is 20,000–50,000 yuan.
Their economies are growing but their populations are diminishing.

4.2. Emission Characteristics of Growing and Shrinking Cities

The carbon emissions of RGCs show a trend of fluctuating growth, RSCs present an
inverted U-shaped trend, and SGCs and SSCs rise first and then develop steadily (Figure 4).
The carbon-emission trends of the four groups are different, and their driving factors may
be different as well. Here, we analyze the possible effects of economies, industrial structure,
and technology on the carbon-emission characteristics of the four city groups.

Figure 4. CO2 emission characteristics of growing and shrinking cities.

4.2.1. Rapidly Growing Cities (RGCs)

The carbon emissions of RGCs are the highest among the four groups, with a trend of
fluctuating growth (Figure 4a). From 2009 to 2012, carbon emissions grew at an annual rate
of 3.3%. They fluctuated from 2013 to 2016 and continued to grow at an average annual rate
of 2.4% in 2017 and 2018. In terms of economic growth, the GDP of RGCs shows an increase
of 298.9%, with primary, secondary, and tertiary industries increasing by 202.9%, 247.6%,
and 361.7%, respectively. This indicates rapid economic expansion, which contributes to
increases in emissions. Between 2013 and 2016, however, the growth rate of GDP slowed
down (annual GDP growth during this period was around 10%, lower than in other periods)
(Figure 5a), which slowed the growth of carbon emissions over the period. In terms of
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industrial structure, the proportion of primary and secondary industry continues to decline,
while the proportion of tertiary industry continues to rise. The service industry in RGCs is
relatively mature and has occupied a dominant position for a long time, making increasing
contributions to the economy. Therefore, the development of services may contribute to
the increase in carbon emissions. In terms of energy structure, the proportion of coal in
RGCs generally shows a downward trend, especially during 2012–2015. The proportion
of coal shows a rapid decline (Figure 6), which may help to reduce carbon emissions. In
terms of technology, energy intensity drops from 0.74 to less than 0.26 (tec/104 yuan), an
annual decrease of about 11%, showing a rapid downward trend (Figure 7). This means
that technology was greatly improved during the study period. We can see that the energy
structure and technology of RGCs have been optimized and improved, which helps reduce
carbon emissions. However, the carbon-increasing effect of rapid economic expansion and
expanded tertiary industry is greater than the carbon-reducing effect of energy structure
optimization and technological progress. Therefore, overall urban carbon emissions show
an increasing trend.

Figure 5. GDP and GDP growth rate of the four city groups.

4.2.2. Slightly Growing Cities (SGCs)

The carbon emissions of SGCs are low among the four city groups, showing a trend of
first rising and then changing only slightly (Figure 4b). Specifically, from 2009 to 2012, the
carbon emissions of SGCs increased from 24.83 million tons to 30.18 million tons, with an
annual growth rate of 5%. Between 2013 and 2018, emissions were around 30 million tons,
a small change. In economic terms, the economies of SGCs show an increase of 258.2%.
However, GDP growth generally shows a downward trend after 2012 (Figure 5b). Although
economic expansion may increase carbon emissions, a decline in economic growth might
also slow down the growth of emissions, accounting for the slowed growth of emissions
after 2012. In terms of industrial structure, the proportion of primary and secondary
industry continues to decline, while that of tertiary industry keeps rising. Especially after
2012, the proportion of secondary industry dropped rapidly (annual decline of 2%). This
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means that the cities reduced their dependence on energy-intensive industries, which
helps reduce carbon emissions. In terms of energy structure, the proportion of coal in
SGCs is 62%–66%, and there is a small decline (Figure 6). The urban energy structure
has been optimized, and the decline in the proportion of coal is conducive to reducing
carbon emissions. In terms of technology, the energy intensity of SGCs decreases year by
year, from 0.7 in 2009 to 0.34 (tec/104 yuan) in 2018, an annual decrease of 7.6% (Figure 7).
This could be another reason for the slowed growth of carbon emissions. In general,
economic expansion in the SGCs increased carbon emissions. After 2012, however, with
slowed economic growth, accelerated changes in industrial structure, energy structure
optimization, and technological progress, the growth of carbon emissions was restrained,
stabilizing changes in emissions.

Figure 6. Coal share of growing and shrinking cities.

Figure 7. Energy intensity of growing and shrinking cities.

4.2.3. Rapidly Shrinking Cities (RSCs)

Among the four city groups, RSCs’ carbon emissions are high, presenting an inverted
U-shaped trend; 2013 is a turning-point year (Figure 4c). Regarding the economy, despite
RSC economies showing growth, their GDP growth rate first rises and then declines rapidly,
indicating that their economies declined after a period of growth (Figure 5c). This is
consistent with the change characteristics of carbon emissions. We can infer, therefore, that
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economic changes triggered the changes in emissions. In terms of industrial structure, the
proportion of secondary industry increases first and then decreases, while tertiary industry
shows the opposite trend. This means that the cities gradually reduced their dependence
on secondary industry and developed tertiary industry, which could curb carbon emission
growth. In terms of energy structure, the overall change in coal consumption is relatively
small (Figure 6), which differs greatly from the change in carbon emissions. Therefore,
energy structure might not have an effect on carbon emissions. Meanwhile, the energy
intensity of RSCs decreases from 0.88 to 0.42 (tec/104 yuan) (Figure 7); technology was
improved, which is conducive to reducing carbon emissions. This analysis reveals that
economic and industrial structure (secondary industry) and carbon emissions show the
same change characteristics; thus, they may be the main reasons for changes in emissions.
Although technological progress can restrain carbon emissions, emissions still show an
increasing trend in the early stage. Therefore, technological progress had a weak effect on
reducing emissions in the early part of the study period but might account for the reduced
emissions in the latter part.

4.2.4. Slightly Shrinking Cities (SSCs)

SSCs have the lowest total carbon emissions among the four city groups. Their carbon-
emission trend is similar to that of SGCs, showing a trend of first rising and then changing
only a little (Figure 4d). Specifically, carbon emissions rose from 15.14 million tons to
18.09 million tons from 2009 to 2012 and then remained around 18 million tons. In terms
of economic development, the GDP of SSCs expanded overall, but the GDP growth rate
declined year by year, especially after 2012 (Figure 5d). In terms of industrial structure,
the change characteristics for SSCs are similar to those of RSCs, with the proportion of
secondary industry first rising and then falling and that of tertiary industry first falling and
then rising. Specifically, the proportion of secondary industry rose from 49.3% in 2009 to
51.16% in 2013, and then dropped to 42.18% in 2018. The proportion of tertiary industry
fell from 34.5% to 32.8% and then rose to 44.6%. The expansion of economic scale increased
carbon emissions, but the slowdown of economic growth and the adjustment of industrial
structure after 2012 helped to curb emissions, making them relatively stable. In terms of
energy structure, the proportion of coal in SSCs increased from 62.9% in 2009 to 65.8%
in 2018 (Figure 6); this means that the energy structure did not improve. Therefore, the
energy structure might not be the reason for reduced carbon-emission growth. The energy
intensity of SSCs declined annually by 5.4% (Figure 7). The development of low-carbon
technologies might be the reason for the reduced growth of emissions.

4.3. Regression Results

According to the F-test and Hausman test results, for SGCs, RSCs and SSCs, the fixed-
effects model should be used for regression, while the mixed-effects model should be used
for RGCs, as shown in Table 2. However, by comparing the mixed-effects regression results
with the fixed-effects regression results, the significance of the coefficients of influencing
factors has not changed a lot. Therefore, in order to be comparable with the regression
results for the other three groups of cities, a fixed-effects model was used for RGCs.

Table 2. F-test and Hausman test for four city groups.

City Groups
F-Test Hausman Test

F-Value Prob Shi-Sq. Statistic Prob

RGCs F = 1.07 0.3960 5.29 0.2587
SGCs F = 54.78 0.0000 193.76 0.0000
RSCs F = 14.74 0.0000 109.76 0.0000
SSCs F = 13.77 0.0000 300.80 0.0000

Table 3 shows the estimation results of the fixed-effects model for four city groups. It
can be found that the regression results of the models in SGCs, RSCs and SSCs perform bet-
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ter, showing that the R-squared values are more significant. The regression result for RGCs
is relatively insignificant, mainly due to the small samples, which makes its explanatory
power limited. However, the regression result for RGCs is similar to SGCs, mainly because
they belong to growing cities, so the results are reasonable to a certain extent.

Table 3. Regression results.

Explanatory Variables RGCs SGCs RSCs SSCs

lnA 0.351 0.743 *** 0.68 *** 0.74 ***
lnP 0.449 0.943 *** 0.722 *** 0.605 ***
lnT −0.424 −0.709 *** −0.518 *** −0.547 ***
lnQ 1.337 * 0.042 −0.111 *** −0.097 ***
C −6.7864 −12.129 −7.824 −12.55

R-squared 0.2025 0.8912 0.9286 0.9486
F 1.91 972.17 146.13 655.53

Number of obs 90 1260 330 1120
Note: *** p < 0.01, * p < 0.1.

Based on the regression results, population and economic growth have a positive
effect on carbon emissions, while technological progress has a negative effect on carbon
emissions. The proportion of tertiary industry has a positive impact on growing cities, but
has a negative impact on shrinking cities. For RGCs, the proportion of tertiary industry
has the largest and most significant impact on emissions, which means that the proportion
of tertiary industry is the primary influencing factor for carbon emissions in RGCs. An
increase of 1% in the proportion of tertiary industry increases carbon emissions by 1.337%.
For SGCs and RSCs, population is the most important factor affecting carbon emissions,
showing that carbon emissions increase by 0.943% and 0.722% for every 1% increase in
population. The technological progress has the greatest negative impact on SGCs, RSCs and
SSCs. For every 1% increase in technological level, carbon emissions decrease by 0.709%,
0.518% and 0.547%. For SSCs, the economic growth has the largest positive impact, as every
1% increase in the economy increases carbon emissions by 0.74%.

In order to further verify the robustness of the regression results, we run a Stochastic
Frontier Analysis (SFA) model on the extended STIRPAT, and the SFA results are in high
agreement with the regression results, indicating our result is robust. Moreover, referring
to Wang et al. [21], we compare the fitting data of CO2 emission (lnCO2′ ) calculated by the
regressions coefficients in Table 3 with the actual CO2 emissions (lnCO2). The margin of
error is within 10%, and most are less than 5%, as shown in Table 4, indicating that the
regression model is available.

Table 4. Error statistics of actual CO2 emissions and estimated values.

Year
RGCs SGCs RSCs SSCs

lnCO
2′ lnCO2 Error (%) lnCO

2′ lnCO2 Error (%) lnCO
2′ lnCO2 Error (%) lnCO

2′ lnCO2 Error (%)

2009 8.51 8.86 4.01 7.46 7.43 0.41 8.07 7.78 3.72 6.99 7.00 0.03
2010 8.56 8.89 3.64 7.54 7.52 0.29 8.15 7.86 3.67 7.10 7.09 0.02
2011 8.60 8.96 4.00 7.62 7.62 0.01 8.25 7.99 3.21 7.19 7.19 0.06
2012 8.62 8.96 3.88 7.64 7.65 0.11 8.26 8.00 3.27 7.23 7.22 0.05
2013 8.68 8.94 2.90 7.65 7.66 0.04 8.24 7.96 3.59 7.19 7.21 0.33
2014 8.60 9.26 7.11 7.66 7.66 0.07 8.24 7.93 3.83 7.23 7.21 0.22
2015 8.61 9.00 4.26 7.67 7.68 0.13 8.20 7.89 3.97 7.21 7.20 0.21
2016 8.61 8.95 3.88 7.67 7.67 0.03 8.19 7.84 4.45 7.21 7.18 0.41
2017 8.68 9.06 4.20 7.67 7.67 0.01 8.21 7.88 4.14 7.24 7.22 0.20
2018 8.66 9.10 4.77 7.69 7.71 0.31 8.14 7.90 3.06 7.16 7.22 0.82

4.4. Discussion

In China, slightly growing and slightly shrinking cities account for the majority, while
rapidly growing and rapidly shrinking ones account for a small proportion. Growing cities
are mostly distributed in the eastern region and shrinking cities in the northeastern, central,
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and western regions. This is consistent with Yang et al. [36]. After China’s “reform and
opening up,” the eastern region attracted an inflow of FDI (foreign direct investment) by
virtue of geographical advantage. This created many jobs, and many laborers came there in
search of work, prompting rapid urban expansion. The northeast, as the old industrial base
of China, has long relied on mineral resources for development. In recent years, with the
exhaustion of resources and the emergence of excess capacity, cities have been forced to
adjust their industrial structures. However, such adjustment has been sluggish, and new
economic growth points have not been fostered. As a result, many people lost their jobs
and left the region, resulting in the emergence of shrinking cities. The central and western
regions are relatively closed geographically and backward in their economic development.
A large number of laborers thus migrated out to seek employment opportunities, and urban
populations gradually shrunk.

Growing and shrinking cities have different carbon-emission characteristics. The
emissions of RGCs show a trend of fluctuating growth, while RSCs present an inverted
U-shaped trend. SGCs and SSCs show a trend of first rising and then developing steadily.
This differs from Xiao et al. [30] but supports Qiang et al. [42], namely, that air pollution
is reduced in shrinking cities. RGCs have developed economies and high urbanization
levels, which all contribute to increases in carbon emissions. At the same time, the rapid
development of transportation and tertiary industry also increase emissions. As for RSCs,
most depend on heavy industry. With the exhaustion of resources and the emergence of
overcapacity, cities have been forced to reduce the scale of secondary industry, causing ur-
ban economies to decline rapidly, which correspondingly reduces emissions. The economic
growth of SGCs and SSCs is relatively flat, and technology is improving, causing emissions
to tend to be stable.

The results indicate that economic development and population growth positively
affect emissions in the four city groups, while technological progress has a negative effect.
The proportion of tertiary industry positively affects emissions in growing cities and nega-
tively affects them in shrinking cities. Supporting Zheng et al. [43], economic development
and population growth both increase energy consumption and therefore play obvious roles
in increasing emissions. Technological advancement can produce more output using less
energy, which reduces carbon emissions. The reason the industrial structure of different
groups has different effects on emissions might be related to tertiary industry development.
If tertiary industry is fully developed, services such as urban transport will require more
energy, contributing to higher emissions. However, if urban tertiary industry development
is immature, tertiary industry will consume less energy than secondary industry, which
will reduce emissions.

5. Conclusions and Policy Implications

Aiming to support emission-reduction policy making, this study investigates the
characteristics of and factors affecting carbon emissions in growing and shrinking Chinese
cities. Taking 280 cities as samples, a UDD index developed by the authors was used to
divide the cities into four groups: RGCs, SGCs, RSCs, and SSCs. Emission characteristics
are discussed in terms of economics, population, energy intensity, and industry structure.
The main findings are summarized below.

For RGCs, their economies and populations grow rapidly, their industrial transforma-
tion takes place early, and their tertiary industry development is sufficient. Correspond-
ingly, carbon emissions show a fluctuating growth trend. The regression results show that
the proportion of tertiary industry has a significant positive effect on carbon emissions,
while other factors have no significant effects. For RSCs, economic growth is declining,
population loss occurs with the decline of secondary industry, and industrial structure
adjustment is belated. Their carbon emissions show an inverted U shape. The regression
results show that economics and population have significant positive effects on emissions,
while technology and the proportion of tertiary industry have significant negative effects.
For SGCs, their economies and populations have both grown steadily, and tertiary industry
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has developed continuously with the optimization of industrial structure. Their carbon
emissions first rise and then develop steadily. The regression results show that economics
and population have significant positive effects on emissions, while technology has a signif-
icant negative effect. For SSCs, the level of economic development is low but continues to
grow, and the population tends to decrease. Their carbon emissions are similar to those of
SGCs, first rising and then developing steadily. The regression results show that economics
and population have a significant positive effect on emissions, while technology and the
proportion of tertiary industry have a significant negative effect.

The policy implications are as follows. For growing cities with sufficient human
capital, they can vigorously develop industries with high-added value and low-carbon
emissions. Meanwhile, the government should devote more financial funds to improving
the level of low-carbon technology. For shrinking cities, future policies should continue to
optimize the industrial structure and encourage the development of the tertiary industry.
In addition, the government should increase subsidies for high-quality talents to provide
sufficient human capital for technological upgrading.

This study has some limitations. First, in the accounting of urban carbon emissions,
only energy-related carbon emissions are accounted, and the carbon emissions generated
in cement production processes are not accounted. The accounting scopes will be further
expanded to improve data quality in future work. Second, in terms of the influencing factors
of carbon emissions, this study focuses on social factors, such as population, economy,
and technology. In fact, urban growth and shrinkage, as a comprehensive reflection of
population, economic, and social changes, have also been proven to have an impact on
carbon emissions and environmental conditions [31,42]. In the future, we will further
explore the impact of urban growth and shrinkage on carbon emissions.
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