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Gabriel Borges-Vélez, Juan A. Arroyo, Yadira M. Cantres-Rosario, Ana Rodriguez de Jesus,

Abiel Roche-Lima, Julio Rosado-Philippi, et al.

Decreased CSTB, RAGE, and Axl Receptor Are Associated with Zika Infection in the
Human Placenta
Reprinted from: Cells 2022, 11, 3627, doi:10.3390/cells11223627 . . . . . . . . . . . . . . . . . . . . 251

Yan Liu, Xuehua Kong, Yan You, Linwei Xiang, Yan Zhang, Rui Wu, et al.

S100A8-Mediated NLRP3 Inflammasome-Dependent Pyroptosis in Macrophages Facilitates
Liver Fibrosis Progression
Reprinted from: Cells 2022, 11, 3579, doi:10.3390/cells11223579 . . . . . . . . . . . . . . . . . . . . 269

Chenping Du, Rani O. Whiddett, Irina Buckle, Chen Chen, Josephine M. Forbes

and Amelia K. Fotheringham

Advanced Glycation End Products and Inflammation in Type 1 Diabetes Development
Reprinted from: Cells 2022, 11, 3503, doi:10.3390/cells11213503 . . . . . . . . . . . . . . . . . . . . 289

Avinash Khadela, Vivek P. Chavda, Humzah Postwala, Yesha Shah, Priya Mistry

and Vasso Apostolopoulos

Epigenetics in Tuberculosis: Immunomodulation of Host Immune Response
Reprinted from: Vaccines 2022, 10, 1740, doi:10.3390/vaccines10101740 . . . . . . . . . . . . . . . 307

vi



Amir Selimagic, Ada Dozic and Azra Husic-Selimovic

The Role of Novel Motorized Spiral Enteroscopy in the Diagnosis of Cecal Tumors
Reprinted from: Diseases 2022, 10, 79, doi:10.3390/diseases10040079 . . . . . . . . . . . . . . . . . 327

Tino Emanuele Poloni, Matteo Moretti, Valentina Medici, Elvira Turturici, Giacomo Belli,

Elena Cavriani, et al.

COVID-19 Pathology in the Lung, Kidney, Heart and Brain: The Different Roles of T-Cells,
Macrophages, and Microthrombosis
Reprinted from: Cells 2022, 11, 3124, doi:10.3390/cells11193124 . . . . . . . . . . . . . . . . . . . . 335

Dhir Gala, Taylor Newsome, Nicole Roberson, Soo Min Lee, Marvel Thekkanal,

Mili Shah, et al.

Thromboembolic Events in Patients with Inflammatory Bowel Disease:
A Comprehensive Overview
Reprinted from: Diseases 2022, 10, 73, doi:10.3390/diseases10040073 . . . . . . . . . . . . . . . . . 359

He Li, Ya Meng, Shuwang He, Xiaochuan Tan, Yujia Zhang, Xiuli Zhang, et al.

Macrophages, Chronic Inflammation, and Insulin Resistance
Reprinted from: Cells 2022, 11, 3001, doi:10.3390/cells11193001 . . . . . . . . . . . . . . . . . . . . 379

Asami Nishikori, Midori Filiz Nishimura, Yoshito Nishimura, Fumio Otsuka,

Kanna Maehama, Kumiko Ohsawa, et al.

Idiopathic Plasmacytic Lymphadenopathy Forms an Independent Subtype of Idiopathic
Multicentric Castleman Disease
Reprinted from: Int. J. Mol. Sci. 2022, 23, 10301, doi:10.3390/ijms231810301 . . . . . . . . . . . . . 403

Tor Persson Skare, Hiroshi Kaito, Claudia Durall, Teodor Aastrup and Lena Claesson-Welsh

Quartz Crystal Microbalance Measurement of Histidine-Rich Glycoprotein and Stanniocalcin-2
Binding to Each Other and to Inflammatory Cells
Reprinted from: Cells 2022, 11, 2684, doi:10.3390/cells11172684 . . . . . . . . . . . . . . . . . . . . 413

Janice Garcı́a-Quiroz, Bismarck Vázquez-Almazán, Rocı́o Garcı́a-Becerra, Lorenza Dı́az

and Euclides Avila

The Interaction of Human Papillomavirus Infection and Prostaglandin E2 Signaling in
Carcinogenesis: A Focus on Cervical Cancer Therapeutics
Reprinted from: Cells 2022, 11, 2528, doi:10.3390/cells11162528 . . . . . . . . . . . . . . . . . . . . 425

vii





About the Editors

Vasso Apostolopoulos

Vasso Apostolopoulos is currently the Vice-Chancellor Distinguished Professorial Fellow

(Distinguished Professor), Director of Immunology and Translational Research Group at

Victoria University, Australia and Immunology Program Director at the Australian Institute for

Musculoskeletal Science Australia. Previously, she has held several executive leadership roles

including Pro Vice-Chancellor, Research Partnerships, Associate Provost. She received her PhD

majoring in immunology from the University of Melbourne, and the Advanced Certificate in Protein

Crystallography from Birkbeck College, University of London. Professor Vasso Apostolopoulos is

a world-renowned researcher who has been recognized with over 100 awards for the outstanding

results of her research. She has more than 510 research publications and 22 patents to her credit.

Her interests include vaccine and drug development for cancer, chronic, infectious and autoimmune

diseases. She is also interested in understanding inflammation and how to manipulate the immune

system to treat diseases.

Jack Feehan

Jack Feehan is a Senior Research Fellow at the Institute for Health and Sport, Victoria University,

with significant clinical and research expertise in the management of chronic diseases, particularly in

older adults. Jack is a registered osteopath and gained a Ph.D. from the University of Melbourne in

geriatric immunology, and now works on nutritional, exercise and pharmacological interventions in

chronic cardiometabolic and musculoskeletal diseases. He also has a keen interest in inflammation

and resulting diseases, such as type 2 diabetes and dementias. He has published over 70 papers, is

an active supervisor of several PhD students and is an active presenter on the topics of inflammation

and chronic diseases.

Vivek P. Chavda

Vivek P. Chavda is Assistant Professor (Selection Grade), Department of Pharmaceutics and

Pharmaceutical Technology, L M College of Pharmacy, Ahmedabad, Gujarat, India. He is B Pharm

and M Pharm Gold Medalist at Gujarat Technological University. Before joining academia, he

served the biologics industry for almost 8 years in the Research and Development of Biologics with

many successful regulatory filings. He has more than 170 peer-reviewed national and international

publications, 18 book chapters, 10 book chapters under communication, 1 patent in pipeline and

numerous newsletter articles to his credit. His research interests include the development of

biologics process and formulations, medical device development, nano-diagnostics, and non-carrier

formulations, long-acting parenteral formulations and nano-vaccines.

ix





Preface

While inflammation is the body’s natural response to stimuli and involved in healing following

injury, if a stimulus persists over a long time, it can contribute to the development and progression

of several diseases. Such diseases range from metabolic disorders, cancer, autoimmunity, to

cardiovascular ailments and neurodegenerative syndromes. Herein, an array of topics are presented

from an inflammation perspective on the diseases of COVID-19, zika infections, sepsis, tuberculosis,

scurvy, polio, neuroinflammation, papilloma virus infections, Duchenne muscular dystrophy,

atherosclerosis, colitis, inflammatory bowel disease, cancer, mastitis, non-alcoholic fatty liver disease,

liver fibrosis, diabetes, insulin resistance, Castleman disease and the role of immune cells in

inflammation, immune modulation and immune system abnormalities. We thank all authors who

have contributed papers to make this Special Issue possible.

Vasso Apostolopoulos, Jack Feehan, and Vivek P. Chavda

Editors
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Systematic Review

Clinical Features of COVID-19 Vaccine-Associated
Autoimmune Hepatitis: A Systematic Review

Hao Zhou and Qing Ye *

Department of Laboratory Medicine, Children’s Hospital, Zhejiang University School of Medicine, National
Clinical Research Center for Child Health, National Children’s Regional Medical Center, Hangzhou 310000, China
* Correspondence: qingye@zju.edu.cn

Abstract: Autoimmune hepatitis (AIH) is an inflammatory liver disease wherein the body’s immune
system instigates an attack on the liver, causing inflammation and hepatic impairment. This disease
usually manifests in genetically predisposed individuals and is triggered by stimuli or environments
such as viral infections, environmental toxins, and drugs. The causal role of COVID-19 vaccination in
AIH remains uncertain. This review of 39 cases of vaccine-related AIH indicates that female patients
above the age of 50 years or those with potential AIH risk factors may be susceptible to vaccine-
related AIH, and the clinical features of vaccine-associated AIH are similar to those of idiopathic
AIH. These features commonly manifest in patients after the first dose of vaccination, with symptom
onset typically delayed by 10–14 days. The incidence of underlying liver disease in patients with
potential health conditions associated to liver disease is similar to that of patients without preexisting
illnesses. Steroid administration is effective in treating vaccine-related AIH-susceptible patients, with
most patients experiencing improvement in their clinical symptoms. However, care should be taken
to prevent bacterial infections during drug administration. Furthermore, the possible pathogenic
mechanisms of vaccine-associated AIH are discussed to offer potential ideas for vaccine development
and enhancement. Although the incidence of vaccine-related AIH is rare, individuals should not be
deterred from receiving the COVID-19 vaccine, as the benefits of vaccination significantly outweigh
the risks.

Keywords: autoimmune hepatitis; COVID-19 vaccination; liver

1. Introduction

Coronavirus disease 2019 (COVID-19), caused by severe acute respiratory syndrome
coronavirus-2 (SARS-CoV-2) infection, quickly spread worldwide in December 2019.

COVID-19 poses a significant threat to our lives and health and extensively dam-
ages society and the economy. There is an urgent need to treat and prevent COVID-19
in response to the fast-growing infection rate and escalating mortality toll, leading to
COVID-19 vaccines being created and deployed at an unprecedented pace [1–3]. The
United States Food and Drug Administration (FDA) granted an emergency use license for
the Pfizer–BioNTech COVID-19 vaccine on 11 December 2020, and the Moderna vaccine on
18 December 2020. On 30 December 2020, the UK’s Medicines and Healthcare Products
Regulatory Agency (MHRA) authorized the Oxford–AstraZeneca vaccine [4].

A COVID-19 vaccination was administered to at least 68% of the world’s population
during the course of the following two years [5]. In phase III vaccine trials, the Pfizer–
BioNTech and Moderna vaccine efficacies against COVID-19 were 91.3% and 93.2% in
immunocompetent adults, respectively [6,7]. Solicited adverse events from BNT162b2
and the Moderna vaccine both involved fatigue, myalgia, arthralgia, and headache with
moderate-to-severe systemic side effects. However, these effects resolved in most par-
ticipants within two days and without sequelae [6,7]. Autoimmune conditions such as
myocarditis and immunological thrombocytopenic purpura (ITP) are a noteworthy class

Diseases 2023, 11, 80. https://doi.org/10.3390/diseases11020080 https://www.mdpi.com/journal/diseases
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of side effects associated with COVID-19 vaccinations [8,9]. There is no evidence of a
causal relationship between the vaccine and autoimmune diseases due to a lack of data
to investigate causality. Nevertheless, the occurrence of autoimmune diseases following
COVID-19 vaccination should raise global public health concerns.

Case reports started to appear in 2021, and 39 patients with AIH-like syndromes have
been reported thus far [10–34] (see Supplementary Materials). Autoimmune hepatitis,
described by Waldenström in 1951, is a progressive inflammatory liver disease that may
lead to cirrhosis, hepatocellular carcinoma, liver transplantation, and even death [35].
AIH is distinguished serologically by high alanine aminotransferase (ALT), aspartate
aminotransferase (AST), immunoglobulin G (IgG), and autoantibody positivity, as well as
histologically by interface hepatitis and lymphocytic infiltration of the liver [36,37]. AIH is
not limited to any one racial or ethnic group, has a female-to-male ratio of 3.6:1, and affects
both children and adults of all ages [38]. In this review, we describe the populations that
may be susceptible to COVID-19 vaccine-associated AIH, the clinical features of vaccine-
associated AIHs and the timing of the onset of symptoms and suggest how to administer
treatment for vaccine-associated AIH and precautions to take. It provides reference for
clinical diagnosis and treatment of vaccine-associated AIH.

2. Methods

A study of AIH syndrome after coronavirus disease 2019 (COVID-19) vaccination
was performed. First, on 1 October 2022, we carried out a comprehensive search of the
literature in the PubMed, Embase, and Web of Science databases. The search medical
subjects heading (MeSH) terms included “COVID-19”, “SARS-CoV-2”, “autoimmune”, and
“hepatitis”, along with “vaccine,” “vaccination,” and “mRNA.” Second, to comprehensively
collect relevant articles and cases, we eliminated all duplicate reports. Then, we screened
the remaining articles based on their titles and abstracts and removed any reports that did
not contain case studies, were irrelevant, or were missing critical clinical information. The
filtering process is shown in Figure 1. This review was not registered in any registry and
has no registration number.
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Figure 1. PRISMA flowchart describing the process of selecting eligible studies. * of the 25 articles
included in the review, two contained three cases, two contained two cases, one was a series of case
reports with nine cases, and the rest consisted of a single case. AIH, autoimmune hepatitis.
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The patient’s baseline characteristics were collected, such as age, sex, medication, and
medical history, and clinical symptoms following the COVID-19 vaccine injection. We also
gathered information on the COVID-19 vaccine, such as the type of vaccine, the timing
of the first vaccination for patients, and the symptoms that appeared after the vaccine
injection. Regarding AIH, we collected transaminase laboratory peak values, liver biopsies,
and autoimmune antibodies. In addition, these patients’ therapeutic drugs and clinical
outcomes were documented.

3. Characteristics of Patients with Vaccine-Associated AIH before Vaccination

A total of 39 cases of COVID-19 vaccine-associated AIH syndromes were collected
from databases [10–34]. The median age of diagnosis was 59.0 years, with 24 (61.5%)
patients over 50 years old. The oldest and youngest ages were 80 and 23, respectively, and
30 (76.9%) patients were female (Figure 2A,B). In our study, except for five patients who
were not recorded clearly, nine patients had a history of liver disease, eight patients had a
history of autoimmune disease, four patients had a history of medication that induced AIH,
and one patient had a history of both medication and autoimmune disease (Figure 2C).
This generated 22 (64.7%) patients with a history of autoimmune disease, liver disease,
or medications.

 

Figure 2. Pre-vaccination characteristics of patients with vaccine-associated AIH. Patient age (A), sex
(B), and predisposing conditions (C). * one patient had a history of both taking AIH-inducing drugs
and autoimmune diseases.
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Twelve patients had no history of autoimmune or hepatic disease (Figure 2C). One
patient was diagnosed with gestational hypertension during pregnancy and started on
labetalol 100 mg bid. Three months postpartum, she developed AIH after COVID-19
vaccination [12]. One patient had a history of hypertension treated with olmesartan and
laser eye surgery two weeks prior that required topical fluoroquinolone eye drops, 1 g
acetaminophen TDS, and 400 mg ibuprofen TDS for one week total [16]. One patient was on
a long-term course of omeprazole, losartan, and bromazepam treatment [27]. One patient
had no side effects during replacement hormone therapy after a history of early ovarian
failure [29]. One patient with sarcoidosis had not received treatment [32]. Another patient
received ceftriaxone due to a urinary tract infection [33]. Two patients had taken Tylenol [33].
The remaining four patients had no medication or medical history [23,26,30,31].

Upon analyzing these 39 cases, the data suggest that a majority of the vaccinated
patients who experienced onset symptoms were female, constituting 30 (76.9%) of the
total cases. Furthermore, the age range for a significant portion of these patients was
over 50 years, representing 24 (61.5%) of the observed cases. Additionally, an intriguing
observation that emerged from the analysis was that 22 (64.7%) of the patients exhibited
autoimmune disorders, had a history of liver disease, or had been administered medications
that have the potential to induce AIH. Thus, it can be inferred that individuals belonging to
this subset of the vaccinated population should be subjected to more vigilant monitoring.

4. Characteristics of Patients with Vaccine-Associated AIH after Vaccination

4.1. Time of Onset of Symptoms

AIH was documented following the Pfizer–BioNTech, Moderna, and Oxford–AstraZeneca
vaccines in 18, 15, and 6 cases, respectively. Twenty-nine patients had clinical symptoms
after receiving the initial vaccination, seven patients after receiving the second vaccination,
three patients after receiving both the initial and second vaccination, and one patient had
no record (Table 1). This suggests that most patients develop symptoms after receiving
the first dose of the vaccine. After receiving the COVID-19 vaccine, the cohort included
39 cases from our collection, and the median time to symptom onset in patients was
14.0 days. This delay period ranged from 1 to 53 days. The presentation occurred 2–53 days
after vaccination against SARS-CoV-2 with Pfizer–BioNTech, with a median of 10 days.
The median time from the Moderna vaccine to presentation was 12.5 days, and patients
presented between 3 and 46 days. In the reported case of vaccination AstraZeneca, the onset
symptom occurred at median of 18.0 days with a range of 12 to 26 days. Next, we analyzed
the time of onset of the first symptoms in patients with underlying health or medication
conditions and patients without preexisting conditions. The median time for the onset of
symptoms after vaccination was 13 days for patients with poor health or medication status
related to liver disease and the median 10 days for patients without preexisting conditions.
Overall, the data suggest a 10–14-day delay in the onset of symptoms after vaccination,
which is similar between the patients with underlying health related to liver diseases and
the cohort with no preexisting conditions.

Table 1. Clinical presentation of vaccine-associated AIH.

Type of Vaccines a No. of Patients (%) Autoantibodies d No. of Patients (%)

Pfizer–BioNTech 18 (46.2%) ANA 25 (78.1%)
Moderna 15 (38.4%) ASMA 12 (37.5%)

Oxford–AstraZeneca 6 (15.4%) ds-DNA 2 (6.3%)
Time of onset
of symptoms b No. of Patients (%) Anti-SLA 1 (3.1%)

First vaccination 31 (81.6%) Anti-LC1 1 (3.1%)
Second vaccination 7 (18.4%) ANCA 1 (3.1%)

Symptoms c No. of Patients (%) None 4 (12.5%)

Jaundice 21 (75.0%) Serum biochemical
parameters e Median (Range)

4
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Table 1. Cont.

Type of Vaccines a No. of Patients (%) Autoantibodies d No. of Patients (%)

Fatigue 7 (25.0%) ALT (U/L) 1038 (171–2664)
Anorexia 5 (17.9%) AST (U/L) 862 (111–2314)
Choluria 5 (17.9%) ALP (U/L) 186 (24–2252)
Anorexia 5 (17.9%) Tbil (U/L) 3.84 (0.33–45)
Pruritus 5 (17.9%) GGT (U/L) 345 (98–810)

Abdominal pain 5 (17.9%) Total IgG(mg/dL) 1998 (1081–4260)
Fever 5 (17.9%) Liver biopsy a No. of Patients (%)

Diarrhea 1 (3.6%) Interface hepatitis 23 (59.0%)
Asymptomatic 1 (3.6%) pycnotic necrosis 14 (35.9%)

Lymphocyte/plasma
cells infiltration 35 (89.7%)

Eosinophils 11 (30.8%)
a: Thirty-nine patients had recorded the type of vaccine and liver biopsy. b: One out of 39 patients had no record
of the type of vaccine. c: Eleven out of 39 patients had no documentation of symptoms. d: Seven out of 39 patients
had no record of autoantibodies. e: The result of ALT, AST, ALP, Tbil, GGT, and total IgG were recorded for 39, 28,
28, 35, 13, and 26 patients, respectively. ALT, alanine aminotransferase; AST, aspartate aminotransferase; ALP,
alkaline phosphatase; TBL, total bilirubin; GGT, gamma glutamyl transferase; IgG, immunoglobulin G; ANA,
anti-nuclear antibodies; ASMA, anti-smooth muscle antibodies; ds-DNA; anti-double stranded DNA; anti-SLA,
antibodies against soluble liver antigen; anti-LC1, anti-liver cytosol type 1.

4.2. Clinical Presentation of Patients with Vaccine-Associated AIH

Twenty-eight patients clinical symptoms were documented, and 11 patients were not
recorded. The most common symptoms were jaundice in 21 (75.0%) patients and fatigue in
7 (25.0%). Choluria, anorexia, pruritus, abdominal pain, and fever each accounted for five
(17.9%) patients. Diarrhea and asymptomatic symptoms were observed in only one (3.6%)
patient (Table 1). Idiopathic AIH may present with one or more nonspecific symptoms, and
fatigue is a more common presentation [36]. However, the primary clinical manifestation
of vaccine-associated AIH is jaundice and multiple nonspecific symptoms, suggesting the
need for concern about liver function in people who develop jaundice from vaccination.

Interestingly, three patients among all cases experienced a recurrence of symptoms
after each of the vaccinations. The first patient exhibited malaise and jaundice after receiving
the first vaccine. However, as his jaundice faded and liver function tests improved, these
symptoms returned shortly after the second dose [17]. One day after receiving the first
vaccination dosage, the second patient initially developed nausea, vomiting, and abdominal
pain. Her symptoms resolved without a therapeutic record. After receiving her boost dose
of vaccine, her symptoms—choluria and jaundice—returned with greater intensity [23].
Similarly, another patient who received the first and second doses of the vaccine presented
pruritus and jaundice, respectively [29]. These data suggest that this may be the onset of
vaccine-induced AIH.

4.3. Serological Profile of Patients with Vaccine-Associated AIH

The typical biochemical features of idiopathic AIH are aspartate aminotransferase
(AST) and alanine aminotransferase (ALT), ranging from slightly above the upper limit
of normal to more than 50-fold, and gamma-glutamyl transferase (GGT) and alkaline
phosphatase (ALP), which are usually normal or only moderately elevated [39,40]. Hepato-
cellular liver damage was the most prevalent pattern in our data, with transaminase levels
noticeably increasing to levels close to thousands. The median ALT level was 1043.0 U/L,
the median AST was 854.6 U/L, the median ALP was 193.0 U/L, the median total bilirubin
level was 3.9 mg/dl, and the GGT level was 361.0 U/L (Table 1). In addition, total im-
munoglobulin G (IgG) levels were recorded in 24 individuals, among whom 19 (79.2%) had
elevated levels. Previous work has revealed that approximately 85% of individuals with
idiopathic AIH have high IgG levels [40]. These results suggest that vaccine-associated
AIH may be consistent with the biochemical profile of idiopathic AIH.

5



Diseases 2023, 11, 80

Autoantibodies are a defining feature of AIH and play a significant role in the di-
agnostic process. Of the data collected, autoantibodies were recorded in 32 cases and
were undocumented in 7. Twenty-eight patients (87.5%) tested positive for at least one of
the autoantibodies. Antinuclear antibody (ANA) and anti-smooth muscle (ASMA) were
positive in 25 (78.1%) and 12 (37.5%) patients, respectively, and anti-double-stranded DNA
(ds-DNA) antibodies were found in 2 (6.3%) patients. Furthermore, antibodies against
soluble liver antigens (anti-SLA), anti-liver cytosol type 1 (anti-LC1), and anti-neutrophil
cytoplasmic antibodies (ANCAs) were detected in only one (3.1%) patient each. In contrast,
autoantibody screening yielded entirely negative results in four (12.5%) patients (Table 1).
In a study of idiopathic AIH, 1152 patients (88%) were positive for ANA, and 1089 patients
(83%) were positive for SMA at the time of diagnosis [41]. This result is higher than the
autoantibodies expressed by vaccine-associated AIH. However, some patients with vaccine-
associated AIH without elevated IgG or negative autoantibodies have also been observed.
Such patients should not be ignored, as elevated serum IgG and antinuclear antibody levels
are not observed in some patients with acute AIH [42]. It is essential to keep in mind the
possibility of acute AIH, as a delay in diagnosis and initiation of treatment can lead to a
poor prognosis of AIH.

4.4. Liver Histology with Vaccine-Associated AIH

Histological features of liver biopsy are considered a prerequisite for diagnosing
AIH [43]. The typical hallmarks of AIH are interface hepatitis with dense plasma cell-rich
lymphoplasmacytic infiltrates, hepatocellular rosette formation, emperipolesis, hepatocyte
swelling, and/or pyknotic necrosis [43,44]. Typically, plasma cells are plentiful at the
interface and throughout the lobule, but in 34% of instances, the lack of plasma cells in the
inflammatory infiltrate does not rule out the diagnosis [45].

In the cohort, liver biopsy of all patients was performed. Twenty-three (59.0%) patients
showed interface hepatitis. Fourteen (35.9%) patients had centrilobular necrosis. Thirty-five
(89.7%) patients showed lymphocyte or plasma cell infiltration. Another two patients were
compatible with AIH but did not describe the details of live biopsy (Table 1). Twenty
patients were diagnosed with AIH using the Simplified AIH score [46] or the revised
original score [47]. In 19 cases, clinical symptoms, laboratory data, and liver biopsy
histology supported the probable diagnosis of AIH. Moreover, eosinophils were also found
in liver biopsies of 11 patients (30.8%), suggesting that liver injury may be due to drugs or
toxic substances.

5. Treatment and Outcomes in Patients with Vaccine-Associated AIH

The aim of treatment in idiopathic AIH is to obtain complete histological and biochem-
ical remission [48,49]. Prednisolone, prednisone coupled with or without azathioprine,
or budesonide and azathioprine alternately are therapeutic medicines with a high inci-
dence of remission and a favorable prognosis [49,50]. In all cases, steroids were used as a
first-line agent in 35 (89.7%) patients (Figure 3A). One patient’s liver function test did not
improve after receiving N-acetyl cysteine as a first-line therapy, and methylprednisolone
had to be administered as a second medication [23]. Thirteen patients received prednisone,
14 received prednisolone, 4 received nonspecific steroids, and 1 received budesonide from
the patients who received steroids as first-line therapy. Each of the remaining patients
received ursodeoxycholic acid, endoscopic biliary dilation, or no treatment. All patients
showed improved liver function except four who died (Figure 3B).

Four deaths in patients aged over 60 years were observed in this study. The first patient
without autoimmune diseases was a 68-year-old woman who developed severe AIH after
the AstraZeneca vaccination. After treatment with steroids for four weeks (1 mg/kg), the
patient did not improve and developed hepatic encephalopathy and liver failure. After
three days, the patient died of hepatic failure and sepsis [22]. In the second case, a 72-year-
old woman was initially immunized with two doses of the AstraZeneca vaccine without
incident. She was not known to have any medical conditions or be taking any medications.
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She was diagnosed with AIH and initiated prednisolone 40 mg once daily for two weeks,
with tapering doses subsequently. Although liver function improved initially, the patient
died of severe sepsis two weeks later [23]. A 77-year-old woman without autoimmune
disorders presented symptoms two days after receiving the second dose of the Pfizer–
BioNTech vaccine and was hospitalized the following day. After three weeks on prednisone
60 mg/day, liver tests improved significantly. Two months later, azathioprine was added
but discontinued due to rash, followed by budesonide 9 mg/day instead of prednisone.
Five months later, the liver enzymes were in the normal range. Unfortunately, the patient
developed a possible infectious brain injury and died one month later [27]. Another patient,
a 62-year-old diabetic male, had been vaccinated with AstraZeneca and, after 13 days,
developed symptoms lasting three days. After treatment with 30 mg/day prednisolone, a
transient improvement in liver enzymes was observed. Due to cholestasis, he also had five
rounds of therapeutic plasma exchange; however, his condition did not improve. Based
on the clinical presentation, the patient required liver transplantation, and due to financial
constraints, the patient eventually died [31].

Figure 3. Treatment and outcomes of patients with vaccine-associated AIH. Patient medication
(A) and clinical outcomes (B).

Among the cases in our collection, one case report demonstrated remission in a
patient with vaccine-associated AIH without any treatment [33], and this phenomenon
does not seem to be coincidental. A study on uncontrolled idiopathic AIH revealed
that untreated asymptomatic patients had similar survival rates compared to patients
undergoing immunosuppressive therapy with glucocorticoids or azathioprine [51], and
spontaneous improvement of AIH may occur [52]. Therefore, this phenomenon may be
justified. Should patients like this be ignored? The answer should be no. Studies indicate
that a proportion of asymptomatic patients who exhibit symptoms during disease follow-
up are at risk of developing end-stage liver disease with liver failure and developing
hepatocellular carcinoma (HCC) [51,53]. In addition, since nearly half of all instances of
idiopathic AIH have an asymptomatic subclinical course [41], it is unclear whether the
cases reported thus far are the full scope of vaccine-associated AIH. However, there are
no data on the overall recurrence rates and long-term outcomes for vaccine-related AIH.
Therefore, we must remain vigilant and require regular follow-up and liver function testing
after vaccination in patients with risk factors.

By assessing the clinical prognosis of patients diagnosed with vaccine-induced AIH,
we found that treatment with steroids for vaccine-associated AIH proved effective, leading
to a favorable prognosis in 35 (89.7%) patients. Regrettably, four patients were unable to
recover and passed away. The treatment they received did not differ significantly from that
of most patients with vaccine-associated AIH, but their deaths were attributed to sepsis,
which resulted from personal variations. This highlights the importance of careful dosing
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and medication regimens for patients with vaccine-associated AIH to address any potential
treatment-related infections. Therefore, if a bacterial infection is suspected, steroid therapy
should be promptly discontinued and antimicrobial therapy initiated.

6. The Potential Mechanism of the Pathogenesis of AIH

While there is currently no concrete evidence of a causal link between the COVID-19
vaccine and AIH, the data we have collected suggest that a possible correlation between
vaccination and the occurrence of AIH.

It is plausible that a complex interaction between vaccine components and the vac-
cinated individual’s susceptibility may be responsible for triggering AIH in response to
COVID-19 vaccination. One potential mechanism involved in the development of vaccine-
related autoimmune disorders is molecular mimicry, which refers to the similarities between
peptide sequences in vaccines and those found in the human body’s self-peptides [54]. This
similarity may be sufficient to lead to immune cross-interactions in which the immune
system’s response to pathogenic antigens may impair similar human proteins and thus
induce autoimmune diseases. The study reported similarities between the small hepatitis B
surface antigen (sHBsAg) contained in the vaccine and the MS autoantigens myelin basic
protein (MBP) and myelin oligodendrocyte glycoprotein (MOG)—which can be used as
targets for immune cross-reaction—by comparing serum samples from 58 adults before
and after receiving the HBV vaccine [55,56]. By detecting homology between HPV viral
peptides and human proteins, another study indicated a significant overlap between viral
and various potential SLE-associated peptides [55,56]. The autoimmune/inflammatory
syndrome-induced adjuvant (ASIA) has garnered attention in recent years. Adjuvants
are compounds used in the manufacture of vaccines and are designed to enhance the
ability of the vaccine to produce an immune response. There are reports suggesting that
adjuvants act as ligands for Toll-like receptors (TLRs) through molecular mimicry, trig-
gering the activation of the TLR pathway and the production of type I interferons (IFNs)
and proinflammatory cytokines. Moreover, adjuvants activate dendritic cell recruitment
through chemotaxis and antigen presentation, resulting in a more robust B cell and T cell
response. Ultimately, this leads to an increased adaptive immune response against the
antigen [57,58]. To date, the pathogenic mechanism of COVID-19 vaccine-associated AIH
is not known. However, recent research indicated that SARS-CoV-2 antibodies produced
moderate-to-strong responses with 21 out of 50 tissue antigens [59], suggesting that molecu-
lar mimicry likely plays a role. Molecular mimicry results in the production of homologous
self-antigens [60], leading to autoimmune diseases [36].

The hypothesized molecular mechanism of autoimmune-mediated liver injury is
shown in Figure 4. The presentation of a self-antigenic peptide to the T cell receptor (TCR)
of T helper cells (Th0) by antigen-presenting cells (APCs). In healthy conditions, T cells that
recognize self-antigens undergo apoptosis by clonal deletion or differentiate into anergic
T cells. TGF-β stimulates the differentiation of Th0 cells into regulatory T cells (Tregs),
which have immunosuppressive effects [61]. However, in abnormal immune conditions,
immune cells against self-antigens remain active and cause autoimmune diseases. The
uncommitted Th0 cells differentiate into Th1, Th2, or Th17 cells depending on the cytokine
environment [62–64]. Th1 cells secrete interleukin-2 (IL-2) and interferon-γ (IFNγ), stimu-
lating CD8+ cells to recognize the antigen–major histocompatibility complex (MHC) class I
complex and activating macrophages to secrete IL-1 and tumor necrosis factor (TNFα) to
recognize MCH II, respectively. The Th1 cell proportion and IFN-γ secretion were lower
in healthy controls than in patients with AIH [39,63,64]. Th2 cells, on the other hand,
secrete cytokines (e.g., IL-4, IL-10, and IL-13) that may stimulate self-antigen reactive B cells
that produce autoantibodies [63,64]. Autoantibodies target liver cells and induce damage
through natural killer (NK) cells and complement-mediated cytotoxicity. Th17 cells produce
proinflammatory cytokines (e.g., IL-17 and IL-22) and TNF-α, leading to the induction of
hepatic secretion of IL-6. While the existence of Th17 cells in AIH has been reported, their
precise role in disease pathogenesis remains incompletely understood [62,64].
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Figure 4. The potential mechanism of the pathogenesis of autoimmune hepatitis. APC, antigen-
presenting cell; IFNγ, interferon-γ; MHC, major histocompatibility complex; NK, natural killer; TCR,
T cell receptor; TGFβ, transforming growth factor-β; TH0, naive CD4+ T helper; TH1, T helper 1; TH2,
T helper 2; TH17, T helper 17; TNF, tumor necrosis factor; Treg, regulatory T.

7. Limitations

Our study has several limitations that must be acknowledged. First, limited records
on the medication and health history of the patients prior to vaccination could have
led to oversights of potential risk factors predisposing to AIH. Additionally, incomplete
documentation of patient symptoms and laboratory values in the original article resulted
in a limited diagnosis of immune-mediated hepatitis following vaccination. Second, due
to the possibility of publication bias in case reports and partial asymptomatic patients,
it is difficult to accurately determine the incidence of vaccine-related AIH. This could
potentially lead to underestimation of the risks involved. Third, as this manuscript lacked
data that could be available to examine causal relationships, for example, lack of control
data and insufficient number of cases; it is not possible to establish a causal relationship
between the vaccine and AIH with the current data.

8. Conclusions

In these 39 cases, the majority of patients were women, over 50 years old, and with
potential AIH risk factors, and there are no available data to date to check that AIH occurs
after vaccination. Furthermore, vaccine-associated AIH seems to present with consistent
clinical features, including clinical symptoms, biochemical features, autoantibodies, and
liver biopsy findings, compared to idiopathic AIH. Patients who are asymptomatic after
vaccination should be closely monitored, and their liver function should be evaluated.
Moreover, while steroid therapy is effective in treating vaccine-associated AIH, it is note-
worthy that individual variability may lead to sepsis caused by bacterial infection. Finally,
these risk factors should not deter individuals from receiving the COVID-19 vaccine, as a
physician has a duty to promote vaccination while being cognizant of potential risks and
striving to enhance current medical practice and minimize harm.
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Abstract: Although early recognition of sepsis is essential for timely treatment and can improve
sepsis outcomes, no marker has demonstrated sufficient discriminatory power to diagnose sepsis.
This study aimed to compare gene expression profiles between patients with sepsis and healthy
volunteers to determine the accuracy of these profiles in diagnosing sepsis and to predict sepsis
outcomes by combining bioinformatics data with molecular experiments and clinical information. We
identified 422 differentially expressed genes (DEGs) between the sepsis and control groups, of which
93 immune-related DEGs were considered for further studies due to immune-related pathways being
the most highly enriched. Key genes upregulated during sepsis, including S100A8, S100A9, and CR1,
are responsible for cell cycle regulation and immune responses. Key downregulated genes, including
CD79A, HLA-DQB2, PLD4, and CCR7, are responsible for immune responses. Furthermore, the
key upregulated genes showed excellent to fair accuracy in diagnosing sepsis (area under the curve
0.747–0.931) and predicting in-hospital mortality (0.863–0.966) of patients with sepsis. In contrast,
the key downregulated genes showed excellent accuracy in predicting mortality of patients with
sepsis (0.918–0.961) but failed to effectively diagnosis sepsis. In conclusion, bioinformatics analysis
identified key genes that may serve as biomarkers for diagnosing sepsis and predicting outcomes
among patients with sepsis.

Keywords: sepsis; biomarkers; diagnosis; genes; bioinformatics

1. Introduction

Sepsis is a life-threatening organ dysfunction caused by a dysregulated host re-
sponse [1]. Sepsis and septic shock are major healthcare problems that affect millions
of patients worldwide each year and kill approximately 17–33% of those affected [2,3].
Unfortunately, the reported incidence of sepsis and its associated healthcare burden are
both currently on the rise due to the global trend of population aging and patients having a
greater number of comorbidities [4,5]. Biomarker development could serve as a cornerstone
of sepsis management and may ameliorate the healthcare burden of sepsis because early
recognition is essential for timely treatment and the improvement of sepsis outcomes [6].

Numerous biomarkers for sepsis, including C-reactive protein and procalcitonin,
have been investigated previously [7,8]. However, to date no marker has demonstrated
sufficient discriminatory power [9,10]. Bioinformatics approaches integrate computational
and life sciences to screen molecular and clinical data via data mining, pathway analysis,
statistical analysis, and visual processing. These methods can investigate disease on

Int. J. Mol. Sci. 2023, 24, 9362. https://doi.org/10.3390/ijms24119362 https://www.mdpi.com/journal/ijms
13



Int. J. Mol. Sci. 2023, 24, 9362

the molecular level and have been widely used to identify significant biomarkers for
sepsis [11–15]. In addition to the previous studies using datasets downloaded from public
repositories, some prospective cohort studies also performed bioinformatics analysis to
explore potential biomarkers for sepsis diagnosis [16,17]. Although previous studies have
provided important insight into biomarkers and the pathophysiology of sepsis, more
bioinformatics studies are warranted to validate the study results in association with
real-world clinical outcomes.

Thus, the present study aimed to (1) use bioinformatics analyses to explore key
differentially expressed genes (DEGs) between patients with sepsis from a prospective
cohort and healthy volunteers and (2) validate the accuracy of bioinformatics analyses for
diagnosing sepsis and predicting sepsis outcomes by integrating molecular experiments
with clinical information.

2. Results

2.1. Clinical Characteristics of Patients with Sepsis

During the study period, we enrolled 133 critically ill patients with sepsis after ex-
cluding 63 who were not diagnosed with sepsis and two who withdrew their consent.
Of the 133 patients, 90 (67.7%) were male, and the median age of patients was 66 years
(interquartile range (IQR), 58–73 years). When patients were admitted to intensive care
units, 60 (45.1%) and 69 (51.9%) received mechanical ventilation therapy and vasopressors,
respectively. With respect to the severity of illness, the median SAPS 3 score was 55 (IQR,
47–63), the APACHE II score was 24 (IQR, 20–30), and the initial Sequential Organ Failure
Assessment score was 9 (IQR, 7–11). The rates of 28-day mortality and in-hospital mortality
were 16.5% and 24.8%, respectively (Table 1).

Table 1. Characteristics of patients with sepsis.

Variable Value (n = 133)

Age (years) 66 (58–73)
Male 90 (67.7)
Comorbidities

All malignancies 51 (38.3)
Solid organ malignancies 35 (26.3)
Hematologic malignancies 16 (12.0)
Diabetes mellitus 41 (30.8)
Chronic obstructive pulmonary disease 16 (12.0)
Chronic kidney disease 10 (7.5)
Myocardial infarction 8 (6.0)
Congestive heart failure 7 (5.3)
Cerebrovascular disease 8 (6.0)
Chronic liver disease 11 (8.3)

Charlson Comorbidity Index 2 (1–3)
Clinical status on ICU admission

Mechanical ventilation 60 (45.1)
Vasopressor support 69 (51.9)

Laboratory findings
WBC (/μL) 13,640 (5060–20,340)
Hemoglobin (g/dL) 10.1 (8.9–11.7)
Platelet (/μL) 136,000 (59,000–214,000)
Albumin (g/dL) 2.9 (2.6–3.2)
CRP (mg/dL) 12.5 (5.8–24.5)
Lactate (mg/dL) 3.0 (2.0–4.4)
PaO2/FiO2 ratio 216 (135–323)

Severity of illness
SAPS 3 score 55 (47–63)
APACHE II score 24 (20–30)
SOFA score, initial 9 (7–11)

Outcome
28-day mortality 22 (16.5)
In-hospital mortality 33 (24.8)

Data are presented as count (percentage) or median (interquartile range). Abbreviations: APACHE II, Acute
Physiology and Chronic Health Evaluation II; COPD, chronic obstructive pulmonary disease; CRP, C-reactive
protein; ICU, intensive care unit; PaO2/FiO2 ratio, ratio of arterial oxygen pressure to fractional inspired oxygen;
SAPS 3, Simplified Acute Physiology Score 3; SOFA, Sequential Organ Failure Assessment.
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2.2. Identification of Candidate mRNAs: Bioinformatics Analyses

This study initially identified 422 DEGs between 133 patients with sepsis and 12 healthy
volunteers. A principal component analysis (PCA) of global gene expression profiles re-
vealed that sepsis patients were clearly separate from healthy volunteers (Figure 1A). In
addition, distinct patterns of gene expression existed in sepsis patients when transcrip-
tomic profiles of sepsis patients were compared to those of healthy volunteers (Figure 1B).
Further bioinformatics analyses were conducted to identify key genes related to sepsis.
First, enriched gene ontology (GO) functional analysis revealed that the identified DEGs
were mainly involved in the immune response (Figure 1C,D).

 

Figure 1. Cont.
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Figure 1. Gene ontology (GO) enrichment analysis of 422 differentially expressed genes (DEGs)
between patients with sepsis and healthy volunteers. (A) Principal component analysis of the RNA
transcriptome from sepsis patients (green) and that from healthy volunteers (blue). (B) Volcano plot
of DEGs showing upregulated genes in red and downregulated genes in green. (C) GO enrichment
analysis visualizing main DEGs that are mainly involved in the response to sepsis. (D) Number of
identified DEGs according to their biological process (red), cellular component (blue), or molecular
function (green) categorization.

Second, a protein–protein interaction (PPI) network analysis of the 422 DEGs also
showed that the most extensive module was composed of 78 seeds, 1381 nodes, and
1823 edges. Moreover, it appeared to be most strongly enriched in immune-related
pathways (Figure 2).

Figure 2. Protein–protein interaction network analysis of all 422 differentially expressed genes
between patients with sepsis and healthy volunteers. Immune-related pathways, presented as the
largest module (78 seeds, 1381 nodes, and 1823 edges), show the greatest enrichment.
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A following PPI network analysis of 93 immune-related DEGs revealed that these en-
riched immune-related pathways included adaptive immune response, positive regulation
of immune response, positive regulation of leukocyte cell–cell adhesion, cell activation, and
positive regulation of cytokine production (Figure 3).

Figure 3. Protein–protein interaction network analysis of 93 immune-related differentially expressed
genes between patients with sepsis and healthy volunteers. Enriched pathways are also shown.

Results of a molecular complex detection (MCODE) analysis performed to screen the
significant modules of the PPI network are shown in Figure 4.

Figure 4. Cont.

17



Int. J. Mol. Sci. 2023, 24, 9362

Figure 4. Molecular complex detection analysis results used to screen the significant modules
identified in the protein–protein interaction network.

The 93 immune-related DEGs identified here included 51 upregulated and 42 downreg-
ulated genes in patients with sepsis compared to healthy volunteers. Table 2 summarizes
the top 10 upregulated and downregulated genes in patients with sepsis. Significantly
upregulated genes included S100A8, VNN1, HMGB2, and S100A9, whereas significantly
downregulated genes included CD79A, HLA-DQB2, PLD4, and CCR7.

Table 2. Top 10 upregulated and downregulated immune-related genes in patients with sepsis relative
to healthy volunteers.

Top 10 Upregulated Genes Top 10 Downregulated Genes

Entrez ID Gene Symbol Fold Change Entrez ID Gene Symbol Fold Change

6279 S100A8 16.17 973 CD79A 0.12
8876 VNN1 7.83 3120 HLA-DQB2 0.13
3148 HMGB2 7.23 122618 PLD4 0.14
6280 S100A9 5.43 1236 CCR7 0.15
301 ANXA1 5.42 259197 NCR3 0.17
665 BNIP3L 4.67 29802 VPREB3 0.18

200315 APOBEC3A 4.61 6932 TCF7 0.199
353514 LILRA5 4.49 933 CD22 0.201

1378 CR1 4.46 10578 GNLY 0.206
1604 CD55 4.29 974 CD79B 0.213

Abbreviations: S100A8, S100 calcium-binding protein A8; VNN1, vanin 1; HMGB2, high-mobility group box
2; S100A9, S100 calcium-binding protein A9; ANXA1, annexin A1; BNIP3L, BCL2 interacting protein 3-like;
APOBEC3A, apolipoprotein B mRNA editing enzyme catalytic subunit 3A; LILRA5, leukocyte immunoglobulin-
like receptor A5; CR1, complement C3b/C4b receptor 1; CD55, CD55 molecule; CD79A, CD79a molecule;
HLA-DQB2, major histocompatibility complex, class II, DQ beta 2; PLD4, phospholipase D family member
4; CCR7, C-C motif chemokine receptor 7; NCR3, natural cytotoxicity triggering receptor 3; VPREB3, V-set
pre-B cell surrogate chain 3; TCF7, transcription factor 7; CD22, CD22 molecule; GNLY, granulysin; CD79B,
CD79b molecule.

2.3. Experimental and Clinical Validation of Potential Biomarkers from the mRNA Profile

Next, we used quantitative real-time PCR (qPCR) to measure the expression levels of
identified DEGs and thereby validate our bioinformatics analyses using molecular data
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in 133 patients with sepsis and 12 healthy volunteers. Among the 10 upregulated and
10 downregulated genes, 3 upregulated and 4 downregulated genes showed consistent
results with bioinformatics analysis. The three upregulated genes, S100A8, S100A9, and
CR1, showed significantly higher expression levels in patients with sepsis than in healthy
volunteers (p < 0.001 for S100A8 and S100A9, and p = 0.005 for CR1), whereas the four
downregulated genes, CD79A, HLA-DQB2, PLD4, and CCR7, showed significantly lower
expression levels in patients with sepsis than in healthy volunteers (p < 0.001 for all
four genes) (Table 3).

Table 3. Comparisons of the expression levels of differentially expressed genes between patients with
sepsis and healthy volunteers, and between patients who died and survived.

Patients with Sepsis vs. Healthy Volunteers *

Patients with Sepsis Healthy Volunteers p-Value

Upregulated genes S100A8 19.8 (11.6–24.2) 7.6 (7.1–8.2) <0.001
S100A9 7.6 (3.8–10.3) 3.8 (2.6–4.2) <0.001

CR1 5.5 (2.5–8.8) 2.7 (2.3–2.8) 0.005
Downregulated genes CD79A 0.3 (0.2–0.4) 0.5 (0.5–0.6) <0.001

HLA-DQB2 0.2 (0.2–0.2) 0.3 (0.3–0.4) <0.001
PLD4 0.5 (0.2–0.7) 0.9 (0.9–1.0) <0.001
CCR7 0.3 (0.1–0.4) 0.5 (0.5–0.6) <0.001

The Dead vs. Surviving among Patients with Sepsis *

Patients (Dead) Patients (Surviving) p-Value

Upregulated genes S100A8 25.9 (24.1–27.8) 17.1 (11.4–21.2) <0.001
S100A9 10.7 (9.7–11.8) 6.3 (3.2–8.5) <0.001

CR1 10.3 (9.3–11.9) 4.0 (2.0–6.6) <0.001
Downregulated genes CD79A 0.5 (0.4–0.6) 0.2 (0.1–0.3) <0.001

HLA-DQB2 0.3 (0.2–0.3) 0.2 (0.1–0.2) <0.001
PLD4 0.7 (0.6–0.8) 0.4 (0.2–0.6) <0.001
CCR7 0.4 (0.4–0.5) 0.2 (0.1–0.3) <0.001

Data are presented as median (interquartile range). * Values denote fold changes of genes.

A receiver operating characteristic (ROC) curve analysis was then conducted to deter-
mine the accuracy of these seven genes in diagnosing sepsis: S100A8 showed very high
accuracy (i.e., area under the curve (AUC): 0.931, 95% confidence interval (CI): 0.880–0.982),
while both S100A9 (AUC: 0.791, 95% CI: 0.711–0.871) and CR1 (AUC: 0.747, 95% CI:
0.647–0.820) showed fair accuracy. In contrast to the three upregulated genes, all four
downregulated genes failed to effectively discriminate between patients with sepsis and
healthy volunteers (Table 4).

Further analyses were then performed to compare gene expression in patients with
sepsis who died and survived among the 133 with sepsis. All three upregulated genes
(S100A8, S100A9, and CR1) and all four downregulated genes (CD79A, HLA-DQB2, PLD4,
and CCR7) showed significantly higher expression levels in the dead than in the survivors
among patients with sepsis (p < 0.001 for all) (Table 3). The ROC curve analysis was then
used to assess the accuracy of the seven genes in predicting in-hospital mortality among
patients with sepsis. All upregulated and downregulated genes demonstrated excellent
accuracy, with CR1 showing the highest accuracy (AUC: 0.966, 95% CI: 0.939–0.993), fol-
lowed by CD79A (AUC: 0.961, 95% CI: 0.930–0.992) and HLA-DQB2 (AUC: 0.936, 95% CI:
0.895–0.978) (Table 4).
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Table 4. Receiver operating characteristic curve analysis and suggested optimal cut-off values of
seven mRNAs in diagnosing sepsis and predicting in-hospital mortality among patients with sepsis.

mRNAs

Sepsis Diagnosis

AUC SE 95% CI
Optimal
Cut-Off

Sensitivity Specificity

S100A8 0.931 0.026 0.880–0.982 ≥9.0 94.0% 83.3%
S100A9 0.791 0.041 0.711–0.871 ≥5.0 69.2% 100%

CR1 0.747 0.037 0.674–0.820 ≥3.0 72.9% 100%
CD79A 0.113 0.028 0.059–0.168 NA NA NA

HLA-DQB2 0.003 0.003 0–0.009 NA NA NA
PLD4 0.013 0.013 0–0.038 NA NA NA
CCR7 0.016 0.010 0–0.036 NA NA NA

Mortality Prediction in Sepsis

AUC SE 95% CI
Optimal
Cut-Off

Sensitivity Specificity

S100A8 0.919 0.026 0.868–0.970 ≥23.6 84.9% 88.0%
S100A9 0.863 0.033 0.797–0.928 ≥9.6 78.8% 85.0%

CR1 0.966 0.014 0.939–0.993 ≥9.0 84.9% 95.0%
CD79A 0.961 0.016 0.930–0.992 ≥0.42 93.9% 92.0%

HLA-DQB2 0.936 0.021 0.895–0.978 ≥0.23 84.9% 88.0%
PLD4 0.918 0.026 0.866–0.969 ≥0.64 84.9% 88.0%
CCR7 0.918 0.026 0.866–0.969 ≥0.39 78.8% 90.0%

Abbreviations: AUC, area under curve; SE, standard error; CI, confidence interval; NA, not applicable.

3. Discussion

In the present study, bioinformatics analysis revealed that immune-related pathways
were strongly enriched in patients with sepsis relative to healthy volunteers. In addition, we
identified three key genes that were upregulated in patients with sepsis (S100A8, S100A9,
and CR1) as well as four key genes that were downregulated (CD79A, HLA-DQB2, PLD4,
and CCR7). Furthermore, validation of these findings by molecular experiments and clinical
outcomes determined that the key upregulated genes showed excellent to fair accuracy
for both diagnosing sepsis and predicting in-hospital mortality of patients with sepsis. In
contrast, the key downregulated genes showed excellent accuracy in predicting in-hospital
mortality of patients with sepsis but failed to effectively diagnose sepsis.

Immune-related pathways were the most highly enriched biological pathways in
patients with sepsis relative to healthy volunteers; this finding is consistent with pre-
vious bioinformatics studies, which also revealed DEGs were significantly enriched in
pathways related to neutrophil activation, the TNF signaling pathway, and cytokine
secretion [11,13–16,18]. These results suggest that the pathophysiology of sepsis is driven
by “an aberrant or dysregulated host response to infection”, which is also reflected in the
current definition of sepsis [1]. Furthermore, a recent RNA sequencing study provided
more insights into the pathophysiology of sepsis. The study compared RNA sequencing
results between 18 immunocompromised patients with sepsis and 18 Sequential Organ
Failure Assessment score-matched immunocompetent controls, and it demonstrated that
patients with sepsis were more likely to show compromised T cell function, decreased T
cell diversity, and altered metabolic signaling than controls [19]. In this way, bioinformatics
studies will increasingly contribute to unveiling the pathophysiology of sepsis.

Notably, the key genes upregulated during sepsis are responsible for regulating cell
cycle progression and differentiation (i.e., S100A8 and S100A9) and immune responses
(i.e., ANXA1, APOBEC3A, LILRA5, CR1, and CD55) [20]. In agreement with our findings,
one Chinese prospective cohort study also performed a comprehensive transcriptome
profile analysis and qPCR validation, and suggested S100A8, S100A9, and ANXA3 as
key genes differentially expressed between sepsis patients and healthy controls [16]. Po-
tential underlying mechanisms of upregulated S100A8 and S100A9 may also include
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altering MyD88-dependent gene programs, which consequently prevent hyperinflamma-
tory responses without impairing pathogen defense [21], and mediating endotoxin-induced
cardiomyocyte dysfunction [16,22]. Our qPCR results and ROC curve analyses confirmed
the accuracy of S100A8, S100A9, and CR1 in diagnosing sepsis as well as in predicting
in-hospital mortality among patients with sepsis. Thus, our results suggest that the expres-
sion levels of the key upregulated genes identified here may serve as potential biomarkers
of sepsis.

In this study, the key genes downregulated during sepsis also encoded proteins respon-
sible for the immune response, including the expression of antigen-presenting cells, the
regulation of cytokine production, and the activation of B and T lymphocytes (i.e., CD79A,
HLA-DQB2, PLD4, and CCR7) [20]. This is in line with prior studies showing that genes
involving Jak-STAT signaling, T cell receptor signaling, and natural killer cell-mediated
pathways were downregulated [23–25]. The results showed that genes participating in the
immune response have mixed differential expression patterns of both up- and downregu-
lation. Considering sepsis has been found to manifest a balance between competing pro-
and anti-inflammatory pathways [26], the downregulation of immune response genes in
patients with sepsis implies the homeostatic regulation of immunity during sepsis. Thus,
the failed homeostatic regulation of immunity may have consequently resulted in the de-
velopment and progression of sepsis. Interestingly, the key downregulated genes revealed
an excellent accuracy in predicting in-hospital mortality of patients with sepsis but failed
to diagnose sepsis in the ROC curve analyses. Taken together, key downregulated genes
helped us understand more about sepsis pathophysiology; however, they may not be useful
as sepsis biomarkers compared with key upregulated genes.

This study’s most important strength is the validation of key DEGs between patients
with sepsis and healthy volunteers via molecular experiments and clinical information
from a prospective cohort. These validation methods can elucidate which genes may act as
biomarkers of the diagnosis and mortality prediction of sepsis. Nonetheless, two limitations
to this study should also be acknowledged. First, the study population was relatively
small; thus, future bioinformatics studies, including a larger sample size, are necessary to
confirm our findings. Second, this study was conducted in Korea, which might limit the
generalizability of our results to other countries or ethnic groups.

4. Materials and Methods

4.1. Study Population

This study included patients with sepsis from the Samsung Medical Center Registry of
Critical Illness (SMC-RoCI), a prospective observational study conducted at the Samsung
Medical Center (i.e., a 1989-bed, university-affiliated, tertiary referral hospital in Seoul,
Republic of Korea) between October 2015 and January 2020 as previously described [27].
Sepsis was defined according to the third edition of the International Consensus Definitions
for Sepsis and Septic Shock (Sepsis-3) [1]. Consequently, patients enrolled before the release
of this new definition were reclassified according to the Sepsis-3 scheme.

In addition to patients with sepsis, we used a control consisting of 12 healthy vol-
unteers (≥19 years of age) who donated blood specimens for research purposes. Written
informed consent was obtained from all participants or their legally authorized representa-
tives before enrollment. This study was conducted according to the Declaration of Helsinki,
and all experimental procedures were approved by the institutional review board of the
Samsung Medical Center (Application No. 2013-12-033).

4.2. Sample Collection

Blood samples consisted of 19 mL of whole blood collected into ethylenediaminete-
traacetic acid tubes within 48 h of enrollment in the SMC-ROCI. Samples were centrifuged
at 480× g (Eppendorf Centrifuge 5810 No. 0012529-rotor A-4-81) for 10 min at 4 ◦C within
4 h of collection. Several plasma aliquots from each study participant were then isolated
and stored at −80 ◦C for further analysis.
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4.3. Total RNA Isolation and Quality Analysis

For RNA isolation, whole blood (2 mL) was also collected in PAXgene tubes, using
BD PAXgene blood RNA tubes (BD, cat. no. 762165). Total RNA was isolated from
whole blood using the TRIzol reagent (Invitrogen, Carlsbad, CA, USA) following the
manufacturer’s protocol [28]. RNA quantity and purity were measured using a NanoDrop
2000 (Thermo Fisher Scientific, Wilmington, DE, USA). RNA quality, yield, and distribution
were determined using an Agilent 2100 Bioanalyzer (Agilent Technologies, Santa Clara,
CA, USA) [29]. Blood samples (5 mL) were also collected from healthy volunteers; these
samples were also prepared using the method described above.

4.4. Library Preparation and Sequencing

Libraries were prepared from total RNA using a NEBNext Ultra II Directional RNA-
Seq Kit (New England BioLabs, UK). Messenger RNA (mRNA) was isolated using a Poly(A)
RNA Selection Kit (Lexogen, Inc., Vienna, Austria). Isolated mRNA was then used for
cDNA synthesis and shearing by following the manufacturer’s instructions. Indexing was
performed using Illumina indices 1–12. Enrichment was performed by polymerase chain re-
action (PCR). Subsequently, libraries were checked using an Agilent 2100 Bioanalyzer (DNA
High Sensitivity Kit) to evaluate the mean fragment size. Quantification was performed
using a library quantification kit on a StepOne Real-Time PCR System (Applied Biosystems
Life Technologies, Carlsbad, CA, USA). High-throughput sequencing was performed as
paired-end 100 bp sequencing on a NovaSeq 6000 sequencing platform (Illumina, Inc.,
San Diego, CA, USA) [29,30].

4.5. Data Analysis

Quality control of the raw sequencing data was performed using FastQC [31]. Adapter
sequences and low-quality reads (<Q20) were removed using the fastx_clipper function
implemented in the FASTX_Toolkit and by BBMap [32]. Trimmed reads were then mapped
to the reference genome using TopHat [33]. Gene expression levels were estimated as
fragments per kilobase of transcript per million (FPKM) mapped reads values as determined
by Cufflinks [34]. All FPKM values were normalized based on the quantile normalization
method implemented by the EdgeR package for R [35].

4.6. Identification of DEGs

GEO2R was used to screen for DEGs between the sepsis and control groups. GEO2R
is an R-based interactive web tool that helps to identify and visualize differential gene
expression [36]. PCA of the different groups’ samples was performed on the gene expression
matrix. We set the threshold of differential expression to the default standard (i.e., |log2
(fold change [FC])| > 1 and adjusted p < 0.05) to identify significant DEGs between the
two groups. Thus, significantly upregulated DEGs showed log2 FC > 1, and significantly
downregulated DEGs showed log2 FC < 1 [37]. Significance was defined as an adjusted
p value < 0.05 to control for type I errors in multiple tests.

4.7. Functional and Pathway Enrichment Analyses

To further recognize the underlying biological functions of the DEGs identified in
the previous step, we performed GO functional analysis to annotate all DEGs according
to the three main GO categories: molecular function, cellular component, and biological
process [38]. Furthermore, to further elucidate the DEG pathways, we performed a Kyoto
Encyclopedia of Genes and Genomes (KEGG) pathway enrichment analysis [39]. For GO
functional annotation and KEGG pathway enrichment analyses, we used the WEB-based
Gene SeT AnaLysis Toolkit (WebGestalt), the web-based Database for Annotation, Visual-
ization, and Integrated Discovery (DAVID) tool version 6.8 [37,40], and Metascape [41].
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4.8. Protein–Protein Interaction Network Analysis

Because proteins function in a coordinated manner within a complicated and dynamic
network, we constructed a PPI network of the target genes using the Search Tool for
the Retrieval of Interacting Genes (STRING) database, version 11.0 [42]. In addition, the
Cytoscape plug-in Network Analyzer was also used for further analyses. Furthermore,
the topological properties of the PPI network, including node degree, were calculated by
searching for hub genes using the PPI network [43]. MCODE analysis implemented in
Cytoscape was then performed to screen for significant modules of the PPI network using the
following cut-off parameters: node score cut-off = 0.2, K-core = 2, and degree cut-off = 2.

4.9. Quantitative Real-Time PCR

To evaluate the expression levels of key genes, we performed qPCR analyses in
duplicate. The reaction conditions were as follows: an initial step of 50 ◦C for 2 min,
denaturing at 95 ◦C for 5 min, followed by 40 cycles of 95 ◦C for 30 s and 58.5 ◦C for 1 min.
qPCR was performed on an ABI ViiA 7 Real-Time PCR System (Applied Biosystems) and
was followed by a melting curve analysis. Glyceraldehyde-3-phosphate dehydrogenase
was selected as an internal control. The 2−ΔΔCT algorithm (ΔCT = Ct. target − Ct. reference)
was employed for downstream data analysis [44].

4.10. Statistical Analysis

Categorical variables were compared using the chi-square or Fisher’s exact tests. Con-
tinuous variables were compared using Mann–Whitney U tests. For clinical validation of
bioinformatics analysis results, an ROC curve was used to analyze the diagnostic accuracy
of mRNA expression for (1) discriminating between patients with sepsis and healthy vol-
unteers and (2) predicting in-hospital mortality among patients with sepsis. The sensitivity
and specificity were also calculated to suggest the optimal cut-off value of each gene. All
tests were two-tailed, and p < 0.05 was used as the threshold of statistical significance. Data
were analyzed using STATA version 16 (Stata Corp., College Station, TX, USA).

5. Conclusions

Bioinformatics analysis revealed that immune-related pathways were the most en-
riched in patients with sepsis relative to healthy volunteers. In addition, we identified
key genes that were upregulated in sepsis, namely, S100A8, S100A9, and CR1, as well as
those that were downregulated, namely, CD79A, HLA-DQB2, PLD4, and CCR7. The key
upregulated genes showed excellent to fair accuracy in diagnosing sepsis and predicting
in-hospital sepsis mortality; however, the key downregulated genes showed excellent
accuracy in predicting in-hospital sepsis mortality but failed to effectively diagnose sepsis.
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Abstract: Scurvy is a nutritional deficiency caused by low vitamin C levels that has been described
since ancient times. It leads to a varied presentation, affecting multiple organ systems due to its role
in the biochemical reactions of connective tissue synthesis. Common manifestations include gingival
bleeding, arthralgias, skin discoloration, impaired wound healing, perifollicular hemorrhage, and
ecchymoses. Although there has been a dramatic reduction in the prevalence of scurvy in modern
times owing to vitamin C supplementation and intake, sporadic cases still occur. In developed
countries, it is mainly diagnosed in the elderly and malnourished individuals and is associated with
alcoholism, low socio-economic status, and poor dietary habits. Scurvy has been an unusual cause
of gastrointestinal (GI) bleeding among other GI manifestations. It can be adequately treated and
prevented via vitamin C supplementation.

Keywords: scurvy; vitamin C deficiency; gastrointestinal bleeding; mucosal ooze; vitamin C supple-
mentation

1. Introduction

First described in 1550 BC in Eber’s papyrus, an Egyptian medical scroll, after being
reported amongst soldiers and sailors who had minimal access to fruits and vegetables,
vitamin C deficiency, also known as scurvy, is an old but not forgotten disease [1]. Scurvy
has a deep historical significance and has plagued human populations for centuries. Ancient
Egyptian, Greek, and Roman literature all provided detailed descriptions of the clinical
signs and symptoms of scurvy. Scurvy decimated the European and British explorers of the
Renaissance. During the Great Potato Famine, the American Civil War, the expedition of
the North Pole, and the California Gold Rush, scurvy was a significant source of sickness
and mortality throughout most of Europe. One of the first to show that sailors who spent
months at sea might prevent scurvy by eating a diet high in vegetables was Captain James
Cook. In a book titled Treatise of the Scurvy, James Lind, a Scottish naval surgeon, detailed
his observations and research on scurvy aboard ships and described the effective treatment
of scurvy with citrus fruits. As awareness of the importance of fresh fruits and vegetables
in the diet increased, there was a decline in the prevalence of scurvy in the 18th century,
especially after the establishment of the link between scurvy and vitamin C. Between 1928
and 1931, Szent-Gyorgyi extracted hexuronic acid from various sources such as cabbage,
oranges, paprika, and adrenal glands. This substance was later identified as vitamin C and
was discovered to have preventive properties against scurvy [2].

Vitamin C, also known as L-ascorbic acid, is a water-soluble nutrient and an essential
dietary component that is vulnerable to heat, ultraviolet radiation, and oxygen. Ascorbic
acid is involved in various body functions such as the absorption of iron, wound healing,
and the formation of collagen. Although there are variations in the prevalence estimates, in
some studies, it has been estimated that 7 ± 0.9% of the population of the United States
suffers from scurvy [3]. Some of the risk factors that predispose these patients to the
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disease are chronic alcohol use, dietary insufficiency, and obesity [4,5]. Vitamin C is the
cofactor for prolyl hydroxylase, which functions to stabilize the collagen molecule, and
lysyl hydroxylase, which provides structural strength by cross-linking to the molecule [6].
As there is no long-term vitamin storage mechanism in our bodies, a lack of vitamin C can
lead to vitamin C deficiency in as little as 1 to 3 months [7].

Scurvy has a variable clinical presentation due to its role in various bodily functions.
Early symptoms can include fatigue, aching pain, irritability, and a loss of appetite. As the
deficiency progresses, classic signs may appear, such as swelling of the gums, petechiae,
bruising, and abnormal hair growth. Vitamin C deficiency weakens collagen triple-helix
structures and fragile capillaries, which can lead to complications such as diffuse mu-
cosal gastrointestinal bleeding [8]. Although coagulation parameters are usually normal,
undiagnosed scurvy can result in significant bleeding and hospital burden, especially in
post-operative cases [9]. This review article provides an overview of the history, epidemiol-
ogy, pathophysiology, clinical manifestations, diagnosis, and treatment of scurvy, as well as
recent advances in our understanding of this fascinating and important disease while also
focusing on the gastrointestinal manifestations of this disease.

2. Biochemistry and Metabolism

Ascorbic acid is the enolic form of alpha-keto lactone, which shares a similar structure
to glucose. Vitamin C refers to a group of compounds that have similar biochemical
activities to ascorbic acid. Most mammals can synthesize vitamin C using glucose except
for primates, fruit bats, and guinea pigs, as they lack the crucial enzyme, L-gluconolactone
oxidase, that is necessary for this process.

The body contains a total pool of 1500–2500 mg of vitamin C, and the daily turnover
rate is around 45–60 mg, which accounts for approximately 3% of the total amount. The
half-life of vitamin C is 10–20 days. The absorption of vitamin C takes place in the ileum
via an active transport mechanism The absorption of ascorbic acid occurs in the distal
small intestine and relies on an energy-dependent active transport mechanism that can
become saturated when the oral intake exceeds 180 mg/day; however, when consumed in
typical dietary amounts of up to 100 mg/day, almost all the ascorbic acid is absorbed [10].
However, as dietary intake increases, the absorption rate decreases, and high pharmacologic
doses of over 1000 mg/day may result in an absorption rate of less than 50%.

Dehydroascorbic acid is the oxidized form of ascorbic acid metabolism and can pas-
sively penetrate cellular membranes [11]. This form of vitamin C is preferred by ery-
throcytes and leukocytes as it is more readily absorbed by these cells. The ability of
dehydroascorbic acid to penetrate cellular membranes plays a crucial role in vitamin C
transport and metabolism in the body.

3. Pathophysiology

Ascorbic acid is an essential dietary vitamin for primates. Important dietary sources
for humans include fresh fruits and vegetables such as citrus fruits, tomatoes, broccoli,
strawberries, cabbage, potatoes, bell peppers, cauliflower, and spinach. Breast milk is
an adequate source of vitamin C for infants [12]. Ascorbic acid is a reversible reducing
agent that acts as an essential electron donor in several biochemical reactions and enzyme
activities. Some of the biological processes that it is involved in are as follows:

• Collagen synthesis: Proline and lysine residues in the collagen structure must be
enzymatically hydroxylated to produce the collagen found in the skin, blood vessels,
and soft tissues. Prolyl hydroxylase and lysyl hydroxylase are enzymes that catalyze
reactions, generating hydroxyproline and hydroxylysine, respectively. This reaction
uses ascorbic acid as an electron donor. The inability to finish this step of collagen
synthesis has adverse effects on bone and fibroblast functions, tooth development,
and wound healing [13]. Furthermore, a deficiency in ascorbic acid causes epigenetic
DNA hypermethylation and prevents the transcription of certain collagen types.
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• Neurotransmitter synthesis: Ascorbic acid is a necessary cofactor for the enzyme
dopamine-beta-monooxygenase, which hydroxylates dopamine to produce nore-
pinephrine [14].

• Nitric oxide synthesis: The production of nitric oxide, a powerful vasodilator, is
stimulated by ascorbic acid.

• Fatty acid transport: Ascorbic acid is necessary as an electron donor for the synthesis
of carnitine. Long-chain fatty acid transportation across the mitochondrial membrane
is a carnitine-dependent process [15].

Considering the widespread involvement of ascorbic acid in the formation and main-
tenance of soft tissues, scurvy results in numerous manifestations involving the skin and
its appendages, impaired wound healing, dental and gingival disease, brittle bones, and
hemorrhage relating to the loss of blood vessel integrity.

4. Epidemiology

Scurvy was traditionally described in sailors in older times, but there have been
sporadic cases reported in recent times from underdeveloped regions without adequate
nutritional support in at-risk populations. Although there is a variation in its global
prevalence, the estimated overall prevalence of vitamin C deficiency in the US is about
5.9%, according to the 2017–2018 National Health and Nutrition Examination Survey
(NHANES), whose aim was to assess the mean vitamin C serum levels and the prevalence
of vitamin C deficiency (defined as a mean serum level of less than 11.4 μmol/L) [16].
The survey study sample consisted of 6740 civilians aged six years and older who were
not living in institutions. These individuals were selected from the National Health and
Nutrition Examination Survey (NHANES) conducted in 2017–2018 and were representative
of 274,157,096 people in the United States. The researchers used multivariable linear and
logistic regression analyses to investigate the predictive effects of various factors. They also
compared the serum levels of Vitamin C and the prevalence of vitamin C deficiency in this
sample with data from NHANES 2005–2006 using Student’s t-tests.

They discovered that women had a higher mean vitamin C serum concentration, while
current smokers and obese individuals had a lower level. There was a decline in mean
serum vitamin C levels without any significant change in the prevalence of vitamin C
deficiency since the previous NHANES 2005–2006. The global incidence of scurvy can vary
based on the socio-economic status of a region, with underdeveloped areas such as north
India having an incidence as high as 73.9% [17].

5. Risk Factors

Given that vitamin C is an essential dietary nutrient for humans, manifestations of its
deficiency are mainly related to the inadequate consumption or improper absorption of this
nutrient in the small gut. Since 90% of ascorbic acid in the diet is from fruits and vegetables,
a lack of these foods commonly leads to a deficiency. Since vitamin C is heat-sensitive,
the manner of cooking also plays a role in the bioavailability of this nutrient in food [17].
Based on this, the risk factors or high-risk groups for vitamin C deficiency include the
following [6]:

• Individuals with poor dietary habits who consume food of poor nutritional value;
• Limited access to or the inability to afford fresh fruits and vegetables;
• Alcoholism;
• Infants exclusively fed cow’s milk;
• Individuals with gastrointestinal disorders such as inflammatory bowel disease;
• Smoking was demonstrated as a significant risk factor in the NHANES [16];
• Low socio-economic status;
• Elderly individuals on a “tea-and-toast” diet;
• Eating disorders and psychiatric illness;
• Long-term use of certain medications such as corticosteroids or proton pump inhibitors,

which can alter the absorption and bioavailability of vitamin C in the diet;
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• Abdominal surgeries, such as small bowel resection or bariatric surgery, which affect
gut absorption;

• Obesity;
• Dialysis [18].

A poor intake of vitamin-C-rich foods is a more obvious cause of deficiency when
compared to obesity and abdominal surgeries. When talking about obesity as a cause of
vitamin deficiencies, a change in the diet in the past few decades has led to the increased
consumption of junk foods and fast foods such as pizzas, burgers, fried foods, and carbon-
ated beverages, with a reduced intake of fresh fruits and vegetables; this has resulted in
vitamin deficiencies resurfacing [19].

This change in dietary habits could be attributable to hectic work schedules, conve-
nience, the cost of food, a sedentary lifestyle, and a lack of social support [20]. Bariatric
surgeries such as sleeve-gastrectomy or gastric bypass can lead to an alteration in the
acidic environment of the gut, causing impaired absorption [21]. The underlying causes
of vitamin C deficiency and scurvy in children include psychiatric eating disorders such
as avoidant/restrictive food intake disorder and anorexia nervosa, food insecurity, and
neglect [22]. Another risk group in which scurvy has been reported is children with autism
spectrum disorder who have a diet lacking fruits and vegetables [23]. Scurvy can occur
in patients with excess iron secondary to hematological conditions such as thalassemia
or sickle cell disease or a prior bone marrow transplantation [24]. Ferric deposition can
accelerate the breakdown of ascorbic acid in the body; thus, iron overload can precipitate
the manifestation of scurvy [25].

Role of Vitamin C in the Immune System

Vitamin C plays an essential role in the regulation and function of the immune system.
It affects the innate and adaptive immune system in a variety of ways.

• Barrier integrity: As previously discussed, vitamin C plays a major role in the synthesis
of collagen, which is a component of soft tissue, including the epidermis and dermis.
These skin layers actively accumulate ascorbic acid, suggesting that it plays a crucial
role in maintaining the integrity of the skin and mucosal barriers to pathogens [26].

• Leukocyte Function: Studies have shown that neutrophils and lymphocytes accu-
mulate ascorbic acid at concentrations 50 to 100 times higher than the plasma con-
centrations through active transport. The antioxidant properties of ascorbate within
the cell are believed to protect the cells from free radicals from the oxidative burst.
Additionally, vitamin C is also postulated to play a role in chemotaxis and neutrophil
apoptosis [27].

6. Clinical Manifestations

The typical manifestations of scurvy begin to appear after 4 to 12 weeks of inadequate
dietary ascorbic acid intake [14]. Non-specific symptoms such as fatigue, anorexia, and
irritability may be seen when serum ascorbic acid concentrations dip below 20 μmol/L, but
levels below 11.4 μmol/L indicate a substantial deficiency with which the more specific
manifestations are observed [3].

Dermatological findings are generally specific for ascorbic acid deficiency and include
follicular hyperkeratosis and perifollicular hemorrhage with petechiae and coiled hairs [28].
Ecchymoses, petechiae, and xerosis are other common skin findings. Initially, flat hem-
orrhagic skin lesions appear which may later coalesce and become palpable, especially
on the lower extremities. These findings can be attributed to the reduced integrity of the
dermal soft tissues due to impaired collagen synthesis, for which vitamin C is an essen-
tial component. Perifollicular hemorrhages usually occur in the lower extremities due
to the capillaries’ vulnerability to hydrostatic pressure caused by gravity, which leads to
“woody edema” [17]. The downregulation of tyrosinase enzyme activity from an ascorbic
acid deficiency leads to an inhibition of melanin synthesis and skin discoloration in some
patients [29]. Nail findings include koilonychia and splinter hemorrhages.
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The musculoskeletal manifestations include arthralgias (typically of the knees, ankles,
and wrists), muscle aches, hemarthrosis, and muscular hematomas [28,30]. By virtue of its
role in biochemical reactions, vitamin C deficiency leads to alterations in structural collagen,
deficient osteoid matrix formation, and increased bone resorption [30]. The musculoskeletal
pain can be due to bleeding into the periosteum or muscles. Scurvy also causes the classic
oral manifestations of gingivitis with bleeding and receding gums, as well as dental caries.

Fatigue, muscle weakness, malaise, arthralgias, loss of appetite, mood changes, periph-
eral neuropathy, and vasomotor instability are examples of generalized systemic symptoms
that are commonly experienced with vitamin C deficiency. Dyspnea, hypotension, and
sudden death have all been described as cardiorespiratory symptoms of scurvy, and it
is hypothesized that these symptoms are brought on by a defective vasomotor response
(especially given the role of ascorbic acid in nitric oxide synthesis) [30].

In the pediatric population, an acute limp can be the presenting musculoskeletal
manifestation of scurvy owing to severe malnutrition [31]. A systematic review conducted
by Trapani et al. on scurvy in the pediatric population revealed that 90% of children
suffered from musculoskeletal complaints such as arthritis and lower limb pain, while
about 33% had a limp and/or refused to walk [31,32]. Magnetic resonance imaging in
children with scurvy can demonstrate certain characteristic features, such as a periosteal
inflammatory reaction and local soft tissue swelling, in addition to sclerotic and lucent
metaphyseal bands [24].

Vitamin C and Lung Function

Ascorbic acid plays an important role in regulating the functioning of the pulmonary
system. As an antioxidant, ascorbic acid plays an important role in the protection of lung
tissue from reactive oxygen species. Akin to other leukocytes elsewhere in the body, the
alveolar macrophages and alveolar type 2 cells concentrate vitamin C and scavenge reactive
oxygen species to ameliorate oxidative damage [33].

Studies have shown promising data on the effect of high-dose intravenous ascorbic
acid (HDIAA) in improving pulmonary function in those with severe COVID-19 pneumonia.
The SARS-CoV infection is associated with a severe inflammatory response and a cytokine
storm. Ascorbic acid helps maintain the integrity of the epithelial barrier and mitigates
oxidative stress through its antioxidant properties [34].

7. Gastrointestinal Manifestations

The gastrointestinal (GI) tract is supplied by three major unpaired vessels that branch
from the abdominal aorta, the celiac trunk, the superior mesenteric artery, and the inferior
mesenteric artery. Branches from these major vessels then form anastomotic systems which,
in turn, supply the gastrointestinal system and adjoining organs. Due to its high vascularity
and large surface area, the GI tract is commonly investigated for bleeding in patients
with anemia.

Recent studies have linked vitamin C to vascular function. In a study using cultured
epithelial cells, d’Uscio et. al demonstrated the beneficial effect of vitamin C on vascular
endothelial function [35]. This effect was mediated in part by the protection of tetrahydro-
biopterin and the restoration of endothelial nitric oxide synthase enzymatic activity. There
are a few hypothesized mechanisms through which vitamin C modulates vasorelaxation
and increases nitric oxide synthesis or bioavailability. Firstly, vitamin C appears to recycle
tetrahydrobiopterin, which is a co-factor for endothelial nitric oxide synthase. Endothelial
nitric oxide synthase generates nitric oxide, which diffuses into the smooth muscle layer
of the vascular wall and interacts with guanylyl cyclase and mediates vasodilation [36].
Secondly, vitamin C appears to regulate the activity of nicotinamide adenine dinucleotide
phosphate (NADPH) oxidases and modulates the inflammatory response [37].

There have been infrequent cases reporting scurvy presenting as an overt gastroin-
testinal bleed. The literature on the gastrointestinal manifestations of scurvy is limited.
(Table 1). Ohta et al. described a middle-aged man who had two years of anorexia and a
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diet deficient in fruits and vegetables when he developed hematochezia [37]. Erythema and
intramucosal hemorrhage were discovered in the antrum and duodenum during an upper
endoscopic evaluation. Similar observations of several intramucosal hemorrhages and
redness in the rectum were found during a colonoscopy; these were biopsied for additional
analysis. The rectal erythema was histologically examined, and the results showed inflam-
matory cell infiltration and fibrin exudation. Scurvy was determined to be the cause after
additional testing of vitamin C levels, and hemorrhage was controlled after administration
of a high dose of vitamin C. Callus et al. described a case of a 61-year-old man with a
history of heavy alcohol use and limited food intake resulting in malnutrition [38]. He
presented with upper gastrointestinal bleeding and had multiple bruises, poor dentition
with bleeding gums, and telangiectasia upon examination. Blood tests showed low levels
of vitamin C (0.21 mg/dL). Another case reported by Antunes et al. described a 40-year-old
with a history of alcoholism and an unbalanced diet who presented with symptoms of
polyarthralgia, bleeding gums, and episodes of hematochezia [39]. A physical examination
revealed severe periodontitis with gingival hypertrophy and purplish areas consistent with
necrosis. Blood tests revealed anemia and a vitamin C level of 0.14 mg/dL. A colonoscopy
showed multiple intramucosal hemorrhages in the cecum and ascending colon. The patient
was diagnosed with scurvy and treated with oral vitamin supplementation and adequate
nutrition, resulting in complete clinical recovery within two months. Ertugrul et al. re-
ported a case of refractory upper gastrointestinal bleeding in a morbidly obese patient
mimicking portal gastropathy bleeding [40].

Table 1. Summary of cases of gastrointestinal manifestations in scurvy.

Study Age (In Years) Gender Manifestations

1. Ohta A. et al. [37] 40 Male
Hematochezia. Antral, duodenal,
and rectal erythema and mucosal
hemorrhage.

2. Callus CA et al. [38] 61 Male Upper gastrointestinal bleeding.
Gingivitis and bruising.

3. Antunes et al. [39] 40 Male
Bleeding gums and episodic
hematochezia. Cecal and ascending
colon intramucosal hemorrhages.

4. Ertugrul et al. [40] 56 Female
Refractory upper gastrointestinal
bleeding, post-surgical state,
mimicking portal gastropathy.

8. Diagnosis

The diagnosis of scurvy can be challenging as its symptoms may mimic those of other
conditions. Additionally, individuals with scurvy may not present with all the classic
symptoms. A combination of physical examination, medical history, dietary history, and
laboratory tests is typically used to diagnose scurvy. During a physical examination,
careful attention must be paid to signs of scurvy, such as swollen or bleeding gums, skin
discoloration or bruising, and delayed wound healing. A medical history may be taken
to determine risk factors for scurvy, such as dietary habits, chronic illness, and lifestyle
factors. Laboratory tests can help confirm a diagnosis of scurvy. A blood test can measure
vitamin C levels, which are typically low in individuals with scurvy. Symptoms of scurvy
occur after the plasma concentration of ascorbic acid falls below 0.2 mg/dL; this value is
usually calculated from plasma and leucocyte vitamin C levels [39]. Determining functional
vitamin C status is challenging because there are no dependable indicators. Nevertheless,
plasma and leukocyte vitamin C levels are commonly used to evaluate the status and are
moderately associated with vitamin C consumption. Patients with a vitamin C deficiency
commonly exhibit anemia, which may present as either iron-deficiency anemia (microcytic
hypochromic) or a normochromic normocytic pattern [28]. In many cases, anemia in
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vitamin-C-deficient patients can be attributed to acute blood loss caused by defects in
collagen synthesis. Such blood loss may occur in various soft tissue sites, including the
gastrointestinal tract, joints, and muscles. Additionally, intravascular hemolysis has been
observed in some cases, likely due to a decreased lifespan of red blood cells [28]. Overall,
anemia is a frequent laboratory finding in patients with vitamin C deficiency and can have
various underlying causes. Vitamin C plays a vital role in the absorption and metabolism of
several nutrients that impact the production of red blood cells. One of the critical functions
of vitamin C is aiding in the conversion of iron from the ferric form to the ferrous form,
which is essential for the absorption of iron from the gastrointestinal tract. Moreover, scurvy
may be associated with folate deficiency, and vitamin C helps to enhance the effect of folate
in the production of red blood cells. Foods that are rich in vitamin C also tend to be high in
folic acid, highlighting the importance of a balanced diet in preventing deficiencies in these
essential nutrients [41].

Vitamin C deficiency is not commonly encountered in modern medicine. Therefore,
a diagnosis of nutritional insufficiency accounting for a severe gastrointestinal bleed can
only be considered with high clinical suspicion. Upper gastrointestinal bleeding has a
wide range of differential diagnoses that may present similarly to vitamin C deficiency;
therefore, it can be easily overlooked. These diagnoses include ulcerative gingivitis, blood
dyscrasias, vasculitis and portal hypertensive gastropathy. Therefore, it is crucial to be
aware of how uncommon causes of gastrointestinal bleeding, such as scurvy, manifest. The
symptomatology can range from minor, non-specific signs to overt bleeding, including
ecchymosis, bleeding gums, and a more serious hemorrhage.

In a study by Blee et al., it was found that patients in the hospital or undergoing
surgery may have borderline levels of vitamin C which can further decrease due to a
lack of oral intake post-surgery or other critical illnesses such as pancreatitis, sepsis, or
multiple organ failure [10]. The study was conducted over a 12-month period in a surgical
unit to identify patients with bleeding disorders. Out of the 12 patients who experienced
widespread bleeding, none had a surgical cause; however, all had normal coagulation
parameters but were found to have vitamin C levels below 0.6 mg/dL (the normal range is
0.6–2.0 mg/dL). Most of these patients had undergone abdominal surgeries, but significant
bleeding was also observed in the cardiovascular and neurosurgical patients. The patients
required a range of 2–13 units of blood transfusions, with 4.8 units being the average. It
was also noted that 7 out of 12 of the patients who experienced widespread bleeding had
poor oral nutrition prior to surgery.

9. Treatment

The treatment for scurvy is vitamin C supplementation and the reversal of the con-
ditions that led to the deficiency. A wide range of replacement doses have been used
successfully. For children, recommended doses are 100 mg of ascorbic acid given three
times daily (orally, intramuscularly, or intravenously) for one week, then once daily for
several weeks until the patient is fully recovered. Adults are usually treated with 300 to
1000 mg/day for one month [42].

The difficulty in treating hemorrhage caused by scurvy is not in treating the bleeding
itself but rather in accurately diagnosing the condition. If scurvy is suspected, it can be
effectively treated with high doses of Vitamin C. It has been reported that after just one
replacement dose, gastrointestinal bleeding related to vitamin C deficiency will stop, and
capillary stability will be established within 24 h. However, it can take up to 2–3 weeks for
other symptoms of scurvy, such as skin lesions, to heal. The treatment of scurvy begins
with high doses of Vitamin C: replacement is needed to replace the deficit in body stores.
A recommended treatment course is an initial dosing of 1000 mg of intravenous ascorbic
acid daily for 3 days, followed by further supplementation as needed with a dose of 250 to
500 mg twice daily for 1 month after discharge or longer if vitamin C cannot be to obtained
via diet [40].
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10. Prevention

Water-soluble vitamins such as vitamin C are stored in the body in very limited
amounts and must be replenished through dietary intake. Ascorbic acid is most highly
concentrated in certain body parts, including the pituitary gland, adrenal gland, brain,
leukocytes, and the eyes. Unlike fat-soluble vitamins, which can be stored for long pe-
riods of time, water-soluble vitamins are quickly excreted from the body through urine.
Therefore, it is important to ensure that an adequate amount of these nutrients is consumed
on a regular basis to maintain healthy levels within the body. The United States RDA
recommends the following daily intake amount of vitamin C [12]:

• Up to 6 months: 40 mg, as normally supplied through breastfeeding;
• From 7 to 12 months: 50 mg;
• From 1 to 3 years: 15 mg;
• From 4 to 8 years: 25 mg;
• From 9 to 13 years: 45 mg;
• From 14 to 18 years: 75 mg for males; 65 mg for females;
• From 19 years and older: 90 mg for males; 75 mg for females.

During pregnancy, it is recommended to consume 85 mg of vitamin C per day, increas-
ing the amount to 120 mg during breastfeeding. Smokers require an additional 35 mg of
vitamin C daily compared to non-smokers [12,43].

11. Toxicity

The over-supplementation or overconsumption of vitamin C has also been observed
in some cases. The literature reports several side effects of ascorbic acid. Ingesting large
doses of vitamin C (in gram quantities) can cause false-negative results in stool guaiac
tests [44], as well as diarrhea and abdominal bloating. Studies have also found a correlation
between vitamin C intake (from diet and supplements) and oxalate kidney stones in males,
particularly at high doses [45]. Therefore, routine supplementation with vitamin C is not
recommended for males, especially those who are predisposed to form oxalate stones. Such
individuals should limit their intake of vitamin C to the recommended dietary allowance
(RDA) in the United States.

There have been rare reports of fatal cardiac arrhythmias in patients with iron overload
who ingested large amounts of ascorbic acid. This is thought to be due to oxidative
injury [46]. Therefore, it may be advisable for patients to avoid taking pharmacologic doses
of ascorbic acid supplements. However, there is no reason to discourage the consumption
of fresh fruits or vegetables that contain vitamin C.

The LOVIT (Lessening organ dysfunction with Vitamin C) trial concluded that septic
ICU patients who received a 4-day course of intravenous vitamin C had a higher risk
of death or persistent organ dysfunction compared to those who received a placebo [47].
An interesting paper analyzed the data from the LOVIT trial to attempt to determine the
cause of the higher deaths and organ dysfunction in the vitamin C group. They concluded
that the increased mortality may be due to the abrupt termination of the ascorbic acid
supplementation rather than the administration itself [48]. It is important for clinicians to
thus be cognizant that the sudden halt of ascorbic acid supplementation can mimic a severe
deficiency and lead to worse outcomes.

12. Limitations

Although this article has attempted to provide a comprehensive and concise review
of vitamin C and its deficiency, especially in relation to the gastrointestinal system, we
acknowledged certain limitations of this review. The review does not delve into many
details about the basic science and biochemistry of vitamin C since we preferred to focus
on the clinical implications of the deficiency. Scurvy is primarily still a historical disease,
with most of the literature pertaining to it being older, with limited newer literature. Hence,
our article contains information from relatively older studies and a limited proportion of
recent case reports on scurvy. The demographic data is most relevant to the United States
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and does not cover the nutritional status of vitamin C in developing countries in Asia and
Africa where scurvy would be expected to be most prevalent.

13. Conclusions

In summary, it is crucial for healthcare professionals to recognize and understand the
significance of scurvy as a nutritional deficiency that has been prevalent for centuries but is
increasingly being diagnosed in modern times. This increase in incidence is mainly due to
several factors such as poor dietary habits, alcoholism, low socio-economic status, obesity,
and abdominal surgeries. Scurvy can affect various organ systems due to its involvement
in several biochemical reactions that affect tissue structure. Therefore, it is important to be
aware of its potential gastrointestinal manifestations, particularly gastrointestinal bleeding.
In cases in which the cause of gastrointestinal bleeding is an uncontrolled mucosal ooze,
a high index of suspicion is necessary. Empirical treatment with vitamin C is a viable
option due to its low cost and safety profile, particularly in patients with a high suspicion
of scurvy.

In conclusion, scurvy is a preventable disease that can have severe consequences if
left untreated. As such, it is crucial to maintain a balanced and healthy diet that includes
sufficient amounts of vitamin C. Health professionals should be vigilant about the signs
and symptoms of scurvy, especially in at-risk patients, and should consider vitamin C
supplementation in suspected cases to prevent further complications.
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Abstract: Duchenne muscular dystrophy (DMD) is a neuromuscular disorder caused by dystrophin
loss—notably within muscles and the central neurons system. DMD presents as cognitive weakness,
progressive skeletal and cardiac muscle degeneration until pre-mature death from cardiac or respi-
ratory failure. Innovative therapies have improved life expectancy; however, this is accompanied
by increased late-onset heart failure and emergent cognitive degeneration. Thus, better assessment
of dystrophic heart and brain pathophysiology is needed. Chronic inflammation is strongly associ-
ated with skeletal and cardiac muscle degeneration; however, neuroinflammation’s role is largely
unknown in DMD despite being prevalent in other neurodegenerative diseases. Here, we present
an inflammatory marker translocator protein (TSPO) positron emission tomography (PET) protocol
for in vivo concomitant assessment of immune cell response in hearts and brains of a dystrophin-
deficient mouse model [mdx:utrn(+/−)]. Preliminary analysis of whole-body PET imaging using the
TSPO radiotracer, [18F]FEPPA in four mdx:utrn(+/−) and six wildtype mice are presented with ex
vivo TSPO-immunofluorescence tissue staining. The mdx:utrn(+/−) mice showed significant eleva-
tions in heart and brain [18F]FEPPA activity, which correlated with increased ex vivo fluorescence
intensity, highlighting the potential of TSPO-PET to simultaneously assess presence of cardiac and
neuroinflammation in dystrophic heart and brain, as well as in several organs within a DMD model.

Keywords: Duchenne muscular dystrophy; [18F]FEPPA; positron emission tomography (PET);
cardiac inflammation; neuroinflammation; mdx:utrn(+/−) mice

1. Introduction

Duchenne muscular dystrophy (DMD) is a progressive neuromuscular degenerative
disease, affecting approximately 1 in 3600 live male births worldwide [1]. Individuals with
DMD are unable to produce functional Dystrophin protein which is found systemically
across various tissues, notably in skeletal and cardiac muscle, and neurons in the central
nervous system (CNS). As a result, DMD is clinically characterized by progressive skeletal
and cardiac muscle degeneration along with cognitive impairment [2–4]. These multi-organ
degenerations are exacerbated by fibrosis, ischemia, and chronic inflammation until an
early death from cardiac or respiratory complications [5–7]. Although there is still no cure
for DMD, recent advancements in experimental therapies have prolonged both ambulation
and life expectancy to 30–40 years [8,9].

With increased longevity in DMD patients, the clinical relevance of heart disease and
cognitive impairment is becoming more apparent. More than 90% of DMD patients over
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the age of 18 show signs of cardiac involvement, with nearly 60% of DMD patients dying
from cardiac complications by age 19 [9,10]. Currently, it is known that the dystrophin loss
in cardiac muscles leads to membrane integrity destabilization of striated cardiac muscle
fibers, which in turn contributes to increased intracellular calcium levels and subsequent
muscle fiber deterioration [11,12]. As with skeletal muscle, it is suspected that this initiates
the pathological cycle of chronic inflammation, fibrosis, and necrosis, leading to damage
in regions of high contractility and movement (e.g., left ventricle). The loss of viable
myocardium leads to further fibrosis, and the clinical emergence of cardiomyopathy and
eventually heart failure [6,7,13–15].

In the brain, dystrophin plays a role in brain development and aging. The lack of intrin-
sic dystrophin gene products within CNS—namely Dp427, Dp140, and Dp71—are thought
to contribute to cognitive weakness by causing functional and morphological abnormalities
to occur [3,4,16]. However, the underlying mechanisms are not well-understood. Cognitive
and behavioural symptoms usually manifest in the form of lowered intelligence quotient
(IQ) scores, learning difficulties, memory deficits, and higher incidences of neuropsychiatric
disorders [16]. Recent investigations also report the delayed emergence of cerebral infarcts
and progressive cognitive decline within older DMD subjects, leading to the possible
paradigm of neurodegeneration in the later stages of disease progression [13,17,18].

There is growing evidence that inflammation may be an inciting factor in skeletal and
cardiac muscle degeneration in DMD. Inflammation is thought to exacerbate symptoms
and promote muscular degeneration [5,7,14] and we have demonstrated that the degree
of inflammatory cell infiltration is associated with disease progression within dystrophin-
deficient murine models [19]. Despite neuroinflammation being a prime component of
several pediatric and adult neurodegenerative disorders [20], the role of inflammation
within the dystrophic brain is relatively unexplored. To the best of our knowledge, im-
mune cell infiltration in the brain has yet to be demonstrated within DMD patients or
dystrophin-deficient animals. However, in brain tissue from mdx mice, heightened levels of
pro-inflammatory interleukin (IL)-1β and tumor necrosis factor (TNF)-α associated with
several neurological diseases [21] have been found and several cognitive deficits have also
been observed [22]. Considering the well-known consequences of unchecked inflammation
potentially leading to cardiac and neurodegeneration, there is an unmet need to better
understand the role of inflammation in multi-organ degeneration, as it may lead to the de-
velopment of effective therapeutic strategies that targets multiple tissues systems especially
brain and heart resilience in DMD patients.

Recent advancements in non-invasive molecular imaging techniques for assessing
inflammatory load have inspired interest in understanding the role of inflammation in
multi-organ degeneration in several disease systems. In particular, Thackeray et al. [23]
demonstrated evidence of concomitant inflammation in both the hearts and brains of is-
chemic heart disease mice and patients using positron emission tomography (PET) imaging
targeting mitochondrial translocator protein (TSPO). TSPOs are highly expressed on acti-
vated microglia and macrophages [24], making it a promising tool for in vivo multi-organ
imaging when combined with positron emission tomography (PET). Thus, this exploratory
study sought to probe the capacity of TSPO-PET imaging in assessing in vivo inflamma-
tory involvement in the dystrophic heart and brain, and across several organs. Specif-
ically, we used [18F]-N-(2-(2-fluoroethoxy)benzyl)-N-(4-phenoxypyridin-3-yl)acetamide
([18F]FEPPA), a second-generation TSPO tracer, to simultaneously assess cardiac and neural
inflammation in a dystrophin-deficient mdx:utrn(+/−) mouse model with one functional
utrophin protein (Figure 1), known to exhibit moderate to severe disease phenotypes that
better mimic human cardiomyopathy symptoms [24]. Our primary aim was to design an
experimental protocol to test the hypothesis that mdx:utrn(+/−) mice will have increased
inflammation levels in dystrophic cardiac and neural tissues, which will be exhibited as
heightened TSPO-PET signal and correlative histological TSPO expression.
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Figure 1. Murine models of DMD including the dystrophin-deficient mdx:utrn(+/−) mouse model
used in this pilot study and the feasibility of modeling DMD symptom severity longitudinally with
consideration for age-related effects.

2. Results

We explored our experimental design and imaging approach (Figure 2) in a pilot study
of four mdx:utrn(+/−) (MDX) (two females, two males) and six wild-type (WT) (two fe-
males, four males) mice aged 8–10 weeks old to estimate the sample size to adequately
test the hypothesis. All mice were both able to take up [18F]FEPPA throughout the entire
body—notably binding to our tissues of interest, the heart and brain (Figure 3). Although
there were not sufficient tissue samples to measure differences in [18F]FEPPA binding using
autoradiography and biodistribution, the preliminary results demonstrate [18F]FEPPA
activity occurring body-wide within the heart and brain as well as in several other tissues,
such as skeletal muscles, aorta, diaphragm, etc., as shown in Appendix A Figures A1–A3.

Figure 2. Experimental protocol for simultaneous in vivo [18F]FEPPA PET imaging and ex vivo

histopathology confirmation for assessing multi-organ inflammatory involvement in DMD mice
models. PFA = paraformaldehyde; PBS = phosphate-buffered saline; TSPO = (18 kDa) transloca-
tor protein.
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Figure 3. [18F]FEPPA SUV images of representative 8–10 week wild-type (A,C,E) and age-matched

MDX dystrophy (B,D,F) mice. Coronal whole-body (A,B), axial whole brain slices (C,D), and heart
images (E,F) were generated from PET time-activity curves at 30–60 min (n = 4–6 mice/genotype).
MDX = dystrophin-deficient mdx:utrn(+/−) mouse model, SUV = standardized uptake values.

2.1. Elevation of In Vivo Inflammation-Targeted Radiotracer Binding in DMD Models

To assess the influence of inflammation on dystrophic cardiac and neural tissue, inflam-
mation was quantified from the [18F]FEPPA PET images as mean standard uptake values
(SUV). In the thoracic region, left-ventricle-to-lung mean SUV ratios indicated that MDX
mice had significantly higher [18F]FEPPA uptake (Figure 4; t = 2.58, p = 0.0338), as these left-
ventricle-to-lung ratios increased from 0.63 ± 0.10 in WT mice to 0.99 ± 0.06 in the MDX
cohort. In neural tissue, similar accumulations of inflammatory tracer were also observed
in MDX mice. The WT brains demonstrated [18F]FEPPA uptake of 0.34 ± 0.08 SUV, while
MDX brains experienced 82.4% more uptake at 0.62 ± 0.08 SUV.

Figure 4. Quantified [18F]FEPPA activity in hearts (A) and brains (B) of age-matched MDX and

wild-type mice. Standardized uptake values were generated from PET time-activity curves at
30–60 min using manually drawn regions of interest (ROIs) segmented for the left ventricle, lung,
and whole brain (n = 3–4 slices/mouse/genotype). Significant differences (p < 0.05; indicated by *)
were observed between wild-type (white bars) and mdx:utrn(+/−) mice (gray bars) for both left
ventricle-to-lung ratio (A) and whole brain (B) SUVs using Welch’s two-way t-test. Data are depicted
as mean ± standard error. TSPO = (18 kDa) Translocator protein, MDX = dystrophin-deficient
mdx:utrn(+/−) mouse model, SUV = standardized uptake values.
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2.2. Ex Vivo TSPO Signal Indicates Heightened Cardiac and Neuroinflammation in DMD

Fluorescence immunostaining of heart and brain slices demonstrated the presence
of TSPO in age-matched MDX mice. Although both groups expressed a modest baseline
level of TSPO (Figure 5), MDX mice consistently expressed significantly higher TSPO
fluorescence intensity in both cardiac (Figure 6; t = 2.35, p = 0.025) and neural tissue
(Figure 6; t = 5.15, p < 0.001). Within cardiac tissue, MDX mice experienced a 63.9% increase
in fluorescence intensity when compared to age-matched wild-type mice; as dystrophic
hearts demonstrated TSPO fluorescence intensities of 1261.57 ± 307.76 arbitrary unit (AU)
compared to those of wild-type mice at 454.59 ± 63.93 AU. Similarly, in neural tissue,
TSPO fluorescence intensity was remarkably 68.3% lower in WT compared to MDX mice.
Dystrophic brain tissues displayed fluorescence intensities of 1149.74 ± 148.35 AU, which is
lower than the 364.84 ± 73.71 AU observed in WT brains. Histological myocardium TSPO
signal significantly correlated with [18F]FEPPA uptake in the left ventricle (Figure 7; r = 0.75,
p = 0.01). This was also observed between neural tissue TSPO fluorescence intensity in
histology and in vivo whole brain TSPO-PET tracer SUV values (Figure 7; r = 0.57, p = 0.042).
Analysis of the H&E staining (Appendix A, Figure A4) showed infiltration within heart
tissue and higher nuclei counts in the MDX brain compared to age-matched WT mice
(t = 3.17, p = 0.01).

 

Figure 5. Ex vivo histology of TSPO-bound microglial and macrophages in an MDX and

wild-type mice cardiac (A) and neural tissues (B). Representative fluorescence immunostained
images of microglial and macrophages with TSPO (red) and DAPI (blue) in 8–10 weeks old
mdx:utrn(+/−) mice depict qualitatively more prevalent TSPO expression in the dystrophin-deficient
mice. White arrow heads indicate regions of TSPO signal. Scale bar overlaid on merged (DAPI and
TSPO) images = 20 μm in length. Translocator protein, MDX = dystrophin-deficient mdx:utrn(+/−)
mouse model.
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Figure 6. Quantified fluorescence immunohistochemical images of microglial and macrophages

with TSPO in 8–10 weeks old MDX and wild-type subjects. Data (mean ± SE) depict higher TSPO
in mdx:utrn(+/−) mice (gray bars) than wild-type controls (white bars) (n = 3 mice/genotype). Signif-
icant differences (p < 0.05), indicated by *, were observed for slices of cardiac (A) and neural (B) tissue
when compared using Welch’s two-way t-test (n = 5–10 images/mouse/genotype). AU = arbitrary
units. Other abbreviations as described in prior figures.

Figure 7. Correlation of [18F]FEPPA activity with histological TSPO fluorescence intensity. Data
depict the strong correlation of the left ventricle (A) or whole brain (B) PET avtivity, with quantified
TSPO myocardium or neural tissue fluorescence signal. Pearson product-moment correlation coeffi-
cients (r) were calculated on all animals imaged with PET (n = 9 for heart association with 1 outlier
excluded and n = 10 for brain associations, no outlier detected). Significance was considered when
p < 0.05. IntDen = Integrated Density, the product of the mean fluorescence intensity and area of
selected cell.

2.3. Sample Size Estimation

Given that findings from cardiac tissue fluorescence immunostaining showed the least
between group differences in TSPO levels across modalities and in comparison, to the
brain, and more importantly required ex vivo analysis, its results were used to estimate the
number of samples per group required to detect the minimum difference in TSPO signal
for a larger scale study. A minimum of seven 8–10 weeks old mdx:utrn(+/−) and seven
age-matched WT mice are required to detect at least 63% differences in TSPO levels.

3. Discussion

The goal of this exploratory study was to evaluate [18F]FEPPA PET as a tool to as-
sess inflammation in vivo in multiple organs of mice with dystrophic disease. We found
8–10 weeks old dystrophin-deficient mice had elevated [18F]FEPPA uptake in cardiac and
neural tissues compared to healthy controls, which mirrored heightened ex vivo TSPO
levels in our histological data. These results, while preliminary support our hypothesis that
subjects with dystrophic deficiency demonstrate significant inflammation in their heart and
brains, which can be confirmed in a larger experimental study using TSPO-PET.
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To the best of our knowledge, our study is the first to observe significantly elevated
TSPO-PET in the heart and brains of MDX mice. Interestingly, these increases seem to be
occurring body-wide within several other tissues, akin to other diseases linked to chronic
inflammation (e.g., atherosclerosis, myocardial infarctions, etc.) [25–27]. As such, it is likely
that this heightened TSPO activity may be a consequence of activated macrophages and
microglia within regions of tissue injury or dysfunction [27]. For example, immunohis-
tostaining of mice one-week post-myocardial infarction indicated colocalization of TSPO
to CD68+ microglia and cardiac monocytes within the brain cortex and infarcted my-
ocardium respectively [25]. Interestingly, no colocalization was found between TSPO
and GFAP-stained astrocytes at that time point. TSPO-tracers were also found to localize
to magnetic resonance imaging (MRI)-identified ischemic lesions within ischemic stroke
patients, further demonstrating the tracer’s feasibility to map inflammation after tissue
damage [28]. Thus, as DMD pathophysiology is known to be associated with contraction-
induced damage and severe immune cell infiltration, it is likely that TSPO is upregulated
within regions of injury—manifesting as the displayed [18F]FEPPA tracer uptake within
the dystrophic heart and brain. Our preliminary biodistribution and autoradiography
observations support these claims, as the TSPO-tracer accumulated notably within regions
associated with dystrophic symptoms (i.e., heart, brain, skeletal muscles, etc.). Although
this exploratory study demonstrated the feasibility of [18F]FEPPA PET to assess in vivo
inflammation simultaneously within the heart and the brain, our study cannot provide a
definite answer to whether [18F]FEPPA PET can demonstrate inflammatory load within
other tissues—despite the promising trends—due to the small sample sizes of our autora-
diography and biodistribution data. To answer this question, a study using a larger sample
size of seven or more mice per group along with quantification of tracer uptake in the other
tissues within the PET data is needed.

In contrast to our results, three previous 2-deoxy-2-[18F]fluoro-D-glucose ([18F]FDG)
PET studies reported lower mean cardiac SUV and highlighted select neural regions
of hypometabolism in canine models of DMD [29–31]. While [18F]FDG can be used as
an analogue of inflammation in several neurological and cardiac diseases, it should be
noted that these specific studies were focused on investigating the metabolic functional-
ity of dystrophin-deficient tissue regions rather than its associated peripheral inflamma-
tion [32,33]. Because of the heart and the brain’s disposition as highly metabolically-active
organs, there is naturally a higher accumulation of [18F]FDG tracer within those regions,
which makes it difficult to detect inflammatory infiltrates without being potentially ob-
scured by background activity or alterations in myocardial/neuronal function [34,35].
Additionally, a multi-tracer study longitudinally tracking microglial activation and glu-
cose hypometabolism simultaneously in a transgenic mouse model of Alzheimer’s dis-
ease observed discrepancies between the data trend of the TSPO-tracer [18F]GE-180 and
[18F]FDG [36]. The authors observed progressive increases in [18F]GE-180 uptake through-
out the entire course of the disease (5–16 months), which differed from the life-course
kinetics of [18F]FDG which peaked at ~8 months of age before decreasing for the remaining
8 months, suggesting that the incidences of hypometabolism demonstrated within the
dementia animals are occurring much later in life and as disease progressed. Interestingly,
this early hypermetabolism may be capturing increased glial activity as it matches the peak
of [18F]GE-180 at 8 months—indicating the potential early onset of inflammation prior
to rampant hypometabolism (and with it, the neurodegenerative symptoms) [37]. Taken
together, although prior [18F]FDG studies in DMD models show known indications of
late-life brain and cardiac degeneration/dysfunction, our data highlight the potential role
of inflammation in contributing to these metabolic deficiencies within dystrophin-deficient
mice. Further longitudinal multi-tracer studies on dystrophic animal models using both
[18F]FEPPA and [18F]FDG would greatly improve our understanding of the time course
and interaction of inflammation and glucose hypometabolism onset.

The increased in vivo [18F]FEPPA activity within the heart of our 8–10 weeks old MDX
mice correlated with increases in ex vivo histology. We suspect that the [18F]FEPPA uptake
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is localized to the activated macrophages present in the dystrophic myocardium, increasing
TSPO expression above baseline. Thus, making [18F]FEPPA a viable candidate for PET
imaging of cardiac inflammation. Although we acknowledge that TSPO is constitutively
expressed within cardiac tissue, the mRNA profile of TSPO typically remains at a steady
moderate state within normal healthy tissue [38,39]. Importantly, TSPO is found to be
overexpressed in inflammatory cardiac foci, seemingly being upregulated in activated
immune cells [40,41]. TSPO-PET has similarly been used as a marker of cardiac macrophage
infiltration in previous studies of myocarditis, and myocardial infarction [25,40]. As such, it
is suggested that these heightened [18F]FEPPA activities may indicate activated macrophage
presence within the murine dystrophic heart.

Our data, highlighting the presence of TSPO-bound ligands in MDX mice and the
histological evidence of M1-like (proinflammatory) and M2-like (reparative) macrophage
infiltration into the sites of dystrophin-related injury support this hypothesis [42–45]. In-
terestingly, these suspected elevations in inflammatory load are observed quite early at
8–10 weeks—when the mdx:utrn(+/−) model heart function is relatively stable. This agrees
with earlier reports that indicate a certain degree of inflammation, cellular necrosis, and
fibrosis within their myocardium at 10 weeks of age [45]. However, it should be noted that
one cardiac dystrophin-deficient murine study found a lack of macrophage infiltration into
cardiac tissue until 6 months of age—in contrast to our results [46]. This delayed inflamma-
tory onset might be due to the authors’ use of a comparatively less severe mdx model than
ours, as it is known to demonstrate minimal—if any—cardiac dysfunction [47,48]. Within
studies pertaining the same murine model—mdx:utrn(+/−)—evidence of ventricular dys-
function (i.e. impaired stroke volume, decreased ejection fraction, and elevated heart rate)
were observed far later at 10 months, compared to our observed onset of cardiac inflam-
mation at 8–10 weeks [49]. Thus, the present findings may indicate an early inflammatory
onset prior to the onset of cardiac symptoms. Considering that mdx:utrn(+/−) mice who
were started on an anti-inflammatory quercetin-enriched diet at 8 weeks old have compara-
tively minimal cardiac damage than those without, the early detection and intervention to
modulate cardiac inflammation may be vital in possibly attenuating downstream DMD
cardiac degenerative symptoms [50]. A more extensive explanation of this mechanism
is outside of the scope of this paper. However, a further longitudinal study pairing this
[18F]FEPPA PET protocol with an anatomical or morphological modality (such as MRI),
may be undertaken to better assess how this early inflammatory response may contribute
to dystrophic cardiac tissue pathology.

In vivo [18F]FEPPA SUV has been correlated with post-mortem pro-inflammatory
markers histologically in other neuroinflammatory or disease models, validating its use as
an analogue of activated microglia cells [51]. In this study, in vivo [18F]FEPPA signal within
the whole brain correlated with ex vivo TSPO immunofluorescence intensity, suggesting
the possible localization of activated microglia to the dystrophic neural tissue. To the best
of our knowledge, there are no other studies demonstrating the presence of immune cell
infiltration into the dystrophic brain. However, in support of our observations, heightened
levels of IL-1β and TNF-α have been found within mdx murine brains, who also displayed
cognitive impairment similar to those in DMD patients [22]. Recent literature has also
speculated that these specific cytokines may participate in the emergence of DMD cognitive
dysfunction symptoms by altering several features in synaptic transmission (see review
in Rae and O’Malley [52] and Stephenson et al. [53]. Considering that activated microglia
are known to upregulate TSPO expression and release pro-inflammatory cytokines (e.g.,
IL-1β, IL-6, TNF-α), it is possible that activated microglia may contribute to the dystrophic
brain’s impairment [25,54,55]. Additionally, the activated microglia may also predict
cognitive deterioration [56] as multiple studies regarding neurodegenerative diseases
(e.g., Alzheimer’s dementia) reported that the degree of neuroinflammation can predict
longitudinal cognitive decline [57]. While the underlying mechanism on how activated
microglia contributes to downstream neurodegeneration is still under debate, the early
observation of neuroinflammation within our study and the knowledge of late-onset
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cognitive decline within both older DMD patients (occurring at 30 years of age) [58] and
aged murine models (occurring at 18 months) [17,22] suggests a possible similar association.
As such, a future study using TSPO-PET to longitudinally assess neuroinflammation in
these MDX murine models—alongside cognitive testing—is suggested to better delineate
the relationship between early neuroinflammation and late-onset cognitive decline.

A possible explanation for this microglia activation within the brain may, in part, be
due to pro-inflammatory cytokines—which are abundant in DMD circulation—passing
through the “leaky” dystrophin-deficient blood-brain barrier (BBB) [59]. Within the brain,
dystrophin—specifically Dp71—is located in the perivascular end-feet of astrocytes, nor-
mally participating in the stabilization and regulation of molecules transporting through the
BBB [60]. In mdx mice, the reduction in Dp71 demonstrates severe alteration of endothelial
and glial cells, as well as a reduction in the expression of zonula occludens and Aquaporin-
4. As a result, mdx mice shows increased vascular permeability and by proxy, increased
BBB permeability [60–62]. Increased BBB permeability and IL-6 levels within the brain
were shown when systemic inflammation was induced by a peripheral lipopolysaccharide
injection to an Alzheimer’s APP transgenic mouse, resulting in more severe cognitive
symptoms [63]. Thus we speculate that the nature of this neural [18F]FEPPA uptake and
subsequent TSPO overexpression may be a result of a similar incidence. However, it should
be noted that within a study investigating the permeability of the BBB in mdx mice, CD4-,
CD8-, CD20- and CD68-positive cells were not histologically observed within the BBB
perivascular stroma [64]. These observations, while contrasting, do not conflict with our
findings as alternate passages of cytokines through the BBB has already been extensively in-
vestigated [65,66]. A possible source of systemic inflammation/pro-inflammatory cytokines
within our study include the dystrophin-deficient cardiac and skeletal muscles—which
as stated before are known to sustain critical damage upon sarcolemma contraction and
release pro-inflammatory cytokines into circulation. The concomitant cardiac and neural
TSPO-tracer uptake and our autoradiography and biodistribution results (i.e. trends to-
wards heightened binding across almost all tissue types) speaks to the systemic nature of
inflammation within a dystrophin-deficient disorder, while hinting its possible contribu-
tion to both downstream cardiac and neurodegeneration damage. It will be interesting to
investigate if the neuroinflammation observed in this murine model of DMD is widespread
across the whole brain, or specific to certain regions, especially in the hippocampus where
atrophy within this region has been linked to progressive cognitive impairment in mdx
mice [17]. Further PET/MRI studies linking [18F]FEPPA PET to regional MRI volumetry
and functional MRI network changes will help shed more light.

The strengths of our proposed protocol include: (1) the utility of non-invasive inflam-
mation imaging using second generation TSPO radioligand [18F]FEPPA, (2) the use of a
high-resolution (1.4–1.5 mm) small animal PET scanner capable of multi-organ/whole-body
image data acquisition, and (3) the showcase of tissue-specific dosimetry and molecular
colocalization capabilities via biodistribution and autoradiography respectively in a murine
model of DMD—allowing for the additional in vitro histopathological validation of our
in vivo imaging studies. While the pilot study demonstrated that our imaging approach
is well-tolerated and may not be burdensome for longitudinal studies across age groups,
the pilot study does have several limitations. Firstly, the study sample size (Appendix B)
is relatively small and uses a mixed sex murine cohort despite DMD being a X-linked
genetic disorder and thus, primarily appearing in only human male patients. While this is a
common notion in DMD pre-clinical literature since both sexes can express this phenotype
through mutations in their dystrophic and utrophin genes, there have been reports that
female patients and rodents express constitutively higher levels of TSPO in both cardiac
and neural tissue [48,67–69]. Due to low sample sizes, we could not account for these
potential sex differences with this study; however, a fair balance between sexes were used
(wild-type: 2 females, 4 males; MDX: 2 females, 2 males). This relatively small cohort could
underpower our sample size estimation since analysis of covariates such as sex differences
were not included in the sample size analysis. The use of male-only or female-only mice for
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the larger study could reduce the likelihood of underpowered studies. Consequently, fu-
ture studies using same-sex subjects are strongly recommended. Secondly, similar to other
TSPO-PET literature, [18F]FEPPA is unable to differentiate between macrophage/microglia
morphological states (i.e. pro-inflammatory and anti-inflammatory). Further studies includ-
ing in-depth histopathological analysis using H&E staining and immunohistochemistry
of dedicated inflammatory antibodies (CD68 or F4-80) co-localized to TSPO could reveal
contributions of pro-inflammatory macrophage and microglia phenotypes, as well as the
extent of inflammation in MDX heart and brain tissues. Lastly, while [18F]FEPPA is com-
monly used to assess activated microglia, it is difficult to discern the true sensitivity of this
tracer within DMD as TSPO is also present in astrocytes, pericytes, and endothelial cells,
among other structures within the brain at low levels and within injured cardiomyocytes.
During DMD, astrocytes may be activated due to a lack of functional dystrophin, as its
absence can precipitate a series of complex signaling cascades that leads to glutamate
toxicity in the CNS [70]. However, it should be noted that the percentage of cells expressing
TSPO are reported to be ~7 times higher for microglia than for astrocytes, as measured by
scRNA-seq—suggesting a preference for the TSPO radiotracer to bind to microglia [71].
Thus, it is suggested that further multi-tracer studies using both [18F]FEPPA and specific
PET tracers targeting solely activated macrophages or microglia such as triggering receptor
expressed on myeloid cells (TREM) can be used to further validate the use of [18F]FEPPA
as a multi-organ inflammation assessment tool in DMD [72].

4. Materials and Methods

The pilot study for protocol development of a larger scale study was conducted at
Lawson Health Research Institute at St. Joseph’s Health Care in London, Ontario, Canada.
All animal protocols were approved by the Animal Use Subcommittee at Western University,
London, Ontario, Canada and were conducted in accordance with guidelines set by the
Canadian Council on Animal Care (CCAC).

4.1. Study Population

Breeding pairs of wild-type and functional dystrophin-deficient mdx:utrn(+/−) (a
point mutation in dystrophin gene and a single utrophin allele lost) mice [73] were pur-
chased from Charles River and Jackson Laboratories (Bar Harbor, ME, USA). The C57BL/10
(Jax stock #000665) substrain widely used in immunological research were used as wild-
type while the mdx:utrn(+/−) mice were on a C57BL/10ScSnJ genetic background (Jax
stock #000476). The C57BL/10ScSnJ substrain are similar to C57BL/10 except for minor
known behavioural differences and a propensity for lower brain glutamic acid decarboxy-
lase [74,75]. However, there is no evidence that the C57BL/10ScSnJ strain have altered
inflammatory response and unlike the C57BL/c10, both strains are not known to have
the spontaneous Toll-like receptor 4 (Tlr4) deletion that could produce hyposensitivity
to microglia/macrophage [76]. Colonies were maintained under controlled conditions
(19–23 ◦C, 12-h light/dark cycles), and were allowed water and food ad libitum. Two sep-
arate groups of eight- to ten-week-old mice were used in this study where the in vivo
imaging (n = 4–6 mice/genotype) and ex vivo histology cohorts (n = 3 mice/genotype) are
the PET and immunohistochemistry (IHC) cohort, respectively.

4.2. PET Imaging Protocol

All PET mice were induced in a chamber with 3% oxygen-balanced isoflurane mixture
and then anesthetized with 1.5–2%; both mixtures were delivered at a constant rate of
1 L/min via a nose cone. After induction, these mice were imaged using a micro-PET
scanner (eXplore VISTA, GE Healthcare, Chicago, IL, USA; Inveon DPET, Siemens, Munich,
Germany). To assess whole-body inflammation accumulation, TSPO-targeted PET images
were obtained after [18F]FEPPA tracer injection. 30 s following the start of the scan, a dose
of approximately 20 MBq of prepared [18F]FEPPA in saline (approximately 5 μg/kg) was
administered via tail vein catheter for dynamic acquisition. Summarily, 60-min whole-
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body dynamic scans in list-mode were acquired using the Inveon system or the eXplore
VISTA scanner. Because of the limited field-of-view of the eXplore VISTA scanner not
fully encompassing the whole mice, dynamic imaging was performed from head-to-chest
followed by a 30-min full-body static scan. Injected dose did not exceed 0.3 mL to ensure
proper animal health conditions.

4.3. PET Image Analysis

For each mouse, the dynamic PET list mode data were reconstructed into the following
time frames: 12 × 10 s, 60 × 30 s, 5 × 60 s, 5 × 120 s, 8 × 300 s using ordered subset ex-
pectation maximization (OSEM, Shoham, Israel) algorithm with no scatter and attenuation
correction. Data were corrected to injected dose and decay corrected to start of PET scan
using in-house MATLAB v2019a scripts (Mathworks, Natick, MA, USA). Standardized
Uptake Values (SUV) were generated from PET data 30–60 min post-injection in PMOD
3.9 (PMOD Technologies, Zurich, Switzerland). Using manually drawn regions of interest
(ROI), mean SUV were calculated for the left ventricle, lung, and whole brain covering
3–4 slices spanning each whole organ. Left ventricle-to-heart ratio—used to offset lung
[18F]FEPPA activity and act as a correlative of cardiac events—was calculated from mean
SUV within each animal [77].

4.4. Biodistribution and Autoradiography

The mice were sacrificed immediately after imaging through 5% oxygen-balanced
isoflurane gas euthanasia followed by cervical dislocation. To preserve tissue anatomy,
the mice underwent whole animal perfusion fixation via an intracardiac infusion of 4%
paraformaldehyde (Sigma-Aldrich), and then phosphate-buffered saline (PBS) as directed
in Gage et al. [78] before the heart and brain were dissected. Each heart was bisected
twice—once transversely and once along the septum—and each brain were bisected along
the central sulcus to ensure that exactly half of each tissue was fixed in 10% Formalin or
frozen in Optimal Cutting Temperature solution (VWR) for biodistribution and autoradiog-
raphy use respectively. Biodistribution was conducted for the heart, brain, thoracic aorta,
diaphragm, gastrocnemius, soleus, tibialis anterior, large/small intestines, tibia/fibula,
kidney, liver, and lungs; each organ was weighed for quantitative estimation of gamma
counts from the 18F conjugate using the ORETC DSPEC50 Spectrometer. Radioactivity
obtained from different organs was calculated as the percentage of the injected dose per
gram of the tissue (%ID/g) and decay corrected to time of injection. Radioactivity was
standardized to the dose injected into each animal. For autoradiography, frozen tissue sam-
ples were cryosectioned into a thickness of 20 μm with a Leica Clinical Cryostat (CM1850,
Leica Biosystems, Wetzlar, Germany). Autoradiographic images of the heart, brain, thoracic
aorta, diaphragm, gastrocnemius, tibialis anterior, kidney and liver were acquired for 12 h
using a digital autoradiography system (BeaQuant AI4R, Nantes, France) fitted with a
positron holder.

4.5. Histology Tissue Preparation

To supplement data from acute imaging for immunohistochemistry and histopatho-
logical analysis, a cohort of 8–10-week-old mice were sacrificed through cervical dislocation
following CO2 gas euthanasia without PET imaging. The heart and brain were dissected
and fixed in 10% formalin for 24–48 h. These tissues were embedded in paraffin for im-
munohistochemistry and histopathology by the Molecular Pathology facility (Robarts
Research Institute, London, ON, Canada) and cut into 10 μm thick sections. Care was taken
to ensure that the tissues were embedded in the same orientation within each block.

4.6. Immunohistochemistry Protocol

Following a modified protocol based on Abcam standards, tissue sections were de-
paraffinized and rehydrated in a series of xylene and ethanol washes prior to heat-mediated
antigen retrieval in a citrate buffer for 30 min. Slides were then cooled slowly to room
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temperature, and Background Sniper (Biocare Medical, Concord, CA, USA) was applied
for 8 min to reduce nonspecific background staining. Sections were incubated overnight at
4 ◦C with either primary anti-PBR (1:200, Abcam), primary anti-α-SMA (1:500, Abcam),
or no antibodies—the latter acting as the positive and negative control. All antibodies
were diluted in 1% bovine serum albumin (BSA) PBS. Following thorough washing with
1 × PBS, Alexafluor IgG (Life Technologies, 1:500) secondary antibodies were used to visu-
alize the primary antibodies: anti-PBR sections were incubated with 594 Goat anti-rabbit
IgG, and anti-α-SMA sections with 488 Goat anti-mouse IgG for 2 h at room temperature.
For heart tissue, a solution of Cu2SO4•5H2O (10 mM copper sulfate, 50 mM ammonium
acetate buffer, pH 5.0) was applied thereafter to prevent red blood cell autofluorescence.
Additional 1 × PBS washes and an immersion in 0.1% Sudan Black B was performed to
quench autofluorescence in both heart and brain tissue sections. Lastly, ProLong Gold
anti-fade with DAPI (Life Technologies) was added to all sections to visualize the nuclei
and to mount the coverslips onto glass slides.

4.7. Microscopy and Image Analysis

Fluorescent images were acquired on an epifluorescence microscope (Nikon Eclipse
Ts2R) using NIS Elements Microscope Image Software. Non-overlapping fields of view at
60x magnification were taken for each tissue section (n = 5–10 images/slide). Quantitative
assessment of TSPO fluorescent signal in both wild-type and mdx:utrn(+/−) (henceforth
named MDX) mice —while minimizing image exposure and auto-fluorescence (i.e. back-
ground signal)—was performed using an in-house semi-automatic grey scale thresholding
protocol in ImageJ (LOCI, Madison, WI, USA) with FIJI package v2.0.0 [29].

4.8. Hematoxylin and Eosin (H&E) Staining

Routine H&E staining were applied on deparaffinized heart and brain tissue samples
cut to 5 μm slices to show the extent of inflammation and visualize changes in tissue
morphology. H&E stained images were captured using a Zeiss Axioskop Fluorescence
microscope (Carl Zeiss Jena GmbH, Jena, Germany) and nuclei counts were determined
using ImageJ [79].

4.9. Statistical Analysis

Analyses were performed using RStudio v1.0.136 (Boston, MA, USA) or SPSS 26 (IBM,
Armonk, NY, USA) software. Data results are expressed as mean ± standard error (SE).
Comparisons between groups were performed using Welch’s two-tailed t-test. No statistical
analyses were conducted on autoradiography and biodistribution data due to low sample
sizes. Negative biodistribution values for which measurement errors resulted in negative
tissue weights (i.e., stemming from weight of empty tube exceeding the weight of tube and
tissue) were removed from the data set. One-tailed Pearson correlation coefficients were
calculated between [18F]FEPPA left ventricle/whole brain uptake, and myocardium/neural
tissue histological TSPO fluorescence intensity using GraphPad Prism version 9.3.1 for
Windows (San Diego, CA, USA). Outliers were identified using the ROUT coefficient Q
method implemented in GraphPad Prism and excluded from the correlational analysis.
p-values of less than 0.05 were considered significant. Replicate numbers are indicated in
the figure legends.

4.10. Sample Size Estimation

The sample size for a larger scale study was estimated using the p-value method [80]
for two independent samples, as described in the equation below.

N =

[(
Zπ ± Z1−α

2

Z1− P
2

)]2

Nre f

50



Int. J. Mol. Sci. 2023, 24, 7522

where Zπ is the z-value from the standard normal distribution for power (π) of 80% = 0.84,
and Z1−α/2 is the z-value from the standard normal distribution for the two-sided signifi-
cance level (α) of 0.05 = 1.96, Z1−P/2 is the z-value from the standard normal distribution
for the p-value from the between group comparison performed using the Welsh’s two-
tailed t-test on the pilot study data. The between group comparison of the fluorescence
immunostaining of the heart slices was used, since it showed the least effect (minimum
detectable difference) compared to PET or autoradiography findings. Based on this, Z1−P/2
for the p-value of 0.025 = 2.24.

5. Conclusions

In general, this exploratory study suggested that dystrophin-deficient mice were as-
sociated with higher inflammatory [18F]FEPPA radiotracer binding, mirroring ex vivo
histological TSPO data within both their hearts and their brains, indicating a potential
presence of early-onset cardiac- and neuroinflammation. While preliminary, the results
highlight the feasibility for TSPO-PET imaging in the in vivo assessment of chronic inflam-
mation in several organs simultaneously, particularly within a dystrophic disease. A larger
longitudinal study across age groups (immature, mature, aged) and DMD disease severity
(normal, mild, moderate, severe) using our protocol in same-sex subjects will confirm
whether TSPO-PET can track multi-organ activated immune cells to better understand their
contribution to dysfunctional outcomes.
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Appendix A

 

Figure A1. Autoradiography images of the heart, brain, and multiple tissues excised from a repre-
sentative MDX and wild-type mice injected with [18F]FEPPA. LU = light units. MDX = dystrophin-
deficient mdx:utrn(+/−) mouse models.

Figure A2. Multi-organ Biodistribution of [18F]FEPPA within murine models. Data (±SE) shows
the differences in radiotracer uptake as across multiple tissues as the percentage of the injected dose
per gram of the tissue (%ID/g) of MDX (mdx:utrn(+/−)) (black bars; n = 4 mice) and age-matched
wild-type controls (white bars; n = 2 mice). No statistical analyses were conducted due to low
sample sizes.
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Figure A3. Quantified autoradiography of [18F]FEPPA activity in MDX and wild-type mice. Data
(±SE) depicts the log counts per second per millimetre squared area of [18F]FEPPA activity within
slices of heart, brain, thoracic aorta, diaphragm, skeletal muscles, kidney and liver for MDX (black
bars; n = 3 mice) and an age-matched wild-type control (white bars; n = 1 mouse). No statistical
analyses were conducted due to low sample sizes. MDX = dystrophin-deficient mdx:utrn(+/−)
mouse models.

Figure A4. Representative Hematoxylin and Eosin (H&E) stained images from heart and brain
tissue sections of an 8–10 week dystrophin-deficient mdx:utrn(+/−) mouse (MDX) and age-matched
C57bl/10 wild-type (WT) mouse. Heart tissue obtained from MDX mouse show infiltrate (black
arrows) within heart tissue and higher nuclei counts (mean (±SE)) in brain tissues. Heart image
filter chosen to highlight myocardial fibers. Images scale bar = 100 μm; one biological and 3 technical
replicates were used for the heart and one biological, and 6 technical replicates were used for the
brain. Significant difference (p < 0.05), indicated by *.
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Appendix B

Table A1. Sample size for the number of unique wild-type and MDX mice successfully completed for
each protocol cohort.

PET Biodistribution Autoradiography Immunohistochemistry H&E

Wild-type
C57Bl10 6 2 2 3 1

MDX
mdx:utrn(+/−)

4 4 1 3 1
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Abstract: IL(Interleukin)-4 is the main macrophage M2-type activator and induces an anti-inflammatory
phenotype called alternative activation. The IL-4 signaling pathway involves the activation of STAT
(Signal Transducer and Activator of Transcription)-6 and members of the MAPK (Mitogen-activated
protein kinase) family. In primary-bone-marrow-derived macrophages, we observed a strong ac-
tivation of JNK (Jun N-terminal kinase)-1 at early time points of IL-4 stimulation. Using selective
inhibitors and a knockout model, we explored the contribution of JNK-1 activation to macrophages’
response to IL-4. Our findings indicate that JNK-1 regulates the IL-4-mediated expression of genes
typically involved in alternative activation, such as Arginase 1 or Mannose receptor, but not others,
such as SOCS (suppressor of cytokine signaling) 1 or p21Waf−1 (cyclin dependent kinase inhibitor
1A). Interestingly, we have observed that after macrophages are stimulated with IL-4, JNK-1 has the
capacity to phosphorylate STAT-6 on serine but not on tyrosine. Chromatin immunoprecipitation
assays revealed that functional JNK-1 is required for the recruitment of co-activators such as CBP
(CREB-binding protein)/p300 on the promoter of Arginase 1 but not on p21Waf−1. Taken together, these
data demonstrate the critical role of STAT-6 serine phosphorylation by JNK-1 in distinct macrophage
responses to IL-4.

Keywords: monocytes/macrophages; chemokines; cytokines; kinases/phosphatases; inflammation

1. Introduction

Interleukin-4 (IL-4) is a cytokine with functional pleiotropy that plays an important
role in host defense in cells involved in innate (macrophages) and acquired immunity (T
and B lymphocytes) [1].

Macrophages play a critical role in the resolution of inflammation. During the initial
inflammatory reaction, macrophages, under the effects of Th (T helper) 1-type cytokines
such as IFN (Interferon)-γ, become pro-inflammatory and secrete a large number of harm-
ful molecules (e.g., NO (Nitric oxide), reactive oxygen species (ROS), enzymes, and im-
munomodulatory cytokines such as TNF (Tumor necrosis factor)-α). This process has
been named classical activation or the acquisition of an M1 phenotype [2]. During the
later stages of inflammation, macrophages become anti-inflammatory and constructive [3].
They are activated by Th2-type cytokines, such as IL-4, and through the degradation of
arginine they produce proline and polyamines, the latter of which serve to rebuild the
extracellular matrix. This process is known as alternative activation or the acquisition of an
M2 phenotype [4].

Upon ligand binding, IL-4 signals through a receptor comprising either the IL-4
receptor α (IL-4Rα) and CD132 (γc) chains (type I receptor) or IL-4Rα and IL-13Rα1 chains
(type II receptor) [1]. Both types of chains oligomerize and, subsequently, JAK (Janus
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kinase) -1 and -3 are activated, inducing the phosphorylation of the IL-4 receptor. This
process provides a docking site for STAT-6, which induces the phosphorylation of tyrosine
641 (Y641). This leads to its dimerization, translocation to the nucleus, and binding to
specific response elements on target genes [1]. In addition, previous data have revealed that
multiple serine residues are susceptible to phosphorylation on the STAT-6 transactivation
domain (TAD) [5,6].

Several publications have shown that MAPK family members were activated by IL-4.
Depending on the cell type, ERK (Extracellular signal-regulated kinase) in T cells [7,8],
p38 in B cells [9], and JNK in fibroblasts [10] have been involved in signal transduction
to this cytokine.

MAPKs are conserved serine/threonine kinases involved in the transduction of signal-
ing that regulate cell growth, differentiation, and apoptosis [11–13]. These kinases include
ERK-1 and -2, JNK-1 and -2, and p38. Through phosphorylation, MAPKs directly regulate
downstream targets, including protein kinases, cytoskeleton components, phospholipase
A2, and transcription factors or complexes, such as Ets (E-twenty-six)-1, Elk/TCF, and
AP-1 (activating protein-1). In turn, these transcription factors promote immediate early
gene expression.

In this study, we observed an early and strong activation of JNK-1 during macrophage
response to IL-4 as well as the weak and late activation of ERKs and p38. The inhibition
of JNK-1 activation resulted in the decreased expression of a number of genes typically
induced by IL-4, such as Arginase 1 or Mannose receptor, but not others, such as SOCS1 or
p21Waf−1. We have observed that STAT6 was phosphorylated at Y641 and serine. Tyrosine
phosphorylation is independent of JNK-1, while serine phosphorylation is dependent
on the aforementioned kinase. By using chromatin immunoprecipitation assays, STAT-6
and JNK-1 were detected in some promoters but not in others. This finding demon-
strates the critical role of the serine phosphorylation of STAT-6 by JNK-1 in macrophages’
response to IL-4.

2. Materials and Methods

2.1. Reagents

Recombinant IL-4 and M-CSF were purchased from R&D Systems. SP600125,
PD98059, and SB203580 were obtained from Calbiochem. Actinomycin D (Act D) and
5,6-dichlorobenzimidazole 1-β-D-ribofuranoside (DBR) were obtained from Sigma-Aldrich.
The following antibodies used were used: anti-ERK-1/2, anti-phospho-p38 (Thr180/Tyr182),
anti-JNK1, anti-STAT-6, phosphorylated anti-STAT-6 (Tyr 641), anti-phosphoserine, anti-
CBP/p300, and anti-β-actin (Supplementary Materials Table S1).

2.2. Cell Culture and Animal Models

Bone-marrow-derived macrophages (BMDMs) were obtained from 8-week-old C57BL/6
female mice (Charles River Laboratories, Wilmington, MA, USA), as described
previously [14]. Bone marrow cells were extracted from femora, tibia, and humerus.
The obtained cells were grown on plastic tissue culture dishes (150 mm) in DMEM (Cultek,
Madrid, Spain) containing 20% FCS (GIBCO, Thermo Fisher Scientific, Waltham, MA,
USA) and 20 ng/mL of recombinant M-CSF) (Thermo Fisher, Loughborough, England)
supplemented with 100 U/mL of penicillin and 100 μg/mL of streptomycin. In a humid-
ified atmosphere, cells were incubated at 37 ◦C with 5% CO2. After 7 days of culture,
a homogeneous population (99.34 ± 0.52% CD11b/CD18 and 98.41 ± 0.93% F4/80) of
adherent macrophages was obtained. BMDMs were left for 16 h in medium without M-CSF
to allow for synchronization of cell cycles prior to stimulation. Mice deficient in JNK-1
(JNK-1−/−) [15] were donated by Dr. R. A. Flavell (Yale University School of Medicine,
New Haven, CT, USA). The Animal Research Committee of the University of Barcelona
approved use of animals (number 2523).
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2.3. RNA Extraction, Reverse Transcription PCR, and qPCR

RNA extraction was achieved using a method previously described by our group [16].
To clone the reporter plasmids and perform PCR, total RNA from cells was purified
using the ReliaPrep RNA Miniprep System (Promega, Madison, WI, USA). To remove
contaminating DNA, RNA was treated with DNase (Roche, Basel, Switzerland). Us-
ing the Moloney murine leukemia virus (MMLV) reverse transcriptase, RNase H Minus
(Promega, Madison, WI, USA), RNA was retrotranscribed into cDNA according to the
manufacturer’s indications. Quantitative PCR (qPCR) was performed using the SYBR
Green Master Mix (Applied Biosystems, Waltham, MA, USA). To design the primers, we
used Primer3Plus (https://www.bioinformatics.nl/cgi-bin/primer3plus/primer3plus.cgi
(accessed on 12 June 2022). For each gene, water was used as negative control. When a
signal was detected in these negative controls (at 40 Ct), the primer pairs were replaced
with alternative ones. By making a standard curve from serially diluted cDNA samples, we
calculated the amplification efficiency for each pair of primers. We only used primer pairs
with an amplification efficiency of 100 ± 10%. Supplementary Material Table S2 provides
a list of the primers used (Sigma Aldrich, St. Louis, MO, USA). The ΔΔCt method [17]
was used to analyze the data. This was performed using the Biogazelle Qbase+ software.
Gene expression of the three housekeeping genes, namely, Hprt1, L14, and Sdha, was used
to normalize data to address the one-sample problem. The reference genes’ stability was
determined by establishing that their geNorm M value was inferior by 0.5 [18].

2.4. Protein Extraction and Western Blot Analysis

Protein extraction was accomplished as described in our previous work [19]. In
cold PBS, cells were washed twice and lysed on ice using lysis solution (1% Triton X-100,
10% glycerol, 50 mM HEPES at pH 7.5, 250 mM NaCl, 1 μg/mL aprotinin, 1 μg/mL of
leupeptin, 1 μg/mL of iodoacetamide, 1 mM PMSF, and 1 mM sodium orthovanadate).
Then, through centrifugation at 13,000× g for 8 min at 4 ◦C, we removed the insoluble
material. In Laemli SDS-loading buffer, cell lysates (50–100 μg) were boiled at 95 ◦C. Subse-
quently, cell lysates were separated by 10% SDS-PAGE. Then, proteins were transferred
electrophoretically to nitrocellulose membranes (Hybond-ECL, Amersham, England). Next,
for 1 h at room temperature, membranes were blocked in 5% dry milk in TBS-0.1% Tween
20 (TBS-T). When using the anti-phosphoserine antibody, we did not employ milk as a
blocking agent because milk casein is phosphorylated at several serine residues. Instead,
we used bovine serum albumin as recommended by the supplier (Abcam, Cambridge,
UK). Membranes were incubated with primary antibody overnight at 4 ◦C (Supplementary
Materials Table S1). Subsequently, membranes were washed three times in TBS-T. This
was followed by incubation with horseradish-peroxidase (HRP)-conjugated secondary
antibody for 1 h at room temperature. After three 5 min washes with TBS-T, chemilumines-
cence detection was performed (Amersham), and the membranes were exposed to X-ray
films (Amersham).

2.5. JNK Activity Assay

JNK activity was measured as previously described [20]. Nuclear extracts were ob-
tained from cells and then immune-precipitated with protein A-sepharose and anti-JNK-1
antibody. After five washes, the reaction was performed with 1 μg of cytosolic glutathione
S-transferases (GST)-c-jun (1-169) (MBL) as JNK substrate, 20 μM ATP and 1 μCi μ32P-ATP.
In Figure 6, protein A-sepharose and anti-STAT-6 antibodies immune-precipitate total pro-
tein extracts (150 μg) from macrophages. Subsequently, immune-precipitates were washed,
and used as substrate for JNK-1 instead of GST-c-jun. Then, SDS-PAGE electrophoresis was
performed, and the gel was exposed to Agfa X-ray films.

2.6. Chromatin Immunoprecipitation Assay

The ChIP assays were performed as described in our previous work [21,22]. BMDMs
were incubated with the recommended stimuli and time. Subsequently, 20 × 106 cells
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were cultured in a 150 mm plate and fixed in paraformaldehyde. After 10 min at room
temperature, to stop fixation, glycine (2 M) was added. After 5 min, the plates were washed,
and the cells were then scraped and recovered. The precipitate was washed in 1 mL of PBS,
Buffer I (10 mM HEPES at pH 6.5, 0.25% Triton X-100, 10 mM EDTA, and 0.5 mM EGTA),
and Buffer II (10 mM HEPES at pH 6.5, 20 mM NaCl, 1 mM EDTA, and 0.5 mM EGTA). A
protease inhibitor cocktail (1 mM PMSF, 1 mM iodoacetamide, 1 mM sodium orthovanadate,
10 μg/mL of aprotinin, and 1 μg/mL of leupeptin) was added before centrifugation to
Buffer I and Buffer II. A total of 300 μL of lysis buffer (1% SDS, 10 mM EDTA, 0.5 mM
Tris-HCl at pH 8.1, and the protease inhibitor cocktail) was added to the pellet of cells and
incubated at RT. Then, the samples were sonicated for 10 min in high mode (30” on/30” off)
using Bioruptor Twin (Diagenode; Liege, Belgium). The procedure was repeated 5 times.
Subsequently, to confirm a good degree of sonication of the samples (the DNA fragments
should have a size of 200 bp to 1200 bp), DNA agarose gel electrophoresis was performed.
The soluble chromatin was centrifuged at 16,000× g for 10 min and diluted to a final
volume of 1.1 mL in the following buffer (1% Triton X-100, 2 mM EDTA, 150 mM NaCl,
and 20 mM Tris-HCl at pH 8.1, and a protease inhibitor cocktail). For control or INPUT,
100 μL was separated and stored at 4 ◦C. To reduce the number of non-specific bindings,
the remaining sample was incubated overnight at 4 ◦C with 2 μg of sonicated salmon
sperm DNA (Amersham), 2.6 μg of non-specific IgGs (Sigma Aldrich, St. Louis, MO, USA),
and 20 μg of Magna ChIP protein A magnetic beads (Millipore, Burlington, MA, USA).
To remove the beads, the sample was centrifuged at 16,000× g for 10 s. Then, the sample
was diluted to a volume of 2 mL (1 mL of the specific precipitate and 1 mL of the control).
The two precipitates were incubated for 6 h with the same amount of either antibody
(phosphorylated anti-STAT-6 (Tyr 641) or anti-CBP/p300) or a non-specific IgG. Then, the
samples were incubated at 4 ◦C overnight with 20 μL of magnetic beads. The following day,
the samples were centrifuged (16,000× g for 10 s), and the beads were washed and incubated
for 10 min in 1 mL of TSE I (150 mM NaCl, 0.1% SDS, 1% Triton X-100, 2 mM EDTA, and
20 mM Tris HCl at pH 8.1); in 1 mL of TSE II (500 mM NaCl, 0.1% SDS, 1% Triton X-100,
2 mM EDTA, and 20 mM Tris HCl at pH 8.1); and finally in 1 mL of Buffer III (0.25 M LiCl,
1% NP-40, 1% w/v deoxycholate, 1 mM EDTA, and 10 mM Tris HCl at pH 8.1). After these
washes, the beads were cleaned with 1 mL of PBS (4 ◦C), and the immune precipitates were
eluted with 300 μL of the following solution (0.1 M NaHCO3 and 1% SDS). The elution was
performed in three steps. First, the beads were incubated for 20 min in 100 μL of the elution
solution. Subsequently, the samples were centrifuged at 16,000× g for 10 s. The resulting
supernatant was recovered in a 1.5 mL Eppendorf tube. This procedure was repeated
two more times and a final volume of 300 μL was obtained. Before DNA purification, a
“reverse crosslinking” step was required, wherein the samples (non-specific and immune
precipitates) and INPUTs were incubated overnight at 65 ◦C. The following day, the QIAquick
PCR Purification Kit (Qiagen, Hilden, Germany) was used to purify the DNA of the samples.
The final elution volume was 30 μL. These samples were analyzed by qPCR using the primers
of the Arginase 1 promoter: forward, 5′-GCATTGTTCAGACTTCCTTATGCTT-3′; reverse,
5′-TGTTGGCTAATACAGCCTG-TTCAT-3′ [23]. For the control, we used a non-promoter region
of an unrelated gene, the 36B4 gene encoding a ribosomal protein. The following primers were
used: 5′-AGATGCAGCAGATCCGCAT-3′ and 5′-GTTCTTGCCCATCAGCACC-3′. Primers
used for PCR amplification of the p21Waf−1 promoter were 5′-TTAACGCGCGCCGGTTCTA-3′
and 5′-AGCGCATTGCTACGGGGAA-3′ [24,25].

To obtain the final results, we performed two normalization steps. The first step
involved the specific INPUTs and the second one involved the results obtained from the
analysis of the 36B4 gene encoding a ribosomal protein, which was located outside the
promoter region of Arginase 1 or p21Waf−1.

2.7. Statistical Analysis

Data were analyzed using the Student’s t-test. Statistical analysis was performed with
the GraphPad Prism 9.1 software.
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3. Results

3.1. IL-4 Induces Early and Short Activation of JNK-1 but Not of ERK or p38

A number of publications have shown that depending on the cell type, ERK in
T cells [7], p38 in B cells [26], and JNK in fibroblasts [27] are involved in signal trans-
duction to IL-4. Based on these findings, we addressed whether MAPK activation is
involved in the IL-4-mediated alternative activation of bone-marrow-derived macrophages.
For this purpose, primary macrophages obtained from murine bone marrow were deprived
of their specific growth factor (M-CSF) for 18 h to minimize MAPK activity; then, they were
stimulated with IL-4 for the indicated periods of time (Figure 1). The activity of JNK-1,
reported as glutathione S-transferase (GST)-c-jun, was strongly induced after 5 min of IL-4
treatment and was maintained for only 15 min (Figure 1A), thereby suggesting that JNK-1
participates in the alternative activation of macrophages. The activity of JNK-2 was also
measured but was undetectable in in vitro kinase assays (data not shown). In contrast to
JNK-1, the Western blot analysis of both phospho-ERK-1/2 and phospho-p38 revealed no
activation at early stages but a significant induction of both kinases after 60 min of IL-4
stimulation (Figure 1B,C).

Figure 1. Effects of IL-4 on MAPK activation. Bone-marrow-derived macrophages were cultured for
6 days in the presence of M-CSF. Then, to render the cells quiescent, they were deprived of M-CSF for
18 h. At this point, IL-4 (10 ng/mL) or M-CSF (10 ng/mL) was added for the indicated periods of
time. (A) JNK-1 activity was studied after immunoprecipitation and then an in vitro kinase assay was
performed on recombinant c-Jun. An immunoblot for JNK-1 was performed in parallel as a loading
control for the kinase assay. (B,C) Activation of MAPK ERK-1/2 and the phosphorylated form of p38
were analyzed via Western blot using the corresponding antibodies. In parallel, as a loading control,
an immunoblot for β-actin was performed. Images on the right depict quantification by densitometry
of 3 independent experiments. The results are shown as the mean ± SD. ** p < 0.01 and *** p < 0.001
in relation to the corresponding treatments with IL-4 after all the independent experiments had been
compared. Data were analyzed using Student’s t-test.
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To determine whether there is a negative feedback mechanism induced by IL-4 to
regulate MAPK activity, we analyzed the expression of MAPK phosphatases (MKP) 1,
2, and 5 as well as PAC1 and CPG 21. In contrast to M-CSF, which activates MAPKs
and induces the expression of several members of the MKP family, IL-4 was only able to
induce the expression of MKP-2 and, very transiently, MKP-5 (Figure 2). These results
show a correlation between the dephosphorylation state of JNK and the induction of some
specific MKPs [28,29].

Figure 2. Effects of IL-4 on MKP expression. Macrophages were treated with M-CSF (control) or IL-4
for the indicated periods of time. MKP expression was analyzed by qPCR. The results are shown as
the mean ± SD of 3 independent experiments. * p < 0.05, ** p < 0.01, and *** p < 0.001 in relation to
the corresponding treatments after all the independent experiments had been compared. Data were
analyzed using Student’s t-test.

3.2. IL-4-Induced JNK-1 Activation Contributes to the Regulation of Selective Genes

Next, we evaluated the involvement of JNK-1 in the alternative activation of macrophages
mediated by IL-4. For this objective, we analyzed the expression levels of several genes,
including Arginase 1, chemokines such as CCL22 (a macrophage-derived chemokine) and
CCL24 (eotaxin-2), the cytokine IL-10, the Mannose Receptor, the scavenger receptor CD163,
the suppressor of cytokine signaling (SOCS)-1, and the regulators of the cell cycle p21Waf−1

and c-myc. In previous studies [30], we determined the time course of the induction of
these genes by IL-4. Most were induced at high levels within 3 h after IL-4 treatment and
maximal induction was detected after 6 h. The expression of c-myc and SOCS1, in contrast
to the other genes, was detected early, namely, within the first 1 to 3 h after treatment.
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To determine the role of JNK-1 in IL-4-induced gene expression, we used the selective
inhibitor SP600125 and the JNK-1 knockout mouse model. Previous studies conducted
by our group demonstrated that the dose of SP600125 used in the macrophages in this
study blocks JNK activity without inducing cellular toxicity [31]. Surprisingly, the in-
hibition of JNK with SP600125 resulted in the efficient blockage of the expression of a
subset of genes, including Arginase 1, Mannose Receptor, CD163, and c-myc; the chemokines
CCL22 and CCL24; and the cytokine IL-10 (Figure 3A), whereas the expression of SOCS1
or p21Waf−1 was not significantly reduced (Figure 3B), thereby suggesting that the link
between JNK-1 and IL-4 responses may be promoter-dependent. We also performed similar
experiments using SB203580 to inhibit p38 and PD98059 to block MEK and, therefore,
ERK-1/2 activity; however, none of these inhibitors significantly reduced the expression of
the genes tested (Supplementary Materials Figure S1). To confirm the role of JNK-1, we
also used macrophages from JNK1−/− mice. In these cells, the expression of Arginase 1,
CCL22, CCL24, and c-myc was drastically downregulated (Figure 4A). However, the levels
of SOCS1 or p21Waf−1 were not affected (Figure 4B).

Figure 3. (A,B) Different effects of JNK-1 on IL-4-induced gene expression. Macrophages were
pre-incubated for 1 h with the JNK inhibitor SP600125 (5 μM) or vehicle (DMSO) as a control. The
cells were then stimulated for 6 h with IL-4 except when gene expression of SOCS1 (3 h) and c-myc
and p21Waf1 (1 h) were analyzed by qPCR. The results are shown as the mean ± SD of 3 independent
experiments. * p < 0.05, ** p < 0.01, and *** p < 0.001 in relation to the corresponding treatments after
all the independent experiments had been compared. Data were analyzed using Student’s t-test.
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Figure 4. (A,B) Different effects of JNK-1 on IL-4-induced gene expression. Macrophages derived
from WT or JNK-1-deficient mice (JNK-1−/−) were stimulated with IL-4 for 6h except when the gene
expression of SOCS1 (3 h), p21Waf−1 (1 h), and c-Myc (1 h) was analyzed by qPCR. Control cells
from each genotype were left untreated. The results are shown as the mean ± SD of 3 independent
experiments. *p < 0.05, ** p < 0.01, and *** p < 0.001 in relation to the corresponding treatments after
all the independent experiments had been compared. Data were analyzed using Student’s t-test.

3.3. JNK-1 Does Not Affect mRNA Stability

Previous studies reported that MAPKs perform posttranscriptional regulation by af-
fecting the stability of specific mRNAs [31,32]. Therefore, we tested whether the effects ob-
served on the expression levels of the genes studied herein were due to the JNK-dependent
modulation of their mRNA stability. We first induced the expression of IL-4-regulated
genes and then blocked further mRNA synthesis by using a cocktail of Actinomycin D and
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5,6-dichlorobenzimidazole 1-β-D-ribofuranoside (DBR) [33], at a concentration sufficient to
block all further RNA synthesis, as determined by [3H]UTP incorporation [34]. We then
measured the remaining mRNA for each gene after different periods of time. To normalize
the results of each time point, for each treatment, we set the level of expression at 100%
in the absence of an inhibitor. We did not detect any significant variation in the mRNA
stability of the genes when the cells were pretreated for 1 h with the JNK inhibitor SP600125
before the addition of IL-4 (Figure 5). This observation suggests that JNK-1 affects the
expression of these genes at the transcriptional level rather than their mRNA stability.

Figure 5. Effects of JNK-1 on the mRNA stability of IL-4-induced genes. Macrophages were pre-
incubated with SP600125 for 1 h; then, IL-4 was added, and incubation proceeded for 6 h. At this
point, a combination of the RNA synthesis inhibitors 5,6-dichlorobenzimidazole 1-β-D-ribofuranoside
(DRB) (20 μg/mL) and actinomycin D (Act D) (5 μg/mL) was added for the indicated periods of time.
The levels of gene expression were evaluated using qPCR. To evaluate the rate of mRNA degradation,
the mRNA remaining after treatment with inhibitors of RNA synthesis was calculated as a percentage
of the expression of the gene in the cells stimulated with IL-4 (+/− SP600125) in the absence of RNA
synthesis inhibitors. These experiments were performed three times, and the results from the mean
are shown. Data were analyzed using Student’s t-test, and no significant differences were found.

3.4. JNK-1 Phosphorylates STAT-6 on Serine Residues without Affecting Its Binding to DNA

STAT-6 must be phosphorylated on Y641 to induce its dimerization, translocation to
the nucleus, and binding to target genes [1]. To determine the degree of phosphorylation
on Y641, we checked whether the activity of JNK-1 toward STAT-6 interfered with the
JAK-mediated tyrosine phosphorylation of STAT-6. For this purpose, we stimulated cells
with IL-4 for 15 min in the presence or absence of the JNK-1 inhibitor SP600125. Having
stimulated the cells, we immunoprecipitated STAT-6 and performed an immune-blotting
assay against STAT6 phosphorylated on Y641. No variations were observed in the phos-
phorylation of STAT-6 on tyrosines (Figure 6A). The DNA-binding capacity of STAT-6 was
tested through chromatin immunoprecipitation assays using the promoter of Arginase 1.
As described previously [35,36], STAT-6 bonded to the Arginase 1 promoter (Figure 6B). No
impaired binding of STAT-6 was observed when JNK-1 was inhibited in the IL-4-stimulated

67



Cells 2023, 12, 1127

cells (Figure 6B). These data demonstrate that Y641 phosphorylation is not mediated by
JNK; therefore, this kinase could be involved in another phosphorylation process.

Figure 6. JNK-1 phosphorylates STAT-6 on serine without affecting its capacity to bind DNA. For A
to C, macrophages were pretreated with the JNK inhibitor SP600125 (SP) for 1 h and then stimulated
with IL-4 for 15 min. (A) Phosphorylation of STAT-6 (Y641) was analyzed by immunoprecipitation of
STAT-6 and then via immunoblotting with an antibody, namely, either anti-phospho-Stat6 (Y641) or
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anti-STAT-6. (B) Chromatin immunoprecipitation assay (CHIP) was performed using the antibodies
indicated. The presence of STAT6 Y641P in the Arginase 1 promoter was evaluated using qPCR
and normalized with the level of expression of a 36B4 exon and the inputs of each sample as
a loading control. (C) Phosphorylation of STAT-6 on serine was analyzed by immunoprecipitat-
ing STAT-6 and then via immunoblotting with an antibody against phospho-serine or anti-STAT6.
(D) Quiescent macrophages were stimulated with IL-4 for 15 min to reach maximum JNK-1 activity
and then total protein extraction was performed. STAT-6 from quiescent macrophages (to avoid
any basal kinase activity on STAT) was immunoprecipitated (150 μg of total protein extracts) and
used as substrate in an in vitro kinase assay for JNK-1. As control for immunoprecipitation, IgG
was used. An immunoblot for JNK1 was performed in parallel as a load control for the kinase assay.
(E) An experiment similar to (D) but in which macrophages derived from WT or JNK-1 deficient
mice (JNK-1−/−) were used. As a control for charge, a sample of total protein extracts was used
for immunoblotting with an antibody (anti-STAT6). The results are shown as the mean ± SD of
3 independent experiments. * p < 0.05, ** p < 0.01, and **** p < 0.0001 in relation to the corresponding
treatments after all the independent experiments had been compared. Data were analyzed using
Student’s t-test.

Regarding STAT6′s activation, it has recently been described that in addition to Y641,
STAT6 requires the phosphorylation of S407, which is located in the DBD (DNA-binding
domain) [37]. Therefore, we examined whether STAT-6 is a substrate for JNK-1. Due to the
lack of commercial antibodies that can detect STAT-6 phosphorylated on specific serines, we
tested whether JNK-1 could phosphorylate STAT-6 on serine. For this purpose, we immuno-
precipitated STAT-6 from IL-4-stimulated cells in the presence or absence of SP600125 and
immunoblotted it with an anti-phophoserine antibody. The STAT-6 from cells induced with
IL-4 showed strong phosphorylation on serine (Figure 6C). Interestingly, in cells treated
with both IL-4 and SP600215, we did not detect any serine phosphorylation on STAT-6. This
observation suggests that JNK is responsible for this phosphorylation. Moreover, to confirm
these data, we immunoprecipitated STAT-6 from quiescent macrophages and used it as
substrate in a JNK-1 kinase assay (Figure 6D). Based on the time course of JNK activation
(Figure 1A), JNK-1 was immunoprecipitated from cells stimulated with IL-4 for 15 min.
In the cells treated with IL-4, phosphorylated STAT-6 co-immunoprecipitated with JNK.
Treatment with SP600125 reduced this effect (Figure 6D), which was more evident when
we used the JNK-1−/− cells (Figure 6E). So far, all these data suggest that although JNK-1
mediates the serine phosphorylation of STAT-6, it does not modify the phosphorylation of
STAT-6 on tyrosine or its capacity to bind DNA.

3.5. JNK-1 Is Required for Promoting the Recruitment of CBP/p300 to the Arginase 1 Promoter

The phosphorylation of serine 727 of STAT-1 is responsible for the recruitment of
cofactors at the promoter level [38]. IL-4 induces the phosphorylation of the IL-4α receptor,
which recruits JAK and STAT6 for phosphorylation. Phosphorylated STAT6 triggers the
formation of dimers and, subsequently, the translocation of dimerized STAT6 into the
nucleus for transcriptional regulation after the recruitment of coactivators to the transcrip-
tosome, such as CBP/p300 or the nuclear receptor coactivator 3 (NCOA3) [39,40]. Since the
interaction between JNK-1 and STAT-6 resulted in the serine phosphorylation of STAT-6,
we evaluated whether this interaction could also be a mechanism for cofactor recruitment.
For this purpose, we performed chromatin immunoprecipitation assays.

First, we tested whether CBP/p300 binds to the Arginase 1 promoter in our macrophage
model, as described before in other types of cells [41,42]. We stimulated quiescent macrophages
with IL-4 for 15 min. Using chromatin immunoprecipitation assays, we observed that the
treatment with IL-4 induced the binding of CBP/p300 to the Arginase 1 promoter, which
was reversed by SP600125 (Figure 7A). To confirm these results, we used the JNK-1−/−
model. We stimulated the cells with IL-4 for 15 min and performed chromatin immunopre-
cipitation assays. In JNK-1−/− cells, after stimulation with IL-4, no increase in the binding
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of CBP/p300 to the Arginase 1 promoter was observed (Figure 7B). Moreover, we also
examined the recruitment of CBP/p300 in the promoter of p21Waf−1, whose expression is
not inhibited in the absence of JNK-1 (Figure 3). In this case, we still detected the binding
of CBP/p300 in the JNK-1−/− cells treated with IL-4 (Figure 7B). These data suggest that
JNK-1 activity is required for the recruitment of cofactors in some IL-4-induced genes.

Figure 7. JNK-1 activity is required for the binding of the cofactor CBP/p300 to the Arginase 1
promoter in response to IL-4 but not to the p21Waf−1 promoter. Quiescent macrophages were treated
with IL-4 for 15 min. In A, the cells were pretreated for 1 h with the JNK inhibitor SP600125 (SP)
or the vehicle (DMSO) before the addition of IL-4. (A,B) Chromatin immunoprecipitation assay
was performed with the antibodies indicated. The expression of the promoters was evaluated by
quantitative PCR and normalized with the level of expression of a 36B4 exon and the inputs of
each sample as a control for loading. The results are shown as the mean ± SD of 3 independent
experiments. ** p < 0.01, and *** p < 0.001 in relation to the corresponding treatments after all the
independent experiments had been compared. Data were analyzed using Student’s t-test.
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4. Discussion

The involvement of MAPKs in the cell-type-dependent-signaling of IL-4 by ERK in
T cells [7], p38 in B cells [26], and JNK in fibroblasts [27] has been previously documented.
In our study, we determined the activation of MAPKs in macrophages activated by IL-4
and how JNK regulates the macrophage response to this cytokine. We did not explore
the upstream regulators of JNK-1 in response to IL-4. However, we found that STAT-6, a
critical mediator of IL-4 signaling, is phosphorylated at tyrosine 641, which occurs through
the action of the kinase JNK-1 in serine. Due to a lack of commercially available reagents,
we were unable to determine the exact serine phosphorylation site on STAT-6. However,
although the activation of JNK-1 is required for the maximal expression of several genes, it
is not necessary for STAT-6 translocation to the nucleus and DNA binding. The cross-talk
between STAT-6 and JNK-1 provides a mechanistic link through which cytokine signaling
can be modulated.

In our studies, the involvement of JNK-1 appears to play a critical role in the regulation
of the expression of several genes induced by IL-4, as demonstrated by the relatively broad
effects of the JNK-1 inhibitor SP600125. The effect of some MAPKs, such as p38 in IFN-γ-
inducible genes, has been associated with the regulation of mRNA stability [31,43]. Using
synthetic blockers of RNA synthesis, we have demonstrated that this is not the case for the
effects of JNK-1 on the IL-4-dependent genes studied herein. Therefore, these observations
suggest that during the macrophage response to IL-4, JNK-1 serves to modulate transcrip-
tional events and enhance the expression of selective targets. Studies in STAT-6-deficient
mice [44,45] showed that STAT-6 is involved in a highly confined manner in the signaling
carried out by IL-4, playing a critical role in generating many of the responses induced by
IL-4. However, whereas IL-4-induced differentiation appears to be largely dependent on
STAT-6, IL-4-induced proliferation and survival have been shown to be at least partially
independent of STAT-6 [44,45]. This finding suggests that IL-4 uses additional pathways
other than STAT-6 to regulate gene expression. This does not seem to be the case here, as
the genes whose regulation is affected by JNK-1 depend only on STAT-6 activation [30].

Our results confirm and extend the previous observations of Haoa et al. [46], showing
the involvement of JNK signaling in IL-4. However, these authors used the two cell lines
RAW264.7 and THP-1 as a cellular model of macrophages, while we used primary cultures
of macrophages. In addition, we showed the critical role of the serine phosphorylation
of STAT6 in the transactivation of several genes. Finally, we confirmed our previous
observations showing that gene induction by IL-4 does not have a common signaling
mechanism. Thus, as we reported previously, the deacetylation of C/EBPβ inhibited the
IL-4-induced expression of Arginase-1, Fizz1, and Mannose receptor, while in other genes,
such as Ym1, Mgl1, and Mgl2, expression was not affected [47].

One question that remains to be resolved is the location of the phosphorylated serine
in STAT-6. In the literature, the IL-4-induced serine phosphorylation of STAT-6 is a highly
controversial topic whose conclusions greatly depend on the experimental conditions and,
in particular, the cell type used. Using Ramos cells (a B cell originating from Burkitt’s
lymphoma), Pesu et al. [48] showed that IL-4-induced transcription requires the serine
phosphorylation of STAT-6. In HeLa cells (a human cell derived from adenocarcinoma),
Shirakawa et al. [49] demonstrated that the cytokine IL-1 mediated by JNK induces STAT-6
phosphorylation at serine 707. This phosphorylation decreases the DNA-binding ability of
IL-4-stimulated STAT6, which has been reported to be a mechanism controlling the balance
between IL-1 and IL-4 signals.

Recently, using multiple human cell lines of fibroblasts, the activation of STAT6 has
been shown to be critical in antiviral innate immunity [37]. In this case, the phosphorylation
of serine 407 located in the DNA-binding region plays a determining role. However, studies
of the structural basis for DNA recognition by STAT6 show that the residue S407 is not
likely to be accessible for phosphorylation by any kinase in the conformations of the protein
observed in the crystal structures where STAT-6 is bound to DNA [50]. This controversy
intensified when the same authors used luciferase-reporter-based assays to show that the
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S407 mutation nullifies the IL-4 response [50]. In fact, a large number of proteins, including
CBP/P300, CD28, C/EBPβ, Detergent-sensitive factor, Ets-1, glucocorticoid receptor (GR),
IFNαRI, IL-4Rα, IRF4, LITAF, NF-kB, p100, PU.1, SRC-1, and STAT-2, have been reported
to interact with STAT-6 [51], and the binding of some of these proteins may undergo
conformational changes to STAT-6 that render S407 capable of being phosphorylated.

The mechanism of JNK-1-enhanced gene expression remains elusive. However, we
have demonstrated that the binding of CBP/p300 to the Arginase 1 promoter was in-
creased in the presence of JNK-1. It has been described that CBP/p300 must be serine-
phosphorylated to act as a co-activator [52,53], and in some studies, this phosphorylation
was carried out by members of the MAPK family [54]. It has been proposed that STAT-6 is
acetylated by CBP/p300 [55]. The acetylation of STAT-6 was shown to be required for the
STAT-6-mediated activation of expression [55,56].

The binding of STAT-6 to DNA alone is not normally sufficient to stimulate a specific
locus. The initiation of transcription requires the interplay of STAT-6 with the basic tran-
scription machinery, which is dependent on different groups of transcriptional co-regulatory
proteins. STAT-6 interacts with co-factors through its transactivation domain [57]. Although
a direct physical interaction between STAT-6 and CBP/p300 has been demonstrated in some
studies, the binding relies on the adaptor protein p100 [58]. p100 is another co-activator pro-
tein that recruits histone acetyltransferase activity to STAT6 and enhances STAT-6-mediated
transcriptional activation and gene expression [59]. CBP/p300 binds to the p300/CBP
co-integrating protein (p/CIP), also known as the nuclear receptor co-activator-3 (NCoA-3),
thereby recruiting it into the STAT-6 transcriptional activation complex [40]. p/CIP belongs
to the family of p160/SRC co-activator proteins and was found to be a positive regulator of
transcriptional activation by STAT-6. A member of the p160/SRC family, SRC-1 (NCoA-1),
was found to be crucial for activation by STAT-6. Unlike p/CIP, SRC-1 interacts directly
with STAT-6. Finally, a collaborator of STAT-6 (CoaSt6)-associated Poly(ADP-ribose) poly-
merase activity has been shown to modulate STAT-6-dependent gene transcription [60]. On
the basis of our results, we have demonstrated that JNK-1, a signal transduction molecule,
is required to initiate the activation of some genes by IL-4.

5. Conclusions

In macrophages, after the interaction of IL-4 with its receptor, the phosphorylation of
the STAT-6 molecule is induced in tyrosine 641, leading to its dimerization and translocation
to the nucleus. For the induction of certain genes, such as Arginase 1 or the Mannose receptor,
the activation of JNK-1 and the phosphorylation of STAT-6 in serines are also required.
Similarly, JNK-1 activation is necessary to recruit co-activators such as CREB-binding
protein (CBP)/p300 to the promoters of these genes. However, for other genes, such as
p21waf1 or SOCS1, STAT-6 does not require serine phosphorylation nor the recruitment of
co-activators. In conclusion, the transcription machinery induced by IL-4 is not the same
for all genes.
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Abstract: The COVID-19 pandemic was triggered by the coronavirus SARS-CoV-2, whose peak
occurred in the years 2020 and 2021. The main target of this virus is the lung, and the infection is
associated with an accentuated inflammatory process involving mainly the innate arm of the immune
system. Here, we described the induction of a pulmonary inflammatory process triggered by the
intranasal (IN) instillation of UV-inactivated SARS-CoV-2 in C57BL/6 female mice, and then the
evaluation of the ability of vitamin D (VitD) to control this process. The assays used to estimate the
severity of lung involvement included the total and differential number of cells in the bronchoalveolar
lavage fluid (BALF), histopathological analysis, quantification of T cell subsets, and inflammatory
mediators by RT-PCR, cytokine quantification in lung homogenates, and flow cytometric analysis
of cells recovered from lung parenchyma. The IN instillation of inactivated SARS-CoV-2 triggered
a pulmonary inflammatory process, consisting of various cell types and mediators, resembling
the typical inflammation found in transgenic mice infected with SARS-CoV-2. This inflammatory
process was significantly decreased by the IN delivery of VitD, but not by its IP administration,
suggesting that this hormone could have a therapeutic potential in COVID-19 if locally applied. To
our knowledge, the local delivery of VitD to downmodulate lung inflammation in COVID-19 is an
original proposition.

Keywords: SARS-CoV-2; COVID-19; lung; inflammation; mice; vitamin D

1. Introduction

SARS-CoV-2, a newly identified β-coronavirus, is the causative agent of the pandemic
respiratory pathology known as COVID-19, whose peak occurred in 2020 and 2021. Even
though most affected individuals are asymptomatic or develop mild symptoms, a minor
proportion evolves towards a severe pathology. A plethora of factors related to the host,
the environment, and the virus itself can affect the disease outcome [1]. Although the
lung is considered the primary target of SARS-CoV-2, the virus can spread to many other
organs such as the kidneys, intestine, liver, pancreas, spleen, muscles, and the nervous
system [2,3]. Pulmonary manifestations vary from asymptomatic or mild pneumonia
to a severe disease accompanied by hypoxia, shock, respiratory failure, and multiorgan
deterioration or death [4]. The complexity of SARS-CoV-2 infection includes its aggravation
by other comorbidities as hypertension, diabetes, and cardiovascular diseases [5] and
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by the adverse outcomes that may manifest after an acute illness and that are known as
long COVID. In addition, there are emerging data on an extensive spectrum of sequelae
associated with long COVID, mainly characterized by cardiovascular, pulmonary, and
neuropsychiatric manifestations [6].

It is well established that the innate immune system works as the first line of response
against pathogens, including SARS-CoV-2. This initial response is intended to limit viral
infection and to promote the development of adaptive immunity. Pathogens, danger and
damage-derived signals are detected by pattern-recognition receptors (PRRs) present in
the surface, cytosol, or nucleus of epithelial cells, macrophages, monocytes, dendritic cells
(DCs), neutrophils, and innate lymphoid cells (ILCs), which recognize PAMPs (pathogen-
associated molecular patterns) and DAMPs (danger-associated molecular patterns). Several
PRRs are able to mediate signaling pathways in response to an interaction with SARS-CoV-2
or to the products resulting from the viral infection, including Toll-like receptors (TLRs),
retinoic acid-inducible gene-I-like receptors (RLRs), and nucleotide-binding oligomeriza-
tion domain (NOD)-like receptors (NLRs). A detailed description of this interaction was
recently published [7]. A growing body of clinical data have suggested that COVID-19
severity is mostly determined by inflammation and the associated cytokine storm [8,9].
The use of appropriate animal models allows a better understanding of infection and
pathogenesis triggered by SARS-CoV-2. Most of the experimental in vivo studies have been
conducted using macaques, cats, ferrets, hamsters, and mice, with hamsters and genetically
modified mice being widely employed. Recently, it has been demonstrated that hamsters
inoculated with SARS-CoV-2 by the intranasal (IN) route developed a viral pneumonia
and systemic illness, showing histological evidence of lung injury, increased pulmonary
permeability, acute inflammation, and hypoxemia [10].

Many of the findings described in mice are consistent with severe COVID-19 in pa-
tients. For example, the IN inoculation of SARS-CoV-2 in transgenic mice expressing the
ACE2 receptor driven by cytokeratin-18 resulted in high virus levels in the lungs. An accen-
tuated deterioration in the pulmonary function, which coincided with a local infiltration
of monocytes, neutrophils, and activated T cells, was identified a few days later. Such
inflammatory infiltrate displayed an impressive up-regulation of innate immunity markers,
characterized by signatures of type I and II IFN and leukocyte activation pathways [11].
Standard laboratory mice strains and non-infectious virus components have also been used
to establish models of lung inflammation. For instance, the intratracheal inoculation of
SARS-CoV-2 N protein in C57BL/6, C3H/HeJ, and C3H/HeN mice induces an acute lung
injury associated with inflammation through NF-kB activation [12]. Recently, a model of
pulmonary inflammation induced by the lung coadministration of aerosolized SARS-CoV-2
spike (S) protein together with bacterial lipopolysaccharide (LPS) in C57BL/6 mice has also
been described [13]. In particular, this procedure significantly increased the NF-kB activa-
tion, the number of inflammatory macrophages and polymorphonuclear cells (PMNs) in
the BALF, and also triggered pathognomonic changes in the lungs. BALF analysis revealed
an increased level of inflammatory cytokines and chemokines resembling a cytokine storm.
In this context, the first objective of our investigation was to characterize the inflammatory
lung process induced by the IN instillation of UV-inactivated SARS-CoV-2.

Most therapeutic strategies in clinical trials against COVID-19 consist of repurposing
existing drugs already used for other infectious or inflammatory pathologies. Anti-viral
drugs, monoclonal antibodies, high-titer convalescent plasma, and immunomodulators are
frequently investigated [14–16]. Observational studies have shown that serum vitamin D
(VitD) levels were inversely correlated with COVID-19 incidence and severity, suggesting
that supplementation with this hormone could be explored to prevent or treat COVID-19
patients [17]. Since then, VitD has been tested, alone or associated with other pharmaceu-
ticals, as a potential prophylactic, immunoregulatory, and even neuroprotective measure
for this infection [18,19]. According to ClinicalTrials.gov, there are 31 completed studies
involving tests with VitD in COVID-19 patients. Some of these trials aimed to assess the
effects of VitD on the lungs indicated that one single dose did not prevent the respiratory
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worsening of hospitalized patients [20], nor did it reduce hospital length in moderate to
severe COVID-19 [21]. On the other hand, other reports have been more promising, mainly
by using multiple doses of this vitamin. For instance, multiple doses of VitD treatment
have resulted in shorter lengths of stay, lower oxygen requirements, and a reduction in
inflammatory markers status in COVID-19 patients [22]. Additionally, a 5000 IU daily
supplementation for 15 days in VitD-deficient patients reduced the time to recovery for
cough and gustatory sensory loss [23].

To the best of our knowledge, most of these trials were conducted by administering
VitD orally, which is, considering some limitations, a route that allows a systemic drug
distribution [24]. In this context, our second objective was to investigate if the lung
inflammatory process induced by inactivated SARS-CoV-2 could be downmodulated by
VitD administered by both intraperitoneal (IP) and IN routes. The choice of the IP route was
based on our previous experience, showing that vitD was able to control the central nervous
system (CNS) inflammation in an experimental murine model of multiple sclerosis [25].
The decision to test VitD administered via the IN route was adopted considering different
reasons. Initially, we thought about practical issues as, for example, non-invasiveness,
where there may be a possible immediate effect considering that VitD would be applied
directly at the inflammatory site, and even the possibility of self-administration. We
also considered the fact that previous reports indicate that VitD has a remarkable anti-
inflammatory effect when locally applied to the respiratory system. This has already been
demonstrated in some lung experimental conditions such as rhinitis [26] and asthma [27].
In addition, the in situ application of VitD has also been effective in other localized pro-
inflammatory diseases, for example, vitiligo [28] and psoriasis [29]. The fact that IN VitD
could theoretically control, at least partially, some of the immediate or late neurological
alterations caused by the dissemination of SARS-CoV-2 to the nervous system was also
pondered. This possibility was based on reports showing that VitD attenuates blood–brain
barrier disruption [30], therefore decreasing the entry of inflammatory cells into the central
nervous system. In addition, the nose-to-brain route has been proposed as a promising
strategy for drug delivery to the brain [31].

2. Materials and Methods

2.1. General Experimental Design

In this investigation, we initially characterized a model of pulmonary inflammation
induced by the intranasal (IN) administration of 3 doses of inactivated SARS-CoV-2 in
C57BL/6 mice. Then, we evaluated the ability of VitD, administered by intraperitoneal (IP)
(4 doses) or IN (3 doses) routes, to control or modify this process. The following method-
ologies were used: the total and differential count of cells in the broncho-alveolar lavage
fluid (BALF), histopathological analysis of the target tissue, determination of lymphocyte
subpopulations and inflammatory mediators by RT-PCR, flow cytometric analysis of cells
recovered from the lung, and cytokine quantification in pulmonary homogenates. These
analyses were performed on the seventh day after the administration of the first virus dose.
The induction of lung inflammation and the evaluation of VitDs therapeutic potential are
outlined in Supplementary Figure S1—General experimental design, A and B, respectively,
provided in the supplementary data section (Supplementary Figure S1). Body weight loss
and serum calcium levels were also determined to assess the possible side effects of VitD.

2.2. Animals

Female C57BL/6 mice were acquired from the Animal Facility of the Animal Research
and Production Center (ARPC/IBTECH), UNESP, Botucatu, or from the Animal Facility
of the University of Sao Paulo. The animals were housed in polypropylene cages with a
maximum capacity for 4–5 animals on a rack with individual ventilation (Alesco). The
temperature was controlled by air conditioning and was maintained at about 22 ◦C. The
animals received water and commercial feed ad libitum and were handled according to the
standards of the ethics committee in animal experimentation of IB, UNESP, Botucatu (CEUA
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Protocol No. 1959140820, ID: 000129) and the ethics committee in animal experimentation
of the ICB, USP (CEUA Protocol 3147240820).

2.3. SARS-CoV-2 Propagation and Inactivation

This study used a B lineage isolate of SARS-CoV-2 (SARS-CoV-2/SP02.2020, Gen-
Bank accession number MT126808) kindly provided by Edison Luiz Durigon (PhD, Insti-
tute of Biomedical Sciences–University of São Paulo–São Paulo-Brazil), recovered from a
sample collected on 28 February 2020 in Brazil. The virus was propagated in Vero cells
(CCL-81; ATCC, Manassas, VA, USA) according to the previously described protocol [32]
in a biosafety level 3 laboratory (BSL-3) located in the University of Campinas. All the
viral stocks used in the study were titrated using a plaque-forming assay according to
previously published studies [33]. Briefly, decimal serially diluted samples were incubated
with Vero cells into 24-well plates for 1 h at 37 ◦C and 5% CO2. After adsorption, the cells
were overlaid and maintained with a semi-solid medium (1% w/v carboxymethylcellulose)
in DMEM supplemented with 5% fetal bovine serum (FBS) for 4 days. After fixation with
8% formaldehyde solution and staining with 1% methylene blue (Sigma-Aldrich, St. Louis,
MO, USA), the viral titer was determined by dividing the average number of plates by the
value obtained from the multiplication between the dilution factor and the volume of the
viral suspension added to the plate. The results were expressed as the viral plaque-forming
units (PFU)/mL of the sample. The virus used in this study, with a titer of 8 × 106 PFU/mL,
was inactivated by exposure to 7560 mJ/cm2 of UVC (30 min) according to what has
been described previously [34]. The supernatant of non-infected Vero cells, inactivated
by UVC, was used as a negative control. The inactivation efficacy was determined by
inoculating the UVC-inactivated product into Vero cells. The Vero cells infected with UVC-
inactivated SARS-CoV-2 showed no cytopathic effect. In addition, no virus was detected in
the supernatant of these cells by a plaque-forming assay or quantitative RT-PCR.

2.4. Induction and Characterization of Pulmonary Inflammation by SARS-CoV-2

We adopted a protocol which has been previously described [35]. Briefly, the animals
received 3 doses of 4 × 105 PFU/50 μL, administered on days 1, 3, and 5 and dispensed
with a tip connected to a pipette. The pulmonary inflammatory response was analyzed
on the 7th day by using 5 methodologies: total and differential cell counts performed in
the BALF, RT-PCR for the quantification of the transcription factors, cytokines and inflam-
masome genes, flow cytometry for the identification of cells present in the parenchyma,
histopathological analysis, and cytokine quantification in lung homogenates.

2.5. Bronchoalveolar Lavage Procedure

The bronchoalveolar washes were obtained from mice previously euthanized with
ketamine and xylazine. The animal’s trachea was exposed with the help of scissors and
tweezers, and a catheter was introduced through which 1 mL of sterile PBS was injected
and then aspirated. This PBS injection/aspiration process was repeated 3 consecutive times
and the samples were centrifuged at 4 ◦C for 10 min, 1500 rpm. The pellets were pooled and
resuspended in 300 μL, and the total cell concentration was determined using a Neubauer
chamber. Smears for differential cell counts were prepared by cytocentrifugation at 600 rpm
for 5 min and then stained with the Rapid Pannotic Kit (Laborclin, Paraná, Brazil).

2.6. Quantitative Real-Time PCR (RT-qPCR) Analysis

The total RNA from the lung samples was extracted with the reagent TRIZOL (In-
vitrogen, Carlsbad, CA, USA) and the synthesis of cDNA (High-Capacity RNA-to-cDNA
Converter Kit Applied Biosystems, Foster City, CA, USA), according to the manufac-
turer’s recommendations. The quantitative expression of mRNA for the transcription
factors Tbx21 (Mm00450960_m1), GATA3 (Mm00484683_m1), RORc (Mm01261022_m1)
and Foxp3 (Mm00475162_m1), cytokines IL-6 (Mm00446190_m1), TNF-α (Mm0043258_m1),
IFN-y (Mm01168134_m1), IL-12 (Mm00434169_m1), IL-17 (Mm00439618_m1), inflamma-
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some components as NLRP3 (Mm09840904_m1), IL-1β (Mm00434228_m1), and Caspase-
1 (Mm00438023_m1), and other inflammatory markers iNOS (Mm00440502_m1), CPA3
(Mm00483940_m1), and Arginase (Mm00475988_m1) were analyzed by real-time PCR, using
the TaqMan system with primers and probes sold by Life Technologies (Applied Biosys-
tems) according to the manufacturer’s recommendations. The gene expression was based
on GAPDH (Mm99999915_g1), a reference gene, and presented as a relative change in the
fold (2−ΔΔct), using the control group as a calibrator.

2.7. Lung Histopathological Analysis

Left lung samples were collected on the seventh day after the beginning of IN instilla-
tions and then they were washed with PBS, fixed in 10% buffered formalin for 24 h, and
washed and stored in 70% ethanol until inclusion. Then, 5 μm thick sections from the
control (saline), culture medium, and SARS-CoV-2 groups were obtained using a Leica
RM2245 microtome and they were stained with H&E. Histopathological alterations were
evaluated in a Carl Zeiss microscope GmbH, Oberkochen, Germany, attached to a digital
camera (AxioCamHRc, Carl Zeiss, Oberkochen, Germany).

2.8. Isolation of Lung Cells and Flow Cytometry Analysis

In order to differentiate the parenchyma-infiltrating leukocytes from the vascular-
associated fraction, the mice were intravenously injected with 3 μg of FITC-labeled anti-
CD45 antibody (Biolegend, San Diego, CA, USA) in 200 μL of sterile saline solution. After
3 min, the mice were euthanized, and the lungs were perfused and collected for tissue
processing. The vascular fraction of leukocytes was identified based on the anti-CD45 FITC
staining and they were excluded from the analysis.

The right lungs, which were removed soon after euthanasia, were shredded, pro-
cessed in digestion buffer (incomplete RPMI medium (Sigma, St. Louis, MO, USA)) con-
taining 0.5 mg/mL of DNAse I (Sigma-Aldrich, USA) and 1 mg/mL of collagenase IV
(Sigma Aldrich, USA) and incubated at 37 ◦C for 30 min at 180 rpm. Once homogenized,
the digested samples were passed through 70 μm cell strainers, transferred to conical
centrifuge tubes containing 8 mL of complete RPMI (3% FBS (Sigma-Aldrich, St. Louis, MO,
USA)), 10 mg/mL of penicillin + 10,000 units/mL streptomycin (Hyclone, Logan, UT, USA),
0.3 g/mL of L-glutamine (Sigma-Aldrich, USA), 0.0040 g/mL of beta-mercaptoethanol
(Sigma-Aldrich, USA), 0.0089 g/mL of non-essential amino acids (Sigma-Aldrich, USA),
0.0089 g/mL of sodium pyruvate (Sigma-Aldrich, USA), and then centrifuged at 4 ◦C for
8 min at 1600 rpm. The supernatants were discarded, and the cells were resuspended
in 500 μL of ACK erythrocyte lysis buffer and incubated on ice. After 2 min, 10 mL of
complete RPMI were added and the samples were centrifuged again at 4 ◦C for 8 min at
1600 rpm. Then the supernatant was discarded, and the cells were resuspended in 1 mL of
complete RPMI, counted, and prepared for cytometry analysis. Two million lung cells were
stained for surface markers or for transcription factors, according to Table S1 (available
in the supplementary data section). All the antibodies and intranuclear staining were
conducted according to the manufacturer’s instructions using an eBioscience Transcription
Factor Buffer set.

Alternatively, 2 million cells were used for the intracellular cytokine detection. For the
labeling of cytokine-producing cells, the cells were incubated for 4 h with 100 μL of complete
RPMI containing 50 ng/mL of phorbol myristate acetate (PMA) (Sigma Aldrich, USA),
500 ng/mL of ionomycin (Sigma-Aldrich, USA), and 1 μL/mL of GolgiPlug (BD Biosciences,
San Jose, CA, USA). The cytokines, transcription factors, and cells from innate and specific
immunity were then labeled with fluorochrome-conjugated antibodies. Prior to the addition
of the antibody mix, as specified in Table S1, all samples from all panels were incubated
for 20 min at 4 ◦C with 30 μL of live dead, 1:1000 (LD, Thermo Fisher Scientific, USA),
followed by surface staining and intracellular staining (BD-Citofix-Citoperm kit, USA). The
data were acquired in the BD LSRFortessa X-20 flow cytometer (BD Biosciences, USA) and
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the compensation and data analyses were performed using the FlowJo software. The gate
strategies are described in Supplementary Figures S2–S4.

2.9. VitD Administration by IP and IN Routes

1α,25-dihydroxyvitamin D3 (1,25-VitD3, Sigma-Aldrich, USA) was administered by
IP or IN routes. The 2 therapeutic protocols with 1α,25-dihydroxyvitamin D3 (VitD)
were carried out using different strategies. In the IN protocol, each animal was treated
with 3 doses of VitD (0.1 μg/dose), which were administered simultaneously with the
SARS-CoV-2 inoculum (4 × 105 PFU/each inoculum) in a final volume of 57 μL. This
volume was divided between the 2 nostrils on days 1, 3, and 5. In the IP protocol, each
animal was treated with 4 doses of VitD (0.1 μg/100 μL/dose) that were delivered on days
0, 2, 4, and 6 to mice that were instilled with 50 μL of SARS-CoV-2 on days 1, 3, and 5. In
both cases, euthanasia was performed at the seventh day after the beginning of the protocol.

2.10. Measurement of Serum Calcium Levels

The blood samples collected after anesthesia were centrifuged, and the sera were
stored at −20 ◦C until further analyses. The serum levels of calcium were measured
according to the instructions of the manufacturer (Cálcio Arsenazo III, Bioclin-Quibasa
Química Básica Ltda, Belo Horizonte, MG, Brazil). In this technique, calcium quantification
was based on a colorimetric reaction in which calcium reacts with arsenazo III, in an
acidic medium, generating a blue complex whose intensity is proportional to the calcium
concentration in the sample.

2.11. Statistical Analysis

In the case of parametric variables, the values were presented as the mean and standard
error of the mean (SEM), and the comparison between the two groups was performed using
an unpaired t-test and, among three or more groups, an ANOVA was performed followed
by Tukey’s test. When the variables were non-parametric, the results were presented in
median and interquartile intervals and the comparison between the groups was performed
using Kruskal–Wallis’ test followed by Dunn’s test. The level of significance adopted was
5%. The data were analyzed using the SigmaPlot for Windows version 2.0 statistical package
(1995, Jandel, Corporation, CA, USA). For t-distributed stochastic neighbor embedding
(t-SNE) algorithm analysis, 100,000 or 50,000 events per sample, were downsampled from
the live parenchymal leukocytes gate (Supplementary Figure S2) and concatenated. The
t-SNE algorithm was applied in the concatenated samples using 2000 interactions and
perplexity 80. After that, the cell clusters were identified based on the main cell subsets
gated according to Supplementary Figure S2, and the percentage of each cell subset was
calculated after segregating the groups based on the sample IDs.

3. Results

3.1. Cell Infiltration in the BALF Suggests Pulmonary Inflammation in Mice Intranasally Instilled
with Inactivated SARS-CoV-2

The ability of inactivated SARS-CoV-2 to trigger a lung inflammatory process was
initially investigated by analyzing the amount and identity of white blood cells (WBCs)
obtained from the broncho-alveolar lavage fluid (BALF). Two control groups were included
in all the initial experimental procedures and were identified as the control and culture
medium, which corresponded to animals that were anesthetized and instilled with 0.9%
saline or with the culture medium used for virus propagation in VERO cells, respectively.
The total number of WBCs and specific cell populations were identified in cytospin smears,
are shown in Figure 1A, and they indicate a significant increase in the total cell number, as
well as in lymphocytes and neutrophils in animals that received SARS-CoV-2 in comparison
to the control groups. The percentage alterations observed in the SARS-CoV-2 group
included a significant decrease in macrophages and a significant increase in neutrophils, as
illustrated in Figure 1B. This lower percentage of macrophages in the SARS-CoV-2 group, in
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comparison to the control groups, indicates an increment of other cell types as lymphocytes
(discreet) and PMNs (significant) associated with the cellular influx to the lungs triggered
by the virus. Even though the proportion of macrophages was smaller, the total number of
this cell type was almost double in the SARS-CoV-2 group, in comparison to the control
groups (Figure 1A). Animals injected with saline or culture medium displayed a similar
profile, characterized by a smaller number of all cell types, indicating that the culture
medium present in SARS-CoV-2 preparation was not triggering a significant pulmonary
airway inflammation.

Figure 1. Cell counts in the BALF and lung mRNA transcripts for T cell subsets, cytokines, and
other indicators of inflammation in mice intranasally instilled with UV-inactivated SARS-CoV-2.
C57BL/6 mice were instilled with the virus (3 doses of 4 × 105 PFU/each) on days 1, 3, and 5. On
the 7th day, the BALF and the left lower lobe were collected for WBCs differential count and mRNA
transcript determinations, respectively. Total number (A) and percentage (B) of WBCs: T-bet (C),
GATA3 (D), RORc (E), Foxp3 (F), IL-6 (G), TNF-α (H), IFN-γ (I), IL-12 (J), IL-17 (K), GM-CSF (L),
iNOS (M), CPA3 (N), IL-1β (O), NLRP3 (P). In figure (A,B), the results are expressed as mean ± SEM
and the statistical significance of the differences was analyzed using ANOVA followed by Tukey’s test.
In figures (C–P), the results were expressed in median and interquartile intervals and the comparison
between the groups was performed using the t-test. Data shown in (A,B) and (C–P) are derived from
two experiments with similar results which were combined (n = 9), except Tbet (n = 8), IL-17 (n = 6),
and IL-6 (n = 4). * p < 0.05; ** p < 0.01; *** p < 0.001.
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3.2. RT-qPCR from Lung Homogenates Shows Alterations in T Cell Subsets, Cytokines, and Other
Inflammatory Mediators

Next, we measured the relative expression of several genes by RT-q PCR which
revealed differences between culture medium and SARS-CoV-2 groups. In the SARS-CoV-2
group, there was a significantly higher expression of Foxp3 (Figure 1F), IL-6 (Figure 1G),
and GM-CSF (Figure 1L) transcripts and a higher, even though not statistically significant,
expression of TNF-α (Figure 1H), IL-17 (Figure 1K), IL-1β (Figure 1O), and NLRP3 (Figure 1P)
transcripts. On the other hand, we found a significant decrease in the expression of RORc
(Figure 1E) and iNOS (Figure 1M) in the lungs of the SARS-CoV-2 group compared to
the culture medium control. Other genes, such as T-bet, GATA-3, IFN-γ, IL-12, and CPA3
(Figure 1C,D,I,J,N, respectively), were similarly expressed in the culture medium and
SARS-CoV-2 groups.

3.3. Histopathology and Cytometric Analysis Reveal an Impressive Infiltration of Inflammatory
Cells into the Pulmonary Parenchyma

According to the histopathological evaluation illustrated in Figure 2A, the lung archi-
tecture was preserved in the animals from the control group, allowing the visualization
of alveoli and longitudinally and transversally sectioned blood vessels and bronchi. The
culture medium and SARS-CoV-2 groups displayed inflammatory foci; however, the ones
found in the virus-instilled animals were clearly more numerous and intense. These in-
flammatory foci were, in both cases, located around the vessels and bronchi, as indicated
by black and green arrows, respectively. The presence of neutrophilic infiltrates (green
arrowhead), macrophage infiltrates (blue arrowhead), and lymphocytic infiltrates (yellow
arrowhead) are indicated in the microphotographs. Numerous consolidation areas were
present in the lungs of SARS-CoV-2-instilled animals, but they were rare and absent in
the culture medium and saline control groups, respectively. To confirm these findings,
we evaluated the leukocytes infiltrating the lung parenchyma by using cells isolated from
mice previously injected with FITC-labeled anti-CD45 antibodies to distinguish circulat-
ing cells from the tissue infiltrate. Indeed, confirming the histopathological findings, the
quantification of total and parenchymal infiltrating CD45+ leukocytes revealed a significant
increase in the cell number in the group of mice that received UV-inactivated SARS-CoV-2
compared to both control groups (Figure 2B).

Next, we characterized the tissue-infiltrating leukocytes based on the surface molecules
expression using flow cytometry, and the t-SNE algorithm was used for dimension re-
duction (Figure 2C and Supplementary Figure S2). In the lungs of mice exposed to the
inactivated virus, we found an enrichment in the clusters of cells that indicate the pres-
ence of neutrophils, eosinophils, macrophages (tissue-resident), and monocytes in the
CD103-CD11b+ DC subset (Figure 2C). On the other hand, the frequency of other cell
subsets, such as CD103+CD11b- DCs, alveolar macrophages, and B cells, were reduced
(Figure 2C). Furthermore, the frequency of proinflammatory cytokine-producing cells was
also increased in the SARS-CoV-2 group, in particular, the frequency of IFN-γ- and TNF-α-
producing TCRβ+ T cells and IL-6- and TNF-α-producing CD11b+ myeloid cells (Figure 2D).
The quantification of each cell subset number is shown in Figure 2F–Q. The predominant
profile of all the tested cells was characterized by a significantly higher number of cells
enriched in the t-SNE analysis in the SARS-CoV-2 group in comparison to the control group.
This was the case for the total number of neutrophils (Figure 2F), eosinophils (Figure 2G),
inflammatory monocytes (Figure 2I), resident macrophages (Figure 2K), dendritic cells
(DCs) (Figure 2L), CD11b+CD103- DCs (Figure 2M), IFN-γ+- and TNF-α+-producing T cells
(Figure 2N–O and Supplementary Figure S3), and TNF-α+- and IL-6-producing myeloid
cells (Figure 2P–Q and Supplementary Figure S3). Contrastingly, the total number of each
cell population in the culture medium-instilled animals was intermediate between the
control and SARS-CoV-2 groups (data not shown). Therefore, these data show that the IN
instillation of the inactivated virus is sufficient to promote a proinflammatory lung milieu
that resembles most of the markers of the infection with SARS-CoV-2.
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Figure 2. Characterization of the inflammatory process induced by IN instillation of inactivated
SARS-CoV-2 by histopathological and cytometry analyses. C57BL/6 mice were instilled with the
virus (3 doses of 4 × 105 PFU/each) on days 1, 3, and 5. On the 7th day, the upper left lobe and
whole right lung were collected for histopathological and cytometric analyses, respectively. For
histopathological evaluation, the samples were washed, fixed, stained with H&E, and then evaluated

85



Cells 2023, 12, 1092

concerning the presence of inflammatory foci. Then, 5 um thick sections from the control (saline),
culture medium, and SARS-CoV-2 groups were analyzed, and the representative images are shown
in (A). Inflammatory foci around the vessels (black arrows) and around the bronchi (green arrows),
neutrophilic infiltrates (green arrow head), macrophage infiltrates (blue arrow head), and lympho-
cystic infiltrates (yellow arrow head). The cells were isolated from the lung tissue and total CD45+

leukocytes or the parenchymal infiltrating leukocyte fraction (identified based on anti-CD45 intra-
venous injection) were quantified by flow cytometry (B) and specific cells subsets were evaluated
according to the gating strategy described in Supplementary Figure S2. t-distributed stochastic
neighbor embedding (t-SNE) analysis illustrating the distribution of cell clusters in each experimental
group (C) according to the gate strategy described in Supplementary Figure S2. The table on the right
side indicates the frequency of each cell cluster relative to the CD45+ parenchyma-infiltrating leuko-
cyte in the control (black), culture medium (grey), and SARS-CoV-2 (blue) groups. The representative
contour plots of IL-6, TNF-α, or IFN-γ staining in parenchymal TCRβ+ T cells (D) or CD11b+ myeloid
cells (E), according to gate strategy described in Supplementary Figure S3. The total cell numbers of
each parenchymal-infiltrating cell subsets are expressed in mean ± SEM, including neutrophils (F),
eosinophils (G), monocytes (H), inflammatory monocytes (I), monocyte-derived macrophages (J),
resident macrophages (K), dendritic cells (L), CD11b+CD103-dendritic cells (M), IFN-γ+ TCRβ+

cells (N), TNF-α+ TCRβ+ cells (O), TNF-α+ CD11b+ myeloid cells (P), and IL-6+CD11b+ myeloid
cells (Q). Data are derived from one experiment between two showing similar findings (n = 4).
The results are presented in median and interquartile intervals and the comparison between the
groups was performed using the Kruskal–Wallis test, followed by Dunn’s test. * p < 0.05; ** p < 0.01;
*** p < 0.001.

3.4. BALF and Cytokine Levels in Lung Homogenates Suggest That in VitD Modulates Pulmonary
Inflammation Induced by SARS-CoV-2

Considering that VitD has a strong effect on the immune system and that it is consid-
ered for prophylactic or therapeutic application in COVID-19 patients [18,19], we tested its
IP and IN effectiveness to control experimental lung inflammation induced by inactivated
SARS-CoV-2. As already observed in previous studies, IP VitD administration triggered a
significant loss of body weight (Figure 3A) and also significant hypercalcemia (Figure 3B)
in comparison to all the other experimental groups. Even though VitD also significantly
increased serum calcium levels, it only slightly increased body weight loss, as illustrated
in Figure 3A,B, respectively. Concerning the BALF, the comparison among SARS-CoV-2,
SARS-CoV-2/VitD (IP), and SARS-CoV-2/VitD (IN) showed no differences in the total num-
ber of WBCs, macrophages, and lymphocytes. However, a significant decrease in PMNs
was detected in the SARS-CoV-2/VitD (IN)-treated group in comparison to the non-treated
groups. Additionally, the number of eosinophils in the SARS-CoV-2/VitD (IP) group was
significantly higher than in the IN-treated one. Concerning the percentage of these cells,
a higher percent of macrophages was found in the IN-treated group in comparison with
the two other groups, and a decreased percentage of PMNs and eosinophils was observed
in the IN-treated group in relation to the non-treated one. The percent of eosinophils in
the IN-treated mice was also significantly reduced in comparison to the IP-treated ones.
To analyze if the SARS-CoV-2-induced lung inflammation model was also mimicking the
cytokine storm-like phenomenon and to reinforce the presumed down-modulatory effect
of VitD, we tested the presence of pro-inflammatory and regulatory cytokines in lung
homogenates. As can be observed in Figure 3E, IN VitD decreased TNF-α and IL-6 and
IP VitD decreased IL-6 levels; however, these alterations were not significant. No changes
were detected in IL-17A and IFN-γ (Figure 3E) or in the other tested cytokines as IL-2, IL-4,
and IL-10 (data not shown).

86



Cells 2023, 12, 1092

Figure 3. VitD effects on body weight, serum calcium levels, BALF cell counts, and cytokine levels
in lung homogenates form mice of mice instilled with inactivated SARS-CoV-2. C57BL/6 mice
were instilled with the virus (3 doses of 4 × 105 PFU/each) on days 1, 3, and 5. Body weight was
checked daily and, at the 7th day, we collected blood samples for calcium measurement, BALF
for WBCs analysis, and lower left lobe for cytokine quantification. Body weight loss (A), serum
calcium levels (B), total WBCs, and WBCs subsets in BALF (C), percentage of WBCs in BALF (D), and
cytokines in lung homogenates (E). Data shown in (A,B,D) derive from 3 experiments which were
combined (n = 5 mice/experimental group). Data shown in (A,C–E) derive from 2 experiments with
similar results which were combined (n = 16 mice/experimental group). The results are expressed as
mean ± SEM and the comparison between the groups was performed using an ANOVA followed by
Tukey’s test. The results shown in (B) are expressed as median and interquartile intervals and the
comparison between the groups was performed by the Kruskal–Wallis test followed by Dunn’s test.
** p < 0.01; *** p < 0.001.

3.5. Differential Effects of VitD Delivered by IN and IP Routes on RORc and Inflammasome
Genes Expression

The expression of various genes in the lungs of mice IN challenged with UV-inactivated
SARS-CoV-2 was similar in the three compared groups, as was the case of T-bet, GATA3,
Foxp3, TNF-α, IFN-γ, IL-12, GM-CSF, and INOs (Figure 4A,B,D–J, respectively). In con-
trast, the expression of RORC (Figure 4C) was significantly higher in the IP VitD-treated
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mice compared to the SARS-CoV-2 group, and the expression of IL-1β, and NLRP3 was
significantly higher in the IP VitD-treated group in comparison to the IN VitD-treated one
(Figure 4C,K,L), respectively. A significantly reduction in the ARG expression was observed
in the SARS-CoV-2/VitD (IN) group in comparison to the SARS-CoV-2 group (Figure 4J).
In order to clarify whether these slight changes in gene expression would be reflected in
the inflammatory infiltrate, we next performed flow cytometry of tissue infiltrating cells to
better define the immunological changes associated with VitD treatment.

Figure 4. Effect of IN and IP VitD delivery on T cell transcription factors, cytokines, and inflamma-
some gene transcripts in lungs of mice IN challenged with UV-inactivated SARS-CoV-2. C57BL/6
mice were instilled with the virus (3 doses of 4 × 105 PFU/each) on days 1, 3, and 5. In the IN
protocol, mice were treated with 3 VitD doses (0.1 μg/dose) simultaneously with the SARS-CoV-2
inoculum. In the IP protocol, each animal was treated with 4 VitD doses delivered on days 0, 2, 4, and
6. On the 7th day, the lower left lobe was removed, and the RNA extracted and submitted to RT-PCR.
Tested genes included T-bet (A), GATA3 (B), RORc (C), Foxp3 (D), TNF-α (E), IFN-γ (F), IL-12 (G),
GM-CSF (H), iNOS (I), ARG (J), IL-1β (K), NLRP3 (L). Data derive from three experiments with similar
results which were combined (n = 11–15 mice/experimental group). The results are presented in
median and interquartile intervals and the comparison between the groups was performed by the
Kruskal–Wallis test followed by Dunn’s test. * p < 0.05; ** p < 0.01; *** p < 0.001.

3.6. IN VitD Treatment Efficiently Controls Pulmonary Inflammation

The analysis of the histological sections clearly indicates the strong ability of IN VitD,
in contrast to IP VitD, to control lung inflammation. In this case, there was a convincing
interruption of the accumulation of inflammatory cells in the lung parenchyma of IN
VitD-treated mice that were exposed to the inactivated virus. These findings can be clearly
observed in Figure 5A. Inflammatory foci are easily observed around the vessels (black
arrows) and bronchi (green arrows) in SARS-CoV-2 and SARS-CoV-2/VitD IP groups. The
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presence of neutrophilic (green arrowhead), macrophage (blue arrowhead), and lympho-
cytic infiltrates (yellow arrowhead) are also numerous in these two experimental groups,
but rare in animals treated with VitD through the IN route.

Figure 5. Effect of IN and IP VitD on lung histopathology (A) and effect of IN VitD on lung infiltration
of pro-inflammatory cells (B–E) triggered by IN instillation of UV-inactivated SARS-CoV-2. C57BL/6
mice were instilled with the virus (3 doses of 4 × 105 PFU/each) on days 1, 3, and 5. In the IN protocol,
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mice were treated with 3 VitD doses (0.1 μg/dose) simultaneously with the SARS-CoV-2 inoculum.
In the IP protocol, each animal was treated with 4 VitD doses delivered on days 0, 2, 4, and 6. On the
7th day, the upper left lobe and the right lung were collected for histopathological and flow cytometry
analyses, respectively. The upper left lobe was washed, fixed, and stained with H&E, and then
evaluated concerning the presence of inflammatory foci (A) around the vessels (black arrows) and
around the bronchi (green arrows), neutrophilic infiltrates (green arrow head), macrophage infiltrates
(blue arrow head), and lympho-cystic infiltrates (yellow arrow head). Cells from lung parenchyma
were eluted and analyzed after labeling with an array of specific antibodies (B–E). (B) Total numbers
of CD45+ parenchymal infiltrating leukocyte fraction (identified based on anti-CD45 intravenous
injection). (C) Representative dot plot of 5 concatenated samples from all groups illustrating the
average and SEM of % CD45-negative cells (parenchymal fraction) in lungs from all experimental
groups. The specific cell subsets quantified by flow cytometry were evaluated according to the gating
strategy described in Supplementary Figure S2. (D) t-distributed stochastic neighbor embedding
(t-SNE) analysis illustrating the distribution of cell clusters in each experimental group according
to gate strategy described in the Supplementary Figure S2. (E) Table indicating the frequency of
each cell cluster relative to the CD45+ parenchyma-infiltrating leukocytes in the control (black),
culture medium (grey), SARS-CoV-2 (blue) groups and SARS-CoV-2 IN VitD-treated group (orange).
Data shown in A are derived from one experiment (n = 5 animals/experimental group) and data
shown in (B–E) are derived from one experiment (n = 7–8 animals/group). Results are presented in
median and interquartile intervals and the comparison between the groups was performed using the
Kruskal–Wallis test followed by the Dunn’s test. ** p < 0.01; *** p < 0.001.

To clarify whether this anti-inflammatory effect of IN VitD was involved in the modu-
lation of specific cell types, including myeloid, DCs, ILCs, and lymphocytes, we used flow
cytometry to identify the cells infiltrating in the lung parenchyma, as described above. The
total number and the frequency of CD45+ cells infiltrating the lung parenchyma of mice
instilled with inactivated SARS-CoV-2 was significantly increased compared to both control
groups (control and culture medium) (Figure 5B,C). Notably, the IN VitD treatment signifi-
cantly reduced the number and frequency of leukocytes infiltrating the lung parenchyma
of mice receiving the inactivated virus (Figure 5B,C).

Next, to better understand the modulatory effects of VitD in the virus-induced
parenchymal lung inflammation, we analyzed the frequency of distinct cell subsets by
t-SNE and found that the VitD treatment reverted the recruitment of neutrophils, eosinophils,
patrolling monocytes, and CD103-CD11b+ DCs induced by the inoculation of inactivated
SARS-CoV-2 (Figures 5D,E and 6C). Notably, the VitD treatment increased the percentage of
B cells and CD103+CD11b- DCs in the lung parenchyma in comparison to the SARS-CoV-2
group (Figures 5E and 6C), suggesting that the treatment might be selectively controlling
the inflammatory immune tone in the lung.

In addition, the functional impact of an IN VitD treatment on inflammatory cytokine
production was analyzed using flow cytometry in myeloid, B, Tγδ, ILCs, and TCD4+ cells
(Figure 6). Concerning cytokine production by myeloid cells, while the inactivated virus
promoted the production of TNF-α and IL-6 by myeloid lung cells, the IN VitD treatment
controlled the frequency of cytokine-producing cells (Figure 6A). When we quantified
the number of cytokine-producing myeloid cells, the only population displaying a signifi-
cant difference was the one producing both cytokines. Even though the percentage of
TNF-α+IL-6+CD11b+ cells was similar in SARS-CoV-2 and SARS-CoV-2/VitD groups
(Figure 6E), the total number of these cells was significantly lower in the VitD-treated
animals, as shown in Figure 6D. These data could be explained by the consistent reduction
in total cell recruitment to the lung parenchyma in the VitD-treated mice.
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Figure 6. Effect of IN VitD on cell infiltration triggered by IN instillation of UV-inactivated SARS-
CoV-2. C57BL/6 mice were instilled with the virus (3 doses of 4 × 105 PFU/each) on days 1, 3, and
5. Mice were treated with 3 VitD doses (0.1 μg/dose) simultaneously with the SARS-CoV-2 inocu-
lum. On the 7th day, the upper left lobe and the right lung were collected for flow cytometry analy-
ses. In order to differentiate the parenchyma-infiltrating leukocytes from the vasculature-associated
fraction, mice were intravenously injected with FITC-labeled anti-CD45 antibody 3 min before euthanasia.

91



Cells 2023, 12, 1092

Specific cell subsets infiltrating the lungs of mice were analyzed according to the gate strategy
described in Supplementary Figures S2–S4. Intracellular cytokine production was detected by flow
cytometry in PMA/Ionomycin/brefeldin in vitro stimulated cells. (A) Representative contour plots
of each experimental group indicating the frequency of cytokine production by each parenchymal
cell subset, as indicated in the y axis of the figure. (B–V) Absolute numbers and/or percentage of
each cell subset or cytokine-producing cell as indicated in each graph y axis. Data derive from one
experiment (n = 7–8 animals/group), results are presented in median and interquartile intervals,
and the comparison between the groups was performed using the Kruskal–Wallis test followed by
Dunn’s test. * p < 0.05 ** p < 0.01.

The frequency of DCs was only slightly reduced by VitD (data not shown). As
already observed during the characterization phase of the lung inflammatory process, the
amount of DCs was very similar in SARS-CoV-2 and its respective control group (culture
medium). In spite of this, VitD therapy was able to significantly reduce the total number
of DCs (Figure 6F) and also of the two evaluated subsets, CD103-CD11b+ (Figure 6G) and
CD103+CD11b- (Figure 6H), but not the frequency of CD103+CD11b- (Figure 5B,D). Once
again, this inconsistency in the modulation of the cell number but not in its frequency
could be attributed to the considerable reduction in leukocyte recruitment to the lung
parenchyma of VitD-treated animals (Figure 5B).

The total numbers of IL-17- and IL-6-producing ILCs were usually increased in the
SARS-CoV-2 group in comparison to the control that received the culture medium, and
VitD therapy triggered a clear tendency to decrease the total number of theses cytokine-
producing cells, as shown in Figure 6A,J,K. Concerning the Tγδ lymphocytes, the most
relevant alterations were detected in the cells that were producing IL-17 or IFN-γ. As
shown in Figure 6A,L,N, VitD significantly downregulated the total cell number of IL-17-
and IFN-γ-producing cells. VitD also downmodulated, although not significantly, their
percentages, as illustrated in Figure 6M,O, for IL-17 and IFN-γ, respectively. In regard to
TCD4+ lymphocytes, the most pronounced differences were also observed in IL-17- and
IL-17/IFN-γ-producing cells. The % of these cells was reduced by treatment with VitD,
making this reduction statistically significant in the case of TCD4+IL17+ (Figure 6A,Q). The
total amount of these two cell subsets was also decreased by VitD therapy, making this
reduction statistically significant regarding TCD4+IL-17+IFN-γ+ (Figure 6R). The % and
the total number of B cells were similar in the culture medium and SARS-CoV-2 groups
(Figure 6T,U). However, a significant increase in these two parameters was triggered by
a local IN VitD administration, as shown in figures T and U. Interestingly, the number
of IL-6+TNF-α+ B cells, which was increased in the SARS-CoV-2 group, was significantly
downregulated by IN VitD (Figure 6V).

Taken together, our data suggest that the local administration of VitD was sufficient
to suppress the recruitment of inflammatory cells to the lung parenchyma induced by the
exposure to inactivated SARS-CoV-2.

4. Discussion

This investigation was conducted considering that COVID-19 can be a lethal disease
and which the treatment for is not well established. Initially, we used female C57BL/6 mice,
instilled with UV-inactivated SARS-CoV-2, to establish a working model of inflammation
in the lung, the initial and main target of COVID-19 [36]. We then employed this model to
investigate the potential of VitD to control local inflammation. The choice of the C57BL/6
mice strain and inactivated virus would, in our view, make the model more accessible
to a greater number of researchers and laboratory facilities and allow for a further use
of transgenic mice to answer specific questions about the inflammatory response during
SARS-CoV-2 infection.

The initial results obtained by analyzing the cell influx to the BALF revealed the ability
of inactivated SARS-CoV-2 to trigger a local inflammatory process characterized by an
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increase in WBCs, including in lymphocytes and neutrophils. As the BALF obtained from
the culture medium group presented a profile very similar to the other control group
(saline), most of the inflammatory process can be attributed to the virus and not to the
content of the medium used to grow the virus. Altogether, the total number of WBCs along
with their different cell types presented a clear and more direct idea of the inflammatory
extension. On the other hand, the calculation of the percentage of each cell type presented
an idea of the pattern of the immune response recruited to this compartment. In our
experimental model, the immune tone of the airways was shifted towards a neutrophilic
inflammatory profile in the detriment of a mononuclear or eosinophilic infiltrate. Therefore,
we found an increase in both the percentage and total counts of neutrophils, but not in the
other cell subsets.

Even though the subsequent analyses provided much more enlightening information
about this model, these preliminary data were considered relevant because BALF proce-
dures have been largely employed as a tool to study a plethora of experimental and human
lung diseases [37,38]. In addition, this technique has been explored in experimental and
clinical investigations involving the SARS-CoV-2 virus itself [39].

The analysis of the lung RNA expression reinforced the initial findings, showing an
increased expression of GM-CSF and Foxp3 and a tendency towards increased values for
IL-17, IL-1β, and NLRP3 mRNA expression. The possible contribution of the inflamma-
some activation to COVID-19 immunopathogenesis is highly supported by the literature.
It has been reported that inflammasome activation is triggered by SARS-CoV-2 compo-
nents [40,41], that its higher activation is possibly involved in COVID-19 severity [42], and
that the specific inhibition of the NLRP3 inflammasome was able to decrease the intensity
of a COVID-19-like pathology in mice [43]. In addition, NLRP3 inflammasome activation
during COVID-19 can also be induced by DAMPs released as a result of the initial innate
inflammatory process that follows the exposure to SARS-CoV-2 components [44]. For
instance, the inflammatory process that drives cell damage and extracellular ATP release
can activate the purinergic P2X7 receptor, resulting in K+ efflux and, consequently, NLRP3
inflammation [44,45]. Notably, the inflammasome activation throughout this process does
not require the active infection of the virus, but this could be induced by the inflammation
resulting from viral components exposure. Considering this scenario, it seems plausible
to hypothesize that this could be one of the pathways for NLRP3 activation in our inflam-
mation experimental model triggered by inactivated SARS-CoV-2 instillation. Another
possibility for NLRP3 activation by viral components could be the accumulation of an-
giotensin II in the cell which results from the interaction of SARS-CoV-2 protein with ACE2
in the cell surface. This process reduces angiotensin II degradation and its subsequent
accumulation in the cell [44].

Histopathological analysis, together with the flow cytometry analysis of the cells ob-
tained from the lung parenchyma, allowed a better evaluation of the intensity and quality
of the inflammatory process triggered by the exposition to the virus. H&E-stained sections
clearly showed that the IN instillation of inactivated SARS-CoV-2 induced a multifocal and
interstitial pneumonia characterized by perivascular and perialveolar inflammation. Flow
cytometric evaluation performed with the cells isolated from the lung parenchyma allowed
a more precise identification of the cells involved in local inflammation. A plethora of cell
types, such as PMNs, eosinophils, lymphocytes, and macrophages, including monocyte-
derived macrophages and parenchyma-resident macrophages, were identified using this
methodology [46]. All these cellular types have been associated with COVID-19, and their
contribution to disease immunopathogenesis has been apprised in pre-clinical and clinical
studies [39–41]. An increased amount of PMNs is described in the bloodstream and the
lungs of COVID-19 patients, and strong evidence indicates that they play a paramount role
in disease pathophysiology [47]. A neutrophilic mucositis involving the entire lower respi-
ratory tract has been described in lung autopsies from COVID-19 deceased patients [48].
Moreover, a neutrophil activation signature predicted critical illness and mortality in
COVID-19 [49]. Most of the damage triggered by PMNs has been attributed to their ex-
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tensive and prolonged activation, which leads to an excessive ROS release composed of
superoxide radicals and H2O2 [50]. In addition, according to [51], PMNs have been seen
as drivers of hyperinflammation by enhanced degranulation and pro-inflammatory cy-
tokine production. The release of neutrophil extracellular traps (NETs) by PMNs is also
pointed as a major promotor of damage in COVID-19 by causing endothelial injury and
necroinflammation via complement activation, and by promoting the formation of venous
thrombi [52]. This activation of PMNs could be directly determined by the virus. It was
recently described [53] that single-strand RNAs from the SARS-CoV-2 genome are able to
activate human neutrophils via TLR8, triggering a remarkable production of TNF-α, IL-1ra,
and CXCL8, apoptosis delay, the modulation of CD11b and CD62L expression, and the
release of NETs. Additionally, the tissue damage induced by the neutrophilic infiltration
can activate the inflammasome, as described above, resulting in more inflammation and
neutrophil recruitment, perpetuating, therefore, the inflammatory process. This exuberant
contribution of PMNs to the interstitial pneumonia that occurs in COVID-19 was, in many
aspects, reproduced in an h-ACE2 mouse model infected with SARS-CoV-2 [54].

The presence of dendritic cells (DCs) in the pulmonary parenchyma also deserves
attention considering that they are fundamental for both an innate and specific anti-viral
immune response, but they can also contribute to viral dissemination and immunopatho-
genesis during COVID-19 [55]. In this regard, by analyzing circulating DCs and monocyte
subsets from hospitalized COVID-19 patients, [56] described their impaired function and
delayed regeneration. Flow cytometry also allowed the identification of lymphoid and
myeloid cells producing cytokines such as TNF-α, IFN-γ, and IL-17, which are among the
most important mediators of COVID-19 immunopathogenesis [57].

The validation of our model as an adequate tool to investigate other procedures to
control lung inflammation is supported by another investigation ongoing in our research
group. The histological changes that we found after the instillation of the UV-inactivated
SARS-CoV-2 are comparable to the lung inflammation that h-ACE2 mice develop after the
active infection. The profile of inflammatory cells eluted from the lung parenchyma is also
very similar to the one described in our investigation (Aype et al., unpublished data).

This validation is also reinforced by the data described by [58]. These authors devel-
oped a model of SARS-CoV-2-induced acute respiratory distress syndrome by the intratra-
cheal instillation of formaldehyde-inactivated SARS-CoV-2. Their described histopatholog-
ical alterations and profile of cells infiltrated in the lungs are also similar to our findings.

Having confirmed that SARS-CoV-2 IN instillation triggered a pulmonary inflamma-
tion similar to that developed by the instillation of active or inactivated SARS-CoV-2 in
h-ACE2 transgenic mice, our model employing UV-inactivated SARS-CoV-2 was used to
test the ability of VitD to modulate the lung inflammatory process. The option for VitD
was based on the extensive literature, attesting the powerful immunomodulatory property
of this hormone [59], the robust evidences linking its low levels with poor COVID-19
outcomes [60], and our own previous experience, indicating its ability to counteract the
inflammatory process that damages the central nervous system (CNS) in a multiple sclero-
sis (MS) murine model [25,61]. As indicated by the results, only IN VitD was capable of
controlling pulmonary inflammation by downmodulating the presence of proinflammatory
cytokine-producing cells. The effectiveness of IN VitD was confirmed by histopathological
and flow cytometry analyses. The H&E sections from these animals revealed well-preserved
lung structures, similar to those observed in the animals from the control group which were
instilled with saline. The flow cytometry analysis indicated that, in this case, VitD was able
to impair the recruitment of several cell types, as neutrophils, DCs, and lymphocytes, such
as TCD4+ and Tγδ, in the lungs of mice challenged with SARS-CoV-2. This approach also
allowed the identification of various cell subsets whose cytokine production was decreased
by VitD, including myeloid (CD11b+), ILCs, Tγδ, TCD4+, and B cells. These findings were
considered especially relevant because the main detected cytokines, TNF-α, IL-6, IL-17, and
IFN-γ, have been identified as some of the major villains of the cytokine storm associated
with COVID-19 severity and were significantly downmodulated by VitD.
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The possible association between COVID-19 and VitD levels has been investigated
from different perspectives, including the possible role of its deficiency and worst disease
outcomes [62] and its prophylactic, immune regulatory, and protective role in COVID-19 [19].
Its therapeutic benefit is also being widely pursued, but a final conclusion is not possible
yet due to the discordant results reported so far [63,64]. As far as we know, there are no
publications concerning the administration of IN VitD to control lung inflammation triggered
by SARS-CoV-2 in animal models or patients up to now. In this context, and considering the
efficacy of its IN instillation demonstrated here, we believe that once this effect had also been
proven in SARS-CoV-2-infected animals, it would be worth going to clinical trials.

Our initial hypothesis predicting a superior efficacy of IN VitD was based, among other
information, on the fact that other lung inflammatory pathologies, such as experimental
asthma and rhinitis, were efficiently controlled by local (IN) vitD delivery [26,27]. We also
considered the fact that it is increasingly recognized that local synthesis of active VitD is
more relevant for many of its immune effects on respiratory diseases than its systemic
production [65]. We did not investigate in detail the mechanism by which the IN route, in
contrast to the IP one, effectively controlled lung inflammation. We could speculate that
the IN protocol, which theoretically allows the local availability of VitD during the initial
interaction of the virus with pulmonary immune cells, could decrease the intensity of this
interaction by, for example, locally decreasing the TLR expression. This effect, which has
already been demonstrated after the exposition of peripheral blood mononuclear cells to
VitD, decreased the production of pro-inflammatory cytokines [66]. We could also theorize
that local VitD instillation is in the lung-draining lymph nodes and in the lungs themselves
considering that this is one of the goals of local drug delivery [67]. However, future studies
are necessary to measure the local vitD bioavailability and the optimal dose–response
kinetics following its IN administration.

Based on the literature, we expected results supporting the more classical mechanisms
attributed to immunomodulation by VitD as an induction of tolerogenic DCs [65], the
expansion of Tregs (Ma et al., 2021), and reduced Th1/Th17 polarization [68]. Even though
these canonical mechanisms were not observed, the cytometry results clearly showed the
reduced production of pro-inflammatory cytokines by different cell types, which has been
considered a relevant mechanism by which VitD could control elicitation and resolution
phases of acute inflammation [19]. A possible reduction in the TLR expression, as proposed
above, could additionally decrease the initial tissue damage by the early blocking of the
release of chemokines, and therefore control the subsequent movement of leukocytes
towards the lung. In line with this hypothesis, VitD is also capable of inhibiting NLRP3
inflammasome [69]. As discussed before, NLRP3 activation could be one of the main drivers
for the innate inflammation after the virus exposure. Indeed, we found a reduction, even
though not statistically significant, in the IL-1β expression in the lungs of IN VitD-treated
animals. In addition, this treatment reduced the production of the inflammatory cytokines
that we have evaluated using flow cytometry and could initiate the leukocyte influx to
the lung tissue. In this context, we cannot exclude a direct impact of VitD in the lung
epithelial mucosa [70]. Possibly, by interfering in the initial response of the epithelial cells
to the interaction with the virus, IN VitD could control the initial release of chemokines and
cytokines that will initiate the inflammatory loop driven by the virus. Therefore, we strongly
believe that VitD is blocking the initial innate signals that drive the influx of inflammatory
cells to the lung parenchyma instead of reversing or suppressing an already established
inflammation. Notably, as stated before and supporting this hypothesis, we found no
increase in Tregs or IL-10 production in the lungs of IN VitD-treated mice. In addition
to the blockage of inflammasome activation, classical immunomodulatory mechanisms
involving the innate immunity as the inhibition of DC maturation and blockage of antigen
presentation to T helper cells could also occur. In addition, VitD suppresses the release of a
plethora of pro-inflammatory cytokines [19], which seem, considering our results, to play a
major role in its therapeutic effect when delivered intranasally. The model of inflammation
limited to the lung, used in this work, does not allow us to predict whether IN VitD would
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control extrapulmonary inflammatory processes triggered by SARS-CoV-2 infection. As IN
VitD was able to attenuate LPS-induced acute lung inflammation [71], it is expected that its
application by this route would also be effective to control the pulmonary inflammatory
processes triggered by other infectious agents or substances.

Even though the IP administration of VitD triggered a few downmodulatory effects,
this procedure was not able to control lung inflammation. Conversely, this protocol in-
creased the IL-1β, NLRP3, and RORc expression, suggesting a possible toxic proinflam-
matory activity associated with an excess of VitD. Actually, some authors have raised the
possibility that VitD excess could trigger inflammation through T-cell stimulation via hy-
percalcemia. In this sense, serum calcium levels and body weight loss have been frequently
employed to indicate VitD toxicity [72,73]. In healthy individuals, exogenous VitD toxicity
is generally associated with the continuous use of high VitD doses [74]. Even though only a
few VitD doses were employed in our protocols, calcium levels were similarly altered in IP-
and IN-treated mice, possibly excluding the extracellular hypercalcemia in IP VitD-treated
mice as the cause of inflammasome activation [75]. Of note, the IP VitD-treated animals
also lost significantly more weight than the ones treated by IN VitD. If this accentuated
body weight loss, which is also indicative of VitD toxicity, is somehow related to IP VitD
ineffectiveness in controlling lung inflammation, it is not known yet. As body weight loss
during VitD treatment has been attributed to its effect in the brain [63], a simple explanation
for the finding that VitD IP causes much more weight loss than IN VitD is that IP VitD
determines a higher concentration of this vitamin in the brain. A pharmacodynamic study
of the tissue distribution of VitD administered by these two routes, especially in the CNS
and in the lungs, will be necessary to understand this differential effect.

We believe that the most relevant contribution of this investigation is the proof of
concept that IN VitD can significantly control the lung inflammatory process triggered by
the local presence of the virus. Our study seems to be the first report suggesting that IN
VitD administration has the potential to control inflammation induced by viral components.
Future studies are indeed required to compare the efficacy in relation to the oral route, to
define a better dose–response, and also to understand the pharmacokinetics and possible
reduction in systemic side effects associated with both delivery routes. In addition, we have
already observed that inflammation triggered by viable SARS-CoV-2 closely resembles the
one induced by the inactivated virus (manuscript in preparation). The efficacy of VitD to
control inflammation during an active SARS-CoV-2 infection requires a future and careful
investigation and will possibly demand the association to virucidal drugs.

Even though the focus of our work has been the control of lung inflammation, we
conceive that the possible adoption of IN VitD could bring additional advantages to COVID-
19 patients. In this sense, we highlight the stabilizing activity towards the blood–brain
barrier (BBB) disruption and the anti-fibrotic property of VitD considering that an increased
BBB [76] and lung fibrosis had been associated with more severe COVID-19 cases.

Our study is mainly limited by the fact that we did not show that this anti-inflammatory
effect of VitD also occurs during experimental SARS-CoV-2 infection. However, considering
its adjunct therapeutic potential for COVID-19, we understand that this anti-inflammatory
activity determined by IN VitD deserves to be further and fully investigated in preclinical
and clinical assays.

5. Conclusions

The results provided by our investigation suggest a promising potential of VitD deliv-
ery by the IN route to control the pulmonary inflammation associated with the presence of
SARS-CoV-2 antigens/components in the lungs. Further preclinical and clinical investi-
gations will be essential to determine if these experimental findings can be translated to
SARS-CoV-2 infection in humans.
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Abstract: The developmental origins of health and disease (DOHaD) indicate that fetal tissues and
organs in critical and sensitive periods of development are susceptible to structural and functional
changes due to the adverse environment in utero. Maternal immune activation (MIA) is one of the
phenomena in DOHaD. Exposure to maternal immune activation is a risk factor for neurodevel-
opmental disorders, psychosis, cardiovascular diseases, metabolic diseases, and human immune
disorders. It has been associated with increased levels of proinflammatory cytokines transferred
from mother to fetus in the prenatal period. Abnormal immunity induced by MIA includes immune
overreaction or immune response failure in offspring. Immune overreaction is a hypersensitivity
response of the immune system to pathogens or allergic factor. Immune response failure could
not properly fight off various pathogens. The clinical features in offspring depend on the gestation
period, inflammatory magnitude, inflammatory type of MIA in the prenatal period, and exposure
to prenatal inflammatory stimulation, which might induce epigenetic modifications in the immune
system. An analysis of epigenetic modifications caused by adverse intrauterine environments might
allow clinicians to predict the onset of diseases and disorders before or after birth.

Keywords: maternal infection; maternal immune activation; immune disorders; immune overreac-
tion; immune response failure; epigenetic modification

1. Introduction

Postnatal disorders are significantly influenced by the prenatal environment [1]. Dur-
ing World War II, Barker et al. were the first to report that maternal malnutrition was
associated with adverse effects on adult health and resulted in an increased risk of car-
diovascular diseases in adulthood [2]. A positive correlation between low birth weight
and mortality rate from ischemic heart disease was observed. Based on several investi-
gations, they proposed a hypothesis of the developmental origins of health and disease
(DOHaD) [3]. This hypothesis indicates that the fetal tissues and organs experience struc-
tural and functional changes during critical and sensitive developmental periods due to
adverse environments in utero. The association between the risk factors of the maternal
environment, such as exposure to adverse intrauterine factors including infection, allergens,
oxidative stress, and medicine and disease development, such as ischemic heart disease, has
also been reported [4–9]. The postnatal disability caused by adverse environments in the
fetuses may result in neonatal or infant death or impact on their health as adults [1,2]. These
damages affect not only the individual but multiple organs of the whole body and are in-
herited by the next generation. Maternal immune activation (MIA) is a DOHaD mechanism.
It is a phenomenon in which maternal infections, autoimmune diseases, allergies, asthma,
atherosclerosis, malignancy, hyperhomocysteinemia, and alcohol consumption activate
maternal immune response [10–13]. An inflammatory response due to cytokine production
during gestation is common in these diseases. According to epidemiologic studies on
humans, maternal infection during pregnancy causes various disorders associated with
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abnormal immunity in the offspring, including type 1 diabetes, allergy diseases, psychosis,
and neurodevelopmental abnormalities [7,14,15]. Increased plasma levels of cytokines
such as interleukin (IL)-1, IL-6, IL-8, IL-12p40, IL-13, and tumor necrosis factor (TNF)-α, as
well as the immune system’s activation in response to inflammatory stimuli in monocyte
cell culture, have been linked to abnormal immunity in patients with autism-like disor-
ders [10,16,17]. Thus, MIA induces abnormal immunity in offspring. Previous studies have
reported that MIA causes alterations in epigenetics, neurotrophin expression, brain struc-
ture and function, gut microbiota, oxidative stress response, and mitochondrial dysfunction
in the fetus as well as neurodevelopmental disorders, psychosis, cardiovascular diseases,
metabolic diseases, and immune disorders in the offspring (Figure 1) [18,19]. Therefore,
MIA is a very critical factor associated with the onset of various diseases in offspring.

Figure 1. Effects of exposure to MIA in offspring. Exposure to MIA in the prenatal period induces
various diseases, such as metabolic, neurodevelopmental, immune system disorders, and cardio-
vascular diseases. MIA is one of the risk factors for developing these diseases and disorders in the
postnatal period. Immune system disorders might cause these diseases due to MIA exposure in the
prenatal period.

This review aims to clarify the relationship between the gestational period of exposure
to maternal inflammation induced by MIA, the severity of maternal inflammation, the
type of cytokine or signaling pathway stimulation, and postnatal immune dysregulation
reactions based on the current literature. A new form of severe acute respiratory syndrome
coronavirus 2 (SARS-CoV-2) has been spreading worldwide, and maternal infection’s
postnatal effects in gestation are of great concern. Although limited, the current reported
maternal coronavirus disease 2019 (COVID-19) infection and its postnatal effects are de-
scribed. Some mechanisms of diseases and disorders associated with MIA have already
been reported. Epigenetic alterations caused by MIA directly affect the immune system and
might prospect to applicate the treatment and diagnosis using epigenetic technology. The
potential application of epigenetic technology in the future is explained. We also reviewed
how genes, prenatal environment, and postnatal environment influence the development
of postnatal immune disorders, and the positioning of MIA among them is summarized.
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2. Immunological Disorders Caused by MIA in Humans

2.1. Diseases Associated with an Abnormal Immunity Induced by Maternal Infection in Humans

Genetic factors play a critical role in inducing diseases and disorders, with the prenatal
environment being a key factor. In epidemiological studies of humans, maternal infection
during pregnancy evoked several diseases associated with abnormal immunity, including
type 1 diabetes mellitus, allergic diseases, and neurodevelopmental disorders in offspring.
The mechanisms include the autoimmune response in type 1 diabetes mellitus, immune
hypersensitivity in allergic diseases, and immune overreaction in neurodevelopmental
disorders [7,14,15] (Figure 2). Abnormal immunity originating in the prenatal period
continues to influence the tissues and organs after birth. It ultimately results in several
diseases, such as allergic diseases caused by exposure to postnatal risk factors in offspring.
It is necessary to clarify the mechanism of abnormal immunity induced by MIA in offspring.

Figure 2. Epidemiologic and experimental data associated with MIA and immune disorders in
human and animal models.

2.2. Mechanism of Diseases and Disorders with Abnormal Immunity Caused by Maternal Infection
2.2.1. Diabetes Mellitus

In a previous meta-analysis, maternal infection was significantly associated with
type 1 diabetes mellitus [15]. Maternal infection is driven by T cell response in the fetus and
leads to the development of pathogen-specific T cells implicated in autoimmune response.
Moreover, maternal infection leads to the production of antibodies and transmission to
the fetus through the placenta [20,21]. These immune system alterations in the prenatal
period could produce proinflammatory cytokines after birth, resulting in β-cell dysfunction
in offspring.

2.2.2. Allergic Diseases

Exposure to maternal infection in utero may cause allergic diseases, including asthma,
eczema, and hay fever, to develop. Previous research has shown that the complex pro-
cess underlying asthma, an allergic disease, involves prenatal and postnatal risk factors,
including genetic variables and prenatal and postnatal environments, including human
rhinoviruses and respiratory syncytial virus infections [7]. The prenatal environments, such
as maternal viral or bacterial infections, allergen, tobacco smoke, and air pollution, induce
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epigenetic alterations associated with airway function, mucosal immune response, systemic
immune response, and atopic sensitization in offspring [7]. As a result, immunological
hypersensitivity and the development of allergy diseases such as asthma, eczema, and hay
fever are caused by genetic factors and prenatal exposure to MIA. Farm exposure during
gestation may protect infants against allergic diseases, including asthma, hay fever, and
eczema [22]. The frequency of contact with farm environments by the mother during gesta-
tion correlates inversely with the incidence of allergic diseases in offspring. Contact with
live stocks or drinking fresh milk can lead to exposure to multiple bacteria, endotoxin, and
fungi. When compared to neonates who had no maternal farm contact, those with a history
of maternal farm contact had weaker immune responses. The interferon (IFN)-γ/IL-13
ratio increased after lipopolysaccharide (LPS) stimulation in the farming mother group,
and the immune response tended to be Th1 dominant. Moreover, the number of Th9 cells
increased in patients with allergies. IL-9 production decreased after LPS stimulation in
cord blood mononuclear cells from neonates exposed to maternal farm contact and may be
implicated in the suppression of Th9 function. Alterations in the quality and function of
neonatal Tregs induced an imbalance in the immune response, causing a Th1-dominant
state and suppressing Th9 cell function and IL-9 production [23].

2.2.3. Neurodevelopmental Disorders and Psychosis

Previous reports have suggested that maternal inflammation may play a role in neu-
rodevelopmental disorders in children, such as autism spectrum disorder, attention deficit
hyperactivity disorder, specific learning disorders, communication disorders, intellectual
disability, and psychosis such as schizophrenia or anxiety in offspring [18,19,24–28]. The
risk of neurodevelopmental diseases may depend on infectious agents, gestation period,
and infection site [29]. Numerous investigations on inflammatory disorders in children
with autism have revealed that several proinflammatory cytokines were elevated in plasma
and whole blood cell mRNA, whereas anti-inflammatory cytokines, including IL-4 or IL-10,
were unchanged compared with the control group [16,17,30–37]. Thus, anti-inflammatory
cytokines are weakly associated with patients with autism. TNF-α levels correlated posi-
tively with autism severity, and decreased expression of immunoregulatory genes is related
to TNF-α [34]. Although the mechanism underlying abnormal immunity in neurodevel-
opmental disorders is still poorly understood, dysregulated peripheral blood cell toll-like
receptor response to inflammatory stimulation during the postnatal period has been ob-
served in these patients [38]. After birth, maternal inflammation causes abnormal immunity,
such as immune overreaction or autoimmunity. This results in damage to the fetal brain
caused by neuron impairment because of the continuous production of proinflammatory
cytokines. An increased copy number of long interspersed nuclear element-1 (L1) has been
identified in induced pluripotent stem cells derived from neurons in the brains of patients
with schizophrenia with a 22q11 deletion. An increased L1 copy number was also found in
the offspring of mice exposed to polyriboinosinic-polyribocytidylic acid [poly(I:C)]-induced
MIA, which exhibit schizophrenia-like behavior [39]. This suggests that the increase in L1
copy number in neurons induced by environmental factors is involved in schizophrenia
susceptibility and pathogenesis [39].

Exposure to maternal inflammation from a viral or bacterial infection and autoinflam-
matory, autoimmune, and allergic diseases cause neurodevelopmental disorders, allergic
diseases, and type 1 diabetes with immunological abnormality in humans. A rodent MIA
model using poly(I:C) or LPS during the gestation period affected the immune system,
resulting in immune overreaction, suppression of immune response, or inhibition of Th2
immune response, in offspring.
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3. The Impact of Exposure to SARS-CoV-2 Infections in the Prenatal and
Postnatal Period

3.1. Possible Relationship between Prenatal Environment and COVID-19 Infection in the
Postnatal Period

A new form of SARS-CoV-2 has been spreading worldwide, which has caused many
deaths. This disease was named COVID-19 [40] and has a wide range of symptoms, including
cold symptoms for mild cases and multiple organ failure for severe cases [41,42]. There are
many reports about the risk factors of severe COVID-19. First, postnatal risk factors include
aging and comorbidities, including diabetes mellitus, hypertension, obesity, asthma, chronic
obstructive pulmonary disease, and chronic kidney disease [43–46]. Second, there are genetic
variants of SARS-CoV-2 entry cytoplasm-related mechanisms and abnormal immunity [47].
Third, epigenetic modifications with clinical severity of COVID-19 are related to virus entry
and innate immune systems, such as IFN signaling, angiotensin-converting enzyme-2,
inflammasome component absent in melanoma 2, and major histocompatibility complex
class IC candidates [47,48]. These epigenetic alterations might be related to prenatal
stimulation in the fetus or changes caused by COVID-19 in the postnatal period. The
association between epigenetic modifications and the prenatal environments in patients
with severe COVID-19 needs to be clarified. Thus, an analysis of the association between
epigenome changes and the prenatal environment in various diseases, such as COVID-19,
is expected to benefit future clinical practice.

3.2. Adverse Effects in Infants Exposed to COVID-19 Infection in the Prenatal Period
3.2.1. Neurodevelopmental Disorders

The mechanism of neurodevelopmental disorders, including autism, schizophrenia,
learning disability, and ADHD, remains unclear. However, the relationship between
maternal viral and bacterial infections in pregnancy and neurodevelopmental disorders
in the postnatal period is well known in epidemiologic studies [18,19]. Recently, fetal
developmental disorders due to maternal SARS-CoV-2 infection in pregnancy were a
primary concern because the inflammatory cytokines implicated in maternal and placental
inflammation damage the fetal brain in the prenatal period. As expected, recent studies have
suggested that infants of mothers with SARS-CoV-2 infection during pregnancy develop
neurodevelopmental disorders at one year of age [49]. Neurodevelopmental disorders,
such as autism, schizophrenia, learning disabilities, and ADHD, are often diagnosed after
one year and require long-term follow-up beyond the neonatal period.

Additionally, the dysfunction of organs and tissues other than the brain needs to be
examined. There are concerns about the direct effects of COVID-19, such as pneumonia or
organ failure, and the impact on future generations. Further epidemiological investigations
and mechanistic studies are warranted.

3.2.2. Immune Dysfunction

Recent studies reported immune abnormalities caused by SARS-CoV-2 infection in
the prenatal period. The immune abnormalities in newborn babies from maternal SARS-
CoV-2 infection are affected by maternal infection status. The babies born from mothers
with recent or ongoing infection have high cytokine levels in the serum and increase the
percentage of natural killer (NK) and regulatory T cells compared with those born from
mothers with recovered or uninfected. However, B cells, CD4+ T cells, and CD8+ T cells
had similar percentages in both groups. The serology test of babies does not show a vertical
infection from the mother [50,51]. Therefore, immune abnormalities might be associated
not with direct fetal infection but with the immune response of maternal SARS-CoV-2
infection. This study evaluates the immune system at birth and has limited results because
no other study performed this examination. Furthermore, there are no reports of long-
term alteration in the immune system, such as during infancy, childhood, or adolescence.
However, long-term changes in the immune system due to maternal infection are expected
along with other infections, and further investigation is crucial.
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3.2.3. Endothelial Cell Dysfunction

SARS-CoV-2 infection induces endothelial cell dysfunction because of endothelium-
related deleterious molecules, including alterations of oxidative stress, inflammation, gly-
cocalyx damage, thrombosis, and vascular tone. The endothelial cells maintain function
involved in circulating blood and various tissues or organs homeostasis. Therefore, mater-
nal SARS-CoV-2 infection in the gestation period leads to adverse effects associated with
endothelial cell dysfunction. First, severe cases of maternal SARS-CoV-2 infection progress
multiple organ failure due to hypercytokinemia and lead to blood flow disturbance from
mother to fetus through the placenta because of circulatory failure by the septic shock of
SARS-CoV-2 infection [52,53]. Second, previous studies reported that the histopathology
findings of maternal SARS-CoV-2 infection in the third trimester detected both fetal vas-
cular and maternal malperfusion. These findings included inflammation in the placenta
without SARS-CoV-2 vertical infection via the placenta [54]. Epidemiological studies in-
dicate that maternal SARS-CoV-2 infection causes preterm birth, low birth weight, and
stillbirth [55–57]. These adverse influences might be associated with blood flow disturbance
caused by endothelial cell dysfunction; however, its status is implicated with complicated
factors, such as the direct effects of infection or indirect effects of a respiratory disorder,
liver injury, kidney injury, and myocardial injury [53].

4. Immune Dysfunction Caused by MIA in Animal Models

4.1. Immune Dysfunction Caused by Prenatal Exposure to Poly (I:C)

Numerous studies have revealed that immunological disorders are associated with
MIA. According to a previous meta-analysis of the association between MIA and im-
munological dysfunction, midgestational maternal exposure to poly (I:C) caused immune
overreaction from the perinatal period through preweaning without inducing inflammatory
stimulation after birth (Figure 2) [58–61]. IL-1β and TNF-α levels in offspring are slightly
elevated in the absence of inflammatory stimuli. Although cytokines such as IL-1 or TNF-α
are a more immediate inflammatory response to poly (I:C) than to IL-6, the IL-6 level
increased significantly [61]. These results showed that immune hypersensitivity acquired
during the prenatal period caused the continuous production of inflammatory cytokines
after birth without any postnatal inflammatory stimulation. Anti-inflammatory cytokines,
including IL-4 and IL-10, were unchanged, and poly (I:C)-induced MIA might not affect
anti-inflammatory cytokine levels in offspring [62]. The mechanisms of immune dysfunc-
tion caused by maternal infection are associated with altered cellular stress response, gut
microbiota, neurotrophin expression, brain structure and function, and neuroimmune
regulation [14,15,63]. MIA induced changes in species and distribution in gut microbiota,
inflammatory cytokines, such as TNF-α, and the cerebellum associated with gut microbiota;
it also plays a critical role in regulating neuroinflammatory response [62]. Furthermore,
mouse or human commensal bacteria, which induce Th17 cell response, cause neurodevel-
opmental disorders in mice [63]. Therefore, the condition or modification of gut microbiota
caused by MIA is associated with immune dysfunction implicated in the Th17 immune
response or regulation of the neuroinflammatory response.

Few reports using animal models have examined how offspring exposed to maternal
inflammatory stimuli in utero respond when exposed to a second inflammatory stimulus
after birth. In a case exposed to poly (I:C) prenatally, the serum IL-6, IL-17, and TNF-α
levels increased much higher than those in offspring not exposed to poly (I:C) in vivo
during the postnatal period; liver necrosis as an organ injury was also detected in this
case [58]. The mRNA expression of the binding immunoglobulin protein and activating
transcription factor 4, a major regulator and key transcription factor of the unfolded
stress response (UPR), was low compared with controls, suggesting that the UPR defect
is induced by prenatal MIA exposure. UPR defects cause an inability for tissue and
organ homeostasis maintenance due to excess unfolding proteins, leading to excessive
activation of the immune response to inflammatory stimuli [58]. The mechanisms of
immune overreaction also include an increase in macrophage 1 polarization, activation of
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innate immunity, and deficit in T regulatory cells [59,60,64]. Cells derived from offspring
exposed to poly (I:C) prenatally exhibited increases in IL-1 and IL-12 levels following
LPS stimulation in vitro [59,60] (Table 1). These results suggest that prenatal exposure
to inflammation due to MIA is an important event associated with postnatal immune
dysfunction. The second attack of inflammatory stimulation after birth enhances the MIA-
induced immune overreaction in offspring. Moreover, these second-hit models may be
involved in various diseases, such as severe infections or autoinflammatory diseases with
an immune hypersensitivity to inflammatory stimuli [65,66]. The most common diseases
in children are caused by viral infections, which sometimes progress to severe conditions
with multiple organ failure (encephalopathy, cardiomyopathy, liver failure, kidney failure,
or respiratory failure) because of cytokine storm. The brain has not detected the influenza
virus in encephalopathy caused by an influenza virus, a representative disease of organ
failure induced by a viral infection. Immune overreaction against a viral infection induces
apoptosis due to cytokine storm. The pathology of aggravating viral infection is the
immune overreaction to inflammation rather than direct damage of the virus [65,67–69].
Inflammatory stimulations can easily aggravate patients with autoinflammatory diseases
because of the constitution of immune hypersensitivity [66]. A child’s immune system
is the most sensitive, indicating that immune overreaction in children may be the most
adverse effect of MIA.

Table 1. Association between MIA caused by poly (I:C) and immune disorders caused by postnatal
inflammatory stimuli.

Literature
Authors (Year)

(Ref#)
Species

Treatment of Pregnant Dam Postnatal Treatment of Offspring

First
Stimulation
(mg/kg BW)

Period
(Gestational

Day, GD)

Second
Stimulation

Period
(Postnatal
Day, PD)

Findings Histopathology
Assumed

Pathogenesis

Charity et al.
(2014) [68] Mouse Poly (I:C)

(20)
Third trimester

(GD12.5)
LPS and
IFN-γ PD 21

Increase in
IL-1, and IL12

in vitro
NE Macrophage 1

polarization

Destanie et al.
(2017) [67] Monkey Poly (I:C)

(2500)

First and second
trimester

(GD 43,44, 46,
100,101, and 103)

LPS or
Poly (I:C) 1 year

Increase in
IL-1, IL-2, IL4,
IL6, IL12, and

TNF-α in vitro

NE

Activation of
innate and Th2

immune
response

Shimizu et al.
(2021) [66] Mouse Poly (I:C)

(20)

Third trimester
(GD 12.5, 14.5,

and 16.5)
Poly (I:C) PD 21-28

Increase in
IL-6, IL-17,
and TNF-α

in serum

Liver necrosis
Unfolded

protein response
defects

MIA, maternal immune activation; poly (I:C), polyriboinosinic-polyribocytidylic acid; LPS, lipopolysaccharide,
NE: not examined.

4.2. Immune Dysfunction Caused by Prenatal Exposure to LPS

LPS is used in MIA studies; however, these studies are less likely to be performed than
studies using poly (I:C) as maternal inflammatory stimulation. The animal models of MIA
induced by LPS are implicated in immune response modifications in offspring [70–80]. Pre-
vious studies have reported that cytokine levels at baseline were not changed by maternal
LPS exposure in the prenatal period [70,72,75]. However, another study indicated high
cytokine levels, including IL-1, IL-6, and IL-10, at baseline in offspring [71]. Exposure to
maternal LPS in the prenatal period leads to different immune responses, such as immune
overreaction or immune response failure, by the second attack of inflammation after birth
(Figure 2) [70–72,74,75,79]. The animal model of immune overreaction shows high levels
of cytokines, such as IL-1, IL-6, IL-17, and TNF-α, in serum after inflammatory stimuli.
Contrarily, some reports also show that cytokine levels could not increase after inflamma-
tory stimulation compared with control in offspring, and anti-inflammatory cytokines such
as IL-10 showed a similar tendency [70,80] (Table 2). Immune response failure caused by
exposure to MIA is implicated in suppressing MAPK p42/44 or delayed immune system
maturation [70,75,80]. The reports on the mechanisms of immune dysfunction are scarce,
and the mechanisms’ details are still unclear. The immune overreaction might be associ-
ated with exposure to maternal LPS from the first to second trimester or low dose. The
immune response failure might be associated with exposure to maternal LPS in the third
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trimester or high doses. The immune responses vary depending on the characteristics of
maternal inflammatory stimulation, such as gestation period, the dose of prenatal inflam-
matory exposure, or the time of sample collection after the second attack of inflammation
in offspring.

5. The Gestation Period, Inflammatory Magnitude, Inflammatory Type of MIA, and
Immune Dysfunction Mechanism in Offspring

5.1. Alteration of the Immune System Affected by the Time of MIA

Prenatal development of the immune system in rodents is almost similar to that of
humans. The prenatal immune system in rodents comprises cells originating from primitive
hematopoiesis in York sac at 7.5 days’ gestation. As the pregnancy progresses, the primary
site of hematopoietic changes from the York sac to intraembryonic AGM, liver, bone
marrow, thymus, and spleen. Diverse cell types in the immune system develop and mature
at different gestational stages. Exposure to the maternal environment might significantly
influence the fetal immune cells from the second to the third trimester because the critical
period of immune system development in rodents is from 7.5 days’ gestation to birth [81,82].
Recent studies support this hypothesis. In a meta-analysis investigating the association
between MIA and immunological disorders [83,84], exposure to MIA at midgestation causes
immune overreaction from the prenatal period to the preweaning stage, and the period of
maternal inflammatory stimulation is one of the essential factors of immune dysfunction
after birth [61]. The risk of schizophrenia is seven-fold in early pregnancy and three-
fold in mid-pregnancy during the influenza pandemic [85]. Furthermore, microglia, the
macrophages of the central nervous system, are derived from primitive myeloid progenitors
of mouse embryos at 8 days’ gestation and have been implicated in the pathogenesis of
neurodevelopmental disorders [86]. The neurodevelopmental system is the most affected
system at an early period of gestation. The effects of maternal infection on each organ and
tissue might depend on the difference in the period when the inflammatory stimulation
was received. Therefore, prenatal exposure to maternal infection is one of the essential
factors of damage to organs and tissue, and a clinical phenotype is changed after birth.

5.2. Alteration of the Immune System Due to the Magnitude of Inflammatory Response or Type of
Inflammatory Cytokines Present in the Prenatal Period

There are no reports about the importance of the magnitude or type of proinflam-
matory cytokines in abnormal immunity induced by MIA. Previous studies have shown
an association between neurodevelopmental disorders and maternal influenza infection.
Brown et al. examined the medical records of pregnant women and found an increased
risk for schizophrenia caused by a maternal respiratory infection in offspring [81,85]. Neu-
rodevelopmental disorders are possibly caused not only by influenza infection but also
by other viral infections during gestation. These results indicate that the direct damage of
the virus and immune regulatory components, such as cytokines or transcriptional factors,
induced by MIA are crucial factors in organ injury or dysfunction after birth. Representative
medicines, such as LPS or poly (I:C), used in MIA animal models activate different immune
pathways. Their receptors include TLR-3 for poly (I:C) and TLR-4 for LPS. TLR-3 and TLR-4
activate NF-κB and AP-1 by the MyD88-dependent and Trif-dependent pathways, respec-
tively, and result in the production of type I interferon and inflammatory cytokines [82,87].
Prenatal exposure to poly (I:C) or LPS leads to different neurodevelopmental or immune
dysfunction disorders phenotypes.

Both poly (I:C) and LPS treatments cause anxiety-like behaviors in offspring. Poly (I:C)
injection during gestation delays growth and sensorimotor development. LPS injection
during gestation leads to reduced food intake and decreased body weight. IL-2, IL-5, and
IL-6 serum levels in cases receiving poly (I:C) treatment are higher than in those receiv-
ing LPS treatment during gestation [88]. Moreover, the high concentrations of cytokines,
such as IL-1β, IL-6, IL-8, IL-17, and IFN-γ, are linked to neurodevelopmental disorders
in offspring [89–92]. Therefore, the difference in clinical features in neurodevelopmental
disorders depends on the type of inflammatory molecules induced by the maternal inflam-
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matory response in the fetus. In an animal model of schizophrenia, the increased cytokine
level in maternal serum and fetal hippocampus induced by the injection of poly (I:C) was
highly correlated with hippocampal neurogenesis impairment in offspring [93,94]. The
magnitude of inflammatory response is strongly associated with the damaged tissue or
organ phenotype. These results showed that the onset of neurodevelopmental disorders
depends on the intensity of the inflammatory response and the kind of immunoregula-
tory molecules induced by inflammatory stimulation. Although an association between
the mechanisms of immune dysfunction caused by MIA in offspring and the methods of
inflammatory stimulation in pregnancy is partially elucidated, the whole picture of these
mechanisms is still unclear. The elucidation of these findings is expected to contribute to the
pathology of patients with immunological disorders, such as those with severe infections,
autoinflammatory diseases, allergic diseases, and immunodeficiency diseases.

Table 2. Association between MIA using LPS and immune disorders caused by postnatal inflamma-
tory stimuli.

Literature
Authors (Year)

(Ref#)
Species

Treatment of Pregnant Dam Postnatal Treatment of Offspring

First
Stimulation
(μg/kg/dose)

Period
(Gestational

Day, GD)

Second
Stimulation

Period
(Postnatal
Day, PD)

Findings Histopathology
Assumed

Pathogenesis

Lasaka et al.
(2007) [83] Rat LPS

(500)

Third
trimester
(GD 18)

LPS PD 21
Decrease in IL-1,
IL-6, and TNF-α

in serum
NE ND

Surriga et al.
(2009) [73] Rat LPS

(500)

Third
trimester
(GD 18)

LPS PD 21

Decrease in IL6
mRNA

expression in
the liver

NE Suppression of
MAPK P42/44

Basta-Kaim
et al. (2012)

[77]
Rat LPS

(1000)

Second to
third trimester
(Every 2days
from GD 7)

Concanavalin
A PD 30 and 90

Increase in
IL-1β, IL-2, IL-6,

and TNF-α
in vitro

NE

Increased
proliferative

activity of
splenocytes

Kirsten et al.
(2013) [75] Rat LPS

(100)

Second
trimester
(GD 9)

LPS PD 60-67 Increase in IL-1β
in serum NE Glucocorticoid

dysregulation

Zager et al.
(2013) [85] Mouse LPS

(120)

Third
trimester
(GD 17)

LPS PD 70 Increase in IL-12
in vitro NE

Skewing of
the cytokine

balance
towards Th1

Hsueh et al.
(2017) [75] Mouse LPS

(25, 25, 50)

Third
trimester

(GD 15, 16
and 17)

LPS PD 56

Increase in IL-1,
IL-6, IL-10, IL-12,

IL-17, TNF-α,
and IFN-γ
in serum

NE Increase in
MCP-1 level

Adams et al.
(2020) [82] Mouse LPS

(10)

First to third
trimester

(GD 0, 7, 14)
LPS PD 49

Increase in IL-1,
IL-6, and IL-10

mRNA
expression in the

spleen

NE Glucocorticoid
dysregulation

MIA, maternal immune activation; LPS, lipopolysaccharide, NE: not examined, ND: not determined.

6. Epigenetic Changes in the Immune System

6.1. Importance of Epigenetic Alterations in Life

Epigenetic modifications, including DNA methylation, histone modification, and non-
coding RNAs, often result in altered gene regulation without changing the DNA sequence and
are associated with gene expression by changing the chromatin architecture [95,96]. Previous
studies have reported that DNA methylation as well as hypomethylation can affect gene
expression in various diseases and lead to schizophrenia by increasing transposon trans-
fer [39,97]. Women in early pregnancy are more susceptible to these alterations [98–100],
which could cause various diseases in offspring [101]. Moreover, prenatal exposure to famine
could lead to epigenetic modifications, including low DNA methylation of the imprinted
IGF2 gene; this epigenetic alteration persists six decades later in life [102,103]. Therefore,
the epigenetic alterations due to exposure to adverse stimulations in fetuses affect them
at birth and throughout their lifetime. The recent studies are focused on postnatal risk
factors of each disease, which has slowly clarified the details of these factors. However,
to understand the various diseases from the viewpoint implicated in the prenatal envi-

109



Cells 2023, 12, 741

ronment and epigenetic modifications, we can interpret the pathology of diseases more
deeply. Research on the diagnosis and therapy by analyzing genes and the epigenome in
the prenatal period is in progress. For example, several epigenetic abnormalities have been
identified in patients with tumors, autoimmune diseases, diabetes mellitus, hematologic
diseases, neurodevelopmental disorders, and infections [104].

6.2. Epigenetic Changes Induced by MIA in the Immune System

There are no reports on the direct relationship between epigenetic changes of immuno-
logical disorders in offspring and MIA; however, environmental factors other than MIA
cause epigenetic changes in the immune system. Exposure to maternal farm environments
increases the number of T regulatory cells in infants and decreases Th2 cytokine levels.
These alterations are associated with demethylation at the forkhead box P3 promoter,
which is one of the main transcription factors of Treg and is implicated in the immune
response to inflammatory stimulation [105]. In animal models, immune molecules, such as
cytokines and transcriptional factors, are transported from the dam to the pup through the
placenta and change the activation of epigenetic modification enzymes. These modifica-
tions of epigenetic enzymes alter gene regulation of cytokine or transcriptional factors in
the immune cells or signaling pathway [106–109]. IL-6 can enhance the activation of DNA
methyltransferase 1 (DNMT1), suggesting the direct relationship between MIA and epige-
netic alteration [107]. IL-17 may inhibit the histone deacetylase (HDAC) activity through
the PI-3Kinase signaling pathway [108]. The main signaling pathways associated with
the immune response, activated by cytokines, are JAK/STAT and MAPK/ERK signaling
pathways. STAT proteins regulate histone acetylation at STAT-binding areas [106]. The
MAPK/ERK signaling pathway is associated with epigenetic regulators involved in the
histone acetyltransferase to chromatin [109]. HDAC induces an epigenetic modification of
IL-10 expression [110]. H3K4 methylation suppresses NF-κB and results in decreased IL-6
expression [111]. Other studies show epigenetic modifications, such as DNA methylation,
acetylation associated with polarization from naive T cells to Th1 and Th2, or cytokine
production by a helper T cell [112–114]. Epigenetic alterations in the immune system
cause various adverse effects on the host defense and may induce immune overreaction or
immune response failure because of alterations in the gene expressions of inflammatory
cytokine or transcriptional factors by changing the chromatin structure [115,116]. Fur-
ther studies are required to investigate whether MIA directly interacts with epigenetic
modifications of the immune system in offspring.

6.3. Prospects of Prevention and Treatment Using Epigenetic Therapy in the Prenatal Period

Prenatal diagnosis and treatment focus on preventing the onset of various diseases
with genetic or epigenetic factors and reducing the medical costs for patients. Gene
therapy for autoimmune disease in the postnatal period regulates the immune system,
including the levels of proinflammatory cytokine or immune molecules or infiltration
of lymphocytes. However, animal models of prenatal gene therapy for immunological
disorders have yet to be reported. Gene therapy of an injection vector in the prenatal period
can prevent hemophilia in offspring and is expected to be applied as a prenatal treatment
for various diseases [117,118]. Epigenetic therapy in the postnatal period could treat
diseases such as myelodysplastic syndrome, leukemia, cancer, heart failure, and diabetic
retinopathy [104]; however, there are no reports about epigenetic therapy in the prenatal
period. The application of epigenetic therapy during the prenatal period may suppress
the onset of fatal diseases in the prenatal or neonatal period. However, this therapy has
some disadvantages; it is not indicated for target cells, and activating gene expression in
normal cells might lead to cancer [104]. We need to overcome many problems in the clinical
field; however, significant benefits await epigenetic therapy’s development. Thus, we need
to evaluate the relationship between epigenetic alteration, maternal environments, and
postnatal effect using an animal model.
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7. Conclusions

The Association of Genetic Factors, Maternal Infection, and Postnatal Environmental Factors in
Immune Dysfunction

Genetic factors are crucial to the onset of several human diseases, which are directly
related to genetic diseases and are indirectly implicated in many diseases. In epidemiologic
studies, exposure to a viral infection is the most critical factor that excessively activates
the immune response in offspring. Maternal bacterial infection causes different immune
responses in offspring, including immune overreaction or immune response failure. These
clinical features in the immune system may depend on time, magnitude, and inflamma-
tory type of MIA. In addition, postnatal environments are the ultimate determinants of
immune overreaction or immune response failure. Immune overreaction leads to various
diseases with immune hypersensitivity, including autoinflammatory, autoimmune and
allergic diseases, and severe viral and bacterial infections. Immune response failure in
offspring might cause immunodeficiency diseases and suppression of diseases with im-
mune hypersensitivities, such as autoinflammatory, autoimmune, and allergic diseases and
severe infections [119] (Figure 3).

Figure 3. The association of genetic factors, maternal immune activation (MIA), and environmental
factors in immune dysfunction after birth.

The goal of therapies was mainly to cure the disease or disorder after its onset until a
few decades ago. Recently, treatments have been performed to prevent various contracting
diseases. For instance, the treatment for hypertension, obesity, hyperlipidemia, and diabetes
mellitus is aimed at preventing coronary artery disease or stroke in old age. Medical
treatment is essential to prevent the crisis by removal of the risk factor. Additionally, the
development of epigenetic alterations and genetic analysis at birth or shortly after birth may
allow for the identification of individual disease susceptibility. In the future, the diagnosis
and treatment of these diseases in the prenatal period may be achieved using an epigenetic
analysis and suppression of various diseases associated with epigenetic modifications.

The determinants of the development of immune disorders, such as immune overreac-
tion and immune response failure, in offspring depend on the characteristics of maternal
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inflammatory stimulation, including gestation period, the magnitude of maternal inflamma-
tion, and the kinds of immune molecules induced by MIA. The genetic factor and prenatal
stimulations lead to the development of various diseases associated with immune system
disorders. These constitutions are exacerbated by exposure to postnatal risk factors in
offspring, leading to various diseases with abnormal immunity.
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Abstract: Cannabis use is continuously increasing in Canada, raising concerns about its potential
impact on immunity. The current study assessed the impact of a cannabinoid mixture (CM) on B cells
and the mechanisms by which the CM exerts its potential anti-inflammatory properties. Peripheral
blood mononuclear cells (PBMCs) were treated with different concentrations of the CM to evaluate
cytotoxicity. In addition, flow cytometry was used to evaluate oxidative stress, antioxidant levels,
mitochondrial membrane potential, apoptosis, caspase activation, and the activation of key signaling
pathways (ERK1/2, NF-κB, STAT5, and p38). The number of IgM- and IgG-expressing cells was
assessed using FluoroSpot, and the cytokine production profile of the B cells was explored using
a cytokine array. Our results reveal that the CM induced B-cell cytotoxicity in a dose-dependent
manner, which was mediated by apoptosis. The levels of ROS and those of the activated caspases,
mitochondrial membrane potential, and DNA damage increased following exposure to the CM
(3 μg/mL). In addition, the activation of MAP Kinase, STATs, and the NF-κB pathway and the
number of IgM- and IgG-expressing cells were reduced following exposure to the CM. Furthermore,
the exposure to the CM significantly altered the cytokine profile of the B cells. Our results suggest
that cannabinoids have a detrimental effect on B cells, inducing caspase-mediated apoptosis.

Keywords: B cells; cannabinoids; apoptosis; caspase; oxidative stress

1. Introduction

Cannabis is the most widely used recreational drug in Canada. According to the
Canadian Alcohol and Drugs Survey (CADS), the prevalence of cannabis use increased
from 11% to 19% between 2017 and 2019 [1]. Cannabis is a complex plant containing
∼500 phytochemicals, of which at least 60 belong to the phytocannabinoid class. These phy-
tochemical compounds have shown therapeutic benefits as analgesics, anti-inflammatory
agents, anti-emetics, and anticonvulsive agents, and they can improve muscle tone, mood
state, cognition, and appetite [2,3].

Cannabinoids act through the endocannabinoid system (ECS), which includes the
cannabinoid type 1 (CB1) and type 2 (CB2) receptors, their endogenous ligands (en-
docannabinoids), and the enzymes responsible for their synthesis and degradation [4].
Cannabinoids also modulate several non-cannabinoid receptors and ion channels, and
they act through various receptor-independent pathways—for example, by delaying the
reuptake of endocannabinoids and neurotransmitters (such as anandamide and adenosine)
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and by enhancing or inhibiting the binding of certain G-protein-coupled receptors to their
ligands [4].

Cannabinoids affect various physiological processes, including the immune response.
However, the effect of cannabinoids on immune cells is not well understood due to con-
flicting evidence. Cannabinoids have been shown to hinder the migration of leukocytes
and the production of reactive oxygen species (ROS), and they have been shown to induce
oxidative stress and the release of pro-inflammatory cytokines [5–9]. They can also limit the
ability of macrophages to produce nitric oxide and IL-6 in response to lipopolysaccharides
(LPSs), induce apoptosis in B and T cells, and reduce the cytolytic activity of natural killer
(NK) cells [10–14]. However, cannabinoids have also been shown to stimulate the inflam-
matory response (mainly through their metabolites, which increase the secretion of some
pro-inflammatory cytokines [15–18]) and promote the biosynthesis of eicosanoids, such as
prostaglandins and leukotrienes (which are important mediators of inflammation) [19,20].
Of note, conflicting results have been reported regarding the effects of cannabinoids on
B cells. El-Gohary et al. [21] reported that the oral ingestion of cannabis decreases the
number of B cells, the serum levels of immunoglobulins (IgG and IgM), and the levels of
the C3 and C4 complement proteins. By contrast, other studies have found no change in
the number of B cells, an increase or decrease in IgE levels [22,23], a decrease in serum IgG
levels, and an increase in IgD levels, with various impacts on IgA and IgM secretion [24,25].
Furthermore, one study reported that THC can cause a dose-dependent increase in B-cell
proliferation [10,26], whereas other studies found that cannabinoids hinder B-cell prolif-
eration in response to LPSs [26–29]. As we recently reported that a cannabinoid mixture
(CM) can impair the quality of red blood cells (RBCs) and platelets by triggering RBC
hemolysis and reducing platelet aggregation [30], we therefore wanted to assess the impact
of exposure to a CM on B cells, as they produce antibodies, are involved in antigen presen-
tation, and strongly express CB2 receptors (CB2Rs) [28], making them a cornerstone of the
immune response.

2. Materials and Methods

2.1. Isolation and Storage of Peripheral Blood Mononuclear Cells

This study was approved by Héma-Québec’s Research Ethics Committee (CER#2020-
010), and all participants signed an informed consent form. Whole blood (450 mL) was
collected using the Leukotrap® WB system (Haemonetics, Braintree, MA, USA) according
to the manufacturer’s instructions. Immediately after the blood donation, PBMCs were
isolated using gradient centrifugation with a Ficoll-Paque solution (Cytiva, Vancouver,
BC, Canada) and Leucosep tubes (Greiner Bio-One; Monroe, NC, USA) according to the
manufacturer’s instructions. PBMCs were collected and washed with DPBS (Thermo
Fisher Scientific, Waltham, MA, USA) supplemented with 0.25% human albumin (CLS
Behring, Ottawa, ON, Canada). The PBMCs were then suspended in a Plasma-Lyte solution
(Baxter, Mississauga, ON, Canada) containing 5% human albumin and 18% CryoSure-Dex40
(WAK-Chemi medical, Steinbach, Germany), aliquoted, and frozen in liquid nitrogen for
subsequent use.

2.2. Cell Culture and PBMC Exposure to a Cannabinoid Mixture

The PBMCs were thawed using the ThawSTAR™ system (BioLife Solutions, Bothell,
WA, USA) and suspended in RPMI 1640 media (Thermo Fisher Scientific) supplemented
with 20% fetal bovine serum (FBS; Thermo Fisher Scientific) and penicillin–streptomycin 1X
(PEN/STREP; Sigma-Aldrich, St-Louis, MO, USA), and they were centrifuged for 10 min
at 600× g. The supernatant was discarded, and the cells were suspended in RPMI/20%
FBS + PEN/STREP 1X at 1 × 106 cells/mL. The cells were then seeded in a 12-well plate
(Sigma-Aldrich) and incubated for 3 hours at 37 ◦C/5% CO2 to enable adherent cells
to adhere. Then, different concentrations (ranging from 1 to 24 μg/mL) of the CM-8
components (#C-219, Cerilliant, Round Rock, TX, USA) or equivalent volume of methanol
(MeOH; vehicle in which the CM is dissolved) were added to the required experimental
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conditions and incubated overnight at 37 ◦C/5% CO2. This incubation time was based
on the former blood donation deferral time after cannabis consumption that was used in
our institution.

2.3. Cytotoxicity Assay

Following the cell culture and exposure to the CM, PBMC cytotoxicity was assessed
through the quantification of lactate dehydrogenase (LDH) levels in the cell culture su-
pernatant. Briefly, the PBMCs were suspended in RPMI/1% FBS + PEN/STREP 1X at
1 × 105 cells/mL and seeded in a 12-well plate (Sigma-Aldrich). The cells were then
incubated for 3 hours at 37 ◦C/5% CO2, before adding the CM or equivalent volume of
MeOH, followed by an overnight incubation at 37 ◦C/5% CO2. The cell supernatants were
then collected for LDH quantification using a CyQUANT™ LDH Cytotoxicity Assay Kit
(Cat#C20300, Fisher Scientific) according to the manufacturer instructions.

2.4. Apoptosis and CD45+/CD19+ Cell Count

In addition to cytotoxicity, PBMC apoptosis was assessed by using flow cytometry
employing an Allophycocyanin (APC) conjugated-Annexin V Apoptosis Detection Kit (Cat#
640932; BioLegend, San Diego, CA, USA) according to the manufacturer’s instructions.
Furthermore, the number of CD45+/CD19+ cells was measured in each experimental
condition of the dose-response assay. Briefly, following the overnight exposure to the CM,
50 × 103 cells were collected, washed in PBS, and stained with a fluorescein isothiocyanate
(FITC)-conjugated anti-CD19 antibody (Clone HIB19; BD Biosciences, Franklin Lakes, NJ,
USA) and an APC-conjugated anti-CD45 antibody (Clone HI20; BD Biosciences). Data
were acquired using a BD Accuri™ C6 flow cytometer (BD Biosciences) and analyzed using
FCS Express™ 6 software (De NovoSoftware, Los Angeles, CA, USA). Our gating strategy
was as follows: first, all CD45+ cells were identified in a dot plot, and then CD19+ cells
were identified in this population and the number of events enumerated. The acquisition
volume was 200 μL.

2.5. Assessment of CB2R Expression

Along with the apoptosis assessment, the expression of CB2R was evaluated. Briefly,
following the overnight exposure to the CM, 50 × 103 cells were collected, washed in PBS,
and stained with a fluorescein isothiocyanate (FITC)-conjugated anti-CD19 antibody (Clone
HIB19; BD Biosciences, Franklin Lakes, NJ, USA) and an Alexa Fluor® 647-conjugated
Human Cannabinoid R2/CB2/CNR2 Antibody (Clone 352110R; R&D system). Data were
acquired using the BD Accuri™ C6 flow cytometer (BD Biosciences) and analyzed using
FCS Express™ 6 software (De NovoSoftware, Los Angeles, CA, USA). Our gating strategy
was as follows: first, all CD19+ cells were identified in a dot plot, and then CB2R+ cells
were identified in this population and the number of events enumerated.

2.6. Oxidative and Anti-Oxidative Stress Responses

To assess changes in the oxidative and anti-oxidative stress responses in B cells, PBMCs
(with or without exposure to 3 μg/mL CM) were collected and stained with an APC-
conjugated, anti-CD19 antibody (BD Biosciences) and exposed to CellROX™ Oxidative
Stress Reagents (Cat# C10492, Thermo Fisher Scientific) according to the manufacturer’s
instructions. In addition, the anti-oxidative response was assessed by measuring the
intracellular levels of glutathione (GSH) using an intracellular glutathione assay (Cat#9137,
ImmunoChemistry, Davis, CA, USA) along with APC-conjugated, anti-CD19 antibody
staining (BD Biosciences), according to the manufacturer’s instructions. All data were
acquired with the BD Accuri™ C6 flow cytometer (BD Biosciences) and analyzed using
FCS Express™ 6 software (De Novo software). Our gating strategy was as follows: all cell
populations were gated, and CD19+/ROS+ cells were identified in this population.
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2.7. Mitochondrial Membrane Potential

To assess alterations in the mitochondrial membrane potential of B cells, PBMCs
(with or without exposure to 3 μg/mL CM) were collected and stained using a MitoProbe™
DiOC2(3) Assay Kit (Cat# M34150, Thermo Fisher Scientific) along with an APC-conjugated,
anti-CD19 antibody (BD Biosciences). All data were acquired with the BD Accuri™
C6 flow cytometer (BD Biosciences) and analyzed using FCS Express™ 6 software (De
Novo software).

2.8. Apoptosis PCR Array

To investigate the differential expressions of apoptosis-related genes after exposure to
the CM, real-time PCR was performed on purified B cells using an RT2 Profiler PCR Array
for Human Apoptosis (cat#330231; PAHS-012ZD-6; Qiagen; Mississauga, ON, Canada).
Briefly, PBMC (suspended in RPMI/20% FBS + PEN/STREP 1X at 1 × 106 cells/mL)
were seeded in a 12-well plate (Sigma-Aldrich), incubated for 3 h at 37 ◦C/5% CO2,
and subsequently exposed to 3 μg/mL of the CM (Cerilliant) followed by an overnight
incubation at 37 ◦C/5% CO2. After the incubation, CD19+ cells were isolated using an
EasySep™ Human B Cell Isolation Kit (cat#17954; Stemcell Technologies, Vancouver, BC,
Canada) according to the manufacturer’s instructions. Following isolation, the B cells from
each experimental condition were transferred into a lysis buffer for total RNA extraction
using a RiboPure™- Blood kit; (cat#AM1928; Thermo Fisher Scientific). The concentration
and purity of the total RNA were assessed using a NanoDrop spectrophotometer (Thermo
Fisher). The RNA was reverse-transcribed into cDNAs using a cDNA conversion kit (RT2
First Strand Kit; cat#330401; Qiagen), and a PCR array was performed using the SYBR
Green master mix (cat#330504; Qiagen) along with an RT2 profiler plate. This plate was
centrifuged for 1 min at 1000× g/25 ◦C, and real-time PCR was carried out with a CFX-96
Real-Time PCR Detection System (Bio-Rad; Mississauga, ON, Canada) according to the
manufacturer’s instructions. The array measures the expressions of 84 key genes involved
in apoptosis. Cycle threshold (CT) values were analyzed using the data analysis web portal
at http://www.qiagen.com/geneglobe (accessed on 31 January 2023). The samples were
assigned to control (untreated) and test groups (methanol and CM). The CT values were
normalized based on a manual selection of reference genes. The data analysis web portal
calculates the fold change/regulation using the delta-delta CT method, in which delta CT is
calculated between a gene of interest and the average of several reference genes, followed
by delta-delta CT calculations (Δ CT (Test Group)-Δ CT (Control Group)). The fold changes
are then calculated as follows: 2ˆ(−ΔΔCT). The data analysis web portal also plots the
heat map.

2.9. Assessment of Caspase Activation

To detect the activated caspases in the B cells, a Calbiochem® Caspase Detection Kit
(FITC-VAD-FMK, cat#QIA90, Sigma-Aldrich) was used along with an APC-conjugated,
anti-CD19 antibody (BD Biosciences). Briefly, PBMCs were cultured with or without
3 μg/mL CM as described above. Following the culture, the PBMCs were stained with the
components of the detection kit and an anti-CD19 antibody (BD Biosciences). In addition,
Z-VAD-FMK—a cell-permeable, irreversible pan-caspase inhibitor provided in the kit—was
used to inhibit the caspase processing and apoptosis induced by the CM in the B cells.
Data were acquired with the BD Accuri™ C6 flow cytometer (BD Biosciences). The gating
strategy was as follows: first, all CD19+ cells were selected in a dot plot, and the activated
caspases were identified in this CD19+ population.

2.10. Assessment of DNA Damage

Following the overnight exposure of the PBMCs to the CM (as described above), the
PBMCs were collected and diluted at 5 × 105 cells/mL. Then, 50 μL of the cell suspension
(25 × 103 cells) was transferred into flow cytometry tubes, DPBS + 2% FBS was added, and
the cells were centrifuged for 5 min at 500× g at room temperature (RT). The cells were then
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fixed with a 1.5% paraformaldehyde solution (Sigma-Aldrich) for 20 min at RT, followed by
a second wash with DPBS + 2% FBS. After the fixation step, the cells were permeabilized
by exposing them to 90% methanol for 20 min at 4 ◦C. After another wash with DPBS
+ 2% FBS, the cells were stained with 5 μL of an Alexa Fluor® 488-conjugated, γH2AX
antibody (Clone N1-431; BD Biosciences) and 20 μL of an APC-conjugated, CD19 antibody
(BD Biosciences) for 20 min at RT. A final wash with DPBS + 2% FBS was performed before
acquiring the data with the BD Accuri™ C6 flow cytometer (BD Biosciences). The gating
strategy was as follows: first, all CD19+ cells were selected in a dot plot, and γH2AX+ cells
were then identified in this CD19+ population.

2.11. Analysis of Cell Signaling Pathways

The signaling pathways involved in the development and functions of B cells were
assessed using flow cytometry with the same protocol used to assess the DNA damage (de-
scribed above). The only difference was the antibody used along with an FITC-conjugated,
anti-CD19 antibody (BD Biosciences). For the assessment, 25 × 103 cells were stained
using the following Alexa Fluor® 647 conjugated antibodies from BD Biosciences: phospho-
NF-κB (Ser529; clone B33B4WP; Thermo Fisher Scientific), phospho-ERK1/2 (clone 20A),
phospho-p38 (clone pT180/py182), and phospho-STAT5 (clone pY694). Data were acquired
with the BD Accuri™ C6 flow cytometer. The gating strategy was as follows: cells were
identified as CD19+ cells, and the cells positive for the aforementioned targets were identi-
fied in this CD19+ population. The data were analyzed using FCS Express™ 6 software
(De Novo Software).

2.12. Detection and Enumeration of IgG-/IgM-Secreting B Cells

To evaluate the effect of the CM on B cells, a Human IgG/IgM Dual-Color B cell
FluoroSpot kit (ELDB8079NL, R&D systems, Minneapolis, MN, USA) was used to quan-
tify the IgG-/IgM-secreting cells according to the manufacturer’s instructions. In total,
104 viable PBMCs (exposed or not exposed to the CM) were plated in each well of a 96-
microplate provided in the kit. Images (6 pictures/well per condition) were acquired using
an Olympus BX53 microscope equipped with a DP80 digital camera (Olympus, Shinjuku-
ku, Tokyo, Japan) and they were analyzed using cellSens imaging software (Olympus).

2.13. Cytokine Expression Profiles of B Cells

Following exposure to the CM, the PBMCs were collected, and the B cells were isolated
using an EasySep™ Human B Cell Isolation Kit (Stemcell Technologies) as described above.
The B cells were then lysed in a cell lysis mix (Thermo Fisher Scientific), and the lysate was
frozen for cytokine profiling. The amount of protein in each cell lysate was determined
using a BCA Protein Assay (Thermo Fisher). The resulting data were used to normalize the
results of the cytokine array, which was performed by Eve technologies Corp (Calgary, AB,
Canada) using a Human Cytokine/Chemokine 71-Plex Discovery Assay® (HD71).

2.14. Statistical Analysis

All analyses were performed using GraphPad Prism 9.2.0 (GraphPad, San Diego, CA,
USA). All values are reported as means ± standard errors of the mean, and statistical com-
parisons were carried out using a paired t-test, a Kruskal–Wallis test (i.e., a nonparametric
ANOVA), a Wilcoxon matched-pairs signed-ranks test, or a Mann–Whitney test (where
applicable). A p-value below 0.05 was considered statistically significant.

3. Results

3.1. Exposure to the Cannabinoid Mixture Favors B-Cell Apoptosis

Cannabinoids are detectable in the plasma within a few seconds after the first inhala-
tion, and their bioavailability following inhalation varies widely (i.e., 2–56%), in part due to
intra- and inter-subject variabilities in smoking dynamics causing some uncertainty in dose
delivery [31,32]. Thus, doses were selected considering bioavailabilities of 2% (1 μg/mL),
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6% (3 μg/mL), 12.5% (6 μg/mL), 25% (12 μg/mL), and 50% (24 μg/mL)—the equivalent of
smoking 1 g of cannabis containing 24% of cannabinoids. This dose response revealed a
dose-dependent increase in LDH levels, suggesting a significant cytotoxic effect of the CM
on the PBMCs (Figure 1A). An Annexin V/PI analysis confirmed a dose-dependent increase
in cell death in two specific PBMC subpopulations (P2 and P3) (Figure 1B,C), including B
cells. The number of B cells was also significantly reduced at CM concentrations of at least
3 μg/mL (Figure 1D), which was associated with a significant decrease in the expression of
CB2R (Figure 1E).

Figure 1. Cytotoxicity and Annexin V/PI expression after exposing PBMCs to a cannabinoid mixture.
(A) PBMCs were exposed (or not) to different CM concentrations (1–24 μg/mL), and cytotoxicity was
assessed using a lactate dehydrogenase assay. (B) Representative flow cytometry results of Annexin
V/PI expression on PBMCs, which was measured to assess apoptosis following exposure to different
doses of CM. (C) Representative flow cytometry results of the FSC/SSC profile of PBMCs following
exposure to different CM concentrations. (D) Enumeration of B cells (CD45+/CD19+ cells) following
exposure to different CM concentrations. (E) Expression of CB2R on B cells (CD19+/CB2R+ cells)
following exposure to different CM concentrations. Data are presented as means and standard errors
of the mean. * p < 0.05; ** p < 0.001; *** p < 0.0001. n = 5 experiments. CM = cannabinoid mixture;
FSC = forward scatter; MeOH = methanol; SSC = side scatter. P1, P2, and P3 represent different
populations of PBMCs.

3.2. Exposure to the Cannabinoid Mixture Significantly Reduces the Mitochondrial Membrane
Potential of B Cells

We recently reported that a CM significantly increases the levels of ROS in oral cancer
cells [33]. Therefore, we looked at ROS as a potential mechanism involved in the CM-
induced death of B cells. From here on, we used the concentration of 3 μg/mL because, at
this dose, we had a significant number of both living cells and cells undergoing apoptosis
and not only dead cells. Thus, the cells were stained with an anti-CD19 antibody and a
ROS marker. Exposure to 3 μg/mL CM significantly increased the intracellular levels of
ROS in the CD19+ cells (Figure 2A), but it did not affect the anti-oxidative response (as
measured via GSH levels) (Figure 2B).
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Figure 2. Response to oxidative and anti-oxidative stress, as well as mitochondrial membrane
potential after exposing PBMCs to a cannabinoid mixture. PBMCs were exposed (or not) to 3 μg/mL
of CM and stained with an APC-conjugated, anti-CD19 antibody and (A) treated with CellROX™
Oxidative Stress Reagents to measure ROS levels or (B) exposed to intracellular glutathione assay
components to measure the anti-oxidative response via flow cytometry. (C) The mitochondrial
membrane potential of CD19+ cells was also assessed via flow cytometry using a MitoProbe™
DiOC2(3) Assay Kit. Data are presented as means and standard errors of the mean. * p < 0.05;
** p < 0.001. n = 5 experiments. CM = cannabinoid mixture; GSH = glutathione; MeOH = methanol;
MFI = median fluorescence unit; ROS = reactive oxygen species.

Increased levels of ROS have been associated with mitochondrial damage [34]. Thus,
using a MitoProbe™ DiOC2(3) Assay Kit, we measured the mitochondrial membrane
potential of the B cells (CD19+ cells). The CM also reduced the median fluorescence
intensity (MFI) of the B cells by 10-fold (untreated: 797,704.9 ± 228,317.31; methanol:
839,641.2 ± 237,704.82 MFI; CM-treated: 79,188.6 ± 25,246.65 MFI) (Figure 2C).

3.3. The Cannabinoid Mixture Induces B-Cell Apoptosis through the Caspase Pathway

To identify the pathways involved in the CM-induced apoptosis of the B cells, we
analyzed the expressions of 84 genes involved in apoptosis using a PCR array. The PBMCs
were exposed to 3 μg/mL of the CM overnight, the B cells were isolated using an EasySep™
Human B Cell Isolation Kit, and their RNA was extracted. cDNAs were generated, and a
real-time PCR was performed according to the manufacturer’s instructions. Among the
84 genes analyzed, 3 were upregulated by ≥3-fold after exposure to the vehicle: LTBR
(3.55-fold), TNFRSF1A (3.15-fold), and TNFRSF25 (4.34-fold). By contrast, after exposure
to the CM, 27 were significantly upregulated compared with the untreated B cells: BAG1
(3.63-fold), BCL2L10 (7.07-fold), BIK (7.07-fold), BIRC5 (7.07-fold), CD40LG (5.63-fold),
CIDEA (7.07-fold), CRADD (7.07-fold), CYCS (3.17-fold), DAPK1 (7.07-fold), FADD
(3.20-fold), FASLG (7.07-fold), GADD45A (4.38-fold), HRK (3.60-fold), IL10 (3.10-fold),
LTA (4.48-fold), LTBR (3.85-fold), NOL3 (7.07-fold), TNF (5.85-fold), TNFRSF11B (7.07-fold),

125



Cells 2023, 12, 588

TNFRSF21 (13.11-fold), TNFRSF25 (8.95-fold), TNFSF8 (3.74-fold), TP73 (7.07-fold), TRADD
(7.07-fold), TRAF3 (3.00-fold), and both CASP14 (7.07-fold) and CASP5 (7.07-fold)
(Figure 3A).

Figure 3. Apoptosis and DNA damage after exposing PBMCs to a cannabinoid mixture. PBMCs were
exposed (or not) to 3 μg/mL of the CM, and B cells were isolated using an EasySep™ Human B Cell
Isolation Kit. (A) Heatmap of CM compared to the untreated condition. (B) Activated caspase levels
in CD19+ cells were assessed via flow cytometry using a Caspase Detection Kit. (C) DNA damage,
as measured by the expression of γH2AX, was assessed via flow cytometry. Data are presented as
means and standard errors of the mean. *: p < 0.05, **: p < 0.001. n = 5 experiments. CM = cannabinoid
mixture; MeOH = methanol; MFI = median fluorescence unit.

Based on this finding, we explored the caspase pathway given its role in the initi-
ation and execution of cell death [35]. A flow cytometry analysis of the activated cas-
pases revealed a 4-fold increase in the level of activated caspase in the CM-treated B cells
(22,068.7 ± 4433.30 MFI) compared to the untreated (5211.3 ± 1119.55 MFI) or vehicle-
treated B cells (6424.3 ± 1900.61 MFI) (Figure 3B). In addition, we found that the CM
potently increased the expression of the DNA damage marker γH2AX in the B cells by
~4-fold (untreated: 6.9 ± 0.95% of positive cells; methanol: 8.4 ± 1.42; CM: 28.7 ± 5.43% of
positive cells; Figure 3C).

To confirm that caspase activation is involved in the CM-induced apoptosis of the B
cells, PBMCs were treated with the pan caspase inhibitor Z-VAD-FMK and exposed to the
CM. CM-induced B-cell death was significantly abrogated by the caspase inhibitor (un-
treated: 63.0 ± 10% of living cells; methanol: 63.2 ± 10.48% of living cells; CM: 19.4 ± 5.65;
Z-VAD-FMK+ CM: 44.6 ± 11.63% of living cells, Figure 4A–C).
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Figure 4. Death of B cells after co-treatment with the caspase inhibitor Z-VAD-FMK and the cannabi-
noid mixture. PBMCs were exposed (or not) to the caspase inhibitor Z-VAD-FMK and subsequently
exposed (or not) to 3 μg/mL of the CM. After exposure to the CM, PBMCs were stained with an
anti-CD19 antibody and (A) the persistence of the B-cell population, and (B,C) the levels of non-
apoptotic cells (i.e., Annexin V/PI levels) were measured. Data are presented as means and standard
errors of the mean. *: p < 0.05. n = 5 experiments. CM = cannabinoid mixture; FSC = forward scatter;
MeOH = methanol; SSC = side scatter.

3.4. The Cannabinoid Mixture Affects B-Cell Signaling Pathways and Function

ERK, NF-κB, STAT5, and p38 have been shown to play important roles in B-cell pro-
liferation, differentiation, survival, and immunoglobulin production [36–39]. Thus, we
explored the phosphorylation of these key signaling molecules. The CM reduced the phos-
phorylation of ERK1/2 (untreated: 61% ± 6.96% of positive cells; methanol: 58.45% ± 5.75;
CM: 18.7% ± 9.03% of positive cells); of NF-κB (untreated: 68.8% ± 3.60% of positive
cells; methanol: 67.6% ± 5.31; CM: 18.1% ± 3.22% of positive cells); of STAT5 (untreated:
63.1% ± 5.34% of positive cells; methanol: 53.4% ± 2.95; CM: 7.5% ± 1.8% of positive
cells); and of p38 (untreated: 32.4% ± 4.75% of positive cells; methanol: 37.7% ± 5.83%;
CM: 8% ± 2.65% of positive cells; Figure 5A), which was associated with a significant
reduction in the number of IgM- and IgG-expressing B cells (Figure 5B–D).

3.5. The Cannabinoid Mixture Affects the Cytokine Secretion Profile of B Cells

Using a Human Cytokine/Chemokine 71-Plex Discovery Assay® (HD71), we analyzed
how the CM affects the cytokine secretion profile of B cells. Our results reveal that twenty-
one (21) cytokines, including IL-6 and TNF-α, were not detected. Eighteen (17) cytokines
were not modulated (n = 17), while thirteen cytokines (13), including RANTES and IL-27,
were downregulated. Finally, eight (8) cytokines, including IFN-α2 and CXCL9, were
upregulated (n = 5) (Figure 6).
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Figure 5. MAP Kinase, NF-κB, and STAT signaling pathways after exposing PBMCs to the cannabi-
noid mixture. PBMCs were exposed (or not) to 3 μg/mL of the CM and co-stained with an
APC-conjugated, anti-CD19 antibody coupled with Alexa Fluor® 647-conjugated phospho-NF-κB,
phospho-ERK1/2, phospho-p38, or phospho-STAT5 antibodies. (A) Representative histograms
of the expressions of the aforementioned proteins with and without CM exposure. Number of
(B) IgG-secreting cells and (C) number of IgM-secreting cells were quantified using FluoroSpot.
(D) Representative fluorescence microscopy image of IgG- and IgM-secreting cells. Data are pre-
sented as means and standard errors of the mean. *: p < 0.05. ** p < 0.001; *** p < 0.0001. n = 5
experiments. CM = cannabinoid mixture; MeOH = methanol; UT = untreated.

Figure 6. Cytokine profile after exposing B cells to the cannabinoid mixture. PBMCs were exposed
(or not) to 3 μg/mL of CM, and B cells were isolated using an EasySep™ Human B Cell Isolation Kit.
B cells were then lysed, and a cytokine array was performed. (A,B) Representative histograms of the
expression of the 71 proteins tested by the cytokine array.
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4. Discussion

We recently reported that a CM impairs the quality of RBCs and platelets by triggering
RBC hemolysis and reducing platelet aggregation [30]. However, to the best of our knowl-
edge, the effects of a CM on B-cell cytotoxicity and the pathways driving cell death have
not been investigated. Here, we showed that exposing PBMCs to various concentrations of
a CM (1–24 μg/mL) caused significant cytotoxicity to B cells and limited their ability to
produce immunoglobulins.

Cannabinoids are detectable in the plasma within a few seconds after the first inhala-
tion, and their concentration peaks within 3-10 minutes [40,41]. They are quickly eliminated by
pyrolysis, and their bioavailability following inhalation varies widely (i.e., 2−56%) [31,32,42].
For example, it has been found that, six minutes after the inhalation of 13 mg of THC (i.e.,
2.5 × 1019 THC molecules), only 2.8% of this THC (1.4 × 1014 molecules/mL) is detectable
in the plasma [31]. Moreover, it has also been found that, one minute after intravenously
administering a single bolus of 5 mg of THC (i.e., 9.55 × 1018 molecules), the plasma
concentration of THC is 4.28 × 1014 molecules/mL [43], suggesting the rapid elimination
of cannabinoids and, more importantly, a large difference between the administered dose
and that measured in the blood.

Given this evidence, we selected concentrations corresponding to bioavailabilities of
2% (1 μg/mL), 6% (3 μg/mL), 12.5% (6 μg/mL), 24% (12 μg/mL), and 50% (24 μg/mL),
which equate to inhaling a joint containing 1 g of cannabis with 24% of cannabinoids. Using
this range of concentrations, the CM induced cytotoxicity in a dose-dependent manner
in the PBMCs, particularly in the B cells. Indeed, we observed that the CM significantly
reduced the number of B cells, which is consistent with a previous study conducted by
El-Gohary et al. [21], who reported that cannabis users have lower PBMC, T-cell, B-cell,
and NK-cell counts than non-users. This cytotoxicity may be explained by the expressions
of the cannabinoid receptors on immune cells, particularly that of CB2R, which is known to
mediate most of the immunosuppressive effects of the ECS [20,44] and is highly expressed
on the surface of B cells [28]. This hypothesis is further supported by the significant
reduction in the expression of CB2R following the exposure to the CM, suggesting that its
activation occurs through an internalization mechanism, as reported by Atwood et al. [45].

Based on the dose response of the CM, we decided to continue all our experiments
with the concentration of 3 μg/mL because this allowed us to have both living cells and
cells undergoing apoptosis, which is in line with our goal of documenting the mechanism
involved in CM-induced B-cell death. Thus, to explore the mechanisms involved in CM-
induced B-cell death, we assessed the production of ROS, since cannabinoids have been
shown to induce apoptosis in human monocytes through an increased production of ROS
and the disruption of mitochondrial integrity [46]. Thus, as expected, the CM significantly
reduced the mitochondrial membrane potential, which resulted in a mitochondrial free
radical leak and, thus, explains the increase in the levels of intracellular ROS. Of interest, a
similar increase in oxidative stress has been reported in synthetic cannabinoid users [47].
In addition to the increase in the production of ROS, no modulation of the anti-oxidative
response (GSH) was observed, which suggests that an imbalance in redox homeostasis is
a mechanism involved in the B-cell apoptosis observed herein. Indeed, the expressions
of 27 genes involved in apoptosis were significantly altered after exposure to the CM,
including those of caspases, which we further explored given their roles in the initiation
and execution of cell death [35,48]. As expected, the CM significantly increased the levels
of activated caspases. Further, apoptosis was abrogated when the PBMCs were co-treated
with the pan caspase inhibitor Z-VAD-FMK, thus confirming the roles of caspases in the
CM-induced apoptosis of the B cells. However, this inhibition was not complete, which
suggests the involvement of other mechanisms in addition to caspases. This hypothesis is
supported by the findings obtained by McKallip et al. [14], who reported that the exposure
of mice (in vivo) to a pan caspase inhibitor prior to THC administration partially blocked
the apoptotic effects of THC, which also suggests the involvement of mechanisms other
than caspases, as well as supporting the findings of our apoptosis gene array.
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The study of the intracellular signaling pathways in the B cells, carried out to character-
ize the molecular events responsible for the functional modifications that are elicited in these
cells following exposure to the CM, revealed a reduction in the levels of phosphorylated
ERK1/2, NF-κB, STAT5, and p38, which are involved in B-cell proliferation, differentiation,
survival, and immunoglobulin production [36–39]. More specifically, ERK1/2 phosphoryla-
tion is one of the signaling events that canonically occurs following CB2R stimulation by an
agonist; it may be considered a biomarker to verify CB2R activation, and it also plays a key
role in the efficient generation of IgG-bearing B cells by promoting their survival [36,49].
In addition, the phosphorylation of NF-κB, which is important for B-cell maturation and
activation, mediated through the B-cell receptor (BCR) [39,50], was reduced by exposure to
the CM, thus suggesting the potential ability of cannabinoids to impair B-cell activation.
Furthermore, the phosphorylation of STAT5 and p38, which have been reported to regulate
B-cell proliferation and survival, was also reduced following exposure to the CM [37,38].
Together, these data could explain the significantly reduced number of IgG- and IgM-
expressing cells reported herein, which was associated with the downregulated levels of
cytokines that are involved in B-cell immunoglobulin production, such as RANTES and
IL-27 [51,52], while some cytokines, such as IFN-α2, which lower the threshold for B-cell
activation, were upregulated, probably as a compensatory mechanism [53]. We can also talk
about another potential compensatory mechanism which is the increase in the expression
of CXCL9 with the aim to maintain the expression of its receptor CXCR3 given its role in
the differentiation of B cells [54].

Taken together, these results suggest that cannabinoids exert negative impacts on key
aspects of B-cell fate and the immune response in general. They also raise concerns about
the ability of cannabis users to effectively fight certain infections. Indeed, cannabis users
have been reported to have a higher risk of fungal exposure (as cannabis may contain
inhalable Aspergillus organisms) and infection associated with an increased variety of
immunologic lung disorders [55–57]. Furthermore, these detrimental effects were observed
following exposure to a concentration as low as 3 μg/mL, which suggests, as also ob-
served by Melèn et al. [58], that even occasional cannabis users might exhibit (transitory)
B-cell death.

5. Conclusions

To the best of our knowledge, this study provides the first evidence that a brief
(in vitro) exposure of PBMCs to a CM impairs their survival and function. Specifically, the
CM triggered B-cell death in a dose-dependent manner, despite being rapidly eliminated.
Although our in vitro model likely reproduces several features of cannabis use, further
studies conducted in cannabis users are required to confirm and better understand the
impact of cannabis use on the immune system.
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Abstract: Widespread vaccination using the oral live attenuated polio vaccine (OPV) and Sabin
strain inactivated vaccine (sIPV) have greatly reduced the incidence of polio worldwide. In the
period post-polio, the virulence of reversion of the Sabin strain makes the use of OPV gradually
becoming one of the major safety hazards. The verification and release of OPV has become the top
priority. The monkey neurovirulence test (MNVT) is the gold standard for detecting whether OPV
meets the criteria, which are recommended by the WHO and Chinese Pharmacopoeia. Therefore,
we statistically analyzed the MNVT results of type I and III OPV at different stages: 1996–2002 and
2016–2022. The results show that the upper and lower limits and C value of the qualification standard
of type I reference products in 2016–2022 have decreased compared with the corresponding scores in
the 1996–2002 period. The upper and lower limit and C value of the qualified standard of type III
reference products were basically the same as the corresponding scores in the 1996–2002. We also
found significant differences in the pathogenicity of the type I and III in the cervical spine and brain,
with the decreasing trend in the diffusion index of the type I and type III in the cervical spine and
brain. Finally, two evaluation criteria were used to judge the OPV test vaccines from 2016 to 2022. The
vaccines all met the test requirements under the evaluation criteria of the above two stages. Based on
the characteristics of OPV, data monitoring was one of the most intuitive methods to judge changes
in virulence.
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1. Introduction

Poliomyelitis is an acute infectious disease caused by poliovirus (PV), which seriously
endangers children’s health [1,2]. The virus causes motor neuron cell damage by invading
the central nervous system, mostly affecting motor neurons in the anterior horn of the
spinal cord, leading to acute flaccid paralysis (AFP) with muscle atrophy. Its wide spread
in the world has led to paralysis, or even death, of countless children, or life-long affliction
with post-polio syndrome (PPS) [3–6].

There are three serotypes of poliovirus: poliovirus type I, poliovirus type II and
poliovirus type III. In 2015, the WHO announced that wild-type poliovirus type II was
completely eradicated and type I and III strains became a priority for prevention [7].
Therefore, mass vaccination with vaccines became an important means of preventing
poliomyelitis. The data evaluation model shows that after widespread vaccination, 5 million
additional cases of paralytic poliomyelitis were prevented during 1960–1987, and 24 million
cases were prevented globally during 1988–2021 [8].

Inactivated poliovirus vaccine (IPV) and live attenuated oral poliovirus vaccine (OPV)
are the important methods to prevent poliomyelitis from happening. The intestinal immune
effect induced by OPV can better prevent the transmission of wild virus compared with IPV,
but at the same time, it is accompanied by a virulence of regression phenomenon higher
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than IPV [9]. To better prevent the spread of the poliovirus, comprehensive vaccination has
become a necessary method. However, large-scale vaccination means that manufacturers
need to strictly enforce quality control for vaccines to reduce the incidence of clinically
adverse reactions.

In the process of vaccine production, we need to complete a large number of exper-
iments to provide data support for the verification of vaccine safety and effectiveness.
MNVT is used to detect the virulence of seed virus strains and OPV stock solution, and
then determine whether the vaccine virulence is qualified. This test is crucial in the vaccine
inspection process. In this paper, MNVT experiment results of OPV production process
at the Beijing Institute of Biological Products Co., ltd. (Beijing Companies, Beijing, China)
were statistically compared to provide a basis for vaccine quality control.

MNVT has high repeatability and sensitivity in virulence testing with a half-century
history of application, which is an essential step in evaluating the safety of live attenuated
polio vaccine [10]. In accordance with the WHO and the Chinese Pharmacopoeia, the
animals were infected with virus by intraspinal injection or intracerebral injection, the
glia in the central nervous system (CNS) was activated, and the peripheral immune cells
infiltrated and spread to the whole CNS. The semi quantitative score was made by observing
the pathological changes to evaluate the batch release of live attenuated vaccines [11].

In the 1980s, fixed upper and lower limits and C values were set as criteria for deter-
mining whether the MNVT was acceptable. In the past, we have completed the statistics
of MNVT data for three types of reference products from 1996 to 2002, and verified the
differences between the experimental batch’s MNVT results and those from before the
1980s [12]. Each laboratory should establish its own judgment standard, recommended by
the WHO, after completing experiments with the continuous accumulation of experimental
data. Therefore, after 2013, the M value of the first ten experiments and the C value calcu-
lated were used by combining the standard deviations as the evaluation criteria for vaccine
eligibility.

In this paper, the MNVT results of type I and type III were counted using references
from 2016–2022 and compared with the results of 1996–2002. With respect to pathological
test results, the mean fraction of lesions at neutrophilic sites and C values were determined.
Furthermore, there were certain differences in the criteria for determining MNVT in dif-
ferent time periods, which was used to further improve the OPV MNVT test results and
provide a certain database for subsequent experiments.

2. Materials and Methods

2.1. Animals

According to the requirements of the Chinese Pharmacopoeia and WHO regulations,
we selected Macaca mulatta (over 1.5 kg) as the test animal, which were provided by the
Beijing Institute of Xieerxin Biology Resource (Beijing, China) and Xiangcheng Longrui
Experimental Animal Co., Ltd. (Henan, China). We selected monkeys before the test and
isolated them for 6 weeks. After blood sampling and testing, we ensured that the monkeys
did not carry tuberculosis, B virus, foam virus (FV) or other acute infectious diseases, and
there were no neutralizing antibodies against poliovirus in serum. Type I and type III were
immunized in 14 and 22 heads of monkeys, respectively, to ensure that the effective number
of monkeys after the test was not less than 11 and 18.

All animals were housed in a room maintained at 16–26 ◦C with an alternating 12 h
light/dark cycle (AM. 7:00–PM. 19:00). Food and water were autoclaved. The operation
process of animal experiment conforms to the national Regulations on the Administration
of Experimental Animals and has been reviewed by the Ethics Committee of Experimental
Animal Welfare of Beijing Company. The manufacturers of experimental animals have
obtained the production license of experimental animals approved by the Beijing Municipal
Science Committee and the domestication and breeding license of wild animals approved
by the Beijing Landscaping Bureau.
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All efforts were made to minimize animal pain and suffering and the number of
animals used during the experiments.

2.2. Materials

The reference product of type I and type III provided by the WHO (I—1981, III—1981),
the monovalent virus stock solution of OPV was provided by Beijing companies.

2.3. Methods

MNVT is widely used in the detection of attenuated live vaccines. As an important
standard for judging neurovirulence, this method has been used in vaccine quality control
in the pharmaceutical industry for more than 50 years. Since 1996, all the experimental
steps were carried out in accordance with the requirements of the WHO Regulations for
the Manufacture and Testing of Live Attenuated Oral Polio Vaccine and the Pharmacopoeia
of the People’s Republic of China (current edition).

The experiment was divided into a vaccine group to be tested and a reference vaccine
group. The number of effective monkeys in each group of type I should be more than
11, and the number of effective monkeys of type III should be more than 18. The group
of reference and vaccine to be tested should be carried out in parallel. All animals were
injected between the first and second lumbar vertebrae, and each monkey was injected
with 0.1 mL of sample (the virus content should be 6.5~7.5 LgCCID50/mL).

Spinal cord injection can make the virus directly invade the central nervous system
(CNS) tissue. After vaccination, it is observed for 17–22 consecutive days, and the daily
feed intake (normal; feed intake 1/2; feed intake 1/3; feed intake waste), fecal conditions
(fecal formation; fecal beach; fecal porridge) and motor status (normal climbing; hind
limbs unable to move; limbs unable to move) were recorded. If an animal dies during
clinical observation, the animal shall be dissected to further confirm the cause of death, and
the number of animals killed during observation shall not exceed one quarter before the
experiment can be established.

At the end of observation period, sections of the CNS of monkeys were taken for
histological examination, and the thickness of the sections was 10–15 μm. Five pathological
sections were prepared from each animal, resulting in a total of 29 tissues: 10 tissues from
the cervical enlargement, 12 tissues from the lumbar enlargement, 1 from the cerebellum, 1
from the pons, 2 from the medulla oblongata, 2 from the midbrain, 2 from the cortex, and 2
from the thalamus. The specific distribution is as follows:

Slice 1: Swollen neck, 10 slices.
Slice 2: Waist puffed, 12 slices.
Slice 3: 1 section of cerebellum and pontine and 2 sections of medulla oblongata.
Slice 4: Midbrain and cortex, 3 slices.
Slice 5: Thalamus, 1 slice.
After fixation, staining and depigmentation, the pathological sections were prepared,

and the lesions in each monkey were observed by microscopic examination and counted
using a 4-level scoring method. The scoring process was performed independently by the
same experimenter and criteria were as follows:

Score 1: Only cellular invasion like perivascular cufflike leukocyte aggregates; Low,
moderate or high cellular invasion by non-neural lesions (which alone would not be
sufficient to indicate a positive monkey).

Score 2: Cellular infiltration and little neuronal damage.
Score 3: Cell invasion and extensive neuronal damage.
Score 4: Massive neuronal damage with or without cell invasion.
Of concern is that monkeys with neuronal damage in slices, but without a needle

track should be considered valid monkeys. Trauma-induced damage in sections without
specific pathological changes was not considered valid. Sections could not be included
in the scoring if the damage on the sections was a result of trauma and not specific viral
damage. Pathological sections were scored by scoring method to determine the activity of
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virus-induced neuropathy. When the mean value of the reference vaccine was between the
upper and lower limits, the vaccine to be tested can be judged to be qualified based on the
respective standard values. If the mean value of the vaccine to be tested exceeds the upper
and lower limits, the experimental result does not hold.

The mean value of the reference lesion, the total within test error (s2) and combined
sample standard deviation (s) were calculated using the sampling error of the statistical
mean. The upper limit of type I was calculated as M+s, the lower limit was calculated as
M-s, the upper limit of type III was calculated in the same way as type I, and the lower
limit comes from M-s/2.

The acceptability constant (C value) was the difference between the average lesion
score of the vaccine to be tested and the average lesion score of the reference vaccine. The
calculation method is as follows: C1 = 2.3

√
2S2/N1, C2 = 2.6

√
2S2/N1, C3= 1.6

√
2S2/N2.

The results were judged as follows: the average lesion score (xtest) of the vaccine to be tested
was compared with the average lesion score (xref) of the reference product, if xtest − xref < C1,
the vaccine was qualified, otherwise it is unqualified; C1< xtest − xref < C2 requires it to
be retested and recalculated after the retest. If x(test1+test2) − x(ref1+ref2)/2 > C3, it will be
judged unqualified.

3. Results

3.1. Statistics of Pathological Test Results of Type I MNVT

The results of 19 tests were counted using references from 2016 to 2022 and it was
found that the pathological score of the reference products fluctuated greatly, the upper and
lower limits gradually narrowed (Figure 1); there were three consecutive batches of results
approaching the lower limit, which further narrows the upper and lower limits. Compared
with 1996–2002, it could be more intuitively found that the mean value of the 19 tests (0.383)
decreased by 0.222, the upper limit (0.591) decreased by 0.392 and the lower limit (0.231)
decreased by 0.166; the value has a relative increase of 0.018, with no significant change
(Table 1).

Figure 1. Statistical of pathological score of type I reference product in 2016–2022. N = 19 times.
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Table 1. Statistics for two stage of type I.

Stage 1996–2002 2016–2022 Increase Decrease

Mean value 0.605 0.383 - 0.222
Combined sample standard

deviation (s) 0.161 0.179 0.018 -

upper limit 0.591 0.938 0.347 -
lower limit 0.397 0.231 - 0.166

3.2. Statistics of Pathological Test Results of Type III MNVT

A total of 12 trials of type III reference products were completed from 2016–2022. The
results demonstrated that the pathological score of the reference product fluctuated from
2016 to 2022, the upper and lower limits gradually narrowed down (Figure 2). Different
from the changes of type I, the pathological data of type III references have decreased to
varying degrees compared with the past. The average mean value of the 12 experiments
(0.538) was decreased by 0.194, the upper limit (0.940) was 0.211 lower than the past
average (1.151) and just the lower limit (0.440) was improved by 0.131 compared to the past
(0.309) (Table 2). Although all were within the qualified range, the results still require our
close attention.

Figure 2. Statistical of pathological score of type III reference product in 2016–2022. N = 12 times.

Table 2. Statistics for two stage of type III.

Stage 1996–2002 2016–2022 Increase Decrease

Mean value 0.732 0.538 - 0.194
Combined sample standard

deviation (s) 0.423 0.331 - 0.092

upper limit 1.151 0.940 - 0.211
lower limit 0.309 0.440 0.131 -

3.3. Comparison of Lesion Scores in Different Neurotropic Sites of Type I and Type III

The pathological scores of three parts of all reference products from 2016 to 2022 were
counted. As the results displayed (Figure 3), the degree of lesions in the enlarged lumbar
region was still significantly higher than that in the cervical spine and brain. There was no
significant difference between type III and type I lumbar lesions (p > 0.05), although the
cervical spine and brain lesions index was significantly higher than type I (p < 0.001). As
before, we compared the statistical data from 1996 to 2002 (Table 3), and the overall lesion

139



Diseases 2023, 11, 28

score decreased. The coefficient of variation (CV) was calculated based on the standard
deviation value of the previous ten times. Compared with the 1996–2002 period, we found
that the coefficient of variation of type I has increased, and that of type III decreased,
indicating that the degree of dispersion of pathological scores of the two reference products
was inconsistent.

Figure 3. Statistical of pathological lesion tissue of type I and type III. *** p < 0.01 compared with
type I group.

Table 3. Statistics of the average lesion scores in different central nervous systems from 1996–2002
and 2016–2022.

CNS
Type I Type III

1996–2002 2016–2022 1996–2002 2016–2022

Cervical 0.276 0.118 0.532 0.449
Lumbar 1.404 0.953 1.187 0.900

Brain 0.127 0.070 0.473 0.229
Coefficient of variation (cv) 0.346 0.437 0.851 0.543

Extramedullary diffusion index 0.223 0.167 0.459 0.429

The average pathological scores of the lumbar spine, neck and brain marrow of the
reference article are the same as the previous ones.

The statistical data from 1996 to 2002 was compared (Table 3), and the overall patho-
logical score decreased. The coefficient of variation (CV) value was calculated based on
the standard deviation of ten/the average M value of ten. Compared with 1996–2002, we
found that the coefficient of variation of type I increased, and type III decreased, so it was
reflected that the dispersion degree of the two references were inconsistent. At the same
time, the extramedullary diffusion index in the two periods were compared. The lumbar
spinal cord was the part inoculated in the MNVT, and the motor neurons in the anterior
horn were also the most concentrated, the lesions of the lumbar spine were the most serious
compared with the cervical spine and the brain. Although the diffusion index of the two to
the neck and brain was not much different between the two periods, there was still a slight
downward trend now compared with the past. It was also consistent with the change trend
of the pathological mean.
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3.4. C Value Statistic

The C value (C1, C2, C3) represents the acceptable range of the difference between the
vaccine test and the reference lesion score, and the change of the C value directly affects
whether the vaccine was qualified or not. We counted the changes of C value in the above
two stages. The data illustrated that (Table 4) the C value of type I and type III decreased.
The results displayed that although the virulence of vaccines has declined in recent years,
the qualification limit of the test vaccines has gradually become stricter, the pass rate of the
vaccines has decreased and the difficulty has increased.

Table 4. 1996–2002 and 2016–2022 C value statistics.

C Value 1996–2002 2016–2021 Increase Decrease

Type I C1 0.224 0.160 - −0.064
Type I C2 0.253 0.180 - −0.073
Type I C3 0.110 0.081 - −0.029

Type III C1 0.282 0.243 - −0.039
Type III C2 0.318 0.274 - −0.044
Type III C3 0.139 0.123 - −0.016

3.5. MNVT Results of Test Vaccines in 2016–2022

The MNVT results of type I (Table 5) and III (Table 6) OPV stock solution tested were
collected by all Beijing companies from 2016 to 2022 and calculated based on the results of
the same batch of reference products. The virulence of all the test vaccines were all within
the qualified range. In addition, we also compared with the fixed C1 value at the past stage
and found that the results of the test vaccines were still qualified under different reference
values, which further verifies the reliability of the calculation method at this stage.

Table 5. The mean value of type I OPV stock solution between 2016 and 2022 and the MNVT
qualification under different judgment standards.

NO. Positive Monkeys Meantest Meanref Meantest–Meanref 2016–2022 1996–2002 (0.224)

1 13 0.461 0.381 0.08 qualified qualified
2 13 0.279 0.306 −0.027 qualified qualified
3 14 0.449 0.428 0.021 qualified qualified
4 14 0.407 0.284 0.123 qualified qualified
5 14 0.273 0.270 0.003 qualified qualified
6 14 0.266 0.263 0.003 qualified qualified
7 14 0.360 0.446 −0.086 qualified qualified
8 14 0.476 0.355 0.121 qualified qualified
9 14 0.268 0.314 −0.046 qualified qualified

10 14 0.449 0.486 −0.037 qualified qualified
11 13 0.286 0.327 −0.041 qualified qualified
12 13 0.417 0.453 −0.036 qualified qualified
13 14 0.381 0.381 0 qualified qualified
14 14 0.491 0.436 0.055 qualified qualified
15 14 0.444 0.428 0.016 qualified qualified
16 12 0.398 0.43 −0.032 qualified qualified
17 13 0.552 0.48 0.072 qualified qualified
18 13 0.399 0.285 0.114 qualified qualified
19 14 0.429 0.529 −0.1 qualified qualified
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Table 6. The mean value of type III OPV stock solution between 2016 and 2022 and the MNVT
qualification under different judgment standards.

NO. Positive Monkeys Meantest Meanref Meantest–Meanref 2016–2022 1996–2002 (0.282)

1 22 0.712 0.676 0.036 qualified qualified
2 21 0.531 0.481 0.05 qualified qualified
3 21 0.544 0.575 −0.031 qualified qualified
4 20 0.382 0.500 −0.118 qualified qualified
5 20 0.468 0.630 −0.162 qualified qualified
6 22 0.536 0.482 0.054 qualified qualified
7 21 0.542 0.525 0.017 qualified qualified
8 22 0.582 0.413 0.169 qualified qualified
9 21 0.478 0.558 −0.08 qualified qualified

10 22 0.647 0.472 0.175 qualified qualified
11 21 0.619 0.590 0.029 qualified qualified
12 21 0.524 0.553 −0.029 qualified qualified

4. Discussions

Although the Global Polio Eradication Initiative (GPEI) promised to eradicate polio
by 2000, the disease has remained endemic in some countries for the past 20 years [13].
However, the incidence of poliomyelitis in the world has been greatly reduced, the crucial
reason for this is vaccination.

OPV are one of the most successful methods for controlling PV infections, the intestinal
mucosal immunity and systemic immunity caused by OPV make the immune effect much
higher than that of IPV, which could more effectively prevent the spread of wild poliovirus
(WPV). However, because of outbreaks associated with circulating vaccine-derived po-
liovirus (cVDPVs) [14–16], most people have recognized that the risk of OPV reversion of
virulence is significantly higher than that of IPV. Based on the difference in immune efficacy
between the OPV and IPV, complete cessation of OPV use is still not possible. Instead,
because of the continued emergence of cVDPVs, OPV production and use potentially needs
to increase progressively. In 2016, the WHO recommended at least one dose of IPV pre-
ceding routine immunization with OPV vaccination to reduce vaccine-associated paralytic
polio (VAPPs) and VDPVs until PV could be eradicated [17–19]. We have completed the
transformation from tOPV to bOPV before and have been using it until now, making great
contributions to the world’s prevention of poliomyelitis, which also means that we have
greater responsibility. The significance of our comparison and analysis of the MNVT results
for the reference product in the above two stages is to further ensure whether the virulence
of OPV is continuously applicable.

Although MNVT is the gold standard for detecting vaccine neurotoxicity, it cannot
explain many potential neurotoxicity mechanisms and lacks reproducibility [20,21]. The
WHO also recommended detection methods other than MNVT. We found that the detection
of spontaneous neurotoxic response of OPV by PCR and restriction endonuclease cleavage
(MAPREC) is highly sensitive and reliable. This method can predict the experimental
results of MNVT [22,23]. We also completed the quantitative analysis of viruses in OPV
through MAPREC, further ensuring the full tracking of virulence [24], which is used for
the safety and consistency control of OPV together with MNVT. Although the application
of MNVT and MAPREC is mature enough, new alternative methods are still crucial for
considering the 3Rs (Replacement, Reduction and Refinement) and methods optimization.

A correlativity study showed that transgenic mice maybe are one of the best alternative
models. PVR-Tg21 transgenic animals developed by Japanese scholars in 1990 indicated
the same virus sensitivity as MNVT [25–27]. We are currently doing more work to try to
determine the feasibility and sensitivity of transgenic mouse models. In addition to in vivo
methods, new in vitro molecular diagnosis is still the focus of attention in the future, we
need most effort to further ensure the absolute safety and effectiveness of each vaccine.
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5. Conclusions

To further ensure whether the virulence of OPV vaccine is continuously applicable,
the results of MNVT experiments over the past decades were counted, compared and
analyzed. The statistical results illustrated that the average lesion score of type I was on a
downward trend, which was different from that in the 1996–2002 period. Compared with
the same trend, the C value has also decreased, which suggests that the qualification rate
of our vaccine may be affected. However, compared with the changes of type I, type III
maintained relatively stable virulence in the above two stages. The reason of decreasingly
pathological value of type I also needs to be further investigated.

In addition to the reference products, we have counted the MNVT results of OPV
vaccine stock solution from 2016 to 2022. The data showed that the results met the test
requirements under different evaluation criteria in 1996–2002 and 2016–2022. Nevertheless,
we also need to constantly monitor the virulence changes of reference products to strictly
control the qualification rate of vaccines.
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Abstract: Atherosclerosis is the formation of plaque within arteries due to overt assemblage of fats,
cholesterol and fibrous material causing a blockage of the free flow of blood leading to ischemia. It is
harshly impinging on health statistics worldwide because of being principal cause of high morbidity
and mortality for several diseases including rheumatological, heart and brain disorders. Atheroscle-
rosis is perpetuated by pro-inflammatory and exacerbated by pro-coagulatory mediators. Besides
several other pathways, the formation of neutrophil extracellular traps (NETs) and the activation of
the NOD-like receptor family pyrin domain containing 3 (NLRP3) inflammasome contribute signifi-
cantly to the initiation and propagation of atherosclerotic plaque for its worst outcomes. The present
review highlights the contribution of these two disturbing processes in atherosclerosis, inflammation
and atherothrombosis in their individual as well as collaborative manner.

Keywords: atherosclerosis; inflammation; atherothrombosis; neutrophils; monocytes; macrophages;
neutrophil extracellular traps; NLRP3 inflammasome

1. Introduction

Atherosclerosis is the development of plaque within the walls of arteries due to the
accumulation of low density lipoproteins (LDLs), calcium, fats and cholesterol [1]. This
plaque may progress to a larger size due to the involvement of immune cells causing
an obstruction to the free flow of blood, which is rich in oxygen and nutrients to be
delivered to different parts of the body. Other factors contributing to atherosclerosis are
hypertension, tobacco smoking, diabetes, obesity and sedentary life style [2]. If the plaque
remains inflamed and untreated, it causes ischemia and may rupture causing thrombus
formation [3]. Generally, atherosclerosis is considered to be a problem related to heart
diseases only, although it can upset any middle or large-sized artery supplying blood to
any organ. Atherosclerosis is the reason for substantial morbidity and mortality for several
disorders including myocardial infarction, coronary artery disease, chronic kidney disease,
peripheral artery disease and stroke [1].

Thorough investigation of the signaling pathways of oxidative stress, proprotein con-
vertase subtilisin/kexin type 9 (PCSK9), Notch signaling, Wnt signaling, mitochondrial
dysfunction, pathways of cellular death, cellular excitotoxicity, dysregulated efferocytosis
and many more have uncovered the pathogenesis of atherosclerosis to a large extent [1,4].
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Besides these, two important cellular signaling pathways, namely the formation of neu-
trophil extracellular traps (NETs) and the activation of the NOD-like receptor family pyrin
domain containing 3 (NLRP3) inflammasome, have started unraveling a significant con-
tribution in the inflammatory trajectory from atherosclerosis to ischemia and to infarction
and post-infarction phase.

Atherosclerosis, Inflammation and Atherothrombosis

Atherosclerosis is the primary culprit in several diseases, and is perpetuated by inflam-
mation to cause atherothrombosis, leading to ischemia and infarction [1–3]. Atherosclerosis
is triggered by the accumulation and circulation of LDL particles in the blood which are rich
in cholesterol, packed with phospholipids and coated with apolipoproteins [5]. These LDL
enter intima from endothelium either through leaky junctions in the glycocalyx created
by dying or dividing cells under the effect of transmural pressure [5] or by the process of
transcytosis [6]. LDLs in intima are oxidized due to the availability of free radicals there or
the catalysis of metal ions by the Fenton reaction. The endothelial layer comprises tightly
placed cells that separate the blood from the vessel wall. These tight junctions may leak due
to disturbed blood flow promoting the uptake of LDLs and lipoproteins. Endothelial cells
are activated owing to oxidation of these LDLs and lipoproteins resulting in pronounced
activation of intracellular adhesion molecule 1 (ICAM1), vascular cell adhesion molecule
1 (VCAM1) and selectins (P and E) [7]. These mediators augment the adhesion of mono-
cytes, leukocytes and chemokine receptors such as C-C Chemokine Receptor type 2 (CCR2)
and type 5 (CCR5) [8]. Chemokines help in the migration of monocyte-adhesion molecules
into intima. Here, these monocytes mature into macrophages due to local macrophage
colony stimulating factors (M-CSF). These macrophages exhibit scavenger receptors that
bind with lipoproteins to cause foaming of LDLs (lipid laden cells). In early lesions, these
macrophages are recruited; however, in the advanced form of lesions, they proliferate.
These foam cells play a role in the efflux of the cholesterol or undergo apoptosis/necrosis
supplementing the necrotic core with cholesterol esters. These lipid-rich macrophages incite
the inflammatory cycle and provide neo-epitopes further inviting humoral and adaptive
immune functions [5,6]. The dysregulated transendothelial flux of LDL causes enlargement
and inflammation of intima commencing atherosclerosis [1] (Figure 1A).

The atherosclerotic plaque is propagated by the incessant accrual of lipids and oxidized
LDLs. The resident smooth muscle cells (SMC) migrate from media to intima thereby
thickening the plaque [1]. The inflammatory leukocytes reach the plaque site which is
supplemented by extracellular components of interstitial collagen, proteoglycans, elastin
and glycosaminoglycans. Components of plaque denuded from the lesion reach adjoining
lymph nodes and present themselves as antigens for T and B cells [2]. T cells start localizing
on plaque and Th1 cells invoke interferon gamma (IFNγ) which impairs the ability of SMCs
to synthesize interstitial collagen and repair the fibrous cap over the necrotic core, further
complicating the atherosclerotic plaque, whereas Th1 cells regress the lesion by producing
anti-inflammatory cytokines (IL-2, IL-3 and IL-10). Macrophages and SMCs undergo
necrosis and their impaired clearance (dysregulated efferocytosis) from the necrotic core
makes a lipid-rich core of the atheroma [1,3] (Figure 1B). Slowly and steadily plaque is
calcified by the accumulation of calcium over it, making it more vulnerable to rupture.
Atherosclerotic plaques with a large lipid core and thin fibrous cap are more susceptible
to rupture and incite thrombosis, whereas lesser lipid cores with a thick fibrous cap are
stable [3,4]. In the case of stable plaques, another thrombotic event may emerge from lesions,
called plaque erosion. This eroded lesion has been observed to have matrix components
with a thin fibrous cap, less lipids and few leukocytes. It has been observed that innate
immune participation through pattern recognition receptors (PRR) and polymorphonuclear
leukocytes (PMLCs) amplifies the thrombotic events [1,8,9].
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Figure 1. Initiation of atherosclerosis (A), progression (B) and rupture of atherosclerotic plaque (C).

Generally, dysregulated extracellular matrix turnover, inflammation and coagulation
along with local systemic factors progress the plaque to rupture. The components of
the extracellular matrix overlay the fibrous cap over the plaque [1,10]. Tissue growth
factor-beta (TGF-β) induces the synthesis of interstitial collagen. The entry of inflammatory
mediators such as macrophages and T cell lymphocytes; leukocyte adhesion molecules such
as ICAM-1, VCAM, selectin P and selectin E; chemokines such as monocyte chemoattractant
protein-1 (MCP-1), CCR-2 and CCR-5; interleukins including interleukin-1 beta (IL-1β),
interleukin-6 (IL-6), interleukin-18 (IL-18), tumor necrosis factor–alpha (TNF-α), IFNγ and
cluster of differentiation 40 (CD40); cytokines such as granulocyte macrophage colony-
stimulating factor (GMS-CF) and acute phase reactant; C-reactive protein (CRP) along
with mediators of fibrosis such as matrix metalloproteinases (MMP), cathepsins, cystatin
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C and tissue inhibitor of MMPs (TIMP) render the plaque skeleton unable to sustain the
pressure and the plaque ruptures [2,3,10,11]. The internal components of plaques are
then exposed to the blood which invites thrombogenic molecules such as prothrombin
produced by macrophages (Figure 1C). SMCs trigger thrombus formation which is the
most formidable complication of atherosclerosis [6,12]. This dysfunctional endothelium
and persistent thrombi generate an ischemic insult causing ischemia. These fibrin-rich
thrombi activate the process of clot formation which is observed to be rich in fibrin strands,
platelet clumps and NETs [12,13].

Several strategies to identify vulnerable individuals based on their immunophenotyp-
ing and surrogate end points have been suggested to alleviate the risk of atherosclerosis-
driven diseases [14].Some studies have suggested that targeting epigenetic stimulators of
inflammation with inhibition of Bromodomain and extraterminal motifs (BETs) can dras-
tically reduce the expression of the worst outcomes of atherosclerosis. Studies have also
suggested that therapeutic vaccination such as epitopes binding to apoB100 may reduce le-
sion formation. Moreover, the induction of T regulatory cells (Tregs) inhibits LDL-triggered
activation of macrophages [15]. All these methods of blocking or inhibiting atherosclerotic
propagation can be helpful in formulating personalized medicine for several diseases.

2. NETs, NETosis and Atherosclerosis

Serving as immune sentinels, neutrophils are the first to react against infectious agents
and the first to reach the site of injury to catch and kill pathogens by phagocytosis to resolve
inflammation (clearing pro-inflammatory stimuli) and repair tissue (promote angiogen-
esis) [8]. A few years ago, a new anti-pathogen strategy of neutrophils was discovered
whereby on meeting a pathogen, neutrophils make a mesh-like structure called a neutrophil
extracellular trap (NET) that ensnares and neutralizes pathogens [11]. NETs are web-like
structures formed via decondensation of their chromatin by citrullination of arginine by
peptidyl arginine deiminase 4 (PAD4) [13]. This loose chromatin becomes embedded with
azurophilic granules and cytosolic proteins. The components of decondensed chromatin
include predominantly positively charged proteins along with cell-free DNA and RNA.
Although 70% of the proteins are histones, the rest belongs to the cytoplasm, metabolic
pathways and cytoskeleton. Almost 20 proteins have been identified in the NET proteome
(NETome) that participate in NET formation. These include neutrophil elastase (NE),
proteinase-3 (PR3), myeloperoxidase (MPO), Cathepsin G, Keratinocyte transglutaminase,
factor XIIIa, alpha-defensins and citrullinated histones (ctH) [16].

When neutrophils fail to resolve inflammation by phagocytosis and pro-inflammatory
stimuli are non-subsiding and incessant then NETs are formed and thrown on the microbes
(pro-inflammatory stimulus) either by breaking the plasma membrane with the pore-
forming protein Gasdermin D (GSDMD) causing the death of the neutrophil (suicidal
NETosis) or by transporting these NETs by membrane blebbing or vesicular exocytosis
(vital NETosis) [10,13]. NETosis is the process by which the neutrophil expels its nuclear
material outside the cell; however this term was earlier used for neutrophil death (Figure 2).

NET formation or NETosis is initiated by several triggers; otherwise, resting neu-
trophils are non-inflammatory and do not undergo NETosis [8]. Vital NETosis is observed
mostly during infection rather than sterile injury, whereas suicidal NETosis is associated
with sterile and noninfectious complications [13]. Several stimuli have been observed to
initiate the formation of NETs such as phorbol-12-myristate-13-acetate (PMA) [17], bacterial
toxin; ionomycin, lipopolysaccharides (LPS) [10], some cytokines such as IL-1β, TNFα and
IL-8 [11], microbe size [18], activated platelets [19], reactive oxygen species (ROS) burst [20],
histone acetylation [21], etc.
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Figure 2. Overview of suicidal NETosis. Cholesterol crystals interact with free radicals and generate
NADPH-oxidase-induced reactive oxygen species (ROS). ROS stimulate peptidyl arginine deiminase
4 (PADI4) to citrullinate arginine resulting in loosening of chromatin from histone. Myeloperoxidase
(MPO) and neutrophil elastase (NE) migrate to the nuclear membrane for its rupturing by further
decondensation of the chromatin. This decondensed chromatin exhibits a mesh-like structure called
neutrophil extracellular trap (NET), which is ejected into the cytoplasm, where it is embedded with
azurophilic granules and cytosolic proteins. Finally, this NET is ejected through the membrane
rupturing of the neutrophil and causing its death.

Atherosclerosis is considered to be the chief culprit in the pathology of several complex
disorders, and is propelled by vascular inflammation [1]. The inflammatory trigger by lipid-
rich foam cells in atherosclerosis is considered to be the central event when these accumulate
in the subendothelial area of an injured artery [1,3,5]. In order to clarify whether NETs are
formed during and contribute to atherosclerosis, earlier studies have shown that neutrophils
were either present with condensed nuclei or were luminar rather than lesional, suggesting
that neutrophils are less likely to participate in atherosclerosis development [22,23]. In
essential hypertension patients, abundant NET formation was observed but when they
were treated with angiotensin II (AngII), NETs were substantially reduced [24]. It has
been observed that a mouse knockout for ApoE-/- expresses heightened NET formation
and interferon-alpha (IFN-α) expression in atherosclerotic arteries. When these mice were
injected daily with Cl-amidine, which is an inhibitor of the PAD4 enzyme, recruitment
of neutrophils and macrophages into intima was significantly reduced, hence mitigating
NET formation and reducing atherosclerotic load by delaying carotid thrombosis [22]. This
suggests that PAD4 is a paramount enzyme for histone citrullination and recruitment of
NETs during atherosclerosis. Another study demonstrated that NETs are not formed in
mice with NE blocked in Klebsiella pneumoniae infection suggesting NE is vital for NET
formation [20]. They observed that during an ROS burst, NE sheds off from azurophilic
granules and moves to the nucleus for chromatin decondensation. It has also been observed
that MPO significantly induces NET formation in Candida albicans infection as neutrophils
from MPO-deficient patients fail to form NETs [25]. Most of these studies have been
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carried out on murine models, and thus PAD4-driven NETosis has been shown to occur in
experimental mouse models only; however, in humans it does not influence fatty streak
formation or increasing plaque size [26]. However, the same study also observed that
it participates in the atherothrombotic advancement of intimal lesions prone to plaque
erosion. Plaque erosion is a complication where flowing blood within arteries does not
disrupt the cap of the atherosclerotic plaque but an acute thrombus is eroded from intima,
where endothelial cells are damaged (endothelial denudation). Another study examined
NET formation and its contribution to atherogenesis using a myeloid-specific deletion of
PAD4 in ApoE-/- knockout mice [27]. The authors proposed strongly that NETs promote
atherosclerosis in both murines and humans and this NET-driven atherogenesis is governed
by PAD4, because in their experiment of PAD4 deletion in myeloid cells, a reduced NET
formation and attenuated inflammatory response were observed [27].

NETs and NETosis not only participate in atherosclerosis but also contribute to throm-
bus formation. NETs induce a scaffold of DNA that exhibits a red blood cell (RBC)-rich
thrombus along with von Willebrand factor (vWF), fibronectin and fibrinogen in experi-
mental deep venous thrombus in baboons [12]. This inference is corroborated by a study
in humans showing that activated platelets interact with neutrophils to generate tissue
factors that provoke neutrophils to induce thrombogenic signals promoting atherogene-
sis in ST-segment elevation acute myocardial infarction (STEMI) [28]. NETs participate
significantly in prothrombotic signaling by triggering the oxidation of LDLs, generating
ROS, endothelial dysfunction, apoptosis, fibrin-formation-induced platelet aggregation,
accumulation of vWF and fibrinogen [29]. NETs are observed to interact with inflammatory
platelets to promote thrombosis via immune-related GTPase family M protein (IRGM) and
its orthologs [30]. Carriers of the homozygote TT genotype of the R262W polymorphism
within the Src homology 2B (SH2B) protein 3 (LNK/SH2B3) gene show augmented platelet–
neutrophil aggregation leading to heightened atherosclerosis and atherothrombosis in an
oxidized phospholipid (oxPL)-dependent manner [31]. Alluding to contradictions and
confusions, a remarkable piece of research has answered three important queries related to
the role and relevance of NETs and NETosis in an experimental murine model of atheroscle-
rosis [32]. First, they incubated neutrophils with cholesterol crystals and observed that
cholesterol crystals prompt neutrophils to synthesize NETs and undergo suicidal NETo-
sis. Second, to investigate whether NETosis participates in atherosclerosis, NETs were
observed abundantly within atherosclerotic lesions of aortic roots in mice lacking ApoE
(ApoE-/-) who were nurtured with high-fat diets (HFD) for 8 continuous weeks. ApoE
is the master player of reverse cholesterol transport, whereby it carries and transfers a
larger volume of LDLs to the liver, and then these LDLs are transported to bile [33]. There-
fore, its absence (ApoE-/-) caused hypercholesterolemia which led to an accumulation of
leukocytes and plaque formation. This suggests that during hypercholesterolemia, neu-
trophils make NETs abundantly contiguous to cholesterol crystals. Third, to understand
whether NETosis contributes to atherogenesis, they developed triple-knockout mice for
ApoE and two important components of the nuclear material expelled by NETs, i.e., NE
and PR3 (ApoE-/-/NE-/-/PR3-/-), and compared these with ApoE-/- mice. It was observed that
the aortic roots of triple-knockout mice had no NET formation, reduced levels of IL-1β
and fewer lesional T cells which produce cytokine IL-17. IL-17 is observed to perpetuate
inflammation by inviting other pro-inflammatory cytokines such as TNF-α, IL-1β and
IFN-γ [34]. This demonstrates that components of NETs, namely, NE and PR3, are required
for inflammation in atherosclerosis that propels atherogenesis. To corroborate this finding,
they further injected ApoE-/- mice with DNase, an enzyme that neutralizes DNA material,
and observed that the lesion size was significantly reduced (by approximately three times),
whereas lesion size was unaffected after injecting DNase into ApoE-/-/NE-/-/PR3-/- mice,
who had no NET formation. It suggested that even during hypercholesterolemia caused
by ApoE-/- absence, no NETs were formed because NE and PR3 were neutralized by the
DNase, proving that these two are paramount for NET formation. Furthermore, this study
clarified that cholesterol crystals invoke neutrophils to form NETs and exercise NETosis,
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components of which prime macrophages to initiate NLRP3 inflammasome activation,
finally converting immature forms of IL-1β (pro-IL-1β) and IL-18 (Pro-IL-18) to mature
forms and release them with the help of pore-forming Gasdermin D into the extracellular
space [13].

3. NLRP3 Inflammasome Activation and Atherosclerosis

NLRP3 is present in the cytoplasm as an inactive protein but is activated on sensing
danger from several cellular triggers [9,35]. NLRP3 inflammasome activation has been
observed to play a central role in initiating the inflammatory cascade in several diseases [36].
It is a multiprotein complex that contains an adapter (ASC or PYCARD), a receptor (NLRP3)
and an effector (pro-caspase-1) along with domains such as telomerase-associated protein
1 (TP1 or NACHT), neuronal apoptosis inhibitory protein (NAIP), N-terminal pyrin domain
(PYD) and leucine-rich repeat (LRR). On sensing damage or danger signals by NACHT, it
triggers signaling where ASC forms speck-like clusters and pro-caspase 1 (Pro-CASP1) is
recruited to the ASC speck clusters. ASC and Pro-CASP1 cleave proteolytically the active
caspase-1 (CASP-1), which matures pro-IL1β to IL-1β and pro-IL18 to IL-18. During this
maturation, CASP-1 induces pyroptosis, which is a form of lytic cell death triggered by the
formation of plasma membrane pores by gasdermin D, leading to a flux of ions (K+ and
Ca2+) and releasing mature IL-1β and IL-18 into the extracellular space [37] (Figure 3).

Figure 3. NLRP3 inflammasome activation. Cholesterol crystals are internalized by CD36 and taken
by phagosomes for phagocytosis. Cholesterol crystals are broken down and lysosomes attach to
phagosomes to form phagolysosomes. Because of the size and chemistry of the cholesterol crystals, the
phagolysosome ruptures and undegraded crystals along with cathepsin B are exposed in cytoplasm.
This is the priming signal for NLRP3 inflammasome activation. Other signals such as K+ efflux,
Ca2+ influx and lipopolysaccharide (LPS) may also trigger the NLRP3 inflammasome. Immature
forms of IL-1β and IL-18 (pro-IL-1β and pro-Il-18) are proteolytically cleaved by activated caspase-1.
These mature cytokines IL-1β and IL-18 are released into the extra cellular space by pore-forming
Gasdermin D.
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It is well known now that for the activation of the NLRP3 inflammasome, two molec-
ular signals are required. First, a nuclear factor kappa B (NF-κB)-dependent priming
signal promotes the upregulation of IL-1β and NLRP3, and then a second signal triggers
the oligomerization or activation of the NLRP3 inflammasome [38]. During atherosclero-
sis, cholesterol crystals evoke NETs to provide the first priming signal for macrophages,
whereas the production of pro-IL-1β provides the second signal for the activation of the
NLRP3 inflammasome and the release of mature cytokines. The NLRP3 inflammasome
is triggered by different danger signals such as cholesterol crystals in atherosclerosis [39],
uric acid crystals in gout [40] and amyloid-beta in Alzheimer’s [41]. It is also activated in
response to other triggers such as a reduced K+ concentration in the cytoplasm resulting
in P2X purinoceptor 4 (P2X4) receptor-mediated K+ efflux [42]. Necrotic cells of the is-
chemic core discharge Ca2+ which increases in extracellular spaces prompting an increased
influx and decreased efflux of Ca2+ [43]. Extensive Ca2+ influx induces cytochrome C
dislocation which impairs the mitochondrial function of ATP production leading to ROS
generation [44], which triggers NLRP3 inflammasome activation [45].

A pioneer work by Duewell et al. [39] revealed that cholesterol crystals are taken
up by macrophages, whereby they are degraded in phagosomes and transferred to lyso-
somes. These undegraded cholesterol crystals (undegraded because of their size and
chemistry) invoke rupture of the phagolysosomal membrane releasing lysosomal cysteine
protease cathepsin B, which is taken up as a danger signal for the priming and activation
of the NLRP3 inflammasome and release of mature IL-1β. Another study showed that
complement component 5a (CC5a) along with TNF-α invokes a signal for cholesterol-
crystal-induced NLRP3 inflammasome activation [46]. Undegraded cholesterol crystals
released after phagolysosomal membrane breach trigger the priming signal for the NLRP3
inflammasome to produce a premature form of IL-1β (pro-IL-1β) which is considered to be
the activation signal for the oligomerization of the NLRP3 inflammasome to release mature
IL-1β [32]. Basic calcium phosphate crystals (BCPC) are considered to be present with
inflammatory macrophages in developing atherosclerotic plaque, and are internalized by
macrophages [47] and initiate signals for the activation of the NLRP3 inflammasome [48].
Fatty acid palmitate promotes neointima formation by upregulation of inflammatory path-
ways and exerts a pro-inflammatory effect on vascular smooth muscle cells by stimulating
the expression of C-reactive protein (CRP), TNF-α and inducible nitric oxide (iNOS) [49].
This palmitate prompts NLRP3 inflammasome activation through mitochondrial ROS
production and lysosomal degradation [50]. Expounding on several triggers of NLRP3
inflammasome activation, two things are equivocally believed. First, NLRP3 is required
as a general sensing receptor for all sorts of cellular debris. Second, many stimuli (K+

efflux, Ca2+ influx, cathepsin B and ROS formation) are generated due to the breakdown of
cellular organelles.

Almost 20 years ago, the NLRP1 inflammasome was discovered, which was considered
to be present in leukocytes and activated by PYCARD to release mature caspase1 and
5 [51]. Later several inflammasomes such as the NLR Family CARD Domain Containing
4 (NLRC4), Interferon-inducible protein 2 (AIM2), Pyrin and Interferon inducible protein
16 (IFI16) were discovered [52]. Earlier, when research on NOD-like receptors (NLRs) was in
its infancy, it was believed that NOD-like receptor proteins (NLRPs) create inflammasomes
only through caspase-1 activation, which was termed the “canonical inflammasome”. Then
later, it was observed that inflammasomes can be formed by NLRPs through other methods
such as with alternate caspases (caspase-11), which sense intracellular lipopolysaccharide
(LPS) as a danger signal [53]. This was termed the “non-canonical inflammasome”. NLRP3
can trigger both types of inflammasome activation.

The role of NLRP3 inflammasome activation in atherosclerosis and atherogenesis can
be understood by the role of two terrible cytokines produced by it, i.e., IL-1β and IL-18.
Inflammation itself does not initiate atherogenesis; rather it invites several intermediaries,
especially cytokines, which mediate both inflammation and immune signaling. IL-1β

152



Vaccines 2023, 11, 261

plays both of these roles as a key messenger for propelling inflammatory signaling to
atherothrombosis [54].

A study investigated the role of IL-1β in the progression of atherosclerosis by engineer-
ing double-knockout mice (ApoE-/-/IL-1β-/-) [55]. The study revealed that the area and size
of the lesion at the aortic sinus decreased by 30% in ApoE-/-/IL-1β-/- mice of 12 to 24 weeks of
age when compared with ApoE-/-/IL-1β+/+ mice. Similarly, a significant reduction in VCAM-
1 and MCP-1 mRNA levels was evident in ApoE-/-/IL-1β-/- mice. The results suggested
that IL-1β plays a significant role in the progression of atherosclerosis by downregulating
VCAM-1 and MCP-1 expression in an injured aorta. Lately, it has been revealed that IL-1β
helps in leukocyte accumulation and recruitment into atherosclerotic aortas, suggesting
its role in speeding up atherosclerosis [56]. Moreover, IL-1β expression drives vascular
calcification, angiotensin II (AngII)-induced hypertension and vascular remodeling [57].
Therefore, strategies for blocking IL-1β through inhibitors and agonists have proved to
be very beneficial for atherosclerosis-driven diseases [58]. Similarly, IL-18, another proin-
flammatory cytokine produced by the activation of the NLRP3 inflammasome, is expressed
in macrophages and plays a significant role in inflammatory and immune signaling by
the synthesis of T cells, natural killer cells and IFNγ [59]. A study has revealed that it is
rampantly present in atherosclerotic plaques and influences plaque destabilization [60].
Another study comprising knockout mice for ApoE-/- and IL18-/- revealed that this double
knockout had reduced lesion size and lesser lesion composition [61]. It suggests that even
in hypercholesterolemia, the absence of IL-18 attenuates lesion size and its concomitants.
Another study explained its role in plaque destabilization by setting up an inflammatory
hyper-response after binding to interleukin-18 receptor alpha chain (IL-18Ra) through
NF-kB [62]. The CANTOS (Canakinumab Anti-inflammatory Thrombosis Outcome Study)
research has substantiated the clinical relevance of blocking IL-1β and IL-18 for curtailing
atherothrombosis in post-acute myocardial ischemia [63]. Nevertheless, a proposition that
in advanced lesions, especially in the fibrous cap, IL-1β is atheroprotective for outward
vessel remodeling and stabilizing the plaque by maintaining the thickness of fibrous cap
and collagen content, cannot be ignored [64].

4. NETosis-NLRP3 Inflammasome Activation Link: A Maleficent Crosstalk

Clinical research on the signaling pathways leading to atherosclerosis has suggested
that components of NETosis evoke NLRP3 inflammasome activation, which releases the
proinflammatory cytokines IL-1β and IL-18. Both of these cytokines are very harmful
for stimulating the atherosclerotic plaque to atherothrombosis and its rupture leading
to ischemia. A study has revealed that monocyte-derived macrophages generate strong
signals for inflammasome activation when they are incubated with NETs and then with
cholesterol crystals [32]. This shows that NETs prime macrophages to produce pro-IL-1β
and cholesterol crystals induce phagolysosomal damage due to internalization by binding
to CD36 (a glycoprotein on the plasma membrane of macrophages). When macrophages
ingest cholesterol crystals as cellular debris, they destroy them into phagosomes; these
phagosomes deliver the degraded contents to lysosomes (phagolysosomes) where they are
further degraded by acid hydrolases. These hydrolyzed contents of cholesterol crystals
may cause the rupture of the phagolysosome membrane and the release of its contents
into the cytoplasm which otherwise are exported outside the cell by membrane trans-
porters [39,65]. These undegraded cholesterol crystals released into the cytoplasm due to
phagolysosomal membrane rupture, are taken as danger signals which are sensed by PRRs,
termed danger-associated molecular patterns (DAMPs) and pathogen-associated molecular
patterns (PAMPs). NLRP3 is a significant member of the innate immune system which is a
PRR and is activated in response to these danger signals. During NLRP3 inflammasome
activation, it transposes ASC and regulates caspase-1 (CASP1) stimulation, which further
proteolytically cleaves the mature forms of the proinflammatory cytokines IL-1β from
pro-IL-1β and IL-18 from pro-IL-18. Present abundantly in atheromatous lesions, both
IL-1β and IL-18 help in plaque development and its progression to ischemic stroke [66].
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The consequent release of undegraded cholesterol crystals into the cytoplasm sets the wheel
of inflammatory cascade (activating NLRP3 inflammasome) in motion through cycles of
internalization of cholesterol crystals and continued phagolysosome rupturing (Figure 4).
During acute inflammation, resolvins and selectins induce neutrophil apoptosis; they are en-
gulfed and phagocytosed by macrophages in an effort to resolve inflammation and improve
healing [67]. Hence, it is worthwhile to infer from the experimental evidence that choles-
terol crystals incite both neutrophils and macrophages to initiate pronounced inflammation
(NETosis and NLRP3 inflammasome activation) and destroy the neutrophil–macrophage
amity which is otherwise anti-inflammatory, pro-healing and pro-repair [67].

Figure 4. Neutrophil-macrophage crosstalk for mutually inciting atherosclerosis and igniting inflam-
mation. Components of NETs (dead mitochondria and cfDNA) prime macrophages and components
of NLRP3 inflammasome activation (IL-1β and IL-18) induce neutrophils to form NETs. Cholesterol
crystals evoke signals for both neutrophils and macrophages for the development of NETs and
prime NLRP3 inflammasome by interacting with reactive oxygen species (ROS) and CD36-mediated
internalization, respectively.

To understand whether the NLRP3 inflammasome promotes NET formation dur-
ing atherosclerosis, mice deficient with Abca1/g1 in myeloid cells were engineered with
Nlrp3/caspase1/caspase11 deletion and bone marrow cells of these mice were trans-
ported to Ldlr-/- mice, which were fed with Western-type diet (WTD) [68]. They observed
that lesion size significantly decreased in myeloid Abca1/g1-deficient Ldlr-/- mice due to
Nlrp3/caspase1/caspase11 deficiency. Abca1/g1-deficient myeloid cells enhanced the
cleavage of caspase 1 in splenic monocytes and macrophages and also in neutrophils to
induce NET formation in atherosclerotic plaques. This indicates a cycle of heightened
inflammation whereby the amassed cholesterol induces NLRP3 inflammasome activation
which further promotes NET formation and NETosis in atherosclerotic plaques [68]. An-
other study has substantiated this inference and demonstrated that the canonical NLRP3
inflammasome plays a significant role in NETosis in sterile conditions [69]. This study
has three important findings: first, PAD4, which is required for histone citrullination and
decondensation of chromatin during NETosis, is required for NLRP3 oligomerization by
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mediating protein levels of ASC and NLRP3 post-transcriptionally. Second, genetic abla-
tion of NLRP3 results in impaired signaling; hence, it significantly reduces NET formation
in mouse neutrophils suggesting that NLRP3 components help in nuclear and plasma
membrane rupture. Third, NLRP3 inhibition with a pharmacological antagonist attenuates
NETosis in both mouse and human neutrophils. This study has shown that NLRP3 insuffi-
ciency leads to lesser NET formation in the thrombi of an experimental mouse model of
deep venous thrombosis.

All of this suggests that PAD4 is required for NLRP3 inflammasome activation which
propels NETosis both in vivo and in vitro under non-sterile conditions. Interestingly, IL-1β,
a final product of NLRP3 inflammasome activation, is observed to play a significant role
in NET formation and induces NETosis in systemic inflammatory response syndrome
(SIRS) and abdominal aortic aneurysms (AAA) [11,70]. Moreover, cytokine IL-18 enhances
the influx of Ca2+ into neutrophils which generates mitochondrial ROS and induces NET
formation [71]. It has been demonstrated that similar processes are evident in NLRP3
inflammasome activation and in the generation of NETs [72]. Inflammasome activation
proceeds to osmotic swelling of the cells, cell necrosis and finally the release of proinflam-
matory IL-1β, IL-18 and some DAMPs such as interleukin 1 alpha (IL-1α), high mobility
group box 1 (HMGB1) proteins and ATPs. During this process, activated CASP1/11 cleaves
GSDMD which neutralizes the membrane via pore formation and eventually cause py-
roptosis, an inflammation-stimulated type of cell death. A similar process is evident in
neutrophils where the NLRP3 inflammasome activation triggers the cleavage of GSDMD
which helps in the degradation of the granular membrane, decondensation of chromatin,
dissolution of the plasma membrane and expulsion of the components of NETs [72].

On the other hand, NET components including cfDNA stimulate NLRP3 inflamma-
some in macrophages [73]. Three significant inferences are evident from the analysis of
these previously mentioned research reports. First, PAD4 is the hallmark for NET genera-
tion, and it also stimulates NLRP3 inflammasome activation. Second, cholesterol crystals
trigger priming and activating signals for NLRP3 inflammasome activation and also initiate
NET formation and prompt NETosis. Third, components of NETs (dead mitochondria and
cfDNA) prime NLRP3 to activate the inflammasome, whereas IL-1β and IL-18 stimulate
neutrophils for NET formation. Although it was known that NLRP3 inflammasome activa-
tion in macrophages is responsible for delayed wound healing in diabetic mice, it has been
revealed that NET production in diabetic wounds triggers NLRP3 inflammasome activa-
tion and releases IL-1β in macrophages causing a sustained inflammatory response and
prolonging wound healing [74]. Furthermore, NETs elicit signals for ROS generation trig-
gering thioredoxin interacting protein (TXNIP) activation and both of these induce NLRP3
inflammasome activation. On summing up, one may reason to believe that both NLRP3 in-
flammasome activation and NETosis are triggered simultaneously, primarily by cholesterol
crystals, and together these processes not only participate in triggering atherosclerosis but
also perpetuate it with inflammation and exacerbate it with atherogenesis, finally leading
to ischemia and infarction.

5. Future Directions

It is beyond doubt that our understanding of mediators that propel inflammation
on atherosclerosis has improved considerably over last few years but translating this
knowledge from bench to bedside still needs to be enhanced. The complex etiology
coupled with several phases of atherosclerotic lesion and more so their different responses
to inflammation-resolving drug targets have complicated its utility for improving anti-
atherosclerosis strategies. Future studies based on multiomics platforms should weigh the
collaborative contribution of these inflammatory perpetrators against trained immunity (de
facto innate immune memory) and should develop some quantifiable measure stratified
with risk severity so that their genetic or pharmacological inhibition may prove beneficial
for specific stages of atherosclerotic lesions showing recuperative dose response. Gene
expression studies along with clinical data sets in atherosclerosis may jointly be used to
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develop polygenic risk scores which can offer risk-stratified quantitative measures for
specific immunophenotypes. Such strategies for harnessing gene-immune signatures may
be the future of personalized medicine, whereby a formidable impact of the NETs–NLRP3
inflammasome nexus on atherosclerosis and its affiliated worst outcomes can be curtailed.
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Abstract: Several studies have reported on the negative implications of elevated neutrophil-to-
lymphocyte ratio (NLR) and elevated platelet-to-lymphocyte ratio (PLR) levels associated with
outcomes in many surgical and medical conditions, including cancer. In order to use the inflammatory
markers NLR and PLR as prognostic factors in disease, a normal value in disease-free individuals
must be identified first. This study aims (1) to establish mean values of various inflammatory markers
using a healthy and nationally representative U.S. adult population and (2) to explore heterogeneity
in the mean values by sociodemographic and behavioral risk factors to better specify cutoff points
accordingly. The National Health and Nutrition Examination Survey (NHANES) of aggregated cross-
sectional data collected from 2009 to 2016 was analyzed; data extracted included markers of systemic
inflammation and demographic variables. We excluded participants who were under 20 years old
or had a history of an inflammatory disease such as arthritis or gout. Adjusted linear regression
models were used to examine the associations between demographic/behavioral characteristics
and neutrophil counts, platelet counts, lymphocyte counts, as well as NLR and PLR values. The
national weighted average NLR value is 2.16 and the national weighted average PLR value is 121.31.
The national weighted average PLR value for non-Hispanic Whites is 123.12 (121.13–125.11), for
non-Hispanic Blacks it is 119.77 (117.49–122.06), for Hispanic people it is 116.33 (114.69–117.97), and
for participants of other races it is 119.84 (116.88–122.81). Non-Hispanic Blacks and Blacks have
significantly lower mean NLR values (1.78, 95% CI 1.74–1.83 and 2.10, 95% CI 2.04–2.16, respectively)
as compared with that of non-Hispanic Whites (2.27, 95% CI 2.22–2.30, p < 0.0001). Subjects who
reported a non-smoking history had significantly lower NLR values than subjects who reported any
smoking history and higher PLR values than current smokers. This study provides preliminary data
for demographic and behavioral effects on markers of inflammation, i.e., NLR and PLR, that have
been associated with several chronic disease outcomes, suggesting that different cutoff points should
be set according to social factors.

Keywords: inflammation; cancer; biomarkers; neutrophil; platelet; lymphocyte; smoking

1. Introduction

Inflammatory cells have been found to play roles in a variety of chronic conditions,
such as cardiovascular disease [1], chronic kidney disease [2], and cancer [3–7]. Hematologi-
cal components of the systemic inflammatory response (SIR), also known as SIR biomarkers,
are increasingly becoming potential prognostic factors of various diseases [8]. Two such in-
flammatory response markers that have been widely used are the neutrophil-to-lymphocyte
ratio (NLR) and the platelet-to-lymphocyte ratio (PLR).

NLR is the ratio of circulating neutrophils to lymphocytes and can be calculated from a
complete blood count [9]. An elevated NLR value has been associated with shorter survival
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in lung [3], pancreatic [4], and colorectal [5] cancers and serves as a marker of infectious
pathologies and post-operative complications [6,10]. However, there is no current standard
value that is considered to be a normal vs. abnormal NLR value. Current studies have
defined NLR cutoff points contingent to their respective methodologies and populations.
Some studies have reported NLR values organized into intervals [11,12], while other studies
have chosen to define a cutoff point based on the median value calculated from the sample
(NLR > 3.5) [2], and other studies have defined an elevated NLR based on poor survival in
their sample (NLR > 5) [5].

Another inflammatory marker that has potential prognostic value for disease is the
PLR, which is the ratio of circulating platelets to lymphocytes. An elevated PLR has been
shown to be an independent prognostic factor for cardiovascular diseases, especially heart
failure. It has been found that heart failure patients have both higher PLR values and
higher NLR values [13]. PLR has also been associated with a worse prognosis or poorer
oncological outcomes such as poorer overall survival and more advanced staging in a
variety of malignancies, including gastric [14], colorectal [15], and pancreatic [16] cancers.
The standard reference range for PLR is also uncertain, as this value appears to vary
depending on a variety of factors [17].

It has been established that elevated NLR and PLR values are generally prognostic
factors of mortality and morbidity in the diseases they are associated with. While current
studies have looked at the significance of NLR and PLR in diseased populations, not much
is known about the NLR and PLR values in normal, healthy populations. Having universal
reference values based on a large and healthy population will allow for better use of these
markers, which can lead to potential clinical significance in determining if a patient is in
good health. One study tried to determine the limits of the values of NLR that were observ-
able in an adult, non-geriatric population and identified them as 0.78–3.53 [18]. However,
NLR and PLR values have been shown to differ based on demographic factors [17,19].
There has also been an association found between smoking status and NLR and PLR levels.
Smoking appears to increase NLR [20] and decrease PLR [20,21]. As such, this study aims
(1) to establish mean values of various inflammatory markers using a healthy and nationally
representative U.S. adult population and (2) to explore heterogeneity in the mean values by
sociodemographic and behavioral risk factors to better specify cutoff points accordingly.

2. Materials and Methods

The National Health and Nutrition Examination Survey (NHANES), a population-
based survey that is designed to assess the health and nutritional status of non-institutionalized
adults and children in the United States, was used for analysis. The NHANES uses a
complex, multistage, probability sampling design to produce a nationally representative
sample. In this study, we aggregated cross-sectional data collected from 2009 to 2016 and
extracted various, validated measures of general inflammation (lymphocyte, monocyte,
segmented neutrophil, eosinophil, basophil, platelet count, NLR, and PLR), demographic
characteristics (age, sex, race, and body mass index), and social factors (education level,
nativity to USA, smoking status, and alcohol usage).

Consenting participants complete a detailed in-person interview that is conducted by
a trained professional on topics encompassing their demographic, socioeconomic, dietary,
and health-related information. Measures of age, sex, race, education, nativity to USA,
smoking status, and alcohol usage are obtained at that time. After an in-home interview,
participants are scheduled an appointment at a Mobile Examination Center (MEC) where
medical, physiologic, and laboratory tests are administered by trained medical staff [22].
At this time, body mass index is measured using bioelectrical impedance. Hematology
testing is performed on blood specimens collected from participants and evaluated for
neutrophil (1000 cells/μL), monocyte (1000 cells/μL), segmented neutrophil (1000 cells/μL),
eosinophil (1000 cells/μL), basophil (1000 cells/μL), and platelet (1000 cells/μL) counts.
Cell counts are determined using the Coulter MAXMs method (Beckman Coulter, Miami,
FL, USA).
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We excluded participants who were under 20 years old or had a history of inflamma-
tory disease such as arthritis or gout. The final sample consisted of 16,849 subjects across
all of the survey waves. We categorized age into four categories (20–29, 30–59, 60–79, and
≥80) to balance across sample sizes and because the NHANES has stopped reporting the
actual age of anyone over 80 years old and uses 80 as a ceiling for age. We categorized BMI
into four clinically important categories (underweight, normal weight, overweight, and
obese).

We summarized all variables of interest using appropriate descriptive statistics such
as unweighted mean (95% confidence interval) or unweighted frequency (percent) and
weighted mean (95% CI) or weighted proportion (95% CI). We tested for bivariate associa-
tion between demographic and behavioral characteristics on general inflammatory markers
using linear regression models for each outcome. We tested for independent predictors
of inflammatory markers using multiple linear regressions. We preprocessed the data
using the SAS 9.4® software and analyzed the data using the Stata/SE version 16 software,
with appropriate complex survey design methodology to provide nationally representative
estimates. Results with p-value ≤ 0.05 are significant.

3. Results

3.1. Mean Inflammatory Marker Values in U.S. Adults

We present summary statistics of the study population with 95% confidence intervals in
Table 1. The weighted study population is 62.5% non-White Hispanics, 11.6% non-Hispanic
Black, and 16.7 % Hispanics. The proportions of males and females in the population
are equally distributed. Over 82% of the study population are between 20 years old and
59 years old. Over 66% of the included participants are either overweight or obese. About
32% have a college degree or more. Moreover, close to 79% of the population are U.S.
born citizens. About 60% of the included participants are non-smokers and just under 12%
of the participants are non-drinkers. In the weighted population, the national mean for
lymphocytes (1000 cells/μL) is 2.14 (95% CI = 2.11–2.16), the national mean for monocytes
(1000 cells/μL) is 0.56 (95% CI = 0.55–0.56), the national mean for neutrophils (1000 cells/μL)
is 4.28 (95% CI = 4.23–4.34), the national mean for eosinophils (1000 cells/μL) is 0.20 (95%
CI = 0.19–0.20), the national mean for basophils (1000 cells/μL) is 0.05 (95% CI = 0.04–0.05),
the national mean for platelet count (1000 cells/μL) is 238.89 (95% CI = 237.26–240.53), the
national mean NLR value is 2.16 (95% CI = 2.13–2.19), And the national mean PLR value is
121.31 (95% CI = 102.01–122.61). The national weighted average (95% CI) numbers for the
inflammatory markers are within the normal range for healthy people.

Table 1. Sociodemographic and clinical characteristics of the NHANES sample: 2009–2016.

Characteristics of Interest 1 Unweighted Sample Weighted Population

Race Non-Hispanic White 6177 (36.7) 62.46 (58.54–66.22)
Non-Hispanic Black 3493 (20.7) 11.65 (9.949–13.6)
Hispanic 4615 (27.4) 16.7 (13.99–19.8)
Other 2564 (15.2) 9.2 (8.01–10.53)

Sex Male 8550 (50.7) 50.47 (49.86–51.26)
Female 8299 (49.3) 49.53 (48.74–50.32)

Age (years) 20–29 3822 (22.7) 24.63 (23.1–26.23)
30–59 9366 (55.6) 58.86 (57.41–60.29)
60–79 3025 (18.0) 14.02 (13.15–14.94)
80+ 636 (3.8) 2.49 (2.2–2.8)

Education <High School 3902 (23.2) 15.62 (14.1–17.27)
High School/General Educational Development 3636 (21.6) 20.81 (19.62–22.06)
Some College, or Associate of Arts 4997 (29.7) 31.72 (30.29–33.18)
>College Graduate 4291 (25.5) 31.85 (29.52–34.28)

Nativity United States born 11,042 (65.5) 78.83 (76.49–80.99)
Non-United States born 5797 (34.4) 21.17 (19.01–23.51)
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Table 1. Cont.

Characteristics of Interest 1 Unweighted Sample Weighted Population

Body mass index (Kg/m2) Underweight (<18.5) 291 (1.7) 1.791(1.527–2.098)
Normal weight (18.5–24.9) 4999 (29.7) 31.43 (29.89–33.01)
Overweight (25.0–29.9) 5369 (31.9) 33.75 (32.68–34.83)
Obese (>30) 5404 (32.1) 33.03 (31.7–34.39)

Smoking status Non-smoker 10,107 (60.0) 59.63 (58.06–61.18)
Current smoker 3454 (20.5) 19.74 (18.73–20.78)
Former smoker 3272 (19.4) 20.63 (19.36–21.96)

Alcohol usage Non-drinker 2133 (12.7) 11.61 (10.29–13.07)
Moderate drinker 4807 (28.5) 32.83 (31.5–34.19)
Heavy drinker 7406 (44.0) 55.56 (54.14–56.97)

Lymphocytes (1000 cells/μL) 2.17 (2.15–2.19) 2.14 (2.11–2.16)
Monocytes (1000 cells/μL) 0.55 (0.54–0.55) 0.56 (0.55–0.56)
Segmented neutrophils (1000 cells/μL) 4.23 (4.2–4.27) 4.28 (4.23–4.34)
Eosinophils (1000 cells/μL) 0.2 (0.2–0.2) 0.20 (0.19–0.20)
Basophils number (1000 cells/μL) 0.05 (0.04–0.05) 0.05 (0.04–0.05)
Platelet count (1000 cells/μL) 239.46 (238.45–240.47) 238.89 (237.26–240.53)
Neutrophil/lymphocyte ratio (NLR) 2.12 (2.10–2.14) 2.16 (2.13–2.19)
Platelet/lymphocyte ratio (PLR) 120.19 (119.48–120.91) 121.31 (120.01–122.61)

1 We summarized the data using unweighted mean (95% CI), unweighted count (percent), weighted mean (95%
CI), and weighted proportion (95% CI).

3.2. Univariate Associations of Demographic Factors and Inflammatory Markers

We present the results of the univariate regression model for inflammatory markers in
Table 2. On average, non-Hispanic Black adults have higher lymphocyte counts, higher
platelet counts, lower monocyte counts, lower neutrophil counts, lower eosinophil counts,
lower basophil counts, and lower NLR values than non-Hispanic Whites. However, the
mean inflammatory marker counts for within racial categories are within a normal range.
A gender difference was also observed within the inflammatory markers, with adult
males having lower mean lymphocyte counts, lower mean neutrophil counts, lower mean
platelet counts, and lower mean PLR values as compared with those of female adults.
However, on average, adult males had higher NLR values, higher eosinophil counts, and
higher monocyte counts than adult females in the U.S. population. The mean values
for inflammatory markers were different for U.S.-born participants vs. non-U.S.-born
participants. As compared with non-U.S.-born adults, U.S.-born adults had lower mean
lymphocyte counts, higher mean monocyte counts, higher mean neutrophil counts, higher
mean platelet counts, and higher mean NLR values. However, foreign born adults had
higher PLR values as compared with U.S.-born adults. Participants with normal BMI values
had the lowest mean values for lymphocyte counts and neutrophil counts, but the highest
mean value for PLR. Comparing across demographic and clinical categories, the mean
values for all inflammatory markers are within the normal range.

3.3. Multivariable Regression Results for Inflammatory Markers

We present the results of the multivariable regression model for inflammatory markers
in Table 3. The results of the multivariable model reveal that, on average, lymphocyte count
data are significantly higher in non-Hispanic Blacks and Hispanics as compared with non-
Hispanic Whites. On average, lymphocyte counts are significantly higher for females as
compared with males. Participants who were 30–79 years old had significantly lower mean
lymphocyte counts vs. participants who were between 20 and 29 years old. Non-U.S.-born
participants in the NHANES also have significantly higher mean lymphocyte counts vs.
U.S.-born participants. Overweight and obese participants have significantly higher mean
lymphocyte counts as compared with normal weight participants. Current smokers also
have significantly higher mean lymphocyte counts as compared with those who had never
smoked.
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On average, monocyte counts are significantly lower in non-Hispanic Blacks as com-
pared with those in non-Hispanic Whites. Additionally, females have a lower mean
monocyte count vs. that of males. Non-U.S.-born NHANES participants have significantly
lower monocyte counts. However, the mean monocyte counts for overweight and obese
members of the U.S. adult population are significantly higher than the mean monocyte
count for normal weight participants. Current and former smokers both have significantly
higher mean monocyte counts vs. those who have never smoked.

On average, non-Hispanic Blacks have significantly lower neutrophil counts vs. non-
Hispanic Whites. Females, on average, have significantly higher neutrophil counts vs.
males. Participants aged 30–79, on average, have significantly lower neutrophil counts
vs. participants aged 20–29. Neutrophil counts are significantly lower for non-U.S.-born
participants. Neutrophil counts are significantly higher for overweight and obese NHANES
participants. Former and current smokers both have significantly higher mean neutrophil
counts vs. those who had never smoked.

Eosinophil counts are significantly lower in non-Hispanic Blacks vs. non-Hispanic
Whites. On average, females also have significantly lower eosinophil counts as compared
with males and those born outside of the USA have significantly higher eosinophil counts
as compared with participants declaring themselves as U.S. born. Additionally, overweight
and obese NHANES participants have significantly higher mean eosinophil counts vs.
normal weight participants. Likewise, former and current smokers have significantly
higher mean eosinophil counts vs. never smokers.

Basophil counts, on average, are significantly lower in non-Hispanic Blacks vs. non-
Hispanic Whites. Participants aged 20–29 have a significantly lower mean basophil count
vs. those of participants in the age groups 30–59, 60–79, and 80 and older. Mean basophils
counts are significantly higher in obese NHANES participants as compared to normal-
weight NHANES participants. Additionally, current smokers have significantly higher
basophil counts vs. those who had never smoked.

On average, platelet counts are significantly higher in Hispanics and others as com-
pared with non-Hispanic Whites. Females also have significantly higher platelet counts
than males. Participants aged 20–29 have a significantly higher mean platelet count vs.
those of participants in the age groups 30–59, 60–79, and 80 and older. Participants who are
overweight and obese have significantly higher mean platelet counts as compared with
participants with normal weight. Current smokers also have a significantly higher mean
platelet count as compared with those who had never smoked. However, participants born
outside of the United States have a significantly lower mean platelet count as compared
with U.S.-born participants.

The mean NLR value for non-Hispanic Blacks is significantly lower as compared
with non-Hispanic Whites. On average, NLR values are also significantly lower in non-
U.S.-born participants as compared with U.S.-born participants. Participants aged 20–29
have a significantly higher mean NLR value vs. those of participants in the age groups
30–59, 60–79, and 80 and older. Additionally, current smokers and former smokers have
significantly higher mean NLR values as compared with that of those who had never
smoked.

The mean PLR value for non-Hispanic Blacks is significantly lower as compared with
non-Hispanic Whites. Participants aged 20–29 have a significantly lower mean PLR value
vs. that of participants in the age groups 30–59, 60–79, and 80 and older. Additionally,
current smokers have a significantly higher mean PLR value as compared with those who
had never smoked. Participants in the obese category also had a higher mean PLR value as
compared with normal weight participants.

4. Discussion

NLR and PLR values have been used as predictors of mortality in patients with various
types of cancers, acute coronary syndrome, and other chronic inflammatory states [1–6].
These markers have also been reported to predict mortality rates of patients affected by

171



Diseases 2023, 11, 14

the novel coronavirus [23,24]. While there is a growing body of research on the prognostic
power of NLR, PLR, and associated white blood cell counts in regard to disease progression
and outcomes, not much is known about contributors of blood cellular variations in the
general, healthy population. There are some studies that have tried to define a range of
normal values but were only investigated with a small study cohort and, moreover, were not
looked at across various demographic and behavioral factors. The present study analyzed
a large U.S. dataset of over 16,000 participants and reported the mean values of lymphocyte
count, monocyte count, segmented neutrophil count, eosinophil count, basophil count,
platelet count, NLR, and PLR for the general, healthy population and stratified values
by various demographic and behavioral factors. NLR and PLR values were found to
vary significantly with race, age, and smoking status. The mean NLR value in the non-
Hispanic White population is 2.27, while the non-Hispanic Black population has a mean
NLR value of 1.78. The national weighted average PLR value in the non-Hispanic White
population is 123.12, while the non-Hispanic Black population has a national weighted
average PLR value of 119.77. Participants born outside of the USA were also found to
have significantly lower NLR values than U.S.-born participants. These findings have been
replicated in other epidemiological studies that have examined inflammatory markers
among Latinos, and have been partially explained by differences in behavioral risk factors
and acculturative stress [25,26]. Participants aged 20–29 had a mean NLR value of 2.06,
while the age groups 30–59, 60–79, and over 80 had mean NLR values of 2.13, 2.35, and
2.81, respectively. Participants aged 20–29 had a mean PLR value of 114.92, while the
age groups 30–59, 60–79, and over 80 had mean PLR values of 121.67, 128.62, and 133.78,
respectively. Smoking status endorsed a significant difference in mean NLR values in which
non-smokers had a mean NLR value of 2.1, current smokers had a mean NLR value of
2.22, and former smokers had a mean NLR value of 2.28. Smoking status also endorsed a
significant difference in mean PLR values in which non-smokers had a mean PLR value of
123.51, current smokers had a mean PLR value of 111.02, and former smokers had a mean
PLR value of 124.77.

Generally, a higher NLR value and a higher PLR value have been correlated with
high mortality and poor prognosis in non-healthy populations [27–30]. However, in the
general, healthy population there are not yet standardized values for a normal range of
NLR and PLR values that consider various modifiable and nonmodifiable factors. In this
study, it was found that the mean NLR and PLR values differed by factors such as race,
age, and smoking status. The results showed that non-Hispanic Blacks had the lowestmean
NLR value of all racial groups, which was consistent with previous studies [19]. A higher
prevalence of benign ethnic neutropenia in populations of African descent may explain the
lower mean NLR value in non-Hispanic Blacks but further investigation is needed [31,32].

Participants aged 20–29, on average, had lower NLR and PLR values than participants
older than age 30. Higher NLR and PLR values in older populations may be attributed
to multiple causes. One such cause is the complex process of immunosenescence, i.e., the
age-related decline of the immune system. Immunosenescence can cause decreased pro-
duction of white blood cells such as lymphocytes, neutrophils, monocytes, and regulatory
B and T cells as reflected by age-related response to inflammation, including increased
susceptibility to infections, varied responses to vaccines and immunomodulators, and
increased prevalence of chronic inflammatory states or conditions [33]. Altered levels of
white blood cell production would directly affect NLR and PLR values, thus, explaining
the higher range of NLR and PLR values for older age groups.

Smoking status was found to be significantly associated with NLR values, in which
non-smokers were found to have the lowest NLR levels as compared with current and
former smokers. Smoking status was also found to be significantly associated with PLR
values, in which current smokers were found to have the lowest PLR levels as compared
with non-smokers and former smokers. These findings are consistent with previous studies,
that establish NLR increases with increasing pack-years [34] and PLR decreases with
increasing pack-years [21]. Increased NLR values in current and former smokers can
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possibly be explained by the changes in white blood cell counts that are caused by gaseous
and particulate cigarette smoke. Decreased PLR values in current smokers are also due
mostly to cigarette smoke causing changes in white blood cell counts, since current smoking
is known to be correlated with thrombogenic effects, likely related to increased platelet
counts and enhanced platelet function [35]. Direct activation of epithelial and immune cells
in the oral and conducting airways induces the secretion of proinflammatory factors such
as IL-8 and TNF-alpha and recruitment of white blood cells such as neutrophils that can
potentially modulate NLR and PLR levels and cause chronic inflammation [36].

In general, inflammation has been implicated as a causative factor or major contributor
to morbidity in an increasing number of chronic conditions. Aging and smoking, as dis-
cussed above, are two common causes of increased inflammation. COVID-19 also causes an
acute hyperinflammatory state, which, if prolonged, can cause widespread damage to mul-
tiple organ systems [24], contributing to the increasingly recognized long COVID syndrome.
However, one of the most recognized causes of inflammation is malignancy. Tumors can
release systemic cytokines that predispose the body to developing many inflammatory
sequelae, including atherosclerosis, thrombosis, and paraneoplastic manifestations [23].
These inflammatory phenomena are associated with worse prognosis in cancer patients and
can also lead to eventual increased risk for cardiovascular and cerebrovascular disease [29].
Indeed, the inflammatory marker high sensitivity C-reactive protein is already used to
screen for coronary disease predisposed by chronic low-level inflammation. The NLR and
PLR, as other markers of inflammation, can serve as adjunctive markers to guide clinicians
and their patients about the treatment, prognosis, and counseling in the course of cancer.

The current study has several strengths and limitations. One major strength is the
use of a large, nationally representative non-institutionalized sample of US residents.
This comprehensive dataset allows examination of natural contributors of blood cellular
variations across various factors to be able to derive statistically significant differences in
NLR and PLR values in different groups of people. Some limitations include the exclusion
of patients with any chronic inflammatory conditions and as a result may have caused
an underestimation of inflammatory marker levels in the general population. Another
limitation, and possible area of further research, is the correlation of NLR and PLR values
with other well-known markers of inflammation, such as C-Reactive protein, which may
give further insight into how overall inflammation is modulated by demographic and
behavioral factors.

5. Conclusions

In conclusion, the present analysis of a large U.S. dataset of over 16,000 subjects reports
the mean values of neutrophil-to-lymphocyte and platelet-to-lymphocyte ratios in a healthy,
general population, using various demographic and behavioral factors. The NLR and PLR
values significantly varied with race, age, nativity, and smoking status. It was found
that non-Hispanic Blacks, older people, people born in the USA, and people who have a
current or past smoking history had higher NLR values. The differences in inflammatory
markers by nativity highlight the need to better uncover the biobehavioral mechanisms
and pathways linking acculturation with health outcomes. These findings have important
clinical implications because they indicate the need to set different cutoff points by race,
age, and sex for predictive markers using in risk assessment of various illnesses.
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Abstract: There is growing evidence of the association of Microscopic Colitis (MC) with the use of
specific medications such as proton pump inhibitors (PPIs), Selective serotonin reuptake inhibitors
(SSRIs), Non-Steroidal anti-inflammatory drugs (NSAIDs), Statins and H2-receptor antagonists
(H2RA). In our study, we calculated the pooled odds of MC in patients using these drugs. We
performed a detailed search of major databases, including PubMed/Medline, Scopus, web of science,
and Embase, to include the studies in which odds of MC were reported after using above mentioned
drugs. A random-effects model was used to pool the estimates. Thirteen studies were included
in our analysis consisting of 304,482 patients (34,194 cases and 270,018 controls). In eight studies,
the control group consisted of a random population selected based on age, gender and same birth
year, whereas 3 studies recruited patients who presented with diarrhea and underwent colonoscopy
and biopsy to rule out MC. Two studies reported odds of MC for both diarrhea and random control
groups. Patients taking PPIs were more likely to develop MC, AOR 2.65 (95% CI 1.81–3.50, I2 98.13%).
Similarly, higher odds of association were found in patients taking SSRIs (OR 2.12, 95% CI 1.27–2.96,
I2 96.46%), NSAIDs (OR 2.02, 95% CI 1.33–2.70, I2 92.70%) and Statins (OR 1.74, 95% CI 1.19–2.30,
I2 96.36%). No difference in odds of developing MC was seen in patients using H2RA compared to
the control group (OR 2.70, 95% CI 0.32–5.08, I2 98.67%). We performed a subgroup analysis based on
the control group and found higher odds of MC in patients on PPIs compared to the random control
group (OR 4.55, 95% CI 2.90–6.19, I2 98.13%). Similarly, higher odds of MC were noted for SSRI (OR
3.23, 95% CI 1.54–4.92, I2 98.31%), NSAIDs (OR 3.27, 95% CI 2.06–4.48, I2 95.38%), and Statins (OR
2.23, 95% CI 1.41–3.06, I2 98.11%) compared to the random control group. Contrary lower odds of
MC were seen in the PPI and H2RA group compared to the diarrhea control group (OR 0.68, 95% CI
0.48–0.88, I2 7.26%), (OR 0.46, 95% CI 0.14–0.78, I2 0%) respectively. We found no difference in odds
of MC in patients on SSRIs (OR 0.96, 95% CI 0.49–1.42, I2 37.89%), NSAIDs (OR 1.13, 95% CI 0.49–1.76,
I2 59.37%) Statins (OR 0.91, 95% 0.66–1.17, I2 0%) and H2RA (OR 3.48, 95% CI −0.41–7.36, I2 98.89%)
compared to the diarrhea control group. We also analyzed the association use of PPIs and NSAIDs
with the development of collagenous colitis (CC) and lymphocytic colitis. Only the use of NSAIDs
was associated with increased odds of developing collagenous colitis (OR 1.61, 95% CI 1.50–1.72,
I2 0%). No increased odds of CC and LC were seen in PPI users. PPIs, NSAIDs, SSRIs, and Statins are
associated with an increased risk of MC compared to the random control group. On the contrary,
the use of PPIs, NSAIDs, SSRIs, and Statins is not associated with an increased risk of MC when
compared to the diarrhea control group.

Keywords: microscopic colitis; drug use; PPIs; NSAIDs; SSRIs; statins
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1. Introduction

Microscopic colitis (MC) is a chronic inflammatory disease of the large intestine,
consistent with two histological subtypes, lymphocytic colitis (LC) and collagenous colitis
(CC). The most common presentation of MC is chronic watery diarrhea associated with
abdominal pain, fecal urgency, and incontinence [1,2]. Microscopic colitis was considered a
disease of old age, but now the incidence is rising in the younger population. The updated
incidence and prevalence of MC are 25.8 cases/per 100,000 and 246.2/per 100,000, as
reported by Tome et al. in an epidemiological study performed in Olmsted County, MN,
USA [3,4]. The possible explanation for the increasing incidence of MC is better awareness
and understanding of the disease and better and readily available diagnostic modalities
such as endoscopy and biopsy [5].

The inflammation of the colon in response to luminal antigen exposure is suggested to
underlie the mechanism of MC, but the exact pathogenesis is still unclear [6]. Endoscopic
examination in MC usually reveals normal mucosa. Diagnosis is often established with a
microscopic examination, which shows increased intraepithelial lymphocytes, inflamed
lamina propria, and damage to the epithelial surface in both LC and CC [7,8]. The histolog-
ical presence of collagenous bands allows for the differentiation between the two subtypes
of MC and is only seen in CC [1,9].

Female sex and increasing age are the established risk factors associated with MC [3].
There is growing evidence that MC is related to other autoimmune diseases such as celiac
disease, thyroid disorders, and rheumatic diseases, and the use of certain medications
such as proton pump inhibitors (PPIs), Selective serotonin reuptake inhibitors (SSRIs),
Non-steroidal anti-inflammatory drugs (NSAIDs), and Statins [2,10–13].

In our meta-analysis, we aimed to study the association of PPIs, SSRIs, NSAIDs,
Statins, and H2RA with microscopic colitis. We further examined the association of PPIs
and NSAIDs with subtypes of MC, including subgroup analysis for LC and CC. This is the
first systematic review and meta-analysis on this topic to the best of our knowledge.

2. Methods

2.1. Data Search and Screening

We designed and performed an electronic literature search of Medline/PubMed,
Embase Ovid, Cochrane Central Register for controlled trials, Scopus, and web of science
from inception to 30 September 2022. We followed the preferred reporting items for the
systematic review and meta-analysis (PRISMA) statement. Zahid Tarar (ZT) and Umer
Farooq (UF) designed the search strategy, which was approved by Ebubekir Daglilar (ED).
Both ZT and UF independently searched the databases mentioned above and registers. We
designed three questions for our analysis. (1) Is there an association between medication
use and microscopic colitis? (2) what are the odds of developing microscopic colitis in
patients taking certain medications, including PPIs, SSRIs, NSAIDs, Statins, and H2RA?
(3) what are the odds of developing collagenous and lymphocytic colitis in patients taking
PPIs and NSAIDs? We included medical subject headings [Mesh] and free-text terms in our
search. Following free text terms were used in different combinations: “(Microscopic colitis)
AND (Drugs) OR (Medications) AND (Proton pump inhibitors) AND (PPIs OR SSRIs
OR Statins OR H2RA OR NSAIDs) AND (Collagenous Colitis) AND/OR (Lymphocytic
Colitis)”. All search fields were used in all databases and registers except in Scopus, where
the “Article title, keywords, and abstract” field was used. We also hand-searched the
reference list of included studies.

2.2. Eligibility Criteria and Study Selection

We included the studies which meet the following criteria. (1) Reported odds of
microscopic colitis in patients taking PPIs, SSRIs, NSAIDs, Statins, or H2RA; (2) Defined a
control group; (3) Age above 18; (4): Reported odds of developing LC and CC while on
PPIs or NSAIDs.
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The following exclusion criteria were used (1) Studies in which odds ratios were
not provided, or just p-value was provided; (2) Case reports or case series; (3) Abstracts
or conference articles; (4) Letter to editors, Review articles and editorials; (5) Studies in
which outcome data were missing; (6) Studies in a foreign language. Two investigators
(ZT and UF) independently screened the abstracts, titles, and complete reports to identify
the eligible studies based on pre-defined inclusion criteria. Any conflict or disagreement
between the reviewers was resolved through discussion or by a third reviewer (MG). All
references were downloaded in Endnote 11, and duplicate studies were removed manually
and automatically.

2.3. Data Extraction

Data were extracted into Microsoft excel by two reviewers (ZT and MT). They indepen-
dently pulled the information about study design, first author, year of publication, country
of study, study cohort characteristics (age, sex, sample size), duration of the study, period
of medication use, percentage of patients taking medications in both cases and control
group, odds of developing MC in patients taking drugs, odds of developing CC and LC in
patients taking PPIs or NSAIDs. We did not conduct an analysis on the odds of LC and
CC for stains, SSRIs, and H2RA due to a lack of data availability. Once data was extracted,
a third reviewer (ED) independently reviewed the extracted data sheet, and the final data
sheet was prepared after discussion.

2.4. Statistical Analysis

We calculated the pooled odds ratio from each study’s reported adjusted odds ratios.
A random-effects model was used to calculate the pooled Odds ratio with 95% CI, and
p-value < 0.05 was considered statistically significant. Cochrane chi-square test and I2

statistics were used to test heterogeneity. Heterogeneity of 0, 25%, 50% and 75% were
interpreted as absent, low, moderate and high, as described by the Cochrane Handbook for
Systematic review [14]. Forest plots were created to report the results. The funnel plot and
nonparametric trim and fill analysis for asymmetry were used to assess the publication
bias. We used STATA software 17 to conduct the meta-analysis.

3. Results

3.1. Search Results and Study Characteristics

Figure 1 outlines the summary of the selection process. On the initial search of
electronic databases and registers, we identified 3181 reports (1107 from PubMed/Medline,
1187 from Scopus, 568 from web of science, 221 from Embase, and 98 from Registers).
After removing 1423 duplicate records, 1758 articles were screened, and finally, 45 reports
were considered for eligibility. Of these 45 articles, 13 studies fulfilled the selection criteria
and were included in the final analysis. Eight studies [11,13,15–20] used random control
adjusted for age, sex, GP practice, or birth year.

In contrast, three studies [8,9,12] used diarrhea controls in which colonoscopy and
biopsy were performed to rule out microscopic colitis. Masclee et al. [21] and Pascua
et al. [22] reported the odds of MC in both random community controls and diarrhea
controls. In five studies [9,11,15,16,20], odds of collagenous and lymphocytic colitis were
calculated in patients on either PPIs or NSAIDs. Supplementary Table S1 details the
characteristics of included studies.
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Figure 1. Prisma flow diagram for search and selection process of meta-analysis.

3.2. Pooled Odds of MC in Patients Taking PPIs and Subgroup Analysis Based on Control Groups

Nine studies [8,9,12,13,17–19,21,22] reported the odds of microscopic colitis in patients
using proton pump inhibitors. Studies by Masclee et al. [21] and Pascua et al. [22] reported
two different Odds ratios based on the control groups (Community random and diarrhea
controls). Pooled Odds of MC in patients taking PPIs were 2.65 (95% CI 1.81–3.50, I2 98.13%).
On subgroup analysis, lower odds of MC (OR 0.68, 95% CI 0.48–0.88, I2 7.26%) were found
compared to the diarrhea control group, while greater odds were seen compared to the
random control group (OR 4.55, 95% CI 2.90–6.19, I2 98.13%). A statistically significant
difference was seen between the groups (p < 0.0001) (Figure 2).

3.3. Pooled Odds of MC in Patients Taking SSRIs and Subgroup Analysis Based on Control Groups

Higher pooled odds of MC were observed in patients taking SSRI (OR 2.12(95% CI
1.27–2.96, I2 96.46%). We included nine different odds ratios from 8 studies [8,9,12,17–19,21,22]
to calculate the pooled odds ratio because Pascua et al. [22] provided two ratios based on
two different control groups. Greater odds of MC were seen in patients taking SSRIs when
compared to random health controls (OR 3.23, 95% CI 1.54–4.92, I2 98.31%), whereas on
the contrary, no difference in odds of MC was noted in comparison to the diarrhea control
group (OR 0.96, 95% CI 0.49–1.42, I2 37.89%) (Figure 3).
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Figure 2. Pooled odds of MC in PPI users with subgroup analysis based on control groups (Diarrhea
vs. Random Control) [8,9,12,13,17–19,21,22].

Figure 3. Pooled odds of MC in SSRI users with subgroup analysis based on control groups (Diarrhea
vs. Random Control) [8,9,12,17–19,21,22].

181



Diseases 2023, 11, 6

3.4. Pooled Odds of MC in Patients Taking NSAIDs and Subgroup Analysis Based on Control Groups

Eight studies [8,9,12,13,17–19,21] provided the adjusted odds of MC in patients who
were currently taking NSAIDs or were on them in the past. Patients taking NSAIDs had
greater odds of developing MC (OR 2.02, 95% CI 1.33–2.70, I2 92.70%). On subgroup
analysis based on the control group, we found higher odds of MC in patients taking
NSAIDs in comparison to the random control group (OR 3.27, 95% CI 2.06–4.48, I2 95.38%),
whereas no difference in odds of MC was noted when compared to the diarrhea control
patient group (OR 1.13, 95% CI 0.49–1.76, I2 59.37%). A statistically significant difference
was noted between these two groups p (0.001) (Figure 4).

Figure 4. Pooled odds of MC in NSAIDs users with subgroup analysis based on control groups
(Diarrhea vs. Random Control) [8,9,12,13,17–19,21].

3.5. Pooled Odds of MC in Patients Taking Statins with Subgroup Analysis of Diarrhea versus
Random Controls

Pooled odds of MC in statin users were 1.74 (95% CI 1.19–2.30, I2 96.36%) calculated
from 9 adjusted odd ratios obtained from 7 studies [8,9,17–19,21,22]. Higher odds of MC
were seen in patients taking statins compared to the healthy random control group (OR 2.23,
95% CI 1.41–3.06, I2 98.11%). No significant difference in odds of MC was found in statin
users compared to the diarrhea control group (OR 0.91, 95% CI 0.66–1.17, I2 0%) (Figure 5).

3.6. Pooled Odds of MC in Patients Taking H2RA and Subgroup Analysis Based on Control Groups

H2 receptor antagonist use was not associated with increased odds of MC (OR 2.70,
95% CI −0.32–5.08, I2 98.67%) based on the data provided in four studies [9,17–19]. Lower
odds of MC were seen in patients using H2RA compared to the diarrhea control group
(OR 0.46, 95% CI 0.14–0.78, I2 0%). Similar odds of MC were seen compared to the com-
munity control patient population (OR 3.48, 95% CI −0.41–7.36, I2 98.89%). No significant
difference was seen between the groups (p 0.13) (Figure 6).
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Figure 5. Pooled odds of MC in Statin users with subgroup analysis based on control groups (Diarrhea
vs. Random Control) [8,9,17–19,21,22].

Figure 6. Pooled odds of MC in H2RA users with subgroup analysis based on control groups
(Diarrhea vs. Random Control) [9,17–19].

3.7. Subgroup Analysis on the Association of LC and CC with the Use of PPIs and NSAIDs

We performed a subgroup analysis to determine the risk of developing collagenous
colitis or lymphocytic colitis in patients taking proton pump inhibitors or NSAIDs. Similar
odds of CC and LC (3.97, 95% CI 0.35–7.59, I2 99.28%), (2.33, 95% CI 0.64–4.01, I2 98.64%)
respectively were seen in patients taking PPIs compared to control group. No statistically
significant difference was seen between both groups (p 0.42). Odds of CC (OR 1.61, 95% CI
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1.50–1.72, I2 0%) were significantly higher in patients on NSAIDs, whereas similar odds of
LC were found in NSAIDs users (OR 1.18, 95% CI 0.43–1.92, I2 84.26%) compared to the
control group. No significant difference between the CC and LC groups was seen (p 0.25)
(Figure 7A,B).

 
(A) (B) 

Figure 7. (A): Pooled odds of Lymphocytic and collagenous colitis in PPI users. (B): Pooled odds of
Lymphocytic and collagenous colitis in NSAIDs users [8,9,12,13,17–19,21,22].

4. Quality Assessment

We evaluated the quality of included studies using the Methodological Index for
Nonrandomized Studies (MINORS) criteria [23]. MINORS criteria score such studies on
twelve items. Individual items are scored from 0 to 2 (2 when reported and adequate;
1 when inadequately reported; 0 if not reported). Scores from each item were summed
up. The quality of studies was classified as high quality (≥11), fair (score 6–10), or poor
(score ≤ 5). Two authors (UF and ZT) conducted the quality assessment separately, and any
disagreement was resolved by consensus with a third reviewer (FK). The quality assessment
of studies is summarized in Supplementary Table S2.

5. Publication Bias

Visible asymmetry was noted on funnel plots, but the nonparametric trim and fill test
was negative for any publication bias (Supplementary Figure S1a–e).

6. Discussion

In our analysis, we reported the effect of medication use on the development of
microscopic colitis. We demonstrated that certain medications such as proton pump
inhibitors, SSRIs, NSAIDs, and Statins are associated with an increased risk of MC, but
H2RA use was not associated with an increased risk of MC when compared to random
control groups. This is the first meta-analysis on this topic to the best of our knowledge,
and the results of our analysis are significant.

Our results showed that using PPIs is associated with significantly higher odds of MC,
in accordance with the results of the previous studies [12,18,19,21]. It is postulated that
changes in gut flora, electrolyte imbalance due to acid suppression, and intestinal dysbiosis
caused by PPIs are the possible underlying mechanism of MC development [24–26]. The
noteworthy result in our analysis is that when MC cases were compared with diarrhea
controls, the use of PPI was associated with decreased pooled odds of MC, while in studies
in which random controls were selected, the risk of MC in PPI users was high. These
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results raise a question about the association of MC with PPI use because patients who
suffer from gastrointestinal symptoms are more likely to get a PPI prescription compared
to the healthy control group, and a similar observation has been made by Law et al. [27].
On subgroup analysis, it was found that the use of PPI was not associated with a greater
likelihood of CC or LC. Lower odds of MC compared to diarrhea control and higher odds
with random control warrant further prospective trials to establish or negate the association
of MC with PPIs.

Data on the association of MC with the use of H2RA is conflicting. As the effect of
H2RA on acid secretion is like PPIs, it is thought that they can cause intestinal dysbiosis,
leading to MC. Our analysis did not find increased odds of MC in patients taking H2RA.
A recent study by Zylberberg et al. [9] reported lower odds of MC in patients taking
H2RA. In another study by Mohammad et al. [17], significantly higher odds of MC in
association with H2RA were reported. The noteworthy fact is that Zylberberg et al. [9]
recruited a diarrhea control group as a comparison, while Mohammad et al. [17] conducted
a population-based study.

The NSAIDs inhibit prostaglandin synthesis, which results in increased gut perme-
ability and impairs the integrity of the mucosal barrier resulting in an influx of bacteria
and toxins into the intestinal lumen. The reaction to these luminal antigens is considered
an underlying pathogenetic factor for the development of MC in NSAID users [17,28]. We
reported significantly higher odds of MC in patients taking NSAIDs, and these results
reinforce the results of previously conducted studies [9,12,13,17,19,21,29]. We also found
that the odds of developing CC are higher in NSAID users, though no significantly higher
risk of LC was seen in patients taking NSAIDs. On subgroup analysis based on the control
group, we demonstrated that when MC cases using NSAIDs were compared to the diarrhea
control group, no difference in risk of MC was seen, while when MC cases were compared
to a healthy random control group, significantly greater odds of MC were noted. This
discrepancy in results based on the control group in PPI and NSAIDs group warrants us to
be careful about interpreting these results.

We demonstrated greater odds of MC in statin users, which is consistent with the
results reported in the studies performed earlier [8,17–19]. In subgroup comparison to
diarrhea and random control groups, no difference in odds of MC was seen. The under-
lying mechanism involved in MC development in statin users is not precise; however,
inflammatory effects resulting from the downregulation of anti-tumor necrosis factor and
upregulation of pro-inflammatory cytokines such as IL-8 by statin can contribute [17,30,31].

The effect of SSRI on the causation of MC is not well studied, although a few factors
which have been considered potential contributors and reported in the literature are the
following. First, it is said that serotonin possesses inflammatory characteristics, as seen
in cases of colitis [32]. Moreover, a higher number of enterochromaffin cells are seen in
MC patients, which secrete more serotonin. This results in the upregulation of immune-
mediated markers by activating the nervous system, enhancing chloride secretion and gut
motility [33,34]. We demonstrated that patients on SSRI are associated with greater odds of
developing MC, which is consistent with the finding in most of the studies we included in
our analysis. We did not find any difference in the odds of MC compared to diarrhea or
random healthy controls.

Our study has several strengths. We conducted a detailed literature search of all
the major database engines and a manual search of the bibliography of included studies.
Two investigators searched and screened the databases separately, and a third reviewer
approved the final studies included in the analysis. We emailed the primary and corre-
sponding authors to get any missing information and avoid duplication of results. We
performed a subgroup analysis based on control groups to prevent overestimating the
effects from reports where healthy controls were recruited. We used a random-effect model
to provide a more conservative and generalized pooled odds of MC in patients on different
medications. We also did a sensitivity analysis to minimize the effect of any study affecting
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the results. Moreover, this is the first meta-study analyzing the association of MC with a
particular medication.

There are a few limitations of our meta-analysis. The first few studies used random
healthy controls as a comparison. In contrast, in other studies, diarrhea controls were
recruited, leading to an overestimation of results due to differences in medication expo-
sure between both control groups. Second, drug dosage was not provided in most of
the included reports. Furthermore, it was not clearly stated if a patient was taking two
medications which can result in MC at the time of the study. Moreover, only a few studies
separately provided LC and CC odds. In addition, many reported medications are available
over the counter in many countries where these studies are performed, so noted exposure
can be overestimated or even underestimated.

Supplementary Materials: The following supporting information can be downloaded at: https:
//www.mdpi.com/article/10.3390/diseases11010006/s1.
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Abstract: Despite decades of research, sepsis remains one of the most urgent unmet medical needs.
Mechanistic investigations into sepsis have mainly focused on targeting inflammatory pathways;
however, recent data indicate that sepsis should also be seen as a metabolic disease. Targeting
metabolic dysregulations that take place in sepsis might uncover novel therapeutic opportunities.
The role of peroxisome proliferator-activated receptor alpha (PPARα) in liver dysfunction during
sepsis has recently been described, and restoring PPARα signaling has proven to be successful in
mouse polymicrobial sepsis. To confirm that such therapy might be translated to septic patients, we
analyzed metabolic perturbations in the liver of a porcine fecal peritonitis model. Resuscitation with
fluids, vasopressor, antimicrobial therapy and abdominal lavage were applied to the pigs in order to
mimic human clinical care. By using RNA-seq, we detected downregulated PPARα signaling in the
livers of septic pigs and that reduced PPARα levels correlated well with disease severity. As PPARα
regulates the expression of many genes involved in fatty acid oxidation, the reduced expression of
these target genes, concomitant with increased free fatty acids in plasma and ectopic lipid deposition
in the liver, was observed. The results obtained with pigs are in agreement with earlier observations
seen in mice and support the potential of targeting defective PPARα signaling in clinical research.

Keywords: sepsis; swine; metabolism; PPARα; free fatty acids

1. Introduction

Sepsis 3.0 defines sepsis as a life-threatening organ dysfunction caused by a dysregu-
lated host response to infection [1]. Sepsis is the most important cause of morbidity and
mortality in human patients admitted to intensive care units (ICU), with a significant cost
impact in health care worldwide. Recent estimates suggest a yearly burden of 48.9 mil-
lion sepsis cases and 11 million deaths worldwide [2]. After five decades of research, no
innovative drugs addressing mechanistic pathways have become available to treat septic
patients. Sepsis is classically considered as an overreaction of the immune system. How-
ever, anti-inflammatory drugs have failed in clinical trials [3]. Current management of
sepsis is supportive rather than curative and essentially relies on antibiotics to eradicate the
bacterial infection, fluid resuscitation with a vasopressor to maintain an adequate tissular
perfusion and mechanical support for organs at risk of failing [4,5]. Recent studies have
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described the possible role of metabolic changes that take place in the liver during sepsis,
and targeting these alterations holds much interest for the management of sepsis [4,6].

One of the promising targets is peroxisome proliferator-activated receptor alpha
(PPARα) signaling. PPARα is a 52 kDa protein highly expressed in metabolic tissues and
activated by free fatty acids (FFAs) and other lipid derivatives. As a member of the nuclear
receptor family, PPARα has a conserved modular structure consisting of an N-terminal
domain, important for transcriptional activation, a DNA-binding domain that contains
zinc fingers, a short hinge region and the C-terminal ligand-binding domain [7,8]. Upon
activation, PPARα regulates gene transcription by forming a heterodimer with retinoid X
receptor and binding to specific DNA sequences referred to as PPARα response elements
(PPRE). PPARα regulates a wide variety of genes, of which most are involved in diverse
aspects of lipid metabolism, including FFA transport, oxidation of FFAs and ketogenesis (for
example ACOX1, HMGCS2, CPT1 and CPT2). In this way, PPARα orchestrates metabolic
homeostasis during energy deprivation, the latter leading to the release of FFAs from white
adipose tissue [7,8].

Sepsis is typically associated with the induction of a starvation response due to an in-
creased energy need on the one hand, and anorexia (defined by a lack of food intake and/or
appetite) on the other [6,9,10]. Despite the essential role of PPARα to cope with starvation,
recent studies in murine sepsis have found that PPARα expression dramatically declines
and hence loses function in the liver [11,12]. This results in impaired lipid metabolism,
coinciding with ectopic lipid accumulation, lipotoxicity and increased mortality. Preventing
PPARα dysfunction reduces sepsis mortality, making this pathway an interesting target to
evaluate in clinical research [11,12]. The above-mentioned studies were performed on mice,
but it remains to be confirmed whether these observations also occur in human sepsis.

Rodents are used in 94% of all sepsis studies because of their low cost, well-characterized
genome and the opportunity to generate and use transgenic strains [13]. However, mice
are less suitable as a model for sepsis due to their high resilience to infection, different
pathophysiology to humans and technical constraints for performing a goal-orientated
resuscitation and source control [14]. Therefore, validation of mice preclinical findings in a
larger mammalian animal model enhances the translational potential towards human sepsis
drastically [13]. Pigs are appropriate animal models to close the gap between rodent and
human studies given their homology in size, physiology and pathophysiology, especially
when studying metabolic and infectious diseases [15,16].

In this current study, we report that sepsis-induced changes in the liver, as observed
in mice, are actually also relevant in a porcine peritonitis model. Based on bulk RNA
sequencing (RNA-seq), we found PPARα dysfunction and concomitant lipid accumulation
in the blood and liver of septic pigs in direct relation to the degree of hemodynamic
alterations in the animals. Our results strengthen the potential validity of poor PPARα
signaling as a new therapeutic target for human sepsis patients.

2. Materials and Methods

2.1. Experimental Procedure

Fecal peritonitis resulting in septic shock was introduced in nine pigs (Sus scrofa domesti-
cus, RA-SE Genetics, Belgium, weighing ± 50 kg) (5 ♂and 4 ♀) by intraperitoneal instillation
of 3 g/kg of autologous feces previously collected from the animal’s enclosure and diluted
in 300 mL of 5% glucose solution. As a control, three sham pigs (2 ♂and 1 ♀), consisting of
anesthesia and surgical preparation but without sepsis induction, were applied. Animals
were fasted for 18 h prior to the start of the experiment, with free access to water. All
the septic animals developed shock (mean arterial pressure (MAP) ≤ 50 mmHg)—within
5.9 ± 1.4 h after the onset of sepsis—and were then left untreated for 1 h to consolidate
multi-organ dysfunction. Resuscitation fluids, norepinephrine (NE), antibiotics treatment
and abdominal lavage were applied during the following 8 h to mimic human clinical cares,
after which the animals were euthanized for organ isolation (liver and plasma). The study
protocol for the pigs followed the EU Directive (2010/63/EU) for animal experiments and
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was approved by the local animal ethics committee (Comité Ethique du Bien-Être Animal;
protocol number 724N) from the Université Libre de Bruxelles (ULB) in Brussels (Belgium).
Pig experiments were performed in the Experimental Laboratory of Intensive Care of the
ULB (LA1230406) and under the ARRIVE guidelines and MQTiPSS recommendations.
Analysis of the samples was performed in the Inflammation Research Center (IRC) in
Zwijnaarde. A detailed description of the experimental procedure to induce septic shock in
the pigs is provided in [17]. Samples were isolated from the NE group at the end of the
experiment (vasopressor 2 timepoint). Note, we isolated one extra pig that was used for a
pilot experiment.

2.2. Biological Samples

Systemic blood samples for FFA analysis were collected from the femoral artery at
the end of the experiment and immediately centrifuged, and plasma was frozen at −20 ◦C
until further processing. FFAs were determined via colorimetric assays according to the
manufacturer’s instructions (KA1667, Abnova, Taipei City, Taiwan).

2.3. Liver Transcriptomic Analysis

Liver biopsies taken from the fourth segment were isolated and stored in RNALater
(AM7021, Invitrogen, Waltham, MA, USA). RNA was isolated using the Aurum total RNA
mini kit (732-6820, Biorad, Temse, Belgium). RNA quality was checked with the Agilent
RNA 6000 Pico Kit (Agilent Technologies, Santa Clara, CA, USA). The RNA was used for
creating an Illumina sequencing library using the Illumina TruSeqLT stranded RNA-seq
library protocol (VIB Nucleomics Core, Belgium) and paired-end sequencing (2 × 150 bp)
was done on an Illumina Novaseq 6000. The obtained reads were mapped to the pig (Sus
scrofa, Sscrofa11.1) reference transcriptome/genome with hisat v2.0.4 [18]. Gene-level read
counts were obtained with the feature Counts software (part of the subread package) [19].
Multimapping reads were excluded from the assignment. Differential gene expression was
assessed with the DESeq2 package [20], with the FDR set at 5%. Motif finding for multiple
motifs, or de novo motif finding, was performed using the HOMER software [21]. We used
the promoter region (start offset: −500 bp, end offset: 50 bp downstream of transcription
start site TSS) to search for known motif enrichment and de novo motifs. Gene ontology
(GO) term enrichment on selected groups of genes was performed via the Enrichr tool [22].

2.4. LipidTOX Staining

Liver pieces (~1 cm3) were isolated and stored in cold antigenfix for 1–2 h. Then,
the liver was washed twice in cold PBS and put in 34% sucrose at 4 ◦C while constantly
agitating for at least 10 h and up to 24 h. The next day, liver pieces were stored in NEC50
and frozen at −80 ◦C until further processing. Cryostat sections of 20 μm thickness were
rehydrated in PBS for 5 min after which the sections were blocked in blocking buffer (2%
BSA, 1% fetal calf serum, 1% goat serum, in 0.5% saponin) for 30 min at RT. The antibody
mix (LipidTOX Deep Red (1:400, Life Technologies Europe B.V., Merelbeke, Belgium); Acti-
stain 488 Phalloidin (1:150, PHDG1, Cytoskeleton Inc., St. Denver, CO, USA)) was added
and incubated for 2 h at RT. After washing with PBS for 5 min, nuclear staining (Hoechst
(1:1.000, Sigma-Aldrich N.V., Hoeilaart, Belgium)) was added for 5 min at RT. Slides were
washed in PBS for 5 min, quickly rinsed in water to remove residual salt and mounted.
For each cryosection, eight Z-stacks of 3 areas per coupe were imaged with a spinning
disk confocal microscope (Zeiss, White Plains, NY, USA), using a 40× Plan-Apochromat
objective lens (1.4 Oil DIC (UV) VIS-IR M27, Zeiss)) at a pixel size of 0.167 μm and at optimal
Z-resolution (240 mm). Z-stacks were processed in Volocity (PerkinElmer, Waltham, MA,
USA) and the amount of lipid droplets was calculated. We had two biological samples
per group (sham vs. sepsis). Two liver pieces from each pig were isolated and 3 areas per
liver piece were analyzed for technical variance. The average was taken of the six technical
repeats per animal and the biological data was used for analyses.
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2.5. Datasets and Databases

RNA-seq data of the pigs are deposited at the National Center for Biotechnology
Information (NCBI) Gene Expression Omnibus public database (http://www.ncbi.nlm.nih.
gov/geo/) under accession number GSE218636 (accessed on 23 November 2022). PPARα
responsive genes are retrieved from the publicly available dataset deposited at the NCBI
under accession number GSE139484 (accessed on 23 November 2019). PPARα responsive
genes are considered as those responsive to the PPARα agonist GW7647 in sham condition.
Genes involved in FA oxidation are retrieved from MGI (http://www.informatics.jax.org/
vocab/gene_ontology/) with GO:0019395 (accessed on 18 October 2022). 121 genes are
involved in this pathway of which 87 are found in pigs.

2.6. Statistics

Figures are generated in Graphpad prism 9. When comparing sham versus sepsis
data, a Student’s t-test was used in an unpaired two-tailed fashion. Mean ± SEM is shown
in bar graphs. Violin plots were analyzed with a Wilcoxon signed-rank test.

3. Results

3.1. Hepatic PPARα Dysfunction in Porcine Septic Shock
3.1.1. Inflammation and Metabolic Dysregulation in Liver upon Septic Shock

All the septic animals developed shock (mean arterial pressure (MAP) ≤ 50 mmHg)—w-
ithin 5.9 ± 1.4 h after the onset of sepsis—with severe tissular hypoperfusion (Figure 1). Septic
shock induced an hyperdynamic cardiovascular response, restored by the introduction of fluid
expansion and subsequent NE infusion, which normalized tissular perfusion for the entire
period of septic shock resuscitation. Multiple organ failure was observed, with respiratory
and renal dysfunction, on top of circulatory failure and severe capillary leakage. Clinical
parameters measured at the timepoint just before euthanizing are summarized in Table 1. A
more comprehensive description of the model severity and the response to resuscitation care
can be found in the princeps study publication [17].

Figure 1. Protocol timeline. Animals were allowed to develop sepsis until a severe hypotension
with mean arterial pressure (MAP) ≤ 50 mmHg was obtained. Severe hypotension (MAP between
45 and 50 mmHg) was allowed for one hour. Thereafter, full resuscitation was started, aiming
to restore the pulse pressure variation (PPV) to ≤13% or MAP ≥ 65 mmHg. After achieving this
objective, antibiotics and abdominal lavage were applied to control the infection. Norepinephrine
was added to the infusion to maintain a MAP of 65–75 mmHg for 8 h. After this timepoint, the
animals were euthanized to collect liver and plasma for subsequent analysis (i.e., ~18 h after the start
of the experiment).
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Table 1. Clinical parameters determined in pigs just before euthanizing.

Sham Septic Shock p-Value

Hemodynamic parameters MAP (mmHg) 68 ± 2 68 ± 3 0.85

HR (/min) 87 ± 3 155 ± 21 0.03

CO (L/min) 6 ± 1 9 ± 2 0.03

NE (μg/kg/min) 0 ± 0 1 ± 0.84 0.08

SvO2 (%) 64 ± 3 73 ± 5 0.02

PCO2 gap (mmHg) 5 ± 1 5 ± 5 0.98

Respiratory function RR (/min) 17 ± 3 20 ± 3 0.10

Tidal Volume (mL) 375 ± 35 385 ± 50 0.76

PaCO2 (mm Hg) 52 ± 1 47 ± 5 0.15

PaO2/FiO2 ratio 330 ± 58 253 ± 58 0.07

Metabolism T◦ 38.8 ± 0.8 38.8 ± 0.4 0.80

Glucose (mg/dL 107 ± 10 115 ± 23 0.61

Lactate (mmol/L) 0.9 ± 0.00 2 ± 1.1 0.12

pH 7.46 ± 0.01 7.42 ± 0.06 0.26

Base excess (mmol/L) 12 ± 1 5 ± 5 0.03

MAP: mean arterial pressure, HR: heart rate, CO: cardiac output, NE: norepinephrine requirement, SvO2: mixed
venous oxygen saturation, pCO2 gap: veno-arterial difference in CO2 partial pressure, RR: respiratory rate,
PaCO2: partial pressure of carbon dioxide, PaO2/FiO2: ratio of arterial oxygen partial pressure to fractional
inspired oxygen.

Relative differences in transcriptional changes observed in the liver upon septic shock
were visualized with principal component analysis (PCA) and a clear separation of sham
versus sepsis samples was observed (Figure 2A). Sepsis induced significant upregulation
of 1892 genes and downregulation of 2043 genes in the liver of the pigs (p < 0.05) compared
to sham animals (Figure 2B). A list of differentially expressed genes and their expression
level is included in the supplementals (Table S1). To obtain information on the processes
that were specifically induced or inhibited in the septic pigs by these upregulated and
downregulated genes, they were analyzed via gene set enrichment against various libraries
using Enrichr. Genes upregulated in the liver upon sepsis were associated with the immune
system, innate immune system and neutrophil degranulation (Figure 2C). These are typical
pathways activated upon inflammation. The downregulated genes were associated with
metabolism, more specifically metabolism of lipids and FFAs, as well as amino acids and
steroids (Figure 2D). As targeting the inflammatory pathway in sepsis trials did not result
in successful therapeutic targets [3] and based on our previous studies in murine sepsis [12],
we focused on the pathways that are predicted to be downregulated upon sepsis. Restoring
downregulated pathways that normally have a protective function could provide novel
therapeutic opportunities.

3.1.2. PPARα Dysfunction

Analysis of the downregulated genes with Wiki pathway analysis identified PPARα
signaling as most affected pathway during sepsis (Figure 3A). Motif analysis by HOMER
of the downregulated genes (p < 0.05 and with a mouse orthologue) upon sepsis revealed a
PPARα motif in the top 5 of the known motifs (Figure 3B). The mean log fold change (LFC)
upon sepsis of the 293 downregulated genes that contain a PPRE identified by HOMER
was −1.8 (Table S2). This PPARα motif was not retrieved in the motifs of the upregulated
genes (p < 0.05 and with a mouse orthologue), the top motifs of which were generally
associated with the inflammatory response (Figure 3B), e.g., the NF-κB DNA binding motif.
To study the effect of PPARα loss of function genome wide, we plotted the LFC upon
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sepsis of all PPARα-induced genes (Appendix A). The median LFC of these genes was
−0.27 and significantly differed from the baseline LFC 0 (Figure 3C), which confirms that
PPARα appears significantly less active as a transcription factor in sepsis than sham pigs.
As PPARα is involved in FFA oxidation, the LFC of all genes involved in FFA oxidation
based on gene ontology analysis (GO:0019395), and which depend on PPARα for their
expression, were compared between sham and sepsis samples. The median LFC of these
genes was −1.07 (Figure 3D) (Table S3). As an illustration, we plotted the expression level
of PPARα and several PPARα targets involved in β-oxidation and ketogenesis to compare
the expression in septic livers to those in sham condition (Figure 3E). The mRNA expression
of PPARα in septic animals was only 36% of that in sham animals. Likewise, genes involved
in the FFA β-oxidation pathway were reduced by more than half upon sepsis. Interestingly,
PPARα levels in the liver correlated negatively with the NE requirement of the septic pigs
(Figure 3F). This correlation implies that pigs with lower PPARα levels have a higher need
for NE infusion to maintain their blood pressure, which is indicative of a more severe sepsis.
Together, these data support the notion that PPARα signaling is dysfunctional in the liver
of septic pigs and correlates with sepsis severity.

Figure 2. Metabolic dysregulation in livers of porcine sepsis. (A) PCA plot of overall gene expression
in liver samples from sham and sepsis pigs. PCA plot clarifies the variance within samples per
condition. (B) Volcano plot with differential expression of genes affected by sepsis compared to
sham, as measured by bulk RNA sequencing. Genes significantly affected are indicated with red
dots (p < 0.05). Genes with −log10 p-value above 30 are omitted for clarity of the plot. (C) Top five
enriched gene ontology (GO) terms for genes that are upregulated upon sepsis (p < 0.05). (D) Top
five enriched GO terms for genes that are downregulated upon sepsis (p < 0.05). Analyses of (C,D)
was performed with the Enrichr tool.
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Figure 3. PPARα dysfunction in livers of porcine sepsis. (A) Top five enriched gene ontology (GO)
terms for genes that are downregulated upon sepsis (p < 0.05). Analysis was performed with the Wiki
pathway tool. (B) Homer motif analysis to detect DNA binding motifs in the 500 base pairs upstream
of the transcription start site of up- and down regulated genes upon sepsis (p < 0.05 and for genes
with a mouse orthologue). Top five motifs ranked according to p-value is shown. (C) Violin plot
showing LFC upon sepsis of genes that are known to be induced by the PPARα agonist GW7647 in
murine sepsis (p < 0.05). LFC of the porcine genes with a mouse orthologue upon sepsis is displayed
(389 genes). Median and upper and lower quartiles are shown with a horizontal dotted line in the
violin plot. Median is significantly different from baseline LFC 0. **** p < 0.0001. (D) Violin plot
showing LFC upon sepsis of genes involved in FA oxidation (GO00193951, 121 genes) that are known
to be induced by the PPARα agonist GW7647 (34/121) in murine sepsis (p < 0.05). LFC of the porcine
genes with a mouse orthologue upon sepsis is displayed (29 genes). Median and upper and lower
quartiles are shown with a horizontal dotted line in the violin plot. Median is significantly different
from baseline LFC 0. **** p < 0.0001. (E) Expression level of PPARα and genes involved in β-oxidation
of FFAs and ketogenesis is displayed. The expression level of sham pigs is set as 100% and compared
to the level in sepsis pigs. (F) Correlation curve plotting the norepinephrine (NE) requirement of each
septic pig to their PPARα mRNA level in the liver (RNA-seq counts are log2 normalized). Data is
analyzed with a simple linear regression. R2 depicts correlation of 0.6955. The slope is significantly
different from zero. N = 9.
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3.1.3. Increased FFA in Blood and Ectopic Lipid Accumulation in Liver

Since PPARα is the major transcription factor involved in β-oxidation of FFAs, and
since we observe significant problems with the expression of PPARα and genes involved
in FFA β-oxidation, we hypothesized that FFAs will accumulate in the blood due to
processing problems. Indeed, total FFAs were increased significantly in the pig’s blood
upon sepsis (Figure 4A). When FFAs are high in circulation, the liver sequestrates them in
lipid droplets [12]. To investigate whether ectopic lipid accumulation is occurring in the
liver of septic pigs, cryosections of liver were stained with LipidTOX, a fluorescent dye
with high affinity for neutral lipids. Extensive lipid droplet accumulation was observed in
the livers of septic animals, whereas this was only minimal in sham samples (Figure 4B,C),
indicating more lipid accumulation in the liver of septic subjects.

Figure 4. Metabolic disease parameters in blood and liver of porcine sepsis. (A) Concentration FFA
in plasma of sham (n = 3) and sepsis (n = 9) pigs. (B) Immunofluorescent images of porcine liver
after sham or sepsis. Cryosections were stained with Hoechst (blue), acti-stain (green) and lipidTOX
(red). Z-stacks (8/region) were generated in 3 areas scattered across the entire tissue section. White
scale bar = 50 μm. One representative picture of each biological repeat is shown. (C) The amount of
lipid droplets (LDs)/cell were calculated for each Z-stack. Averages of the amount of the LDs were
converged for each subject and biological replicates (n = 2) are used in the figure.

4. Discussion

In contrast to the Sepsis 2.0 definition, the latest definition of sepsis no longer refers to
inflammation as an essential pathway [1]. One of the reasons for this adjustment is that
clinical trials targeting the inflammatory pathway have failed to provide significant survival
benefits [3]. Potential clarifications for this failure might be the use of inappropriate animals
as preclinical models. Given the complex nature of sepsis, it is unlikely that findings based
on one species will be able to mimic all aspects of the clinical and biological complexity
observed in human sepsis. Therefore, it is advisable to confirm key findings in other
mammals, such as pigs [23].

Next, it has become increasingly clear that other pathways, such as certain metabolic
pathways, are playing a crucial role in the pathogenesis of sepsis [4]. A large proteomic and
metabolic screen on the plasma of human sepsis patients identified glucose metabolism
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and FFA β-oxidation pathways as being significantly different between sepsis survivors
and non-survivors [24]. Moreover, these pathways differed consistently among several sets
of patients, and diverged more as death approached [24]. FFA β-oxidation is a multistep
process that breaks down FFAs in the mitochondria to produce energy. In times of starva-
tion, lipolysis liberates FFAs from adipose tissue to foresee in energy [25]. In septic subjects,
lipolysis is observed as a way to cope with the negative energy balance that is the result of
an increased energy need and a decreased food intake during sepsis [9,10,26]. However, we
recently observed that the transformation of FFAs to acetyl-CoA and ketones fails due to
defects in PPARα signaling, leading to an accumulation of these substrates. Indeed, already
6 h after the onset, FFAs increase in the blood of septic mice [12]. Similarly, FFAs increase
in the blood of septic patients and these levels correlate well with the clinical severity [12].
Mice with a deletion of PPARα in their hepatocytes display an increased mortality upon
sepsis [27]. Preventing PPARα dysfunction with pemafibrate, however, reduces sepsis
mortality. Pemafibrate is a novel selective PPARα modulator (SPPARMα) that restores
PPARα expression, thereby decreasing FFA plasma levels and lipid accumulation in the
liver [12]. Together these data reveal PPARα as an interesting new target for sepsis.

The role of PPARα in human sepsis patients has already been investigated. In the
blood of septic children, the decreased expression of PPARα responsive genes was observed,
with lower levels being associated with a more severe disease status [28]. Nevertheless,
the major FFA-metabolizing organ which depends on PPARα is the liver. Determination
of hepatic PPARα levels and function in human sepsis patients is, however, challenging,
primarily due to the coagulation problems in sepsis patients. Post-mortem liver biopsies
could identify lower PPARα levels in non-surviving critically ill patients [27]; however,
these results should be interpreted with caution as RNA quality rapidly declines after
death [29].

We studied the liver of septic pigs in order to minimize the gap between mouse
and human research. In the current study, we analyzed the liver of septic pigs, since the
liver plays a key role in metabolic rearrangements. In accordance with the literature [30],
upregulated genes in porcine livers upon sepsis are generally associated with inflammatory
pathways, whereas downregulated genes are linked to metabolic pathways. Interestingly,
the pathway affected with the highest probability is PPARα signaling. PPARα targets
related to FFA β-oxidation are especially reduced in the livers of sepsis pigs, which might
explain the increased FFA levels in plasma and lipid accumulation in their livers. In murine
sepsis, reduced mRNA expression of PPARα and its targets involved in FFA β-oxidation
could indeed be linked to a reduced capability of liver explants to metabolize palmitic acid
ex vivo, as measured with the Seahorse technology [12].

The strength of this current study is the use of an advanced ICU animal model that fol-
lows the MQTiPSS recommendations (including abdominal lavage, antimicrobial therapy
and early vasopressor introduction) with the aim of improving the clinical translatability
of experimental findings. A downside of doing this type of research, especially when
using pigs, is the high cost in comparison to research using rodents as the animal model.
This downside can be countered by performing interdisciplinary or multicenter studies
involving the isolation of several tissues and organs simultaneously. The collaborative
study reported here is an example. Liver biopsies and plasma were isolated from septic
shock pigs that were also used in a study on the myocardial effects of vasopressors [17].
Due to logistical reasons, we were, however, not able to quantify FFA β-oxidation ex vivo in
the pig samples, so conclusive proof of the link between PPARα resistance on the one hand
and FFA increase and lipotoxicity on the other is lacking in pigs. Moreover, a determination
of mitochondrial number might be interesting, as the number of mitochondria can also
influence FFA β-oxidation capacity in cells. Lastly, the effect of the PPARα agonist pemafi-
brate on hepatic PPARα function, lipotoxicity and survival still needs to be determined to
solidify the proposed hypotheses.

Collectively, these data suggest that problems with PPARα expression and activity
in the liver might contribute to problems with β-oxidation of FFAs. This in turn leads to
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deposition of lipid storages in the liver upon sepsis. The data obtained in porcine septic
subjects thus confirm the results obtained in murine sepsis and support the potential of
targeting defective PPARα signaling in the clinic. Elucidation of the upstream signal(s)
causing PPARα dysfunction might uncover novel therapeutic opportunities in sepsis.
Moreover, clinical trials are warranted to validate the therapeutic applicability of this axis
(i.e., PPARα resistance–FFA increase–lipotoxicity) in human individuals with sepsis.
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Appendix A

PPARα-induced genes are selected based on their response to the PPARα agonist
GW7647 in mice livers (i.e., significantly upregulated by GW7647 (p < 0.05) [12]) and with a
pig orthologue.

References

1. Singer, M.; Deutschman, C.S.; Seymour, C.; Shankar-Har, M.; Annane, D.; Angus, D.C. The Third International Consensus
Definitions for Sepsis and Septic Shock (Sepsis-3). JAMA 2016, 315, 801–810. [CrossRef] [PubMed]

2. Rudd, K.E.; Johnson, S.C.; Agesa, K.M.; Shackelford, K.A.; Tsoi, D.; Kievlan, D.R.; Colombara, D.v.; Ikuta, K.S.; Kissoon, N.; Finfer,
S.; et al. Global, Regional, and National Sepsis Incidence and Mortality, 1990–2017: Analysis for the Global Burden of Disease
Study. Lancet 2020, 395, 200–211. [CrossRef] [PubMed]

3. Cavaillon, J.; Singer, M.; Skirecki, T. Sepsis Therapies: Learning from 30 Years of Failure of Translational Research to Propose New
Leads. EMBO Mol. Med. 2020, 12, e10128. [CrossRef] [PubMed]

4. van Wyngene, L.; Vandewalle, J.; Libert, C. Reprogramming of Basic Metabolic Pathways in Microbial Sepsis: Therapeutic Targets
at Last? EMBO Mol. Med. 2018, 10, e8712. [CrossRef] [PubMed]

198



Cells 2022, 11, 4080

5. Evans, L.; Rhodes, A.; Alhazzani, W.; Antonelli, M.; Coopersmith, C.M.; French, C.; Machado, F.R.; Mcintyre, L.; Ostermann,
M.; Prescott, H.C.; et al. Surviving Sepsis Campaign: International Guidelines for Management of Sepsis and Septic Shock 2021.
Intensive Care Med. 2021, 47, 1181–1247. [CrossRef]

6. Vandewalle, J.; Libert, C. Sepsis: A Failing Starvation Response. Trends Endocrinol. Metab. 2022, 33, 292–304. [CrossRef]
7. Goldstein, I.; Baek, S.; Presman, D.M.; Paakinaho, V.; Swinstead, E.E.; Hager, G.L. Transcription Factor Assisted Loading and

Enhancer Dynamics Dictate the Hepatic Fasting Response. Genome Res. 2017, 27, 427–439. [CrossRef]
8. Kersten, S.; Stienstra, R. The Role and Regulation of the Peroxisome Proliferator Activated Receptor Alpha in Human Liver.

Biochimie 2017, 136, 75–84. [CrossRef]
9. Wang, A.; Huen, S.C.; Luan, H.H.; Yu, S.; Zhang, C.; Gallezot, J.-D.D.; Booth, C.J.; Medzhitov, R. Opposing Effects of Fasting

Metabolism on Tissue Tolerance in Bacterial and Viral Inflammation. Cell 2016, 166, 1512–1525.e12. [CrossRef]
10. Peterson, S.J.; Tsai, A.A.; Scala, C.M.; Sowa, D.C.; Sheean, P.M.; Braunschweig, C.L. Adequacy of Oral Intake in Critically Ill

Patients 1 Week after Extubation. J. Am. Diet. Assoc. 2010, 110, 427–433. [CrossRef]
11. Colaço, H.; Barros, A.; Neves-Costa, A.; Seixas, E.; Pedroso, D.; Velho, T.; Willmann, K.; Yi, H.-S.; Shong, M.; Benes, V.; et al.

Host-Dependent Induction of Disease Tolerance to Infection by Tetracycline Antibiotics. Immunity 2020, 12, 53–67. [CrossRef]
12. van Wyngene, L.; Vanderhaeghen, T.; Timmermans, S.; Vandewalle, J.; van Looveren, K.; Souffriau, J.; Wallaeys, C.; Eggermont,

M.; Ernst, S.; van Hamme, E.; et al. Hepatic PPARα Function and Lipid Metabolic Pathways Are Dysregulated in Polymicrobial
Sepsis. EMBO Mol. Med. 2020, 12, e11319. [CrossRef] [PubMed]

13. Zingarelli, B.; Coopersmith, C.M.; Drechsler, S.; Efron, P.; Marshall, J.C.; Moldawer, L.; Wiersinga, W.J.; Xiao, X.; Osuchowski, M.F.;
Thiemermann, C. Part I: Minimum Quality Threshold in Preclinical Sepsis Studies (MQTiPSS) for Study Design and Humane
Modeling Endpoints. Shock 2019, 51, 10. [CrossRef] [PubMed]

14. Guillon, A.; Preau, S.; Aboab, J.; Azabou, E.; Jung, B.; Silva, S.; Textoris, J.; Uhel, F.; Vodovar, D.; Zafrani, L.; et al. Preclinical Septic
Shock Research: Why We Need an Animal ICU. Ann. Intensive Care 2019, 9, 66. [CrossRef]

15. Bassols, A.; Costa, C.; Eckersall, P.D.; Osada, J.; Sabrià, J.; Tibau, J. The Pig as an Animal Model for Human Pathologies: A
Proteomics Perspective. Proteom. Clin. Appl. 2014, 8, 715–731. [CrossRef]

16. Meurens, F.; Summerfield, A.; Nauwynck, H.; Saif, L.; Gerdts, V. The Pig: A Model for Human Infectious Diseases. Trends
Microbiol. 2012, 20, 50–57. [CrossRef]

17. Garcia, B.; Su, F.; Dewachter, L.; Favory, R.; Khaldi, A.; Moiroux-Sahraoui, A.; Annoni, F.; Vasques-Nóvoa, F.; Rocha-Oliveira, E.;
Roncon-Albuquerque, R.; et al. Myocardial Effects of Angiotensin II Compared to Norepinephrine in an Animal Model of Septic
Shock. Crit. Care 2022, 26, 281. [CrossRef]

18. Kim, D.; Paggi, J.M.; Park, C.; Bennett, C.; Salzberg, S.L. Graph-Based Genome Alignment and Genotyping with HISAT2 and
HISAT-Genotype. Nat. Biotechnol. 2019, 37, 907–915. [CrossRef]

19. Liao, Y.; Smyth, G.K.; Shi, W. FeatureCounts: An Efficient General Purpose Program for Assigning Sequence Reads to Genomic
Features. Bioinformatics 2014, 30, 923–930. [CrossRef]

20. Love, M.I.; Huber, W.; Anders, S. Moderated Estimation of Fold Change and Dispersion for RNA-Seq Data with DESeq2. Genome
Biol. 2014, 15, 550. [CrossRef]

21. Heinz, S.; Benner, C.; Spann, N.; Bertolino, E.; Lin, Y.C.; Laslo, P.; Cheng, J.X.; Murre, C.; Singh, H.; Glass, C.K. Simple
Combinations of Lineage-Determining Transcription Factors Prime Cis-Regulatory Elements Required for Macrophage and B
Cell Identities. Mol. Cell 2010, 38, 576–589. [CrossRef] [PubMed]

22. Chen, E.Y.; Tan, C.M.; Kou, Y.; Duan, Q.; Wang, Z.; Meirelles, G.v.; Clark, N.R.; Ma’ayan, A. Enrichr: Interactive and Collaborative
HTML5 Gene List Enrichment Analysis Tool. BMC Bioinform. 2013, 14, 128. [CrossRef] [PubMed]

23. Chao, R.; Renqi, Y.; Lixue, W.; Xianzhong, X.; Yongming, Y. Minimum Quality Threshold in Pre-Clinical Sepsis Studies (MQTiPSS):
Quality Thresholds for Study Design and Humane Modeling Endpoints. Zhonghua Wei Zhong Bing Ji Jiu Yi Xue 2019, 31, 1061–1071.

24. Langley, R.J.; Tsalik, E.L.; Velkinburgh, J.C.V.; Glickman, S.W.; Rice, B.J.; Wang, C.; Chen, B.; Carin, L.; Suarez, A.; Mohney,
R.P.; et al. An Integrated Clinico-Metabolomic Model Improves Prediction of Death in Sepsis. Sci. Transl. Med. 2013, 5, 195ra95.
[CrossRef]

25. Finn, P.F.; Dice, J.F. Proteolytic and Lipolytic Responses to Starvation. Nutrition 2006, 22, 830–844. [CrossRef] [PubMed]
26. Vandewalle, J.; Timmermans, S.; Paakinaho, V.; Vancraeynest, L.; Dewyse, L.; Vanderhaeghen, T.; Wallaeys, C.; van Wyngene, L.;

van Looveren, K.; Nuyttens, L.; et al. Combined Glucocorticoid Resistance and Hyperlactatemia Contributes to Lethal Shock in
Sepsis. Cell Metab. 2021, 33, 1763–1776.e5. [CrossRef]

27. Paumelle, R.; Haas, J.T.; Hennuyer, N.; Baugé, E.; Deleye, Y.; Mesotten, D.; Langouche, L.; Vanhoutte, J.; Cudejko, C.; Wouters,
K.; et al. Hepatic PPARα Is Critical in the Metabolic Adaptation to Sepsis. J. Hepatol. 2019, 70, 963–973. [CrossRef]

28. Wong, H.R.; Cvijanovich, N.; Allen, G.L.; Lin, R.; Anas, N.; Meyer, K.; Freishtat, R.J.; Monaco, M.; Odoms, K.; Sakthivel, B.; et al.
Genomic Expression Profiling across the Pediatric Systemic Inflammatory Response Syndrome, Sepsis, and Septic Shock Spectrum.
Crit. Care Med. 2009, 37, 1558. [CrossRef]

29. van der Linden, A.; Blokker, B.M.; Kap, M.; Weustink, A.C.; Riegman, P.H.J.; Oosterhuis, J.W.; Cappello, F. Post-Mortem Tissue
Biopsies Obtained at Minimally Invasive Autopsy: An RNA-Quality Analysis. PLoS ONE 2014, 9, e115675. [CrossRef]

30. van Malenstein, H.; Wauters, J.; Mesotten, D.; Langouche, L.; de Vos, R.; Wilmer, A.; van Pelt, J. Molecular Analysis of Sepsis-
Induced Changes in the Liver: Microarray Study in a Porcine Model of Acute Fecal Peritonitis with Fluid Resuscitation. Shock
2010, 34, 427–436. [CrossRef]

199





Citation: Yang, Y.; Qi, W.; Zhang, Y.;

Wang, R.; Bao, M.; Tian, M.; Li, X.;

Zhang, Y. Natural Compound

2,2′ ,4′-Trihydroxychalcone

Suppresses T Helper 17 Cell

Differentiation and Disease

Progression by Inhibiting

Retinoid-Related Orphan Receptor

Gamma T. Int. J. Mol. Sci. 2022, 23,

14547. https://doi.org/10.3390/

ijms232314547

Academic Editors: Vasso

Apostolopoulos, Jack Feehan and

Vivek P. Chavda

Received: 3 October 2022

Accepted: 16 November 2022

Published: 22 November 2022

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2022 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

 International Journal of 

Molecular Sciences

Article

Natural Compound 2,2′,4′-Trihydroxychalcone Suppresses T
Helper 17 Cell Differentiation and Disease Progression by
Inhibiting Retinoid-Related Orphan Receptor Gamma T

Yana Yang †, Wenhui Qi †, Yanyan Zhang, Ruining Wang, Mingyue Bao, Mengyuan Tian, Xing Li

and Yuan Zhang *

Key Laboratory of Medicinal Resources and Natural Pharmaceutical Chemistry (Shaanxi Normal University),
The Ministry of Education, National Engineering Laboratory for Resource Development of Endangered Crude
Drugs in Northwest China, College of Life Sciences, Shaanxi Normal University, Xi’an 710119, China
* Correspondence: yuanzhang@snnu.edu.cn or yuanzhang_bio@126.com; Tel.: +86-29-8531-0266
† These authors contributed equally to this work.

Abstract: Retinoid-related orphan receptor γt (RORγt), a vital transcription factor for the differentia-
tion of the pro-inflammatory Th17 cells, is essential to the inflammatory response and pathological
process mediated by Th17 cells. Pharmacological inhibition of the nuclear receptor RORγt provides
novel immunomodulators for treating Th17-driven autoimmune diseases and organ transplant re-
jection. Here, we identified 2,2′,4′-trihydroxychalcone (TDC), a natural chalcone derivant, binds
directly to the ligand binding domain (LBD) of RORγt and inhibited its transcriptional activation
activity. Using three mice models of Th17-related diseases, it was found that the administration of
TDC effectively alleviated the disease development of experimental autoimmune encephalomyelitis
(EAE), experimental colitis, and skin allograft rejection. Collectively, these results demonstrated
TDC targeting RORγt to suppress Th17 cell polarization, as well as its activity, thus, indicating the
potential of this compound in treating of Th17-related autoimmune disorders and organ transplant
rejection disorders.

Keywords: chalcone derivant; RORγt; Th17 cell differentiation; experimental autoimmune
encephalomyeliti; experimental colitis; skin allograft rejection

1. Introduction

Th17 cells, distinguished by the expression of pro-inflammatory cytokines such as
IL-17, IL-22, and IL-21, are an important lineage of CD4+ T effector (Teff) cells [1,2]. There
is overwhelming evidence that Th17 cells exert an essential function in autoimmune in-
flammation, for instance experimental autoimmune encephalomyelitis (EAE), rheumatoid
arthritis, inflammatory bowel disease (IBD), and acute allograft rejection [3–5].

The retinoic acid receptor-related orphan receptor gamma t (RORγt; NR1F3), as a
ligand-dependent transcriptional factor of Th17 cell differentiation, belongs to the nuclear
hormone receptor superfamily. It is reported that RORγt promoted IL-17A production
and Th17 polarization. It also taken part in antitumor immunity, autoimmune diseases
as well as transplant rejection [6,7]. Based on structural analysis, RORγt regulated target
gene expression and physiological function through interacting with both coactivators and
corepressors. Therefore, functional inhibitors play a critical role in disease treatment by
targeting RORγt, such as digoxin, SR1001, SR1555, ursolic acid and so on [6,8]. However,
some drugs discovered did not apply to clinical research due to the severe adverse reactions
and low efficacy [9–11]. Hence, our goal is to screen out a safe, effective, and natural drug
that targets RORγt to treat Th17-associated inflammatory disease.

In this study, compounds that bind to the active domain of RORγt three-dimensional
structure were screened from the ZINC database, and the most promising natural com-
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pound 2,2′,4′-trihydroxychalcone (TDC), a natural chalcone derivant, was obtained. Chal-
cone derivant, as the biogenetic precursors of all known flavonoids, is consist of an un-
complicated chemical framework, which can be broadly identified in vegetables and
fruits [12–14]. Recently, more and more findings concerning to TDC application in an-
tioxidant, anti-inflammatory, anti-tumor activity, and improving memory impairment in
various animal models [12,15]. Hence, TDC itself might be potentially used as a lead
compound by targeting RORγt for further research on autoimmune diseases as well as
organ transplant rejection.

Here, we focused on the positive benefits of TDC, which exhibited significant ther-
apeutic effects on EAE, experimental colitis, and skin allograft rejection. In addition, we
demonstrated that TDC, as a prospective and novel pharmacological inhibitor of RORγt,
provides a candidate for clinical immunomodulator for treating Th17-related autoimmune
disorders and organ transplant rejection disorders.

2. Results

2.1. Structure-Based Virtual Screening of Small Molecules Targeting RORγt

In order to screen out novel Retinoid-related orphan receptor γt (RORγt) inhibitors,
60 natural compounds including 2,2′,4′-trihydroxychalcone (TDC) with good binding
parameters to RORγt protein were obtained, which have been shown in our previous
studies [16] (Figure 1A). The data was showed that TDC formed hydrogen may bond
with A496 in RORγt pocket 1. We found that the hydroxybenzene ring of RORγt formed
hydrophobic interactions with V494, F506, W317, I492, and L325 in the protein structure.
Its o-hydroxybenzene ring can also interact with L501, I328, L505, and the surrounding
benzene ring to form hydrophobic interactions (Figure 1B,C).

2.2. TDC Suppressed RORγt Transcription Activity In Vitro

We used lentivirus to co-transfer RORγt and CNS2-PIL-17-TK-luciferase reporter
genes into 293T cells to establish a dual-luciferase reporter system for the purpose of
evaluating the activity of TDC on RORγt transcriptional level. By measuring the viability
of 293T, cells were treated with various concentrations (0–100 μM) of TDC, and we chose
TDC up to 25 μM for the luciferase reporting experiment (Figure 1D). It can be clearly seen
that, in comparison to the vehicle-treated group, TDC markedly suppressed the luciferase
activity. At the same time, when the TDC concentration was 25 μM, the expression of
luciferase was reduced to 33.63% of the control group (Figure 1E). In summary, these data
demonstrated that TDC notably inhibited the transcriptional level of RORγt.

2.3. TDC Inhibited Th17 Cell Differentiation In Vitro

In order to optimize the treatment dose of TDC on T cells, the CCK8 activity was mea-
sured to detect the effect of different concentrations of TDC on the viability of splenocytes.
The results showed that 5 μM TDC was not toxic to splenocytes (Figure 1F). Subsequently,
we used different concentrations of TDC (1.25, 2.5, and 5 μM) to perform in vitro exper-
iments to measure the production of Th17-related cytokines. The results showed that
TDC significantly inhibited Th17 cell polarization and decreased the secretion of IL-17 in a
dose-dependent pattern as against the vehicle group (Figure 1G,H,J). qRT-PCR was used
to test the effect of TDC on the gene level of cytokines such as IL-17a and IL-17f, in which
TDC at 2.5 μM significantly inhibited the gene expression of IL-17a and IL-17f (Figure 1I).
Taken together, TDC treatment obviously inhibited Th17 cell differentiation in vitro.
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Figure 1. Molecular docking and inhibition of Th17 cell differentiation by TDC targeting RORγt.
(A) Structural formulas of compound TDC. (B) Hydrogen bond connections between TDC and A496
in pocket 1 of RORγt protein (PDB: 5C4T). (C) The electron cloud distribution stated TDC binds with
V494, F506, W317, I492, and L325 in pocket 1 of 5C4T protein. (D) The effect of various concentrations
(1–100 μM) of TDC on the viability of HEK293T cells overexpressing mRORγt. (E) The impact of TDC
on the activity of RORγt luciferase reporter gene. (F) The influence of TDC on splenocyte cell viability.
(G) The level of IL-17 production in Th17 cells after TDC treatment by ELISA. (I) qRT-PCR was
performed to test IL-17a and IL-17f genes in TDC and vehicle-treated groups. (H,J) Intracellular IL-17
staining was used to evaluate the influence of TDC treatment on Th17 cell differentiation by flow
cytometry. Data are shown as mean ± SD (n = 3 each group) and representative three experiments.
* p < 0.05, ** p < 0.01, *** p < 0.001, **** p < 0.0001, compared to control group, and determined by
one-way ANOVA with Tukey’s multiple comparisons test (D–H) or unpaired Student’s t test (I).

2.4. TDC Efficiently Ameliorated the Onset of EAE and Reduced CNS Inflammation

In the prophylactic treatment experiment, TDC or vehicle administration started
from day 0 p.i. with a dosage of 10 mg/kg/day in EAE mice by intraperitoneal injection.
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Compared with the vehicle group, TDC administration significantly inhibited clinical scores
(Figure 2A) and cumulative clinical scores (Figure 2B) of EAE mice. To further assesses
the pathological alterations in the TDC-treated group, histological evaluates of lumbar
SCs were performed to determine central nervous system (CNS) inflammation and myelin
loss on day 18 p.i. As demonstrated in Figure 2C,D, TDC treatment significantly reduced
inflammatory infiltration and demyelination.

Figure 2. TDC ameliorated the progress of EAE. (A) EAE development was evaluated and recorded
following a 0–5 scale. (B) Cumulative Score of EAE. Clinical scores were cumulated from day 10
p.i. to day 25 p.i. (C) Pathological sections at the lumbar level were stained to evaluate the degree
of inflammatory infiltration (H&E), (D) The pathology scores of inflammation area were evaluated.
Data are shown as mean ± SD (n = 3 each group) and representative three experiments. ** p < 0.01,
*** p < 0.001, **** p < 0.0001, compared to vehicle-treated group, unpaired t test (B,D) or two-way
ANOVA with multiple comparisons test (A). Scale bar = 100 μm.

2.5. TDC Treatment Blocked the Activation of Debdritic Cells (DCs) and MOG-Reactive T Cells in
the CNS

For the purpose of evaluate the impact of TDC on infiltrating pro-inflammatory cells,
MNCs in the CNS of EAE mice were harvested on day 20 p.i. and added MOG35-55
(10 μg/mL). The number of MNCs, CD45+, CD4+, and CD8+ T cells in the CNS of TDC-
treated group was markedly reduced than those of the control group (Figure 3A,B,D). At the
same time, the number of pathogenic Th1, Th17, and CD4+GM-CSF+ cells was remarkably
reduced compared with the vehicle group (Figure 3C,D). In addition, TDC inhibited the
transcriptional level of cytokines such as IL-17a, GM-CSF, IL-23, IFN-γ, IL-1β, IL-6, TNF-α,
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and chemokines such as CXCL1, CXCL19, CXCL12 and CXCL10 of the SCs of EAE mice
(Figure 3E). During the onset of the disease, inflammatory T cells invading the CNS interact
with APCs, which lead to reactivation of T cells and activation of APCs [17]. Dendritic
cells (DCs) and microglia (CD11b+CD45hi+), which belong to a class of APCs, played a
key role in antigen presentation in innate and adaptive immune mechanism [18,19]. The
data demonstrated that the proportion of activated microglia did not change obviously
(Supplementary Figure S1A,C). The number of DC cells (CD11c+CD80+ and CD11c+CD86+)
(Supplementary Figure S1B,D) in the TDC group was less than in the vehicle group, even if
there was no significant difference. The similar outcome could be noted in the peripheral
tissues (Supplementary Figure S2).

Figure 3. TDC treatment inhibited the inflammatory infiltration of the CNS. (A) The number of
mononuclear cells in the CNS of EAE mice treated with TDC and vehicle. (B) Flow histograms of CD45+

cells, CD4+ T cells, and CD8+ T cells. (C) Flow cytometric pseudo-color image of CD4+ GM-CSF+ cells,
Th1, and Th17 cells. (D) The statistical results of the number of CD45+ cells, CD4+ T cells, CD8+ T cells,
CD4+IFN-γ+, CD4+IL-17+, CD4+GM-CSF+ cells. (E) The effect of TDC treatment on the expression of
inflammation-related genes in the SC of EAE mice. Data are shown as mean ± SD (n = 5 each group)
and representative three experiments. * p < 0.05, ** p < 0.01, *** p < 0.001, **** p < 0.0001, compared to
vehicle-treated group, unpaired t test (A,E) or two-way ANOVA with multiple comparisons test (D).
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2.6. TDC Alleviated DSS-Induced Colitis

To study whether TDC has a relief effect on colitis, DSS induced mouse colitis model
was employed in this study. As shown in Figure 4, TDC treatment greatly alleviated
DSS-induced colitis, as proven by the remarkedly relief of weight loss (Figure 4A), and
notably ameliorated of colonic shortening (Figure 4C,D). At the same time, DAI score
showed a persistent trend with the above data, indicating that DSS-induced colitis was
effectively alleviated by TDC (Figure 4B). Subsequently, H&E staining was used to evaluate
colonic mucosal lesions. Compared with the naïve group and vehicle group, the TDC group
displayed fewer pro-inflammatory cell infiltration, relatively intact colonic architecture,
and minor mucosal damage (Figure 4E,F). Taken together, it was obvious that TDC could
improve DSS-induced colitis in the animal model.

Figure 4. DSS-induced colitis was relieved by TDC. (A) The mouse body weight was measured every
day during the experiment. (B) Clinical score of colitis. (C,D) Colon length of mice (n = 6 each group),
scale bar = 1 cm. (E,F) H&E staining of colonic tissues in the three groups, scale bar = 200 μm (upper
row) or 100μm (lower row). (G) ELISA assay was used to detect the secretion of IL-17, IL-6, and
TNF-α in mouse colon (n = 6 per group) (H) qRT-PCR was carried out to test the proinflammatory
genes in the colitis colon tissues of TDC and vehicle-treated groups. Data are shown as mean ± SD
(n = 3 each group). * p < 0.05, ** p < 0.01, *** p < 0.001, **** p < 0.0001, one-way ANOVA with Tukey’s
multiple comparisons test (D,F–H), two-way ANOVA with multiple comparisons test (A,B).
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2.7. TDC Treatment Decreased the Secretion of Pro-Inflammatory Cytokines and Preserved the
Proportion of Th17/Treg Cells

To further investigate the function of TDC on T cells in DSS-induced colitis mice,
tissues and cells of colitis mice at 7 days after TDC administration were collected. Flow
cytometry data displayed that in comparison to the vehicle group, the proportion of Th17
cells in different types in the TDC group was decreased (Figure 5A,C), and the proportion
of Treg cells was increased (Figure 5B,D). We used ELISA to check the production of the
pro-inflammatory cytokines in colonic tissues. As shown in Figure 4G, TDC treatment
significantly inhibited the release of inflammatory factors such as IL-17, IFN-γ, and TNF-α.
Next, qRT-PCR was used to detect the expression of inflammation-related genes in the
colon, which TDC inhibited the expression of IL-17, IFN-γ, TNF-α, IL-1β, IL-6, IL-22, and
IL-23 genes in the mouse colon and promoted the expression of IL-10 gene (Figure 4H). In
other words, TDC treatment blocked the production of pro-inflammatory cytokines and
maintained the balance of Th17/Treg cells to improve colitis in mice.

Figure 5. TDC treatment maintained the Th17/Treg balance in DSS-induced colitis mice. (A) Flow
cytometric pseudo-color images of Th17 cells positive for IL-17 in different organs. (B) Flow cytometric
pseudo-color images of Treg cells positive for Foxp3 in different organs. (C,D) The statistical results
of the proportion of CD4+ IL-17+ and CD4+ Foxp3+ cells. Data are shown as mean ± SD (n = 6 each
group). ** p < 0.01, **** p < 0.0001, two-way ANOVA with multiple comparisons test.
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2.8. TDC Alleviated the Transplantation Rejection Responses of Skin Graft In Vivo

After 7 days of skin transplantation, the grafts in the vehicle group exhibited scab and
necrosis, indicating significant rejection, while the grafts in the CSA group and TDC group
survived (Figure 6A). Recipient mice were sacrificed on day 7 of the experiment, and the
transplanted skin tissues were stained with H&E. According to the results, inflammatory
infiltration in CSA group and TDC group was remarkedly reduced compared with the
vehicle-treated group (Figure 6B). Corresponding tissues were collected to check the level
of related inflammation factors. As shown in Figure 6C, production of IL-17, IFN-γ,
and TNF-α were significantly inhibited by TDC. qRT-PCR was employed to measure
the expression of inflammation-related genes in the graft. TDC treatment inhibited the
expression of IFN-γ, IL-12p35, IL-12p40, TGF-β, TNF-α, IL-17C, and IL-6 genes in skin
transplants, and upregulated the expression level of Foxp3 and IL-10 genes (Figure 6D).
These results indicated that TDC inhibited allograft rejection and could be a potential
immunomodulator.

Figure 6. TDC treatment prevented skin allograft rejection. (A) The macroscopic aspect of the
skin graft 7 days after the skin graft. (B) H&E staining of grafted skin slices 7 days after skin
transplantation. Scale bar = 200 μm (upper row) or 100 μm (lower row). (C) The production of IL-17,
IFN-γ and TNF-α in the supernatant of splenocyte culture was detected by ELISA. (D) qRT-PCR
was performed to test the pro-inflammatory genes in the skin grafts of mice. Data are shown as
mean ± SD (n = 3 each group). ** p < 0.01, one-way ANOVA with multiple comparisons test (C) or
unpaired Student’s t test (D).
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2.9. TDC Inhibited Skin Graft Rejection in Allogeneic Mice by Maintaining a Balance between
Th17 Cells and Treg Cells

Since Th17 and Treg cells played a critical role in mediating allograft rejection, spleno-
cyte and lymphocyte mononuclear cells of mice were collected for flow cytometry analysis
at the 7th day after skin transplantation. In comparison to the vehicle group, the proportion
of Th17 cells in the lymphocytes and splenocytes decreased under TDC and CSA treatment
(Figure 7A). The proportion of Th1 cells in splenocytes decreased under TDC treatment
(Figure 7B). As shown in Figure 7C, the proportion of Treg cells enhanced under CSA and
TDC treatment, although there was no significant difference in TDC group. In comparison
to the vehicle group, the ratio of CD4+ TNF-α+ cells decreased, and there was no significant
difference in the proportion of IL-4 and IL-10 cells in the CSA and TDC groups (Supplemen-
tary Figure S3A,B). These results indicated that TDC played a critical role in suppressing
allograft rejection.

Figure 7. Effects of TDC on Th17, Th1 and Treg cells in splenocytes and lymph nodes of skin
transplanted mice. Splenocytes and lymphocytes were prepared in each group at the 8th day after
administration. CD4+ IL-17+, CD4+ Foxp3+ and CD4+ IFN-γ+ were detected by flow cytometry.
(A) Flow cytometric pseudo-color images and statistical results of Th17 cells in different organs.
(B) Flow cytometric pseudo-color images and statistical results of Th1 cells. (C) Flow cytometric
pseudo-color images and statistical results of Treg cells in different organs. The results in the panel are
expressed as means± SD and are representative of three experiments (n = 6 each group), ** p < 0.01,
*** p < 0.001, **** p < 0.0001, two-way ANOVA with multiple comparisons test.

209



Int. J. Mol. Sci. 2022, 23, 14547

3. Discussion

This study identified small molecule compounds for the treatment of Th17-driven
autoimmune and transplant rejection disorders by high-throughput virtual screening for
high-efficiency RORγt inhibitor. Among the 60 RORγt-targeting compounds found by
virtual screening, TDC, as a flavonoid extracted from Glycyrrhiza glabra, had attracted our
attention due to its extensive sources and high safety. We found that TDC significantly in-
hibited the clinical symptoms of MOG-induced EAE, and additionally effectively alleviated
the symptoms of colitis mice and relieved skin graft rejection. Mechanically, TDC regulated
Th17/Treg balance to alleviate the disease.

RORγt played a vital role in driving Th17 cell differentiation and IL-17 production, which
indicated in the pathology of multiple autoimmune and inflammatory diseases [7,20,21].
However, currently reported drugs targeting RORγt cannot be applied in clinical practice due
to the side effects, poor therapeutic action and off-target effect [22]. Our experimental results
demonstrated that RORγt-targeting TDC with anti-inflammatory activity had no obvious
toxic and side effects on splenocyte viability within the effective dose range.

CD4+ T helper cells regulated immunity and inflammation by differentiating into
effector T cell subsets with different functions, such as Th1, Th2, Th17, and Treg [23].
Th1 and Th17, as pro-inflammatory cells, are involved in the pathogenesis of various
inflammatory and autoimmune disorders [24–26]. However, previous research suggested
that IL-23, as the main pro-inflammatory factor and associated with the stable differentiation
of Th17, seems to be necessary for maintaining chronic inflammation [27]. The inhibitor
targeting RORγt may lessen not only the Th17 reaction but also influence the proportion of
Tregs [27]. The studies have also shown that there is a balance between the expression level
of RORγt and Foxp3, which regulates the balance of Treg and Th17 [28]. In addition, Treg
inhibits IL-12 production by producing IL-10 and TGF-β, thereby inhibiting IL-12-induced
Th1 cell differentiation. Based on these data, we hypothesized that TDC inhibits Th17 and
Th1 differentiation and maintains the balance between T cells and Treg cells by acting as an
inhibitor of RORγt.

We found that TDC could alleviate the pathology of EAE disease through reduced
Th1 and Th17 in the CNS (Figure 3). Th17 cells not only exhibit a critical function in
multiple sclerosis but also in IBD [29]. However, it is reported that some drugs for IBD
have too many side effects to be used in the clinic, and there is a failure of anti-IL-17
strategies for the treatment of Crohn’s disease [8,30–32]. Previous studies have shown
that Foxp3+ RORγt+ Treg cells exist in the intestines of IBD patients and were enhanced
by RORγt inhibition [33,34]. We thus chose a colitis animal model which was induced
by DSS to assess the function of TDC. In our study, TDC improved DSS-induced colitis,
decreased the production of pro-inflammatory cytokines, and maintained the balance of
Th17/Treg cells in mice (Figure 4). At last, skin transplantation was used to further confirm
the immunomodulatory function of TDC. Similarly, TDC inhibited skin graft rejection in
allogeneic mice by maintaining the balance between Th17 cells and Treg cells (Figure 6).

Taking the previous reporters into account, together with our own scientific study,
in this work, TDC targeting RORγt was identified through virtual screening and in vitro
validation. Furthermore, three animal models of Th17-driven disorders were carried out
to evaluate the immunomodulatory potential of TDC in vivo. In terms of mechanism,
we found that TDC targeting RORγt can inhibit Th17 cell differentiation and its func-
tion. Meanwhile, it could stabilize Foxp3 expression and regulate Th17/Treg balance.
The present study suggests that TDC was a prospective immunomodulatory agent for
treating autoimmune diseases and transplant rejection which paving the way for a future
clinical study.

4. Material and Methods

4.1. Virtual Screening and Molecular Docking

Structure-based virtual screening plays a critical role in drug exploration. Candidate
inhibitors targeting RORγt (PDB: 5C4T) were screened out from the zinc natural products
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database (http://zinc.docking.org) containing 150,000 natural small molecule compounds
using Autodock Vina and PyRx software, which acquired on 4 July 2017 [35]. Receptor
models and small-molecule libraries were built, followed by scoring and structural docking
of small-molecule compounds that fit the receptor-small-molecule structure. Generally
speaking, we believe that the higher the score, the more likely the ligand will bind to the
active center of the protein.

4.2. Luciferase Reporter Assays

We transfected HEK293T cells with a vector overexpressing of RORγt and expressing
an IL-17 promoter-driven luciferase. After cells were treated with TDC (0–25 μM) for 16 h,
ONE-Glo™ Luciferase Assay kit (Promega, Madison, WI, USA) was employed to monitor
the luciferase activity, which was determined by GloMax [36].

4.3. EAE Induction and Treatment

Female C57BL/6 mice (aged 8 weeks) were purchased from Experimental Animal
Center, Air Force Medical University (Xi’an, Shaanxi, China). All experimental proto-
cols on mice were carried out following the standardized guidelines and specifications
(No. ECES-2015-0247), which were approved and supported by the Institutional Animal
Ethics Committee of Shaanxi Normal University. In order to construct the EAE mouse
model, mice were immunized at the two points of spinal cord (SC) cervical expansion and
lumbar expansion on the back with 200 μg of myelin oligodendrocyte glycoprotein peptide
35-55 (MOG35-55) (GenScript, Nanjing, China) in 200 μL of hybrid emulsion containing
incomplete Freund’s adjuvant (Sigma-Aldrich, St. Louis, MO, USA) with 5 mg/mL heat-
killed Mycobacterium tuberculosis H37Ra (BD, Franklin Lakes, NJ, USA) [37]. All animals
were intraperitoneally (i.p.) injected with 200 ng pertussis toxin (Sigma-Aldrich) in PBS
on days 0 and 2 post-immunization (p.i.). TDC (10 mg/kg/day), dissolved in a solvent
consisting of dimethyl sulfoxide (DMSO, 3%), Kolliphor (10%), and 5% glucose solution
(87%), was injected i.p. to EAE mice every day. The clinical scores were recorded daily in a
double-blind manner, following a 0–5 scale described previously [36].

4.4. DSS-Induced Colitis

Male C57BL/6 mice (aged 8 weeks) were induced colitis by adding 3% dextran sulfate
sodium (DSS) to drinking water for a week [38]. Gavage administered these animals with
vehicle or TDC (100 mg/kg/day) during the DSS treatment. During DSS treatment, mice
were observed and recorded daily for morbidity and body weight. At the same time, we
scored the pathological characteristics of each mouse daily, involving stool consistency,
presence of blood in the stool, and weight loss. Disease activity index (DAI) was evaluated
by a clinical score of colitis mice in a double-blind manner according to the previous
study [39].

4.5. Skin Grafting

BALB/c (aged 8 weeks old, male) and C57BL/6 mice (aged 8 weeks old, male) were
used to construct the skin grafting model. Under sterile conditions, back skin of the BALB/c
mouse (10 mm × 10 mm) was transplanted to the back of the C57BL/6 mouse. Firstly,
we adjust the skin patch and the recipient skin. Next, we suture with 6-0 thread to make
them combined tightly, promoting the growth of the skin. Finally, the recipient mice were
covered with a sterile gauze and bandaged [40]. We randomly divided the mice into three
groups with different treatment [Vehicle, TDC (10 mg/kg/day), or Cyclosporine A (CSA,
20 mg/kg/day)]. The treatment was performed for 7 days from the day of transplantation.
The skin grafts on the back of recipient mice were observed daily for inflammation, edema,
necrosis, scab, and shedding. We consider more than 80% of the skin necrosis to be
complete rejection.

211



Int. J. Mol. Sci. 2022, 23, 14547

4.6. Histopathological Analysis

Mice in the experimental group were sacrificed at the corresponding time points
and perfused with cold phosphate buffered saline (PBS) transcardially. Tissues [brain,
spinal cord (SC), distal colon, and grafts] were fixed with 4% paraformaldehyde for 24 h
and then sectioned into 5-micron slices. The distal colon and graft skin were stained
with hematoxylin-eosin (H&E), and the brain and SC were stained with H&E and Luxol
Fast Blue (LFB). Slides were assessed and recorded in a double-blinded fashion to assess
inflammatory cell infiltration or demyelination accorded to the previous protocols [38].

4.7. Th17 Cell Polarization

Splenocytes were isolated and co-incubated with Con A (5 μg/mL) and TDC at
different concentrations (1, 2.5, 5, 10, 25, and 50 μM) for 18 h. The cell viability was
determined by Cell counting kit-8 (ZETA, Arcadia, CA, USA). An optimized dose with
no cytotoxicity was used in the subsequent in vitro experiments. Isolation of CD4+ T
lymphocytes was carried out following the protocols of the Naïve CD4+ T Cell Separation
Kit (Miltenyi Biotec, Bergisch Gladbach, Germany), then incubated with 5 μg/mL of anti-
CD3, 2 μg/mL of anti-CD28 (Bioxcell, Lebanon, NH, USA), 2 ng/mL of TGF-β, 20 ng/mL
of IL-6, 10 ng/mL of IL-1β (Peprotech, Cranbury, NJ, USA), 10 μg/mL of anti-IL-4, and
10 μg/mL of anti-IFN -γ (Bioxcell, Lebanon, NH, USA) to induce Th17 cell differentiation.
Three days later, cells were harvested in order to evaluate the percentage of Th17 cells by
flow cytometry. Simultaneously, a cell medium was gathered to determine IL-17 production
by ELISA.

4.8. Cytokine Measurement by Flow Cytometry and ELISA

Spleenocytes, mesenteric lymph nodes, intestinal intraepithelial lymphocytes (IELs),
lamina propria mononuclear cells (LPMCs), and mononuclear cells (MNCs) were isolated,
and the process of cell extraction are described previously [36]. These separated cells
were seeded in vitro at different time, and stimulated by PMA (50 ng/mL, Sigma-Aldrich,
Steinheim, Germany), ionomycin (500 ng/mL), and GolgiPlug (Thermo Fisher Scientific,
Waltham, MA, USA) for 5 h. Subsequently, cells were stained on the surface, fixed, and
permeated, and then internally stained with mouse Abs (Bioxcell, Lebanon, NH, USA).
Flow cytometry analysis was carried out on the CytoFLEX S Flow Cytometer (Beckman
coulter, Brea, CA, USA) and the results were evaluated with FlowJo (Treestar, Ashland,
Wilmington, DE, USA). The cell supernatants were gathered and cytokine production (IFN-
γ, IL-17, GM-CSF, and TNF-α) were determined by ELISA (R&D Systems, Minneapolis,
MN, USA).

4.9. Real-Time Quantitative PCR

RNA Preparation Pure Tissue Kit (Tiangen, Beijing, China) was used to isolate total
ribonucleic acid from the spinal cords of EAE experimental mice, the colon of colitis mice,
and the skin graft of skin transplanted mice. cDNA was obtained through using Prime
Script™ RT Master Mix Kit by using reverse transcription PCR, and then added to ChamQ™
SYBR®qPCR Master Mix (TaKaRa, Shiga, Japan) for real-time quantitative PCR (qRT-PCR).
Data were quantitatively analyzed on the LightCycler® 96 system (Roche, Shanghai, China).
Mouse glyceraldehyde 3-phosphate dehydrogenase (GAPDH) gene, as a housekeeping
gene, was used as a standardization control.

4.10. Statistical Analysis

All data are presented as the mean ± SD, and statistical analyses were performed using
GraphPad Prism 6 software (GraphPad, La Jolla, CA, USA). When comparing two groups,
data were assessed by unpaired Student’s t test. When comparing multiple groups, experi-
mental results were evaluated by one-way ANOVA with Tukey’s multiple comparisons
test or two-way ANOVA with multiple comparisons test.
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Abstract: Mastitis is a common clinical disease which threatens the welfare and health of dairy cows
and causes huge economic losses. Sanguinarine (SG) is a plant-derived alkaloid which has many
biological functions, including antibacterial and antioxidant properties. The present study attempted
to evaluate the effect of SG on lipopolysaccharide (LPS)-induced oxidative stress reactions and explore
its potential mechanisms. The expression profile of SG was analyzed by network pharmacology, and
it was found that differentially expressed genes were mainly involved in the Wnt signaling pathway
and oxidative stress through GO and KEGG enrichment. In in vitro experiments, the dosage of SG
was non-toxic to mouse mammary epithelial cells (mMECs) (p > 0.05). SG not only inhibited the
increase in ROS induced by LPS, but also enhanced the activity of antioxidant enzymes (p < 0.05).
Moreover, the results of the in vivo experiments showed that SG alleviated LPS-induced inflammatory
damage of mouse mammary glands and enhanced the integrity of the blood–milk barrier (p < 0.05).
Further studies suggested that SG promoted Nrf2 expression and suppressed the activation of the
Wnt signaling pathway (p < 0.05). Conclusively, this study clarified the protective effect of SG on
mastitis and provided evidence for new potential mechanisms. SG exerted its antioxidant function
through activating Nrf2 and inhibiting the Wnt/β-catenin pathway, repairing the blood–milk barrier.

Keywords: sanguinarine; mastitis; blood–milk barrier; oxidative stress; Nrf2; Wnt/β-catenin

1. Introduction

Mastitis is an epidemic in the global dairy industry, mainly caused by pathogenic mi-
croorganism infection, which can lead to the decline of milk production and quality [1,2]. In
addition, mastitis can also lead to prolonged estrus and even the death of cows postpartum,
which seriously threatens the welfare and health of cows and causes huge economic losses
to humans [3,4]. Mammals during the peripartum period, which lasts from 3 weeks before
to 3 weeks after parturition, are physiologically unstable and susceptible to a number of
metabolic diseases compromising productivity [5,6].

It has been proved that many microorganisms can cause cow mastitis, among which
Escherichia coli is one of the significant pathogenic microorganisms causing clinical masti-
tis [7]. Lipopolysaccharides (LSPs) in the cell wall of E. coli can cause inflammation and
trigger innate immune responses, leading to a series of inflammatory reactions [8]. More
and more evidence has shown that the Wnt/β-catenin signaling pathway is related to
LPS-induced diseases, which cause the upregulation of inflammatory factors and lead
to breast injury [9,10]. In addition, some studies have shown that LPS can also increase
the production of reactive oxygen species (ROS) and change mitochondrial membrane
potentials [11]. The blood–milk barrier, composed of mammary epithelial cells, is the most
important line of defense in the protection of mammary glands [12]. The main structure
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of the blood–milk barrier is the tight junction (TJ), which forms a tight barrier that only
allows the passage of small molecules and prevents the penetration of adjacent cell mem-
branes [13,14]. LPS can destroy tight junction proteins after causing mastitis, leading to
the degradation of the barrier, invasion of harmful substances and microorganisms, and
aggravation of oxidative stress [15]. Oxidative stress in early-lactation cows exerts an
important role in dysfunctional inflammatory response [16]. Therefore, it is particularly
important to protect the integrity of the blood–milk barrier and suppress the pathogenic
bacteria leading to excessive inflammatory response.

For many years, most dairy farms have mainly used antibiotics to treat mastitis, but
over time the pathogens have developed drug resistance, and antibiotic residues in dairy
products have become more and more serious, endangering human health [17]. In addition,
vaccines for the treatment of bovine mastitis have not produced good results [18]. Therefore,
there is an urgent need to find and develop new therapies for bovine mastitis.

Sanguinarine (SG), a plant-derived alkaloid, has many pharmacological functions,
such as anti-oxidation, anti-inflammatory, and anti-tumor properties [19,20]. The results
of animal experiments have suggested that SG relieved the symptoms of Dextran Sulfate
Sodium (DSS)-induced colitis in rats [21]. However, it is not clear whether SG has a
protective effect on LPS-induced mastitis. Therefore, we explored the role of SG in an
LPS-stimulated mouse mastitis model and explored the possible mechanisms.

2. Materials and Methods

2.1. Reagents

LPS was purchased from Sigma-Aldrich (055:B5, San Diego, CA, USA). The antibodies
used in the experiments were purchased from Cell Signaling Technology (CST, Danvers,
MA, USA). Sangui-narine (SG, purity ≥98%; Figure 1A) was obtained from Yuanye Biotech
Co., Ltd. (Shanghai, China). The purity of the SG was detected by high-performance
liquid chromatography (HPLC). The experiment was conducted on the EChrom2000
DAD Data System. Chromatography was performed with a SinoChrom 0DS-BP column
(4.6 × 250 mm, 5 μm). An elute with 0.1% phosphoric acid water/acetonitrile at a flow rate
of 1.0 mL/min was used, and detection with DAD at 325 nm was performed (Figure 1B).
The ELISA kits used (for TNF-α and IL-1β) were purchased from Wuhan Boster Biological
Technology, Ltd. (Wuhan, China).

Figure 1. (A) The chemical structure of SG. (B) HPLC chromatogram of SG.
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2.2. Animal Treatment and Experimental Design

Sixty female BALB/c mice (8 weeks old, weighing 20–25 g) were purchased from the
Animal Center of Zhejiang University. Before the experiment, all mice were given sufficient
water and feed and stored in a 12/12 h dark/light-cycle environment. The whole feeding
process was maintained at room temperature and 65% humidity. The animals were cared
for humanely; all experiments involving the mice were conducted according to the Guide
for the Care and Use of Laboratory Animals of the National Research Council, and all
experimental protocols were followed by the Institutional Animal Care and Use Committee
of Zhejiang University (approval number: GBT 35892-2018).

The mice were randomly divided into the following six groups: a control group, an
LPS group, sanguinarine groups (SG groups: 5, 25, and 50 μM), and a dexamethasone
group (5 mg/kg, DEX group). SG was dissolved and diluted in CMC Na (Sigma, San
Diego, CA, USA) to give final concentrations of 5, 25, and 50 μM. The mouse mastitis
model was prepared as described previously [22]. Briefly, one hour before the onset of
LPS-induced mastitis, SG (5, 25, and 50 μM) or dexamethasone (5 mg/kg) was injected
intraperitoneally twice every six hours. After pentobarbital anesthesia, LPS was injected
into the two abdominal mammary glands for 24 h (the fourth pair of mammary glands, R4
and L4). Finally, the mice were sacrificed by CO2 inhalation, and the mammary tissues
were collected for further study.

2.3. Histopathological Examination

The samples of mammary glands were fixed in 10% formalin. Paraffin sections were
prepared by dehydration with graded alcohol. Next, the tissues were sectioned and
stained with hematoxylin. Finally, the H&E-stained sections were observed under a light
microscope, and images were collected to evaluate pathological changes.

2.4. Myeloperoxidase (MPO) Analysis

The mouse mammary gland tissue samples, weighing 100 mg, were ground in 2 mL
PBS solution and centrifuged at 12,000 rpm for 15 min at 4 ◦C. Then, the supernatants were
collected and analyzed using the MPO kit (Nanjing Jiancheng Biotechnology Co., Ltd.,
Nanjing, China). Finally, according to the calculation formula, the MPO enzyme activity of
each sample was calculated.

2.5. Cell Culture and Treatment

As previously described, after collecting mammary gland tissues from the lactating
mice, the digested tissues were suspended and passed through a cell filter to remove
larger tissue debris. Epithelial cells were obtained by removing fibroblasts, endothelial
cells, and other single cells. The isolated mMECs were cultured at 37 ◦C in a 5% CO2
humidified incubator containing 10% fetal bovine serum (FBS, Gibco, New York, NY, USA)
supplemented with 100 U/mL penicillin and streptomycin and 10 μg/mL insulin. The
mMECs were pretreated with different concentrations of SG (5, 25, and 50 μM) for 1 h and
then stimulated with LPS (1 μg/mL) for 6 h.

2.6. Cell Biological Detection and Viability Assay

Cells were fixed with paraformaldehyde for 15 min at room temperature and washed
three times with PBS. Cells were then blocked with 10% normal goat serum for half an
hour at room temperature and incubated with primary antibody overnight at 4 ◦C. After
the completion of primary antibody adsorption, the cells were incubated with fluorescent-
labeled secondary antibodies (Bios, Beijing, China) for one hour at room temperature and
washed three times in PBS. Nuclei were stained with Hoechst dye and then visualized with
a laser scanning confocal microscope (Leica, Wetzlar, Germany).

Cell viability was determined using an MTT kit. Briefly, mMECs (1 × 105 cells/mL)
were passed in 96-well plates for 6 h and then treated with different concentrations of SG
for 24 h. Finally, MTT (20 μL, 5 mg/mL) was added for 4 h, the supernatant was removed,
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and 100 μL DMSO was added to each well. The optical density (OD) values were obtained
at 570 nm.

2.7. Cytokine and Enzyme Activity Analyses

The cytokine expression levels and enzyme activities (GSH-Px, SOD) were determined
using the respective kits, according to the commercial instructions. The samples were
handled according to the introductions for each kit, and the OD values were calculated
using a full-wavelength microplate reader.

2.8. Western Blot Analysis

Protein lysates were added to tissue homogenates and total protein for each sample
was extracted by centrifugation. Total protein concentrations were tested using a Bicin-
choninic Acid (BCA) kit, then denatured protein samples were used for subsequent studies.
Protein samples were separated on 10% SDS-PAGE, transferred to PVDF membranes (Mil-
lipore, Burlington, MA, USA), and blocked with 5% skim milk at room temperature for
2 h. The membranes were then incubated with specific primary antibodies (1:1000 di-
lution) overnight. Finally, the membranes were incubated with secondary antibodies
(1:3000 dilution) and determined using ECL chemiluminescence reagent.

2.9. qRT-PCR Assay

Total RNA in mMECs was extracted using Trizol reagent (Invitrogen, Carlsbad, CA,
USA) and then converted into cDNA using a reverse transcription kit (Takara, Otsu, Japan).
The primers (Nrf2 and GAPDH) were designed using primer 5.0 software (Premier company,
Canada) and are shown in Table 1. GAPDH was used as an internal standard. Relative fold
changes in gene expression levels were calculated using the 2−ΔΔCt comparative method.

Table 1. Primers used for qPCR.

Name
Sequence (5′→3′):

Forward and Reverse
GenBank

Accession No.
Product Size

(bp)

Nrf2 GACCTAAAGCACAGCCAACACAT
CTTCAATCGGCTTGAATGTTTGTC NM_010902.5 182

GAPDH CAATGTGTCCGTCGTGGATCT
GTCCTCAGTGTAGCCCAAGATG NM_001289726.1 124

2.10. Network Pharmacological Analysis

The pharmaceutical property of SG was estimated using network pharmacology
technology. The Swisstarget website was used to predict the potential of SG, and metascape
software (https://metascape.org/gp/index.html#/main/step1, accessed on 9 September
2022) was used to analyze the target genes via GO and KEGG. Finally, Cytoscape software
provided a visual of the SG targeting pathway network.

2.11. Immunofluorescence Analysis

Paraffin slices were immersed in xylene for dewaxing and were dehydrated with ethanol
at different concentrations along a gradient. The tissue slices were permeated with PBS
appending Triton X-100 (Sigma, San Diego, CA, USA) and 10% BSA, then incubated overnight
with special primary antibodies and corresponding secondary antibodies. Nuclei were stained
with DAPI reagent. Finally, all sections were observed under a fluorescence microscope.

2.12. ROS Analysis

The production of ROS in mMECs was determined using an ROS Assay Kit (Beyotime,
Hangzhou, China). Cells (1 × 105 cells/mL) were passed into 6-well plates and then
incubated with control media or LPS in the presence or absence of SG (5, 25, and 50 μM).
The cells were incubated with DCFH-DA for 1 h in the dark, and extracellular DCFH-DA
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solution was removed. Finally, relative levels of fluorescence were quantified using a
fluorescence plate reader MTP902 (Olympus, Tokyo, Japan).

2.13. Data Analysis

Statistical analysis was conducted with SPSS software. The results are presented as
means ± SDs. All data in the present study were analyzed by one-way ANOVA followed
by Dunnett’s test, and significant differences were determined at p < 0.05.

3. Results

3.1. Network Pharmacological Analysis of SG

The development of bioinformatics technology, especially network pharmacological
analysis, allowed for more accurate predictions in this experiment. The results showed
197 common genes in “SG”, “inflammation”, and “oxidation”. GO annotation and KEGG
analysis showed that these target genes were related to oxidative stress and inflammatory
response (Figure 2).

Figure 2. Cont.
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Figure 2. Network pharmacological analysis of SG. (A) Three-dimensional structure formula of SG.
(B) The target classes of SG. (C) The potential targets of SG were predicted using the SwissTarget web-
site. (D) The common target genes in “SG”, “inflammation”, and “oxidation”. (E,F) GO annotation
and KEGG were used to analyze these target genes.

3.2. Cell Viability and Biological Assay

Cytokeratin-18 was used to identify the integrity of mMECs (Figure 3A). The cell
viability of mMECs was assessed by MTT assay. As shown in Figure 3B, the cell viability of
mMECs was not affected by the SG treatment.
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Figure 3. Cell viability and biological detection. (A) Cytokeratin-18 was used to identify the integrity
of mMECs (scale bar: 20 μm). (B) The effect of SG on cell viability was detected by MTT assay. Data
are presented as the means ± SEMs of three independent experiments.

3.3. Effect of SG on LPS-Induced Oxidative Stress

The increase in ROS yield caused by LPS was significantly alleviated under SG treat-
ment (Figure 4A). In addition, the enzyme activities of superoxide dismutase (SOD) and
glutathione peroxidase (GSH-Px) were also determined using commercial kits (Jiancheng
Bioengineering institute, Nanjing, China) in LPS-stimulated mMECs. The results showed
that the enzyme activities of SOD and GSH-Px in the LPS challenge group were lower than
those in the control group, but SG significantly increased the activities of SOD and GSH-Px
(Figure 4B).

Figure 4. Effect of SG on LPS-stimulated oxidative stress. (A) Effect of SG on LPS-triggered ROS
production in mMECs. (B) The activities of anti-oxidative enzymes were determined using commer-
cial kits. Data are presented as the means ± SEMs of three independent experiments. The symbol
# indicates p < 0.05 vs. the control group. The symbols * and ** represent significant differences at
p < 0.05 and p < 0.01, respectively.
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3.4. SG Alleviated LPS-Induced Mammary Gland Injury in Mice

Histological changes in mouse mastitis stimulated by LPS were evaluated by H&E
staining. Morphological changes in mammary glands were observed after the LPS and
SG treatments (Figure 5). The results of the histopathological analysis suggested that,
compared with the control group, LPS caused obvious pathological changes, including
breast tissue congestion, extensive inflammatory cell infiltration, and destruction of acinar
structures (Figure 5A,B). However, severe histopathological changes induced by LPS were
greatly attenuated by dexamethasone or SG treatment, especially at high concentrations of
SG (Figure 5C–F).

 

Figure 5. SG alleviated LPS-induced mammary gland injury in mice (HE; scale bar: 50 μm). (A) Con-
trol group. (B) LPS group. (C) LPS + dexamethasone group. (D–F) LPS + SG groups (5, 25, and
50 μM).

3.5. SG Reduced LPS-Induced Inflammatory Response and Improved the Integrity of the
Blood–Milk Marrier

It is well known that TNF-α and IL-1β play vital roles in inflammatory response.
In order to analyze the effect of SG on LPS-induced inflammation, the expression levels
of TNF-α and IL-1β in tissues were detected by ELISA assays. LPS stimulation could
markedly increase the expression of TNF-α and IL-1β. Compared with the LPS group, SG
treatment greatly decreased the levels of these pro-inflammatory cytokines (Figure 6A).
Moreover, myeloperoxidase (MPO) is a heme protein rich in neutrophils and serves as a
marker of neutrophil function and activation [21]. The results showed that SG treatment
significantly reduced LPS-induced MPO activity (Figure 6B). The tight junction proteins,
such as Claudin-3, play vital roles in the blood–milk barrier [23]. An immunofluorescence
technique was used to evaluate the integrity of the blood–milk barrier. The results showed
that SG significantly reduced the inhibition by LPS of the expression of the tight junction
protein claudin-3 (Figure 6C).
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Figure 6. SG reduced LPS-induced inflammatory response and improved the integrity of the blood–
milk barrier. (A) The expression levels of TNF-α and IL-1β in tissues were detected by ELISA assays.
(B) MPO activity. (C) The tight junction protein Claudin-3 was detected by immunofluorescence
assay (Scale bar: 20 μm). Data are presented as the means ± SEMs of three independent experiments.
The symbol # indicates p < 0.05 vs. the control group. The symbols * and ** represent significant
differences at p < 0.05 and p < 0.01, respectively.

3.6. Effects of SG on the Activation of Nrf2 and the Wnt/β-Catenin Pathway

It has been found that the activation of Nrf2 is related to oxidative stress and inflam-
matory reaction [24]. An immunofluorescence technique was used to detect the expression
levels of Nrf2 protein in the mammary gland tissues. As shown in Figure 7A, SG treatment
could significantly increase the activation of Nrf2, but the activation of Nrf2 was reduced
by LPS challenge. Additionally, the Wnt/β-catenin signaling pathway plays a crucial
role in LPS-induced inflammation [25]. Thus, we also investigated the effect of SG on the
Wnt/β-catenin pathway in LPS-induced mouse mastitis. Compared with the control group,
LPS challenge significantly increased the expression of wnt3a and β-catenin proteins. In
contrast, SG treatment significantly reduced the expression levels of wnt3a and β-catenin
(Figure 7B).
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Figure 7. Effects of SG on the activation of Nrf2 and the Wnt/β-catenin pathway. (A) The expression
of Nrf2 was determined by qRT-PCR assay. (B) The levels of proteins in the Wnt/β-catenin pathway
were detected by Western blot assay. (C) The level of β-catenin protein was determined by an im-
munofluorescence technique (scale bar: 50 μm). Statistical analysis of the Western blot quantification
should be carried out by performing a multiple t-test. Data are presented as the means ± SEMs of
three independent experiments. The symbol # indicates p < 0.05 vs. the control group. The symbols *
and ** represent significant differences at p < 0.05 and p < 0.01, respectively.

4. Discussion

Mastitis is a common clinical disease in dairy cows, which affects the health and
welfare of dairy cows and causes huge economic losses to the dairy industry [26,27]. At
present, the most commonly used treatment for cow mastitis is antibiotic therapy. However,
the nonstandard use of antibiotics leads to drug resistance and drug residues of pathogenic
bacteria, which bring greater challenges in the prevention and treatment of mastitis and
affect the quality of dairy products [28]. Therefore, it is imperative to reduce the use of
antibiotics clinically, and it is urgent to find new drugs to treat mastitis.

SG has been proved to have anti-inflammatory and anti-oxidative-stress effects, with
few side effects [29]. We tried to explore the protective role of SG against mastitis in
mice and the mechanisms involved. mMECs are the first line of defense for contacting,
recognizing, and responding to foreign microorganisms in the mammary glands, and their
role is similar to that of sentinel cells [30,31]. The overproduction of ROS will lead to
oxidative stress, which damages the immune and anti-inflammatory functions of dairy
cows in the transition period [16]. Moreover, the antioxidant enzymes, such as SOD and
GSH-Px, play key roles in the antioxidant defense system of dairy cows [32]. In in vitro
studies, SG significantly reduced oxidative stress induced by LPS and increased antioxidant
enzyme activity.

One of the characteristics of immune response is the release of cytokines, which play
an important role in host immune response to infection and disease [33]. It was reported
that IL-1β and TNF-α expression levels were critical to the body’s immunity, but excessive
secretion caused fatal systemic inflammation and damaged breast tissue and cells [34]. SG
treatment could down-regulate the LPS-induced production of IL-1β and TNF-α. MPO
is a biomarker of neutrophil infiltration, can produce reactive oxidants and diffuse free
radicals, and is involved in the immune regulation of inflammation. In the process of
inflammation, the activity of MPO increases, which can lead to acute and chronic vascular
tissue damage [35]. The present experiments found that the mice in the LPS-treated group
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exhibited significantly increased MPO activity, but the MPO activity gradually decreased
with the increase in SG concentration. The above results indicated that SG could protect
against the LPS-induced inflammatory injury process by reducing oxidative stress and
improving antioxidant enzyme activity.

Nrf2 is an important antioxidant transcription factor, which can reduce inflammation
by promoting the expression of its downstream anti-inflammatory genes [36]. In the present
study, it was found that SG promoted the expression of Nrf2. Studies have shown that
the Wnt/β-catenin signaling pathway is associated with a variety of diseases, including
inflammation [37]. Wnt proteins are a family of secreted adiponectins that play decisive
roles in cell proliferation, migration, and differentiation [38]. The Wnt/β-catenin signaling
pathway could also promote the expression of cytokines and thus aggravate inflammatory
response [39]. The present study showed that SG inhibited the LPS-induced activation of
the Wnt/β-catenin signaling pathway.

5. Conclusions

In conclusion, this study clarified the protective effect of SG against mastitis and
provided evidence for new potential mechanisms. The dosage of SG used in this experiment
was non-toxic to mMECs. SG not only inhibited the increase in ROS induced by LPS, but
also enhanced the activities of antioxidant enzymes. Thus, SG exerted its anti-inflammatory
and antioxidant functions by activating Nrf2 and inhibiting the Wnt/β-catenin pathway,
repairing the blood–milk barrier.
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Abstract: Non-alcoholic fatty liver disease (NAFLD) is a metabolic disease spectrum associated with
insulin resistance (IR), from non-alcoholic fatty liver (NAFL) to non-alcoholic steatohepatitis (NASH),
cirrhosis, and hepatocellular carcinoma (HCC). O-GlcNAcylation is a posttranslational modification,
regulated by O-GlcNAc transferase (OGT) and O-GlcNAcase (OGA). Abnormal O-GlcNAcylation
plays a key role in IR, fat deposition, inflammatory injury, fibrosis, and tumorigenesis. However, the
specific mechanisms and clinical treatments of O-GlcNAcylation and NAFLD are yet to be elucidated.
The modification contributes to understanding the pathogenesis and development of NAFLD, thus
clarifying the protective effect of O-GlcNAcylation inhibition on liver injury. In this review, the
crucial role of O-GlcNAcylation in NAFLD (from NAFL to HCC) is discussed, and the effect of
therapeutics on O-GlcNAcylation and its potential mechanisms on NAFLD have been highlighted.
These inferences present novel insights into the pathogenesis and treatments of NAFLD.

Keywords: O-GlcNAcylation; insulin resistance; non-alcoholic fatty liver disease; non-alcoholic
steatohepatitis; fibrosis; cirrhosis; hepatocellular carcinoma

1. Introduction

Non-alcoholic fatty liver disease (NAFLD) is a clinicopathological syndrome with
excessive fat deposition in the hepatocytes [1]. It is closely associated with metabolic
syndrome, obesity, insulin resistance (IR), and dyslipidemia. Due to the lack of obvious
symptoms and starting with simple steatosis in most NAFLD patients, the disease is missed.
However, a subset of NAFLD can develop into non-alcoholic steatohepatitis (NASH), and
20% of NASH patients progress to hepatic fibrosis. Once fibrosis occurs, a poor prognosis
is developed, such as liver cirrhosis or hepatocellular carcinoma (HCC), the second-most
common cause of cancer-related deaths [2]. Nowadays, with the abrupt rising of obesity
and diabetes worldwide, the incidence of NAFLD has escalated rapidly [3], with a global
prevalence of 25% [4]. Metabolic abnormalities are closely associated with NAFLD, and it
was, hence, renamed “metabolic dysfunction-associated fatty liver disease” (MAFLD) in
2020 [5]. (For the convenience of its description, this article has used NAFLD). Moreover,
NAFLD is associated with a metabolic imbalance in glucose, lipids, amino acids, bile acids,
and iron [6]. Several recent studies have focused on the role of glucose or other metabolisms
in NAFLD. Among these, hyperglycemia is a major influencing factor on NAFLD and
stimulates insulin secretion and increases the synthesis of triglycerides in the liver. The
excessive triglycerides accumulate gradually in the liver and are exported to generate
hypertriglyceridemia [7]. In addition, long-term and chronic hyperglycemia-induced
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hepatocytes injury alters the structure and function of pancreatic β-cells and causes IR,
thereby inducing and accelerating the occurrence and progression of NAFLD [8]. Glucose
and fructose are the primary mediators of NAFLD, leading to triglyceride production [9].
Therefore, it is of great significance to elucidate the pathogenesis of NAFLD.

One hypothesis of NAFLD pathogenesis has been described by the “2-hit theory” [10],
whereby the first hit of hepatic triglyceride accumulation (hepatic steatosis) is induced
by IR facilitated by the liver metabolism of fructose. In the second hit, fructose promotes
the fructosylation of proteins, the formation of reactive oxygen species (ROS), due to
the molecular instability of its five-membered furanose ring [8], endoplasmic reticulum
(ER) stress, and inflammation [11], which causes hepatocellular damage and eventually
fibrosis [12]. Gradually, the “2-hit theory” has been modified into the “multiple parallel hits”
hypothesis for NASH pathogenesis, suggesting that liver damage is caused by multiple
parallel pathogenic events [13]. Recently, glycosylation, a posttranslational modification of
the proteins in glucose metabolism, has been under intensive focus. The N-glycosylation on
the specific peptide sites of serum proteins is a potential marker for the diagnosis of NAFLD-
associated hepatocellular carcinoma (NAFLD-HCC) [14]. In addition, the N-glycosylation
of the cyclic adenosine monophosphate (AMP)-responsive element-binding protein H
(CREBH) improves lipid metabolism and alleviates NAFLD lipotoxicity [15]. Furthermore,
some studies have indicated that protein O-GlcNAcylation differentially influences hepatic
metabolism and fibrosis [16,17]. Polyphenolic compounds, such as silibinin and curcumin,
have reduced NAFLD/NASH by inhibiting O-GlcNAcylation in mouse models [18,19].
Therefore, it can be inferred that O-GlcNAcylation plays a critical role in the pathogenesis
of NAFLD.

The modification is also associated with various disorders related to abnormal glu-
cose metabolism, including diabetic cardiomyopathy (DCM). Previous studies focused
on the pathogenic mechanism of O-GlcNAcylation in DCM. Protein O-GlcNAcylation is
significantly modified in the myocardium in diabetics and is a key regulator of the diabetic
cardiac phenotype [20]. Mitigating this posttranslational protein modification improves
DCM [21]. Interestingly, aberrant O-GlcNAcylation was detected in obesity, diabetes,
cancer, and neurodegenerative diseases [22–24]. Also, the level of O-GlcNAcylation was
upregulated in NASH mice [19]. In this review, O-GlcNAcylation in the pathogenesis of
NAFLD is discussed and analyzed. Moreover, the application prospect of the intervention
of O-GlcNAcylation in the treatment of NAFLD is reviewed for the first time.

2. Role of O-GlcNAc in Normal Liver Tissue

O-GlcNAcylation is a posttranslational modification requiring the attachment of a single
O-linked β-N-acetylglucosamine (O-GlcNAc) moiety to the proteins [25–27]. The hexosamine
biosynthetic pathway (HBP) regulates the O-GlcNAcylation levels. UDP-GlcNAc, a sub-
strate for the protein O-GlcNAcylation, is produced in this process [28]. The two main
enzymes involved in the regulation of protein O-GlcNAcylation modification are as follows:
The O-GlcNAc transferase (OGT) catalyzes the transfer of a single N-acetylglucosamine
to the proteins from UDP-GlcNAc, leading to their modification with the O-GlcNAc, and
the single N-acetylglucosamine is hydrolyzed from the protein by O-GlcNAcase (OGA).
O-GlcNAcylation has a reciprocal correlation with O-phosphorylation and modulates many
biological processes in eukaryotes; thus, it is considered a critical regulatory modification [29].

O-GlcNAcylation is essential for maintaining the normal physiological homeostasis
of the liver; studies have shown that modification acts as a metabolic sensor for liver
clock regulation to maintain the circadian control of glucose [30,31]. Some studies have
shown that O-GlcNAcylation plays a critical role in gluconeogenesis (Figure 1). The activity
of peroxisome proliferator-activated receptor-γ co-activator1α (PGC1α) and FoxO1, key
gluconeogenic regulators, is regulated by O-GlcNAcylation [32–34]. PGC1α, an essen-
tial coactivator of the transcriptional stimulation of gluconeogenic genes [35–37], further
stimulates the expression of gluconeogenic genes. OGT affects PGC1α-mediated gluco-
neogenesis gene expression by targeting PGC1α via the host cell factor C1 (HCF-1) [34,35].
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O-GlcNAcylation also stabilizes PGC1α by recruiting BAP1 for deubiquitination to pro-
mote gluconeogenesis [34]. PGC1α promotes OGT to effectuate O-GlcNAcylation and
activate FoxO1 and increases the expression of Pepck and G6pc and the transcription of
ROS detoxification enzymes, manganese superoxide dismutase (MnSOD) and catalase
(CAT), further promoting hepatic glucose production [32]. OGT also increases the expres-
sion of Pepck and G6pc, which induces hepatic gluconeogenesis by the O-GlcNAcylation
of the cAMP-regulated transcriptional co-activator 2 (CRTC2), a co-activator of the cyclic
AMP-responsive element-binding protein (CREB) [38]. It has also been suggested that OGT
is involved in glucocorticoid-induced gluconeogenesis [39]. p53 is usually recognized as a
tumor suppressor [40]. A recent study reported that insulin sensitivity and liver glucose
homeostasis are regulated by integrating the p53 signaling pathways, which depend on
p53 O-GlcNAcylation. Subsequently, O-GlcNAcylated p53 binds to the PCK1 promoter to
activate the gluconeogenic effect [41].

 

Figure 1. O-GlcNAcylation maintained normal physiological homeostasis in the liver. The
HBP regulated the level of O-GlcNAcylation, and OGT catalyzed the transfer of single N-acetyl
glucosamine from UDP-GlcNAC to the proteins; hydrolysis of a single N-acetylglucosamine
from the proteins by OGA. O-GlcNAcylation of PGC-1α, FoxO1, and CRTC2 increases the
expression of gluconeogenic genes and induces hepatic gluconeogenesis. O-GlcNAcylated
p53 bound to the PCK1 promoter regulated the PCK1 levels and increased glucose synthesis.
LXR, AMPK, ChREBP, and SREBP-1 were directly or indirectly regulated by O-GlcNAcylation, and
subsequently, the transcriptional activity of target glycolysis and lipogenic genes was increased.
HBP, hexosamine biosynthetic pathway; GFAT, glutamine fructose-6-phosphate amidotransferase;
OGT, O-GlcNAc transferase; OGA, O-GlcNAcase; CRTC2, cAMP-regulated transcriptional
co-activator 2; CREB, cyclic AMP-responsive element-binding protein; PGC1α, peroxisome
proliferator-activated receptor-γ co-activator1α; ChREBP, carbohydrate-responsive element-binding
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protein; AMPK, AMP-activated protein kinase; SREBP-1, sterol regulatory element-binding protein 1;
LXR, liver X receptors; ACC, acetyl-CoA carboxylase; FAS, fatty acid synthase; SCD1, stearoyl-CoA
desaturase1; MnSOD, manganese superoxide dismutase.

Furthermore, whether glucose flux promotes fat production through O-GlcNAcylation
needed to be clarified. liver X receptors (LXRs) are lipid metabolism, glucose stability, and
inflammation sensors. O-GlcNAcylation of the hepatic LXR was observed in refed mice and
streptozotocin-induced diabetic mice [42]. High glucose increases the O-GlcNAcylation of
the LXR and the transcriptional activity of the sterol regulatory element-binding protein
1 (SREBP-1) promoter. SREBP-1 is a master transcriptional regulator of hepatic lipogene-
sis [42], and the O-GlcNAcylation of the LXR upregulates the expression of SREBP-1 in
the liver [42]. OGT regulates the phosphorylation and stability of SREBP-1 by increasing
AMP-activated protein kinase (AMPK) O-GlcNAcylation in breast cancer [43], followed
by the transcriptional activity of acetyl-CoA carboxylase (ACC) and fatty acid synthase
(FAS). The carbohydrate-responsive element-binding protein (ChREBP) plays a vital role in
glycolysis and lipogenesis. In hepatocytes, the O-GlcNAcylation of the ChREBP stabilizes
the protein and increases its transcriptional activity on the target glycolysis [liver pyruvate
kinase (L-PK)] and lipidogenic genes [ACC, FAS, and stearoyl-CoA desaturase1 (SCD1)] [44].
Therefore, exploring the mechanistic and kinetic characterization of O-GlcNAcylation
on key signaling proteins is promising for an in-depth understanding of normal hepatic
metabolism. Finally, some studies have shown that multiple nodes of the insulin signaling
pathway were altered by OGT. Under normal physiological conditions, O-GlcNAcylation is
responsible for insulin signaling transduction. However, it would be abnormally elevated
and induce IR in the state of overnutrition.

Elevated O-GlcNAcylation is not entirely detrimental to the liver. The termination of
defective liver regeneration leads to reduced hepatocyte redifferentiation, severe necroin-
flammation, early fibrotic changes, and the formation of dysplastic nodules leading to the
development of hepatocellular carcinoma (HCC) [45]. HNF4a O-GlcNAcylation in hepato-
cytes plays a key role in the termination of liver regeneration and prevention of hepatic
dysplasia [45]. Studies have confirmed that calcium-dependent O-GlcNAc signaling is also
critical in driving hepatic autophagy to maintain a nutrient and energy balance in response
to starvation [46]. In addition, O-GlcNAc maintains a normal mitochondrial function, and
the long-term elevation of o-GlcNAacylation coupled with an increased OGA expression
modulates the mitochondrial function and reduces antioxidant responses [47]. For other
liver diseases, such as hepatitis B, O-GlcNAcylation promotes the autophagic degradation
of hepatitis B virus (HBV) replication virions and proteins through the mTORC1 signaling
pathway and autophagosome-lysosome fusion, resulting in reduced HBV replication [48].

3. O-GlcNAcylation Contributes to IR

The liver is an insulin-sensitive organ and essential for maintaining blood glucose. IR
also plays a vital role in the occurrence and development of type 2 diabetes mellitus (T2DM)
and NAFLD. Strikingly, NAFLD occurs in 70–80% of T2DM and obesity patients, and most
NAFLD patients, develop hepatic IR [49]. The pathogenesis of NAFLD is closely related to
IR as it is one of the components of the pathogenesis of NAFLD [50]. Additionally, IR is
characterized by decreased glucose uptake and utilization in tissues, including liver tissue,
adipose tissue, and muscle tissue [51]. IR increases the circulating free fatty acids through
dysregulated lipolysis, resulting in an impaired insulin signal, a reduced clearance rate of
glucose metabolism, and the dysregulation of lipid aggregation and decomposition [52].
In addition, the body increases lipid synthesis for energy by breaking down fat. Insulin
increases lipase activity, thereby elevating the uptake of triglycerides by the adipose tissue
and fat storage in the liver [53]. Lipid deposition in the liver further exacerbates IR.
Preview studies demonstrated a critical role of O-GlcNAcylation in attenuating insulin
signaling [49,50] (Figure 2).
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Figure 2. O-GlcNAcylation attenuated insulin signaling. Normal insulin signaling (Left). Insulin
binding to the insulin receptor (IR) leads to the recruitment of IRS-1 and activates PI3K, producing
PIP3 and activating PDK1 and AKT. The PI3K/AKT pathway induces the expression of GLUT4
and its transport from intracellular vesicles to cell membranes to promote glucose uptake. In ad-
dition, the PI3K/AKT pathway activates GSK3β and GS to promote glycogen synthesis. Insulin
signaling was inhibited by O-GlcNAcylation (Right). OGT inactivated key insulin signaling pro-
teins, including IRS-1, PI3K, PDK1, AKT, and PTP1B, and attenuated insulin signaling and insulin
resistance. PI3K, phosphatidylinositol-3-kinase; PDK1, phosphoinositide-dependent protein kinase 1;
AKT, serine/threonine-protein kinase B; GSK3β, glycogen synthase kinase 3 beta; GS, glycogen
synthase; PTP1B, protein tyrosine phosphatase 1B; OGT, O-GlcNAc transferase.

A major mechanism for terminating insulin signaling is the inactivation of insulin
receptor substrates. OGT inactivates the insulin signaling proteins, including insulin recep-
tor substrate 1 (IRS-1), phosphatidylinositol-3-kinase (PI3K), phosphoinositide-dependent
protein kinase 1 (PDK1), serine/threonine-protein kinase B (AKT), and protein tyrosine
phosphatase 1B (PTP1B), promoting the attenuation of insulin signaling [50,51]. Inter-
estingly, OGT uses IRS-1 as its direct substrate [54]. In 3T3-L1 adipocytes, the Tyr608
phosphorylation of IRS-1 is inhibited by elevated O-GlcNAcylation, thereby reducing AKT
activity [54]. In addition, OGT also uses PDK1 and PI3K as direct substrates in insulin
signal attenuation [54,55]. Decreased AKT activity is vital for terminating insulin signal-
ing, and O-GlcNAcylation plays a key role in the regulation of AKT activity. Normal
O-GlcNAcylation is valuable for AKT signal transduction, while the O-GlcNAcylation
of Thr305/Thr312 disrupts the interaction between AKT and PDK1, resulting in the
downregulation of AKT activity [56]. Then, the decreased AKT activity reduces glyco-
gen synthesis via glycogen synthase kinase 3 beta (GSK3β) phosphorylation. GSKβ is
modified by O-GlcNAcylation, after the inhibition of GSK3β by lithium, and the overall
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O-GlcNAcylation level is significantly increased [57]. However, the function of GSK3β
O-GlcNAcylation needs further exploration. In addition, PTP1B controls hepatic insulin
signaling by inhibiting PTP1B O-GlcNAcylation, improving insulin sensitivity, and reduc-
ing liver lipid deposition [58]. Another study found that the O-GlcNAcylation level of
glycogen synthase (GS) is increased, and the activity of GS is decreased after high glucose or
glucosamine treatment, thereby leading to IR [59]. Therefore, abnormal glycogenogenesis
and gluconeogenesis are closely related to O-GlcNAcylation during the development of
hepatic IR.

4. Association of O-GlcNAc with NAFLD Process

O-GlcNAcylation acts as a promoting factor throughout NAFL-NASH-liver fibrosis-HCC.
The LXR and the ChREBP are directly modified by O-GlcNAcylation, and SREBP-1 is indirectly
regulated by O-GlcNAcylation, resulting in liver fat deposition and NAFL formation [42–44]
(Figure 3). During the progression of NAFL to NASH, O-GlcNAcylation modifies I6PK1 and
the Nuclear factor-κB (NF-κB) subunit p65 to increase the inflammatory injury, while the
NF-κB subunit c-Rel undergoes O-GlcNAcylation to exert an anti-inflammatory effect under
hyperglycemic conditions [17,60,61]. Moreover, the O-GlcNAcylation of collagens accelerates
fibrosis, while that of the serum response factor (SRF) has an antifibrotic effect [62,63]. It
modifies the receptor-interacting protein kinase 3 (RIPK3) to induce NAFLD-HCC [64,65].

 

Figure 3. O-GlcNAcylation and NAFL-NASH-liver fibrosis-hepatoma tetralogy. The O-GlcNAcylation
of the LXR, the ChREBP, and SREBP-1 promoted NAFL formation. O-GlcNAcylated NF-κB subunit p65
played a role in the progression of NASH by facilitating inflammatory damage, and the O-GlcNAcylated
NF-κB subunit c-Rel exerted an anti-inflammatory effect. During liver fibrosis, O-GlcNAcylation of col-
lagens accelerated fibrosis, while O-GlcNAcylation of the SRF represented anti-fibrotic effects. Finally,
O-GlcNAcylated RIPK3 contributed to HCC. NAFL, non-alcoholic fatty liver; NASH, non-alcoholic steato-
hepatitis; LXR, Liver X receptor; carbohydrate-responsive element-binding protein; ChREBP, carbohydrate-
responsive element-binding protein; SREBP-1, sterol regulatory element-binding protein 1; NF-κB, Nuclear
factor-κB; SRF, serum response factor; HCC, hepatocellular carcinoma; OGT, O-GlcNAc transferase; GFAT,
glutamine fructose-6-phosphate amidotransferase; ER stress, endoplasmic reticulum stress; HBP, hex-
osamine biosynthetic pathway; IRE1α, inositol requiring enzyme 1α; XBP1, X-box-binding protein 1;
PDGFRβ, platelet-derived growth factor receptorβ; TFF2, trefoil factor 2; JNK, Jun N-terminal kinases.
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4.1. O-GlcNAc and NAFL

NAFLD is a generalized term encompassing a range of liver conditions of varying
severities resulting in liver fibrosis [52]; a simple steatosis named NAFL resulted from
triglyceride accumulation in the cytoplasm of hepatocytes. On the other hand, the ChREBP
is a pivotal transcription factor mediating the effects of glucose on glycolysis and lipogene-
sis genes. A previous study showed that the ChREBP is a regulatory center of adipogenesis
in vivo and plays a decisive role in developing hepatic steatosis and IR; the specific inhibi-
tion of the ChREBP significantly improves hepatic steatosis in ob/ob mice [66]. A further
study demonstrated that O-GlcNAcylation stabilizes the ChREBP and increases the activity
on glycolytic lipogenic genes (L-PK, ACC, FAS, and SCD1) [44] (Table 1). Importantly, the
overexpression of OGT significantly increases the ChREBP in C57BL/6J mice liver, result-
ing in enhanced lipogenic gene expression and excess hepatic triglyceride deposition [44].
Furthermore, HCF-1 O-GlcNAcylation, in response to glucose or a high-carbohydrate diet
(HCD), first recruited OGT to the ChREBP, which led to ChREBP O-GlcNAcylation and
activation [67]. Whether the mechanism of O-GlcNAcylation regulates the ChREBP in
HCD-induced NAFLD mice needs to be investigated further.

The level of SREBP-1, a transcription factor that activates FAS and ACC1, is ele-
vated [68], accompanied by hepatic steatosis [69]. Mice with the liver-specific overexpres-
sion of mature human SREBP-1 develop hepatic lipid accumulation and feature a fatty
liver by the age of 6 months [70]. A previous study demonstrated that excessive glucose
promotes lipid accumulation by upregulating lipid genes, such as SREBP-1, FAS, and
ACC1, in cultured hepatocytes and animal model liver tissues [71]. Previous studies have
shown that SREBP-1 protein expression is regulated by O-GlcNAcylation [43]. Also, the
overexpression of glutamine fructose-6-phosphate amidotransferase (GFAT) promotes lipid
accumulation in hepatic cells as well as inflammatory pathway activation by increasing
the ER stress by the HBP [72], which indicates a critical role of the HBP in thyroglobulin
(TG) accumulation. However, an updated study did not observe the response of SREBP-1
O-GlcNAcylation to GFAT inhibitors [73]. The correlation between SREBP-1 and the HBP
and whether SREBP-1 directly effectuates O-GlcNAcylation is yet to be elucidated.

4.2. O-GlcNAc and NASH

In the preliminary stage, most patients with NAFLD manifest as hepatic steatosis
without any symptoms. As the disease progresses, a proportion of the patients show NASH
with inflammatory manifestation, hepatocyte injury, and fibrosis [74]. Nevertheless, the
molecular mechanisms underlying the development of NAFLD and NASH are poorly
understood. Protein O-GlcNAcylation impedes insulin signaling and promotes adipogene-
sis [16]. A recent study showed that inositol hexakisphosphate kinases 1 (IP6K1) inhibitors
improve metabolic disorders, NAFLD/NASH. and fibrosis by altering these pathways [17].
How IP6K1 stimulates the protein O-GlcNAcylation to improve NAFLD by knocking down
OGT remains to be explored.

Previous studies have indicated that O-GlcNAcylation is upregulated in NASH mice;
however, the causal correlation between the upregulation of O-GlcNAcylation and the
pathology of NASH is unclear. NF-κB, a proinflammatory transcription, is related to many
pathogenic liver diseases [75], and NF-κB activated by inositol requiring enzyme 1α (IRE1α)
causes liver inflammation and promotes NASH [76,77]. In addition, the activity of NF-κB is
regulated by O-GlcNAcylation [60], and the upregulated O-GlcNAcylation activates NF-κB
and increases inflammatory damage [78].
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ROS accumulation and related ER stresses are caused by fat toxicity [79,80]. The tran-
scription of GTAT is upregulated under ER stress, increasing protein O-GlcNAcylation [81].
Another study showed that O-GlcNAcylation, OGT, and GFAT levels are increased in mice
with a methionine-choline deficient (MCD) diet, and the upregulated OGT and GFAT origi-
nate from the upstream target IRE1α induced via ER stress [19]. Currently, transcription
factor X-box-binding protein 1 (XBP1) is the only known transcription factor downstream
of IRE1α [82], and a key transcription factor is involved in hepatic adipogenesis and in-
flammation through ER stress [83]. These studies suggested that the upstream activator of
the HBP is regulated by the transcription of XBP1 and is a positive regulatory loop for the
onset of NASH. In another study, the expression of fructose-1,6-bisphosphatase (FBPase)
was upregulated in NASH mice, leading to elevated F6P levels, HBP flux, and upregulated
O-GlcNAcylation [18]. The increased level of protein O-GlcNAcylation by elevating the
HBP flux in the liver plays a critical role in establishing a correlation between the increase
in liver FBPase and NASH [84].

4.3. O-GlcNAc and Hepatic Fibrosis

Hepatic fibrosis is the most critical predictor of mortality in NAFLD, and the risk of
liver-associated mortality increases exponentially with the increase in the fibrosis stage [85].
NASH patients with liver fibrosis are prone to develop cirrhosis [86]. Currently, only a few
studies are related to O-GlcNAcylation and liver fibrosis. Hepatic stellate cells (HSCs) are
the major source of the extracellular matrix in the liver [87]. Activated HSCs contribute to
fibrogenesis. Interestingly, O-GlcNAcylation is involved in activating HSCs and collagen
expression [62]. HSC activation originates from FoxO1 inactivation, leading to NAFLD
fibrosis [88]. Paradoxically, the expression and activity of FoxO1 are increased in NASH
patients [89]. Since FoxO1 plays a critical role in fibrosis and could be O-GlcNAcylated,
it is essential to elucidate the role of FoxO1 O-GlcNAacylation on liver fibrosis through
gene knockdown.

It was found that OGT-deficient hepatocytes are prone to hepatocyte ballooning, in-
flammation, and liver fibrosis [65]. OGT, a negative regulator of HSC activation, exerts a
protective effect against hepatic fibrosis by boosting SRF O-GlcNAcylation. Therefore, the
OGT expression and O-GlcNAcylation were decreased in HSCs isolated from MCD-fed
mice livers [63]. In contrast, a recent study reported that OGT-deficient necroptotic hep-
atocytes secrete trefoil factor 2 (TFF2), which induces HSC activation, proliferation, and
migration via platelet-derived growth factor receptorβ (PDGFRβ) signaling [90]. Thus, it is
essential to clarify whether O-GlcNAc could be used as a biomarker for liver disease.

4.4. O-GlcNAc and NAFLD-HCC

NAFLD is becoming the leading cause of HCCs. NAFLD/NASH-HCC incidence and
mortality rates are rising worldwide [91]. Furthermore, a retrospective cohort study from
2002 to 2012 indicated that NASH-related HCC increased significantly, and the number of
patients undergoing liver transplantation for HCCs secondary to NASH increased by nearly
four-fold, while the number of patients with HCCs secondary to chronic hepatitis C virus
(HCV) increases only by two-fold [92]. NAFLD-HCC patients exhibit upregulated levels of
OGT, which plays an oncogenic role by activating the oncogenic c-jun N-terminal kinases
(JNK)/c-Jun/AP-1 and nuclear factor-kappa B (NF-κB) cascades [93]. Another study
demonstrated that OGT is a key inhibitor of hepatocyte necroptosis in alcoholic fatty liver
disease, and the lack of O-GlcNAcylation induces necroptosis in hepatocytes [65]. However,
the specific pathogenesis mechanisms of NAFLD-HCC have not yet been totally revealed.

The mutual inhibition of caspase 8 and RIPK3 is essential for the development of
NASH and hepatocarcinogenesis [64,94], and RIPK3 prevents cell proliferation from limit-
ing the development of HCCs by inhibiting caspase 8 cleavage and JNK activation [64]. A
study discovered that O-GlcNAcylation inhibits RIPK3 protein expression and stability [65].
Further investigation would analyze the molecular mechanism underlying OGT-regulated-
RIPK3 gene transcription by O-GlcNAcylation. Nonetheless, only a few studies have
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elaborated on the role of OGA in the liver. Targeting O-GlcNAcylation is a potential
therapy for NAFLD-HCC.

Furthermore, OGT overexpression in the liver increased intracellular palmitic acid
levels and promoted HCC by activating ER stress-associated oncogenic signaling cascades,
including the JNK/c-Jun/AP1 and NF-κB signaling pathways [93]. Typically, 2/3 of
NAFLD-HCC tumors show OGT overexpression, while 1/3 of no change in OGT expression
is seen, suggesting that OGT expression is associated with gene polymorphism related to
the occurrence and progression of NAFLD and NASH, such as PNOLA3 p.I148M, TM6SF2
p.E167K, and MBOAT7 rs641738 [95,96]. Further studies should investigate whether OGT
has a prognostic value for NAFLD-HCC.

5. Drugs Ameliorates NAFLD through Inhibition of O-GlcNAcylation

Metformin (MET) inhibits the proliferation of cervical cancer cells by reducing the
O-GlcNAcylation of AMPK and increasing the level of phospho-AMPK [97] (Table 2).
Another study indicated that MET inhibits the O-GlcNAc modification of NF-κB p65
and the ChREBP in the diabetic retina [98]. In addition, MET has been shown to have a
protective effect on NAFLD, but the specific mechanism is yet unclear [99]. Furthermore,
O-GlcNAcylation is activated, and AMPK/ACC pathway phosphorylation is inhibited in
high-fat diet (HFD)-fed mice [100]. It has also been suggested that MET reduces hepatic TG
accumulation and improves obesity-related NAFLD by inhibiting hepatic apolipoprotein
A5 (ApoA5) synthesis through the AMPK/LXRα signaling pathway [101]. Therefore,
it was speculated that MET promotes AMPK phosphorylation in the NAFLD liver by
regulating AMPK O-GlcNAcylation and inhibiting the O-GlcNAc modification of the
ChREBP, further increasing fat mobilization and reducing fat deposition in the liver. Also,
inflammatory damage is alleviated by inhibiting the O-GlcNAc modification of NF-κB p65
in NAFLD patients.

The glucagon-like peptide-1 (GLP-1) receptor agonist, liraglutide, improves NASH by
lowering liver enzyme levels and reducing liver fat [103]. Also, liraglutide and semaglutide
improved NASH in clinical trials [114,115]. Yu et al. [116] proposed that GLP-1 inhibits
the activation of the NLR family, pyrin domain-containing 3 (NLRP3) inflammasome, and
reduced the production of ROS by enhancing mitophagy in hepatocytes, eventually im-
proving NAFLD and delaying the progression of NASH. In addition, the activity of GLP-1
was enhanced by the inhibition of proteolysis due to O-GlcNAcylation [102]. However,
the mechanisms underlying the elevated protein O-GlcNAcylation induced by GLP-1 that
alleviated NAFLD/NASH are yet to be elaborated.

Goldberg et al., and Park et al. [117,118] speculated that increased O-GlcNAcylation
enhances the pro-fibrotic signaling in mesangial cells exposed to high glucose. Sodium-
glucose cotransporter 2 inhibitor (SGLT-2i) exerts antifibrotic effects in the diabetic kidney
by reducing protein O-GlcNacylation [104]. In a clinical study, NAFLD patients treated with
SGLT-2i experienced a remission of hepatic steatosis and improvement in liver fibrosis [105].
Some animal studies have also shown improvements in hepatic steatosis and steatohepati-
tis with various SGLT-2is, including remogliflozin, luseogliflozin, empagliflozin (EMPA),
ipragliflozin, and NGI001 [119–124]. EMPA attenuated NAFLD in HFD-fed mice by acti-
vating autophagy and reducing ER stress and apoptosis [125]. Another study suggested
that EMPA significantly improves NAFLD-related liver injury by enhancing the autophagy
of hepatic macrophages through the AMPK/mammalian target of the rapamycin (mTOR)
signaling pathway and further inhibiting the interleukin (IL)-17/IL-23 axis-mediated in-
flammatory response [126]. Presumably, SGLT-2i exerts an antifibrotic effect in NAFLD
patients by reducing the protein O-GlcNacylation. It also ameliorates NAFLD/NASH by
reducing ER stress and activates hepatocyte autophagy by inhibiting O-GlcNacylation.
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The positive cardiovascular and metabolic effects of angiotensin (Ang)-converting
enzyme inhibitors (ACEIs) are mainly dependent on the reduction of AngII formation
and the increase in the negatively regulated Ang 1-7 axis of the renin-angiotensin system
(RAS) [127,128]. Some studies have shown that ACE/AngII/AT1 contributes to the occur-
rence and progression of NAFLD [129]. The activation of the ACE2/Ang-(1-7)/Mas axis
ameliorates hepatic IR through the Akt/PI3K/IRS-1/JNK insulin signaling pathway [130].
Moreover, Ang1-7 contributes to the correction of diabetic retinopathy by reducing the
O-GlcNAcylation of the retinal protein in HFD-fed mice through the Mas/EPAC/Rap1/OGT
signaling axis [106]. Also, ACEI therapy has been shown to reduce the incidence of liver
cancer and cirrhosis in NAFLD patients [107].

Acetaminophen (APAP) overdose is a common cause of acute liver failure (ALF) in North
American and European countries [131,132]. The increase in the hepatic O-GlcNacylated
protein leads to the dysregulation of the hepatic glutathione (GSH) supplement response and
increases the APAP-induced hepatic injury, while reduced O-GlcNacylation causes rapid GSH
replenishment and the subsequent inhibition of APAP-induced liver injury [133]. Increased
hepatic O-GlcNacylation as a response to excessive APAP increases and delays JNK activation,
which is correlated to pronounced liver damage [133]. Moreover, Chen et al. [108] displayed a
positive correlation between O-GlcNacylated c-Jun and GSH synthesis in clinical liver cancer
samples. The overexpression of O-GlcNAcylated c-Jun inhibits ferroptosis by inducing GSH
synthesis and blocking c-Jun O-GlcNacylation, which is beneficial for the treatment of iron
apoptosis-related HCC [108]. Also, oral GSH exhibits a therapeutic effect on NAFLD patients;
however, the mechanisms are remained unknown [109].

Alpha-lipoic acid (ALA) protects the kidney from oxidative damage in diabetic rats
by reducing the O-GlcNAcylation of ERK and p38 [110]. In another study, ALA slowed
the development of diabetic complications and ensured the function and health of red
blood cells by reducing the O-GlcNAcylation modification levels of antioxidant enzymes:
CuZn-superoxide dismutase (SOD), CAT, heat shock protein (HSP) 70, and HSP 90 [111].
Furthermore, it confirmed that the O-GlcNAcylation of the thioredoxin interacting protein
(TXNIP) activates the NLRP3 inflammasome by interacting with the NLRP3 [134]. In
a clinical trial, ALA was demonstrated to improve IL-6 and serum adiponectin levels
in NAFLD patients [135]. Recently, two studies showed that ALA attenuates hepatic
triglyceride accumulation and NAFLD by inhibiting the NLRP3 inflammasome [112,113].
Whether ALA plays a crucial role in NAFLD by changing the total level of O-GlcNAcylation
or directly reducing the O-GlcNAcylation of NLRP3 and the role of O-GlcNAcylation in
NAFLD, although drugs such as ALA, GSH, and ACEI exert a protective effect through
anti-inflammatory and antioxidant effects, are yet to be clarified.

Hitherto, the pharmacological treatment of NAFLD by directly inhibiting O-GlcNAc
has rarely been studied. Lee et al., showed that curcumin regulates the expression of
SIRT1 and SOD1 through O-GlcNAcylation signaling [19]. It also reduces hepatitis by
blocking the HBP flux signaling pathway; the anti-inflammatory effect of curcumin was
achieved by inhibiting O-GlcNAcylation and blocking the NF-κB signaling pathway [19].
Silibinin blocks the NF-κB signaling pathway by inhibiting O-GlcNAcylation and alleviates
inflammation in NASH mice [18]. Therefore, additional drug studies are required to further
explore the treatment of NAFLD/NASH by targeting O-GlcNAcylation.

6. Conclusions

In this study, elevated O-GlcNAcylation promoted the development and exacerbation
of IR and was eventually involved in the progression of NAFL-NASH-cirrhosis-hepatoma
tetralogy. In addition, the potential drugs targeted at O-GlcNAcylation in the NAFLD inter-
vention were reviewed. Thus, elucidating the molecular mechanisms of O-GlcNAcylation
provided additional strategies and ideas for preventing and treating NAFLD.
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Ang angiotensin
APAP acetaminophen
ALF acute liver failure
ALA alpha-lipoic acid
ApoA5 apolipoprotein A5
ACC acetyl-CoA carboxylase
AMP adenosine monophosphate
AMPK AMP-activated protein kinase
AKT serine/threonine-protein kinase B
ACEI Angiotensin-converting enzyme inhibitors
CAT catalase
CRTC2 cAMP-regulated transcriptional co-activator 2
CREB cyclic AMP-responsive element-binding protein
CREBH cyclic AMP-responsive element-binding protein H
ChREBP carbohydrate-responsive element-binding protein
DCM diabetic cardiomyopathy
EMPA empagliflozin
ER endoplasmic reticulum
FAS fatty acid synthase
FBPase fructose-1,6-bisphosphatase
GSH glutathione
GS glycogen synthase
GLP-1 glucagon-like peptide-1
GSK3β glycogen synthase kinase 3 beta
GFAT glutamine fructose-6-phosphate amidotransferase
HCV hepatitis C virus
HSP heat shock protein
HCF-1 host cell factor C1
HSCs hepatic stellate cells
HCD high-carbohydrate diet
HCC hepatocellular carcinoma
HBP hexosamine biosynthetic pathway
IL interleukin
IR insulin resistance
IRS-1 insulin receptor substrate 1
IRE1α inositol requiring enzyme 1α
IP6K1 inositol hexakisphosphate kinases 1
JNK Jun N-terminal kinases
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LXRs liver X receptors
L-PK liver pyruvate kinase
MET metformin
MCD methionine-choline deficient
mTOR mammalian target of rapamycin
MnSOD manganese superoxide dismutase
MAFLD metabolic dysfunction-associated fatty liver disease
NASH non-alcoholic steatohepatitis
NAFLD non-alcoholic fatty liver disease
NLRP3 NLR family, pyrin domain containing 3
OGA GlcNAcase
OGT O-GlcNAc transferase
O-GlcNAc O-linked β-N-acetylglucosamine
PI3K phosphatidylinositol-3-kinase
PTP1B protein tyrosine phosphatase 1B
PDGFRβ platelet-derived growth factor receptorβ
PDK1 phosphoinositide-dependent protein kinase 1
PGC1α peroxisome proliferator-activated receptor-γ co-activator1α
ROS reactive oxygen species
RAS renin-angiotensin system
RIPK3 receptor-interacting protein kinase 3
SRF serum response factor
SOD superoxide dismutase
SCD1 stearoyl-CoA desaturase1
SGLT-2i sodium-glucose cotransporter 2 inhibitor
SREBP-1 sterol regulatory element-binding protein 1
TG thyroglobulin
TFF2 trefoil factor 2
T2DM type 2 diabetes mellitus
TXNIP thioredoxin interacting protein
XBP1 X-box-binding protein 1
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Abstract: Zika virus (ZIKV) compromises placental integrity, infecting the fetus. However, the
mechanisms associated with ZIKV penetration into the placenta leading to fetal infection are unknown.
Cystatin B (CSTB), the receptor for advanced glycation end products (RAGE), and tyrosine-protein
kinase receptor UFO (AXL) have been implicated in ZIKV infection and inflammation. This work
investigates CSTB, RAGE, and AXL receptor expression and activation pathways in ZIKV-infected
placental tissues at term. The hypothesis is that there is overexpression of CSTB and increased
inflammation affecting RAGE and AXL receptor expression in ZIKV-infected placentas. Pathological
analyses of 22 placentas were performed to determine changes caused by ZIKV infection. Quantitative
proteomics, immunofluorescence, and western blot were performed to analyze proteins and pathways
affected by ZIKV infection in frozen placentas. The pathological analysis confirmed decreased size
of capillaries, hyperplasia of Hofbauer cells, disruption in the trophoblast layer, cell agglutination,
and ZIKV localization to the trophoblast layer. In addition, there was a significant decrease in CSTB,
RAGE, and AXL expression and upregulation of caspase 1, tubulin beta, and heat shock protein 27.
Modulation of these proteins and activation of inflammasome and pyroptosis pathways suggest
targets for modulation of ZIKV infection in the placenta.

Keywords: placenta; trophoblast; Hofbauer cells (HC); Zika virus (ZIKV); tandem mass tagging (TMT)

1. Introduction

The Zika virus (ZIKV) is a mosquito-borne flavivirus with high global relevance [1].
This virus is known to cause fever, rash, joint pain, and conjunctivitis [2]. Viral infection
can occur in several ways, including mosquito bites, sexual contact, and blood transfusion.
Importantly, ZIKV can be transmitted vertically from a pregnant mother to the developing
fetus, causing fetal abnormalities known as congenital Zika virus syndrome (CZS) [3]. CZS
includes microcephaly, hearing loss, intracranial calcifications, ocular dysfunction, and
seizures in newborns [4–6]. ZIKV can be attracted to the placenta via direct and contiguous
infection of the cell layers, virion transit through a breach, or cell-associated transport [5–7].
This virus evades innate human defenses and compromises the placental integrity of the
maternal–fetal barriers [6,7]. However, the molecular mechanisms associated with ZIKV
penetration into the placenta leading to fetal infection are unknown.
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The main structure of the placenta is the chorionic villi which act as a continuous selec-
tive barrier that provides gas exchange, nutrient uptake, waste elimination, thermoregulation,
hormones, and immunity. This barrier is composed of different trophoblast cell layers. The
trophoblast cells mature into syncytiotrophoblasts, which fuse to form the syncytium, the
outer layer of the chorionic villi. The cytotrophoblasts are precursors to the syncytiotro-
phoblasts and the extravillous trophoblasts that anchor the placenta to the endometrium [8].
The syncytiotrophoblast external layer is less permissive to ZIKV infection than the cytotro-
phoblast layer. This layer is more profound in a healthy placenta and should not be exposed
to infection [9]. Placental Hofbauer cells (HCs) are fetal–placental macrophages situated in
the intervillous space close to fetal capillaries and provide a conduit for the vertical trans-
mission of some viruses, including ZIKV. Multiple ZIKV strains, including the Puerto Rico
strain, successfully infect primary cultures of HCs obtained from term human placentas [4,5].
Due to the proximity of chorionic villi to the fetal blood supply, simple viral multiplication
inside HCs may act as a source of virus transmission through fetal blood. However, the
mechanism by which ZIKV is resistant to destruction in the placenta is unknown. In recent
studies, the lysosomal protease inhibitor cystatin B (CSTB) was found down-regulated in the
proteomes of in-vitro-HIV-infected HCs compared to blood-derived macrophages [10]. This
suggested an association with HIV-1 restriction in HCs compared to bloodborne monocyte-
derived macrophages (MDM) [10]. Further studies confirmed differences in STAT-1 signaling
between HC and MDM [11]. In addition, high levels of CSTB interfered with STAT-1 and
IFN antiviral responses in MDM, promoting viral replication [12]. However, the role of CSTB
in ZIKV placental infection has not been elucidated.

A known hallmark of ZIKV infection is the development of placental inflamma-
tion [13,14]. Placental inflammation is associated with fetal and neonatal health and
disease [15]. The receptor for advanced glycation end-products (RAGE) is a member of the
immunoglobulin superfamily of cell surface receptors expressed in the placenta [16–18].
RAGE activation is implicated in inflammation and cell migration processes and is low
under physiological settings but can be upregulated in response to inflammation [19].
In this process, activation of RAGE by advanced glycation end products or by damage-
associated molecular patterns leads to increased expression and secretion of a variety of
inflammatory-response-related molecules, such as TNF α (tumor necrosis factor α), INF γ

(interferon γ), and IL-6 (interleukin-6) [19]. In addition, RAGE activation in the placenta
is associated with inflammatory diseases such as preeclampsia and intrauterine growth
restriction [18]. Interestingly, RAGE receptor activation has been correlated with the ac-
tivation of the AXL tyrosine kinase receptor [20]. AXL receptors are broadly expressed,
and increased activity of this receptor has been implicated in various cellular signaling
pathways, including those that influence survival, growth, migration, invasion, and in-
flammatory responses [21,22]. In the placenta, increased AXL has been implicated in ZIKV
infection and inflammatory-associated obstetrics complications, suggesting its essential
role in disease development [23–27]. Activation of the RAGE and AXL receptors in the
ZIKV-infected placenta as well as the inflammatory pathways affected by the infection still
must be elucidated to better understand virus transmission during pregnancy.

If novel preventative and therapeutic strategies are to be created, the mechanism by
which ZIKV affects the placental host immune system must be discovered. This work
aims to investigate CSTB, RAGE receptor, and AXL receptor expression in ZIKV-infected
placental tissues. This will enable the identification of possible mechanisms activated by
ZIKV infection of the placenta. We also performed quantitative proteomics and pathway
analyses to elucidate the mechanisms and pathways of ZIKV transplacental transmission.

2. Materials and Methods

Placental samples: This study was approved by the University of Puerto Rico Medical
Sciences Institutional Review Board (IRB). Placentas were collected with approval from
subjects of legal age, 21 years or more. Zika virus infection during pregnancy was deter-
mined via RT-PCR performed at the Puerto Rico Department of Health. One set of placenta
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samples (n = 12) was collected from already-processed/examined placentas stored at the
Laboratory of Anatomic Pathology, ASEM, Puerto Rico Medical Center, and paraffin blocks
were prepared and labeled with a unique number without patient identifiers. Samples
were divided into two groups: positive and negative for ZIKV infection. We randomly
chose placental tissue from six ZIKV-infected and six negative control women for this study.
Placental pathology sections containing chorionic villi were processed overnight (at 4◦)
and cut into 4 μm thick sections. The second group of fresh frozen placental tissue samples
(n = 10) were obtained from the repository of a pilot project, Dental and Craniofacial Effects
of Intrauterine Zika Infection (1R21DE027235-01). Proteins from 5 positive and 5 negative
ZIKV-infected placentas were extracted for proteomics and for western blot experiments.

Immunofluorescence: Immunofluorescence (IF) was performed on paraffin-embedded
placental sections (n = 12) as previously published by our laboratory [28]. Briefly, slides were
deparaffinized, followed by treatment with eBioscience™ IHC Antigen Retrieval Solution—
Low pH (1X) (Invitrogen, Waltham, MA, USA). Next, slides were incubated overnight
(at 4◦) with antibodies for NS1 (ZIKV protein; Arigo Biolaboratories Corp., Hsinchu City,
Taiwan), cytokeratin (for trophoblast identification; Fitzgerald, Acton, MA, USA), IBA-1 (for
macrophages identification; FUJIFILM Wako Pure Chemical Corporation, Osaka, Japan),
CSTB (for cystatin B; Abcam plc., Cambridge, UK), AXL (Abcam plc., Cambridge, UK), or
RAGE (Abcam plc., Cambridge, UK). Secondary antibodies used were goat anti-mouse
Alexa Fluor™ 488, goat anti-rabbit Alexa Fluor™ 546, and goat anti-guinea pig Alexa
Fluor™ 647 (Thermo Fisher Scientific, Whatman, MA, USA). Slides were mounted with
VECTASHIELD antifade mounting medium with DAPI (Vector Laboratories Inc., Newark,
CA, USA) (for nuclear staining). IF was examined using the Eclipse E400 microscope
(Nikon Inc., Melville, NY, USA). Pictures were taken with a DS-Qi2 Monochrome Camera
(Nikon Inc., Melville, NY, USA) using the NIS-Elements Imaging Software (Nikon Inc.,
Melville, NY, USA).

Trophoblast cells and ZIKV infection: The trophoblast cell line JEG-3 (HTB-36™) was
purchased from ATCC® and cultured in ATCC-formulated Eagle’s Minimum Essential
Medium in 10% fetal bovine serum at 37 ◦C with 5% CO2 in T25 and T75 (Corning, Corning,
NY, USA) vented tissue culture treated flasks. Cells were exposed for two hours to ZIKV
PRVAB59 virus (MOI 0.1) at 50% cell confluency. After two hours, the media containing the
virus was removed, replaced with fresh medium, and incubated for 24 h. At the conclusion
of the exposure, total cell lysates were obtained.

Western Blot: Western blot was performed as previously published by our labora-
tory [29]. Briefly, whole tissue homogenates were obtained from frozen placenta using
Tissue PE LB™ (G-Biosciences, St. Louis, MO, USA). Cultured cells were lysed, and proteins
were extracted with RIPA Lysis and Extraction Buffer (Thermo Scientific, Whatman, MA,
USA). Tissues and cell protein lysates (40 μg; n = 5 per group) were centrifuged and dried
overnight using a Speed Vac (at 4◦). Pellets were rehydrated in sample buffer and water,
followed by heat at 95 ◦C for 5 min. Samples were run in a 4–20% TGX gels (Bio-Rad) and
transferred to PVDF membranes. Membranes were blocked with EveryBlot Blocking Buffer
(Bio-Rad, Hercules, CA, USA) and incubated overnight (at 4◦) with antibodies against CTSB
(Abcam plc., Cambridge, UK), AXL (Abcam plc., Cambridge, UK), RAGE (Abcam plc.,
Cambridge, UK), HSP27 (Abcam plc., Cambridge, UK), Tubulin (TUBB; Abcam plc., Cam-
bridge, UK), CASP1 (Abcam plc., Cambridge, UK), and Vinculin (Abcam plc., Cambridge,
UK). Membranes were developed using ChemiDoc XRS+ (Bio-Rad) equipment. Band
densities were normalized to Vinculin, and comparison between groups were performed.

Statistical analysis of Western blot data: Data are shown as means ± SE. Differences
in CTSB, AXL, RAGE, HSP27, TUBB, and CASP1 protein expression were determined
between control and ZIKV-positive placentas. Data were analyzed for outliers using
ROUT at Q = 1%. Normality was determined using a Shapiro–Wilk test with alpha = 0.05.
Statistical differences were determined using an unpaired t-test with p < 0.05.

Proteomics Sample Processing: Proteins were isolated from frozen placentas, and
concentration was determined as described in the western blot section. Quantitative pro-
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teomics protocols were based on Borges et al. 2021 [28]. A total of 10 placentas were
processed, and protein extracts (100 μg) were obtained and separated using SDS-PAGE in a
Coomassie stained gel for proteomics processing and quantitation. Proteome bands were
cut out, and gel pieces were distained by incubation with 50 mM ammonium bicarbon-
ate/50% acetonitrile solution at 37 ◦C for 2 to 3 h. Proteins were reduced with dithiothreitol
(25 mM DTT in 50 mM ammonium bicarbonate) at 55 ◦C, alkylated with iodoacetamide
(10 mM IAA in 50 mM ammonium bicarbonate) at room temperature in the dark, and
digested with trypsin (Promega, Madison, WI, USA) overnight at 37 ◦C at a trypsin/protein
ratio of 1:50. The next day, digested peptides were extracted out of the gel pieces using a
mixture of 50% acetonitrile/2.5% formic acid in water. Extracted peptides were dried and
stored at –80 ◦C until TMT labeling.

TMT Labeling: TMT reagents are reconstituted in acetonitrile (41 μL for 0.8 mg) on the
day of use. As specified by the manufacturer’s protocol (Thermo Scientific, Wathman, MA,
USA), dried digests were reconstituted in 100 mM TEAB (triethyl ammonium bicarbonate),
TMT labels were added according to the experimental design followed by one-hour incuba-
tion with occasional vortexing and a quenching step of 15 min. Finally, equal amounts of
each labeled sample were mixed to generate a final pool later submitted to fractionation.

Fractionation: This method was performed using the Pierce High pH Reversed-Phase
Peptide Fractionation Kit (REF 89875) and following the manufacturer’s instructions. Briefly,
the column was conditioned twice using 300 μL of acetonitrile and centrifuged at 5000× g
for 2 min, and the steps were repeated using 0.1% trifluoroacetic acid (TFA). Next, each TMT-
labeled pool was reconstituted in 300 μL of 0.1% TFA, loaded onto the column, washed,
and then eluted 16 times using a series of elution solutions with different acetonitrile/0.1%
triethylamine percentages and centrifugation of 3000× g for 2 min, generating 16 fractions
for analysis. The flow-through step was stored as suggested in the protocol. In case of
peptide loss, these can be analyzed if requested.

LC-MS/MS Analysis: Fractions were reconstituted in 0.1% formic acid in water (Buffer
A), and a small portion was transferred to autosampler vials for MS/MS analysis using
the Easy-nLC1200 (Thermo Fisher Scientific, Wathman, MA, USA). A PicoChip H354
REPROSIL-Pur C18-AQ 3 μm 120 A (75 μm × 105 mm) chromatographic column (New
Objective) was used for peptide separation. The separation was obtained using a gradient
of 7–25% of 0.1% of formic acid in acetonitrile (Buffer B) for 102 min, 25–60% of Buffer B for
20 min, and 60–95% Buffer B for 6 min. This resulted in a total gradient time of 128 min at
a flow rate of 300 nL/min, with an injection volume of 2 μL per sample. Q-Exactive Plus
(Thermo Fisher Scientific, Whatman, MA, USA) operates in positive polarity mode and
data-dependent mode. The full scan (MS1) was measured over the range of 375 to 1400
at resolution of 70,000. The MS2 (MS/MS) analysis was configured to select the ten (10)
most intense ions (Top10) for HCD fragmentation with a resolution of 35,000. A dynamic
exclusion parameter was set for 30 s.

Database Search and Results: Mass spectrometric raw data were analyzed using
Proteome Discoverer (PD) software, version 2.5. Files were searched against a human
database downloaded using the PD Protein Center tool (tax ID = 9606). The modifications
included a dynamic modification for oxidation +15.995 Da (M), a static modification of
+57.021 Da (C), and static modifications from the TMT reagents +229.163 Da (Any N Term,
K). Channel 126 was marked as the control channel, enabling data normalization against
the internal pool. The TMT certificate of analysis (Lot: WD312186) was used to correct for
isotopic impurities of reporter ions. A series of filters was applied to the PD result file to
use those with the highest confidence level, eliminate keratins, and only consider proteins
with two or more protein-unique peptides. These filtering parameters reduced protein
hits from 4778 proteins to 2881 proteins. These results were exported to Excel for statistics,
bioinformatics, and ingenuity pathway analyses.

Statistics, Bioinformatics, and Ingenuity Pathway Analyses: The bioinformatic analysis
was performed for the proteomic datasets associated with Zika Virus (5 Zika (+) vs. 5 Zika
(–)). The analysis was performed with the Bioconductor software Limma [30,31]. A total
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of 2797 proteins were processed prior to the statistical analysis. The statistical analysis
performed was a single-channel analysis between cases and controls. The results from
the statistical analysis were considered to be proteins differentially abundant between
groups based on FC ≥ |1.5| and p-value ≤ 0.05. For ingenuity pathway analyses (IPA),
we selected pathways based on the most significant fold changes and p-values together
with protein function related to inflammation, tissue remodeling, and protein–protein
interactions with CSTB, RAGE, and AXL. IPA tools were canonical pathways, pathway
predictions (using the Molecule Activity Predictor tools (MAP)), and protein–protein
interaction networks. Ingenuity pathway analysis (IPA) was generated using their software
(IPA®) (networks, functional analyses, etc.) (QIAGEN Inc., Hilden, DE, USA, https://www.
qiagenbioinformatics.com/products/ingenuity-pathway-analysis (accessed on 17 October
2022)) and used for enrichment pathway proteome analysis.

3. Results

Zika Virus Placenta infection: We first confirmed placental infection by staining for
ZIKV non-structural protein 1 (NS1). NS1 is a protein necessary for viral replication and
infection [32]. Immunofluorescence confirmed the presence of NS1 in the placenta of
ZIKV-infected mothers (Figure 1A). Interestingly, this protein was localized mainly in
the villi trophoblast of infected placentas. This localization was more prominent in the
syncytiotrophoblast layer of the placenta (Figure 1A).

Figure 1. Cont.
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Figure 1. Expression of ZIKV protein and inflammatory proteins in ZIKV-positive and negative
placental villi. (A) Viral non-structural protein 1 (NS1) labeling of trophoblasts in ZIKV-negative and
positive placentas. Representative fluorescence immunohistochemistry of ZIKV-negative placental
tissue (upper panel) and ZIKV-infected tissue (lower panel). From left to right, tissue is labeled for
anti-NS1 (green), anti-cytokeratin 8 + 18 (white), DAPI for nuclei (blue), and merged figure. Pictures
were captured at a magnification of 20×. (B) Macrophage labeling of ZIKV-negative and positive
placentas. Representative fluorescence immunohistochemistry of ZIKV-negative (upper panel) and
positive placentas (lower panel). The tissue is labeled with anti-Iba1 for placental macrophages or
Hofbauer cells (red), with anti-cytokeratin 8 + 18 (white) for trophoblast cells, DAPI for nuclei (blue)
and anti-NS1 (green). Pictures were captured at a magnification of 20×. (C) Cystatin B labeling of
ZIKV-negative and positive placentas. Protein labeling of ZIKV-positive (upper panel) and negative
placentas (lower panel). Placenta tissue was labeled with anti-cystatin B or CSTB (green), anti-
cytokeratin 8 + 18 (white) for trophoblast cells, DAPI for nuclei (blue). Pictures were captured at a
magnification of 20×. (D) RAGE expression in ZIKV-negative and positive placentas. Representative
fluorescence immunohistochemistry of ZIKV-negative (upper panel) and positive placentas (lower
panel). Protein is labeled with anti-RAGE (red), anti-cytokeratin 8 + 18 (white) for trophoblast cells,
and DAPI for nuclei (blue). Pictures were captured at a magnification of 40×. (E) AXL expression
in ZIKV-negative and positive placentas. Representative fluorescence immunohistochemistry of
ZIKV-negative (upper panel) and positive placenta (lower panel). Protein labeled with anti-AXL
(red), anti-cytokeratin 8 + 18 (white) for trophoblast cells, and DAPI for nuclei (Blue). Pictures were
captured at a magnification of 40×.

Zika Virus infection associated molecules: Macrophages participate in innate immunity
and are present in most tissues, such as the liver, skin, gut, lung, and placenta [33]. In
the placenta, macrophage hyperplasia was observed during placental infections [34]. We
observed increased macrophage infiltration in the ZIKV-infected placentas compared to
controls (Figure 1B and Figure S1). This infiltration was observed in the stroma of the
placental villi (Figure 1B and Figure S1). Interestingly, when we compared macrophage
infiltration with Iba-1 antibody and the expression of ZIKV NS1 protein in the placenta, we
observed no colocalization (Figure 1B and Figure S2). The macrophage hyperplasia was
observed in the stroma of the placental villi, while ZIKV infection was observed mainly in
the outer syncytiotrophoblast layer of the villi (Figures 1A,B, S1 and S2).
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Cystatin B (CSTB) is a cysteine protease inhibitor that facilitates HIV infection of
placental macrophages [10–12,35]. In the ZIKV-infected placenta, we detected increased
CSTB expression compared to controls (Figure 1C). This increase seems to be distributed in
the syncytiotrophoblast layer and in a few in the villi macrophages (Figures 1C and S3).

We decided to investigate the expression of two receptors participating in innate
immune responses. RAGE receptor is associated with increased inflammation in several
organs [18]. Placental staining showed increased RAGE expression in the ZIKV-infected
placenta compared to controls (Figure 1D). This receptor was localized to the stroma
in ZIKV-negative placentas, while in ZIKV-positive samples was localized to the pla-
centa’s trophoblast layer, demonstrating increased expression in the syncytiotrophoblast
layer (Figure 1D). Interestingly, there was a very low AXL presence in the stroma of
ZIKV-negative placentas and no expression in the syncytiotrophoblast layer. However, in
ZIKV-positive placentas, an increased AXL expression was observed mainly in the syn-
cytiotrophoblast layer (Figure 1E). To quantify the expression of CSTB, AXL, and RAGE
in the placenta, tissue lysates were used to perform western blots. We determined that in
ZIKV-infected placentas, there was a significant decrease in CSTB (2.9-fold; p < 0.0003), AXL
(2.2-fold; p < 0.0002) and RAGE (9.7-fold; p < 0.0002) expression as compared to controls
(Figure 2A). When we examined trophoblast cells infected in vitro with ZIKV, there was a
significant decrease in CSTB (1.4-fold; p < 0.008) and an increase in AXL (1.4-fold; p < 0.008)
and RAGE (1.7-fold; p < 0.008) expression compared to controls.

Figure 2. Expression of CSTB, AXL, and RAGE in ZIKV-positive and negative placentas and infected
trophoblasts cells. Western blot results from placenta tissue samples showed decreased CSTB, AXL,
and RAGE protein levels in the infected placental tissues compared to controls (A). Western blot
showed decreased CSTB, while AXL and RAGE proteins were increased in infected trophoblast cells
compared to controls (B). Statistical analysis was performed using Graph Pad 8 from Prism. Statistical
differences were determined using an unpaired t-test with p < 0.05.

To further investigate the inflammatory pathways activated by ZIKV in the placenta,
we conducted a quantitative proteomics analysis of frozen placentas from five ZIKV-
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positive and negative controls using limma Bioconductor software and IPA analyses. As a
result, we found 44 differentially more abundant proteins in ZIKV-positive compared to
ZIKV-negative placentas, as illustrated in the volcano plot (Figure S4). The list of proteins
is described in Table S1.

Pathway analyses revealed upregulation of proteins associated with the inflammasome
(Figure 3), pyroptosis signaling (Figure 4), and the remodeling of the epithelial adherent
junction pathway (see Figure S5). The upregulation of these proteins predicts an activation
of the pathways mentioned, which could lead to an impaired inflammatory immune re-
sponse. The upregulated proteins observed in our pathway analysis are caspase-1 (CASP1),
serine/threonine-protein kinase Nek7 (NEK7), ubiquitin-associated protein 2-like (Ub),
tubulin alpha-1C chain (TUBA1C), and tubulin beta chain (TUBB).

Figure 3. Inflammasome pathways of differentially expressed proteins from ZIKV-positive and
negative placentas. Prediction legend: the intensity of red corresponds to higher upregulation of the
protein. These proteins are caspase-1 (CASP1), serine/threonine-protein kinase Nek7 (NEK7) and
ubiquitin-associated protein 2-like (Ub). The color grey means that the protein was identified but
there was no significant increase in expression. Proteins in orange in the diagrams were not detected
by our proteomics experiments. The orange means predicted activation of the protein or interaction
leading to activation. The protein gene name is used in the diagrams. To identify proteins, refer to
Supplementary Table S1’s gene name column. Data were analyzed using IPA (QIAGEN Inc., Hilden,
Germany, https://www.qiagenbioinformatics.com/products/ingenuitypathway-analysis; accessed
15 September 2022).

Protein interaction analysis revealed that phosphofurin acidic cluster sorting protein 1
(PACS1) and CASP1 indirectly interact with CSTB and were upregulated (Figure 5). PACS1
indirectly affects the expression of CSTB, and CSTB indirectly activates CASP1. Poly(rC)-
binding protein 1 (PCBP1) and small heat shock protein beta 1 (HSPB1/HSP27), which
were upregulated in ZIKV-positive placenta, interact directly with AXL (Figure 5). PCBP1
can bind directly with AXL in protein–protein interactions and, AXL activates HSP27 via
phosphorylation cascades. These results suggest that infection of ZIKV in the placenta is
causing impaired immune responses.
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Figure 4. Pyroptosis signaling pathways of differentially expressed proteins from ZIKV-positive
and negative placentas. Prediction legend: the intensity of red corresponds to higher upregula-
tion of the protein. These proteins are the caspase-1 (CASP1) inflammasome component and the
serine/threonine-protein kinase Nek7 (NEK7). Grey means that the protein was identified but there
was no significant increase in expression. Our proteomics experiments did not detect proteins in
orange in the diagrams. Orange means predicted activation of the protein or interaction leading to
activation. The protein gene name is used in the diagrams. Data were analyzed using of IPA (QIA-
GEN Inc., https://www.qiagenbioinformatics.com/products/ingenuitypathway-analysis; accessed
15 September 2022).

Figure 5. CSTB and AXL protein interactions from differentially expressed proteins from ZIKV-
positive and negative placentas are upregulated protein interactions. Prediction legend: the intensity
of red corresponds to higher upregulation of the protein. Upregulated proteins are phosphofurin
acidic cluster sorting protein 1 (PACS1), caspase 1 (CASP1), poly(rC)-binding protein 1 (PCBP1),
and small heat shock protein beta 1 (HSPB1/HSP27). The grey color means that the protein was
identified but there was no significant increase in expression. A constant line means direct inter-
action, and a dashed line is indirect interaction. The letter E means expression; A means activa-
tion; P means phosphorylation/dephosphorylation and PP protein–protein binding. Arrowhead
means acts on, and a line without an arrow refers to binding only. Data were analyzed using
IPA (QIAGEN Inc., https://www.qiagenbioinformatics.com/products/ingenuitypathway-analysis;
accessed 15 September 2022).
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HSP27, TUBB, and CASP1 were selected for further validation using western blot anal-
yses of ZIKV-positive and negative placental tissues. These proteins were selected based
on involvement in the pathway analysis literature involving ZIKV interaction and inflam-
mation (Table 1). We found that HSP27 was increased (3.2-fold; p < 0.002) in ZIKV-infected
placental tissue compared to the negative control (Figure 6). Interestingly, in contrast
to quantitative proteomics results, TUBB and CASP1 protein levels were significantly
decreased (2.1-fold; p < 0.002 and 3.1-fold; p < 0.0002) in the western blots (Figure 6).

Table 1. Differentially expressed proteins from ZIKV-positive and negative placenta were selected
for validation. Proteins selected for validation of quantitative proteomics. Quantitative proteomics
results are included for the selected proteins and brief descriptions.

Protein Gene Name Fold-Change p-Value Function

Caspase-1 CASP1 1.583 0.0089
Thiol protease is involved in various

inflammatory processes by proteolytically
cleaving other proteins [36].

Small heat shock
protein beta 1 (HSP27) HSPB1 1.554 0.0028

Molecular chaperone probably maintaining
denatured proteins in a folding-competent

state [37].

Tubulin beta chain TUBB 1.542 0.0096 A principal constituent of microtubules [38].

Figure 6. Validation of proteomics data of differentially expressed proteins from ZIKV-positive and
negative frozen placentas by western blot. From left to right, we have the densitometry analysis
of HSP27, TUBB, and CASP1. Results from relative intensity analysis of protein of interest and
representative western blot bands (top of each figure) for this experiment are shown in (a–c). Relative
intensity values for each band were determined using Image Lab Software from Bio-Rad, and ratios
were determined using vinculin as a loading control. Statistical analysis was performed using Graph
Pad 8 from Prism. Statistical differences were determined using an unpaired t-test with p < 0.05.

4. Discussion

The Zika virus (ZIKV) is a flavivirus known to infect the placenta and induce fetal
abnormalities [39,40]. Although much progress has been made in researching this virus,
the mechanism of placental infection remains to be elucidated. Many placental-oriented
ZIKV studies have been performed in cell culture models, but actual ZIKV-infected placen-
tal tissues are scarce. Therefore, in our laboratory, we became interested in determining
signaling molecules associated with this viral infection in the placenta. Concerning the
information about the pregnancies, we recognize that it would be ideal to have the data
on medical details and the corresponding children. However, these tissues were obtained
from the Puerto Rico Department of Health, and no other information was provided to the
investigators. The only information obtained was if they were affected by Zika virus or not.
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The first step of our study included pathological analysis of our placental tissue. Previous
pathology analysis in our laboratory revealed decreased size of capillaries, hyperplasia of
Hofbauer cells, disruption in the trophoblast layer, and tissue and cell agglutination [41].
Subsequently, we performed proteomics analyses of nine placentas stored in formalin
collected during the Puerto Rico 2016 ZIKV epidemic. Quantitative proteomics and in-
genuity pathway analysis revealed that 45 of the deregulated proteins in ZIKV-positive
compared to ZIKV-negative placentas were cellular components of the extracellular matrix,
and 16 played a role in its structure and organization [28]. Of these, fibrinogen was further
validated by immunohistochemistry in 12 additional placenta samples and found a signifi-
cant increase in ZIKV-infected placentas, indicating that infection promotes the coagulation
of placental tissue and restructuration of ECM potentially affecting the integrity of the
tissue and facilitating the dissemination of the virus from mother to the fetus.

In the current studies, we used frozen placenta tissue from another local repository of
ZIKV-infected placentas. We first confirmed ZIKV infection in tissue using immunofluores-
cence with an antibody against a ZIKV protein, NS1. NS1 protein was mainly localized
to the trophoblast layers of the placental tissue compared to the stromal macrophages or
HC. These results demonstrated that ZIKV NS1 protein persists in placental tissue until
term and is localized in the trophoblast barrier. This result suggests that NS1 protein could
contribute to the pathology observed in placental tissue since it has been confirmed that it
activates innate immunity, causing cytokine storms, and is involved in immune evasion by
binding to the complement system proteins [42]. As expected from previous proteomics
analyses [28], the placenta cytokeratin labeling of the trophoblast cell layers confirmed dam-
age in the villi layer of the trophoblasts. This is important as this layer provides a barrier
to the developing fetus and is damaged by ZIKV, allowing the exchange of virus-infected
cells between the mother and developing fetus [43]. To better understand the role of inflam-
matory proteins in placental infection by ZIKV, we decided to perform protein expression
studies in placental macrophages and trophoblasts from infected and control samples
using immunofluorescence. Placental macrophages (Hofbauer cells) are generally present
in the placental chorionic villi from as early as 18 days of gestation up to delivery [44].
Macrophage hyperplasia has been reported in ZIKV-infected placentas [41,45]. We con-
firmed ZIKV-induced macrophage hyperplasia in the stroma of disease patients’ placental
tissue compared to negative controls (IBA-1 staining). Unexpectedly, when we compared
ZIKV viral protein to macrophage hyperplasia, infection was observed mainly in the tro-
phoblast layer and not in the macrophages. These results and the disruption of extracellular
matrix proteins observed previously [28] suggested that macrophage hyperplasia is not
caused by direct infection of ZIKV but by the invasion of cells from the blood. To define the
players that could be involved in ZIKV infection in the placenta, we explored the expression
of proteins previously associated with other viral infections and innate immunity, namely
CSTB, RAGE, and AXL. We first wanted to determine the localization and expression of
these molecules within the placenta. While CSTB is known to modulate macrophage HIV
infection by affecting IFN responses [12], RAGE and AXL are receptors involved in tissue
immune responses through nuclear factor kappa B, tumor necrosis factor, and IFN alpha
and beta [16,46,47]. We determined that CSTB, RAGE, and AXL localization were primarily
expressed in the trophoblast layer that protects the placenta. Interestingly, expression
of these molecules was increased in the villi of infected placentas compared to controls.
We performed immunoblotting to confirm protein levels in the placental tissues during
infection. Interestingly, we determined that expression of these three proteins was signifi-
cantly decreased in ZIKV-infected placentas compared to controls. This was unexpected
as previous bioinformatic analyses have seen an increase in transcriptomic signatures in
ZIKV infection of neural cells [48]. However, protein expression can change in different
tissues. Previous reports of CSTB protein have shown that this protein is decreased in the
proteome of Hofbauer cells compared to blood-derived macrophages [10]. The expression
of this protein increases with viral infection and is related to increased STAT-1 signaling
and decreased IFN responses [12]. In our studies, we also observed decreased CSTB and

261



Cells 2022, 11, 3627

ZIKV infection in Hofbauer cells, suggesting a possible mechanism of ZIKV restriction
in the placenta. However, ZIKV infection and CSTB expression were concentrated in the
trophoblast villi. RAGE receptor has been found in ZIKV infection of monocytes to mediate
transmigration in vitro [49]. We expected RAGE to increase due to Hofbauer hyperplasia,
but it decreased significantly. Perhaps this could be a mechanism induced by the virus
to evade viral immune response in the ZIKV-infected placenta. AXL receptor has been
designated as one of the receptors of entry for ZIKV into the placenta, but recent studies
showed that it is not required for entry in mouse models of ZIKV infection [26,27,50–52].
In our study, AXL shows a significant decrease in expression in ZIKV-positive placentas
compared to controls. Although the decrease in AXL receptor was unexpected, it can also
suggest a possible mechanism of viral internalization and immune response evasion since
AXL is involved in the activation of inflammation and cell survival.

Proteomics analyses revealed important information about a possible activation of the
inflammasome and the pyroptosis signaling pathway. Both these pathways are essential in
promoting a robust immune response to clear viral infections. Three essential proteins are
upregulated in these pathways and contribute to the possible activation of these pathways.
These proteins are caspase-1 (CASP1), serine/threonine-protein kinase Nek7 (NEK7), and
ubiquitin-associated protein 2-like (Ub). CASP1 plays a central role in the execution phase
of cell apoptosis. ZIKV recruits host deubiquitinase to cleave CASP1 [53]. This could
explain why we see increased peptides of CASP1 in quantitative proteomics and a decrease
of CASP1 in western blot. CASP1 attenuates ZIKV replication [54], and degradation of this
protein would be beneficial to the viral propagation. In contrast, activation of an inflamma-
tory response by NEK7 in placental tissue is ideal for ZIKV propagation since cell death
caused by the inflammasome and pyroptosis will activate tissue remodeling pathways
that were found upregulated in our previous study [28]. Quantitative proteomics detects
peptides of the proteins digested while western blot detects antigens linked to a PVDF
membrane following antibody treatment. It is possible that the antibody selected did not
bind the peptides found in proteomics. Our results also could suggest that overexpression
and degradation of CASP1 and TUBB are occurring in ZIKV-infected placental tissue to
escape from immune response.

In our previous study [28], we saw how the acute response and coagulation pathways
of extracellular proteins are upregulated in a ZIKV infection of the placenta. In our current
results, we observed TUBA1C and TUBB, two proteins associated with the remodeling of
the epithelial adherent junctions pathway, upregulated. The placental structure’s integrity
depends on tight and adherent junctions to protect the developing fetus [55]. Therefore,
upregulations of the tubulin proteins could compensate for the loss of integrity caused by
ZIKV infection by activating and impairing the immune response.

Our quantitative proteomics results further validate the involvement of the proteins
CSTB and AXL in ZIKV infection of the placenta. PACS1 and CASP1 are indirectly associ-
ated with CSTB; expression PACS1 affects CSTB and CSTB indirectly activates CASP1 by
inflammatory pathways. The expression of PACS1 is beneficial for ZIKV since it directs the
localization of furin, a protease that cleaves ZIKV polyprotein, permitting the formation of
viral particles [56].

PACS could also play a role in downregulating MHC-1 in the placenta, thus impairing
the immune response. Our results show a discrepancy between immunohistochemistry
and western blot of CSTB. Immunohistochemistry shows increased CSTB in the trophoblast
layers. In contrast, our western blot of whole placental tissue shows a decrease in CSTB
in ZIKV-positive cases. It is important to emphasize that immunohistochemistry is better
for determining localization since areas with lower expression of proteins of interest can
be masked due to saturation in other areas. With our labeling, we cannot distinguish the
different types of trophoblast cells and their maturation states. CSTB accumulation can
only be observed in the outer layer of the placenta, the syncytiotrophoblasts layers, but the
placenta is composed of different types of cells that are in different maturation stages. The
western blot was performed on a mixture of proteins that come from all the different types

262



Cells 2022, 11, 3627

of cells that compose the placenta. CSTB observed in whole placental tissue was decreased.
To address the limitation of having a mixture of different cell types in ex vivo tissue, we
decided to use the trophoblast cell line JEG-3 in vitro infected with ZIKV. Western blot
results show a decreased expression of CSTB in this trophoblast cell line. This contrasts
with our immunohistochemistry results, which show expression in the syncytiotrophoblast.
It appears that CSTB expression increases only in mature syncytiotrophoblasts and not
in cytotrophoblasts. It is important to emphasize that the JEG-3 in vitro model has the
limitation of being a single type of cytotrophoblast cell in contrast to the placental tissue
having different stages of maturation and different types of cells working as a system. It
is also difficult to contrast results of a full-term placenta that has been exposed to ZIKV
infection for more time against a cell line that was exposed to ZIKV for a few hours. Taken
together, these results demonstrated that ZIKV infection induced a shift in the expression
of these inflammatory molecules in trophoblasts and Hofbauer cells, with a significant
decrease in their expression in whole placental tissue, while increasing the expression of
AXL and RAGE in the trophoblast cell layers. Future experiments should address CSTB
expression in the placental tissue by isolating the different cell types of the placenta in an
ex vivo model. The decrease in CSTB in whole placental tissue and trophoblasts could be
an alternative tissue defense mechanism for suppressing the expression of CASP1 and the
formation of the inflammasome [57]. We emphasize that the placenta is an organ that avoids
inflammation because it is detrimental to the developing fetus. In contrast, ZIKV uses the
host inflammatory system while avoiding it and promoting persistence of infection.

Furthermore, we found two upregulated proteins directly associated with AXL,
poly(rC)-binding protein 1 (PCBP1) and HSPB1/HSP27. PCBP1 in other flaviviruses
has been seen to benefit in the accumulation of viral RNA [58], leading to more viral parti-
cles. HSP27 upregulation was detected previously in our study [28] and in ZIKV-infected
cells [59]. HSP27 is a chaperone that responds to environmental stress and causes actin
remodeling, cytoskeleton, and membrane organization. AXL could activate the HSP27 and
cause an upregulation due to response to impaired inflammation and the tissue damage
caused by ZIKV infection. Knockout of HSP70 has provided a protection strategy against
ZIKV infection [60]. Upregulation confirmation of HSP27 suggests that placental tissue is
goes through stress that could be induced by ZIKV infection in the placenta. Our results
suggest that HSP27 could play an important role directly or indirectly in ZIKV infection
of the placenta, as seen in our previous quantitative proteomics results and confirmed in
our current quantitative proteomics analyses and validation using western blot. Future
experiments should be directed at the knockout or downregulation of HSP27 and how
ZIKV infection and its pathology are affected in placental cell lines and models.

Taken together, these results suggest that a decrease in CSTB, RAGE, and AXL facili-
tates viral evasion of immune response to ensure its persistence in the trophoblast layer of
the placenta. Our study provides insight into possible key molecules exploited by ZIKV
infection to ensure its persistence in the host. Pathology findings may be a secondary effect
of ZIKV deregulation of host proteins used in immune evasion, survival, and proliferation.

Supplementary Materials: The following supporting information can be downloaded at: https:
//www.mdpi.com/article/10.3390/cells11223627/s1, Figure S1: Macrophage labeling of placental
tissue in Zika negative and Zika positive placentas. Representative fluorescence immunohistochem-
istry of ZIKV uninfected placental tissue and ZIKV infected tissue.; Figure S2: Localization of Zika
Non-Structural Protein 1 of placental tissue in Zika negative and Zika positive placentas.; Figure S3:
Localization of Cystatin B in placental tissue of Zika negative and Zika positive placentas.; Figure S4:
Volcano plot for comparison between Zika(+) vs. Zika(−).; Figure S5: Overexpression of Tubulin in
Remodeling of Epithelial Adherent Junctions pathway. Table S1: Differentially abundant proteins
were identified per group comparison with a Fold Change ≥ |1.5| and p-value ≤ 0.05.
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Abstract: NLRP3 inflammasome-dependent pyroptosis has been implicated in liver fibrosis progres-
sion. However, the definite intrahepatic cell types that undergo pyroptosis and the underlying mech-
anism as well as the clinical importance remain unclear. Here, augmented levels of pyroptosis-related
indicators GSDMD, IL-1β, and IL-18 were verified in both liver fibrosis patients and CCl4-induced
fibrotic mouse model. Confocal imaging of NLRP3 with albumin, F4/80 or α-SMA revealed that
enhanced NLRP3 was mainly localized to kupffer cells (KCs), indicating that KCs are major cell
types that undergo pyroptosis. Targeting pyroptosis by inhibitor MCC950 attenuated the severity
and ameliorated liver function in fibrosis models. In addition, elevated S100A8 in liver fibrosis
patients was correlated with pyroptosis-related indicators. S100A8 stimulated pyroptotic death of
macrophages, which resulted in activation of human hepatic stellate cell line LX-2 cells and increased
collagen deposition. Mechanistically, S100A8 activated TLR4/NF-κB signaling and upregulated
its target genes NLRP3, pro-IL-1β, and pro-IL-18 expression, and induced reactive oxygen (ROS)
abundance to activate NLRP3 inflammasome, finally leading to pyroptotic cell death in macrophages.
More importantly, circulating GSDMD had the optimal predicting value for liver fibrosis progres-
sion. In conclusion, S100A8-mediated NLRP3 inflammasome-dependent pyroptosis by TLR4/NF-κB
activation and ROS production in macrophages facilitates liver fibrosis progression. The identified
GSDMD has the potential to be a biomarker for liver fibrosis evaluation.

Keywords: NLRP3; S100A8; GSDMD; liver fibrosis

1. Introduction

Hepatic fibrosis is a wound-healing response characterized by the accumulation of
extracellular matrix (ECM) following excessive cell death and chronic liver inflammation
due to a variety of etiological factors, including virus infection, alcohol abuse, non-alcoholic
steatohepatitis, parasitemia, metabolic disorders, and drugs [1,2]. Early stage liver fibrosis
can be stopped or reversed by removing the insults that triggered liver damage and
inflammation [3,4]. However, in many cases, liver fibrosis progresses to cirrhosis over time
and increases the risk of liver failure and hepatocellular carcinoma [1]. At present, serology
examination represents one of the frequently used methods for the diagnosis and evaluation
of liver fibrosis, but several limitations still exist, including low sensitivity and specificity,
inaccurate disease assessment, and even misdiagnosis. In addition, despite decades of
efforts by clinical research, there is no effective therapy for liver fibrosis. Therefore, further

Cells 2022, 11, 3579. https://doi.org/10.3390/cells11223579 https://www.mdpi.com/journal/cells
269



Cells 2022, 11, 3579

elucidating the pathogenesis of liver fibrosis and identifying novel biomarkers that closely
reflect disease progression are urgently needed.

NLRP3 (NACHT, LRR, and PYD domains-containing protein 3, cryoporin) inflammasome-
dependent pyroptosis, a newly identified inflammatory cell death, participates in multiple
diseases, including infection, metabolic disorders, and cancer [5,6]. It starts with the recog-
nition of pathogen-associated molecular patterns (PAMPs) or damage-associated molecular
patterns (DAMPs) by extracellular pattern recognition receptors (PRRs) leading to enhanced
transcription of NLRP3, pro-IL (interleukin)-1β, and pro-IL-18, continues with the activa-
tion of NLRP3 and caspase-1 by multiple intracellular stimulus, and ends with gasdermin
D (GSDMD)-mediated formation of membrane pores and the maturation and release of
proinflammatory cytokines IL-1β and IL-18 [7]. Due to the proinflammatory property of
pyroptosis, the role of uncontrolled pyroptosis caused by aberrant inflammasome activation in
inflammation-associated diseases has received considerable attention. Pyroptosis has recently
been reported to be associated with pulmonary, renal, and cardiovascular fibrosis [8–10].
More importantly, growing evidence suggests a close correlation between NLRP3 inflam-
masome activation as well as its downstream effectors and liver fibrosis progression. One
study reported that hyperactivation of the NLRP3 inflammasome in mice results in hepatocyte
pyroptotic death, severe liver inflammation, and fibrosis [11]. Moreover, in a mouse model
of non-alcoholic fatty liver disease and non-alcoholic steatohepatitis, NLRP3 inflammasome
activation is required for liver inflammation and fibrosis [12,13]. In addition, an in vitro
mechanistic study showed that the pyroptosis products IL-1β and IL-18 regulate the activation
of hepatic stellate cells (HSCs) and facilitate the development of liver fibrosis [14]. Notably,
patients with liver cirrhosis also exhibited elevated levels of circulating GSDMD, IL-1β, and
IL-18 in our previous clinical research [15]. Therefore, NLRP3 inflammasome-dependent
pyroptosis may serve as a crucial mechanism for the development of liver injury and fibrosis.
Nevertheless, the primary occurrence of NLRP3 inflammasome-dependent pyroptosis in
which type of cells (hepatocytes, KCs or HSCs), the detailed molecular mechanism regard-
ing how pyroptosis occurs, and its clinical importance during liver fibrosis progression, are
still unclear.

S100A8 and S100A9, belonging to the S100 protein family (S100s), are secreted mainly
by inflammatory, tumor, and stromal cells exhibiting proinflammatory functions. As two
DAMPs, S100A8 and S100A9 have been implicated as inflammation triggers participating in
the progression of multiple inflammatory diseases, including rheumatoid arthritis [16], in-
flammatory bowel [17], and lung disease [18]. Recently, S100A8 and S100A9 were reported
to activate NLRP3 inflammasome signaling to promote the pathogenesis of myelodysplastic
syndromes [19] and airway obstructive diseases [20]. It is worth noting that our previous
study demonstrated an elevated S100A9 in liver fibrosis [21]. Given this, we hypothesized
that S100A8 and/or S100A9 may regulate NLRP3 inflammasome-dependent pyroptosis to
establish a proinflammatory microenvironment, thereby potentiating the progression of
liver fibrosis.

In the present study, the definite cell types that undergo pyroptosis and the underlying
mechanism as well as the clinical importance were investigated, aiming to further reveal
the pathogenesis of liver fibrosis and identify novel markers and intervention targets.
Here, we observed that the macrophage was the major cell type that underwent NLRP3
inflammasome-dependent pyroptosis in liver fibrosis, which could be mediated by S100A8-
induced Toll-like receptor 4 (TLR4)/NF-κB activation and ROS generation. Furthermore,
inhibiting NLRP3 inflammasome-dependent pyroptosis effectively attenuated liver injury
and fibrosis severity in a carbon tetrachloride (CCl4)-induced liver fibrosis mouse model.
More importantly, the pyroptosis-related indicator GSDMD had a high predictive value for
the onset and progression of liver fibrosis.
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2. Materials and Methods

2.1. Human Samples

A total of eighty-nine patients with liver fibrosis were enrolled in the current study
between March 2020 and December 2021 at the Second Affiliated Hospital of Chongqing
Medical University. Diagnosis was primarily established by histology as well as other
methods, such as serological, imaging examination, and medical history. Etiologies, such
as viral infection, alcohol consumption, and autoimmunity were determined according
to serological and histological findings. The sections for liver histology were examined
independently by two experienced pathologists who were unaware of the clinical status.
Liver fibrosis grading was assessed according to Batts-Ludwing scores (Fibrosis F0 to
F4) [22]. Additionally, sixty age- and gender-matched healthy volunteers who did not
have evidence of liver diseases or other chronic disorders were enrolled as healthy controls
(HCs). Moreover, five normal liver samples were obtained from healthy controls who
underwent liver biopsy to exclude malignancy. The peripheral blood was centrifuged for
10 min to obtain serum. Then, the serum was stored at −80 ◦C for further examination.
This study protocol was in accordance with the ethical guidelines of the Declaration of
Helsinki Principles. Informed written consent was obtained from all patients and the study
was approved by the Institutional Ethics Committee at the Second Hospital affiliated with
Chongqing Medical University (No. 2020-65). Patient characteristics are summarized in
Table 1.

Table 1. The characteristics of enrolled individuals.

Parameters Liver fibrosis HCs

Serum/tissue
Specimen
(n = 89)

Serum specimen (n = 60) Tissue
Specimen (n = 5)

Gender
Male n (%) 47 (52.81) 34 (56.66) 3 (60)
Fale n (%) 42 (47.19) 26 (43.33) 2 (40)

Age (years) (IQR) 57 (12.75) 57 (14.5) 59 (17.5)
Aetiology

Viral hepatitis n (%) 42 (47.19) NA NA
Cholestatic

/Autoimmune n (%) 25 (28.08) NA NA

Alcohol n (%) 16 (17.97) NA NA
Others n (%) 6 (6.74) NA NA

Stage of fibrosis (F)
F0 n (%) 9 (10.11) NA NA
F1 n (%) 10 (11.23) NA NA
F2 n (%) 20 (22.47) NA NA
F3 n (%) 29 (32.58) NA NA
F4 n (%) 21 (23.59) NA NA

Abbreviations: IQR, interquartile range; HCs, healthy controls; NA, not applicable.

2.2. CCl4-Induced Liver Fibrosis Mouse Models

Herein, 6 to 8-week-old male C57BL/6 mice were randomly grouped. For toxic liver
fibrosis, they were given intraperitoneal (i.p.) injections of CCl4 (2.5 mL/kg body weight,
dissolved in olive oil at a ratio of 1:5) or vehicle (olive oil) (O108686, Aladdin, Fengxian,
Shanghai, China) two times per week for 4, 6 or 8 weeks (n = 5/group). The mice were
sacrificed at 72 h after the final CCl4 injection.

To assess the role of NLRP3 signaling in the mouse model of liver fibrosis, 6 to 8-
week-old male mice were randomly divided into three groups. The CCl4 group were given
intraperitoneal (i.p.) injections of CCl4 (2.5 mL/kg body weight, dissolved in olive oil at
a ratio of 1:5). The (CCl4+MCC950) group were injected (i.p.) with MCC950 (10 mg/kg
body weight in 0.9% NaCl) (CP-456773, Selleck, Houston, TX, USA) every second day at
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the same time as the CCl4 injection up to 8 weeks, while the control group (CCl4+saline)
was administrated a comparable volume of 0.9% NaCl (n = 5/group). The mice were
sacrificed at 72 h after the final CCl4 injection. All animal experiments were approved
and conducted in accordance with the guidelines established by the Hospital Animal Care
and Use Committee for Laboratory Animal Research in the Second Affiliated Hospital of
Chongqing Medical University (No. 2020-65).

2.3. Mouse Serum and Liver Samples Preparation

At the end of the treatment, all mice were anesthetized and the blood samples were
taken via cardiac puncture. The mouse blood was centrifuged at 3500× g rpm at 4 ◦C for
15 min and then for 10 min to remove any remaining cellular debris. Finally, the serum was
stored at −80 ◦C for further examination. Then, the liver was harvested. A representative
section was fixed in 4% paraformaldehyde for 24 h and embedded in paraffin, and the rest
of the liver tissue was stored in liquid nitrogen.

2.4. Analysis of Liver Function, Liver Pathology, and Fibrosis

The serum alanine aminotransferase (ALT), aspartate aminotransferase (AST), and
total proteins (TP) were assayed by the Autoanalyzer Hitachi 7600-110. H&E staining was
used to assess the pathological morphology of the liver. Sirius Red staining was used to
demonstrate collagen deposition. The stained sections were observed and photographed
under a light microscope (Nikon E400, Chiyoda, Tokyo, Japan).

2.5. Immunohistochemical Staining

The formalin-fixed, paraffin-embedded human and mouse liver tissue sections were
subjected to IHC staining. Briefly, the sections were deparaffinized, hydrated, and subjected
to antigen retrieval by incubating the slides in a pressure cooker for 15 min in 0.01 M citrate
buffer and then incubated with 0.3% hydrogen peroxide (H2O2) in methanol for 10 min to
block endogenous peroxidase activity. Then, the sections were incubated with primary an-
tibodies against α-smooth muscle actin (α-SMA) (14395-1-AP, Proteintech, Wuhan, Hubei,
China), NLRP3 (19771-1-AP, Proteintech, Wuhan, Hubei, China), GSDMD (20770-1-AP,
Proteintech, Wuhan, Hubei, China), IL-1β (16806-1-AP, Proteintech, Wuhan, Hubei, China),
S100A8 (ab92331, Abcam, Cambridge, England, UK) or S100A9 (ab63818, Abcam, Cam-
bridge, England, UK) overnight at 4 ◦C. The cells were washed with PBS and stained with
anti-rabbit IHC Secondary Antibody Kit (SP-9001, Zhongshan Golden Bridge, Haidian,
Beijing, China). Finally, the sections were visualized with 0.05% 3,3-diamino-benzidine
tetrachloride (DAB) until the desired brown reaction product was obtained. The stained
sections were observed and photographed under a light microscope (Nikon E400, Chiyoda,
Tokyo, Japan).

2.6. Immunofluorescence Staining

The formalin-fixed, paraffin-embedded human and mouse liver tissue sections were
processed for immunofluorescence staining. In brief, the liver sections were deparaffinized,
hydrated, subjected to antigen retrieval, permeabilization, and serum blocking, and then
incubated with primary antibody overnight at 4 ◦C for double immunofluorescence staining.
The primary antibodies used were as follows: Rabbit anti-NLRP3 (19771-1-AP, Proteintech,
Wuhan, Hubei, China) with rat anti-albumin (MAB1455-SP, R&D, Minneapolis, MN, USA)
or with mouse anti-F4/80 (14-4801-85, Invitrogen, Carlsbad, CA, USA), rat anti-NLRP3
(MAB7578-SP, R&D, Minneapolis, Minnesota, USA) with rabbit anti-α-SMA (14395-1-AP,
Proteintech, Wuhan, Hubei, China). Then, the sections were washed three times with PBS.
Alexa Fluor 647-conjugated goat anti-rabbit secondary antibody (bs-0295G-AF647, Bioss,
Tongzhou, Beijing, China) and Alexa Fluor 488-conjugated goat anti-mouse secondary
antibody (bs-0296G-AF488, Bioss, Tongzhou, Beijing, China) or goat anti-rat secondary
antibody (bs-0293G-AF488, Bioss, Tongzhou, Beijing, China), Alexa Fluor 647-conjugated
goat anti-rat secondary antibody (bs-0293G-AF647, Bioss, Tongzhou, Beijing, China) and
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Alexa Fluor 488-conjugated goat anti-rabbit secondary antibody (bs-0295G-AF488, Bioss,
Tongzhou, Beijing, China) were used for 1 h at room temperature in the dark. Then, the
sections were washed with PBS three times, and nuclei were stained with DAPI for 5 min.
The sections were washed with PBS three times and mounted with antifade mounting
medium (Beyotime, Songjiang, Shanghai, China). Finally, the sections were observed under
a confocal microscope (Lecia, Weztlar, Germany).

2.7. Enzyme-Linked Immunosorbent Assay (ELISA)

Protein of interest in serum or cell supernatant was detected by ELISA according
to the manufacturer’s instructions. Detailed ELISA kits were as follows: Mouse S100A8
(E-EL-M3048, elabscience, Wuhan, Hubei, China), mouse IL-1β (VAL601, Novus, Littleton,
CO, USA), mouse IL-18 (E-EL-M0730c, elabscience, Wuhan, Hubei, China), mouse GSDMD
(JL46371-96T, JiangLai, Baoshan, Shanghai, China), human S100A8 (E-EL-H1289c, elab-
science, Wuhan, Hubei, China), human IL-1β (Mengbio, Shapingba, Chongqing, China),
human IL-18 (Mengbio, Shapingba, Chongqing, China), and human GSDMD (Mengbio,
Shapingba, Chongqing, China).

2.8. Preparation of Recombinant Proteins

The pGST-moluc and pGST-moluc-S100A8 have been described previously [23]. Briefly,
the two plasmids were cloned into E. coil (BL21) by calcium chloride transformation. Then,
0.1 mM isopropylthio-β-D-galactoside was used to induce the expression of GST and GST-
hS100A8 protein for 8 h at 14 ◦C. After incubation, the bacteria were centrifuged at 5000× g
for 10 min and the pellet was resuspended in PBS supplemented with protease inhibitor
and 0.1% Triton X-100 and lysed by sonication. Then, the supernatant was collected and
incubated with glutathione-sepharose 4B beads (Amersham Biosciences) for 3 h at 4 ◦C.
Recombinant GST-hS100A8 (rhS100A8) or GST bound to the beads was eluted by an elution
buffer with reduced glutathione on ice. Finally, the recombinant rhS100A8 or control GST
protein was filtered with a 0.22 μm membrane and stored at −80 ◦C.

2.9. Cell Culture and In Vitro Treatment

Human monocyte THP-1 cells were cultured in 5% CO2 at 37 ◦C in 1640-RPMI medium
supplemented with 10% fetal bovine serum (FBS, HyClone, Logan, UT, USA), 100 U/mL
penicillin, and 100 μg/mL streptomycin (HyClone). THP-1 cells were stimulated with PMA
(50 μg/mL) (Sigma, Saint Louis, MO, USA) for 4 h to differentiate them into macrophages,
then washed two times with PBS and maintained in fresh medium for further experiments.

To induce pyroptosis in THP-1 differentiated macrophages, high dose of lipopolysac-
charide (LPS) (1 μg/mL, L2630, Sigma-Aldrich, Saint Louis, MO, USA) was added to
the culture media. In certain experiments, THP-1 differentiated macrophages were stim-
ulated with 2, 5 or 10 μg/mL rhS100A8 for 24 h to extract RNA or for 48 h to extract
protein. To explore the role of NF-κB signaling and ROS production in S100A8-induced
pyroptosis, THP-1 differentiated macrophages were treated with the NF-κB inhibitor BAY
11-7082 (10 μM, Beyotime, Songjiang, Shanghai, China) or NADPH oxidase (NOX) inhibitor
diphenylene iodonium (DPI, 10 μM, S8639, Selleck, Houston, Texas, USA) for 1 h prior to
rhS100A8 stimulation (5 μg/mL). To investigate the endogenous PRR of S100A8, THP-1 dif-
ferentiated macrophages were pretreated with the TLR4 inhibitor TAK-242 (10 μM, S7455,
Selleck, Houston, Texas, USA) or the receptor for advanced end products (RAGE) inhibitor
FPS-ZM1 (10 μM, S8185, Selleck, Houston, Texas, USA) for 1 h and then stimulated with
rhS100A8 (5 μg/mL).

The human hepatic stellate cell line LX-2 was maintained in 5% CO2 at 37 ◦C in
Dulbecco’s modified Eagle medium (DMEM, Gibco, Grand Island, NY, USA) with 10%
fetal bovine serum (FBS, HyClone, Logan, UT, USA), 100 U/mL penicillin, and 100 μg/mL
streptomycin (HyClone, Logan, UT, USA). LX-2 cells were exposed to conditioned media
(CM) from rhS100A8-treated THP-1 macrophages and an equal volume of new DMEM
medium for 24 h to extract RNA or for 48 h to extract protein. To confirm that macrophage
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pyroptosis triggers the activation of HSCs, LX-2 cells were treated with the conditioned
medium from THP-1 macrophages exposed to 5 μ/mL of rhS100A8 with or without 1 h of
MCC950 pretreatment (1 μM).

2.10. RNA Extraction and Quantitative Real-Time PCR

Total cellular RNA was isolated using Trizol (Invitrogen, Carlsbad, CA, USA) accord-
ing to the manufacturer’s instructions. Briefly, 1 μg of total RNA was reverse-transcribed to
cDNA via an Evo M-MLV RT mix kit with gDNA clean (AG11728, Accurate Biotechnology,
Changsha, Hunan, China) according to the manufacturer’s protocol. The mRNA levels
of NLRP3, pro-IL-1β, pro-IL-18, collagen I (COLIA1), α-SMA, and transforming growth
factor-β (TGF-β) were analyzed with the CFX96 real-time PCR detection system (Bio-Rad,
Richmond, CA, USA) using SYBR Green dye (Biomake, Houston, TX, USA). Primer se-
quences are summarized in Table 2. GAPDH was used as a reference control. The fold
changes in gene expression were calculated by the 2-ΔΔCT method.

Table 2. Sequence of primers used for quantitative RT-PCR.

Genes Forward (5′-3′) Reverse (5′-3′)

NLRP3 CTTCTCTGATGAGGCCCAAG GCAGCAAACTGGAAAGGAAG
pro-IL-1β TCCAGGGACAGGATATGGAG TCTTTCAACACGCAGGACAG
pro-IL-18 AAGATGGCTGCTGAACCAGT GAGGCCGATTTCCTTGGTCA

Col1a1 AAGAGTGGAGAGTACTGGATT GTTCTTGCTGATGTACCAGT

α-SMA CGTGGGTGACGAAGCACAG GGTGGGATGCTCTTCAGGG
TGF-β GGCCAGATCCTGTCCAAGC GTGGGTTTCCACCATTAGCAC

GAPDH CCACTCCTCCACCTTTGAC ACCCTGTTGCTGTAGCCA
Abbreviations: NLRP3, nod-like receptor protein-3; COL1A1, collagen I; α-SMA, α-smooth muscle actin; TGF-β,
transforming growth factor beta; GAPDH, glyceraldehyde-3-phosphate dehydrogenase.

2.11. Western Blot

Treated cells were collected and lysed in RIPA lysis buffer containing phosphatase
and protease inhibitors. The BCA protein assay (abs9232, Absin, Pudong New District,
Shanghai, China) was used to assess the protein concentrations. Samples containing equal
amounts (30 μg) of proteins were separated by 10% SDS-PAGE and then transferred to
polyvinylidene fluoride membranes. Then, the membranes were blocked with 5% bovine
serum albumin and incubated overnight at 4 ◦C with primary antibody against NLRP3
(19771-1-AP, Proteintech, Wuhan, Hubei, China), GSDMD (20770-1-AP, Proteintech, Wuhan,
Hubei, China), IL-1β (16806-1-AP, Proteintech, Wuhan, Hubei, China), cleaved caspase-1
(4199T, Cell Signaling Technology, Boston, MA, USA), α-SMA (14395-1-AP, Proteintech,
Wuhan, Hubei, China), COL1A1 (66761-1-lg, Proteintech, Wuhan, Hubei, China), TGF-β
(MAB1835-SP, R&D, Minneapolis, Minnesota, USA), total NF-κB p65 (10745-1-AP, Protein-
tech, Wuhan, Hubei, China), phospho-NF-κB p65 (p-p65) (3033, Cell Signaling Technology,
Boston, Massachusetts, USA), total IKKα (db2315, diagbio, Hangzhou, Zhejiang, China),
phospho-IKKα (p-IKKα) (2697, Cell Signaling Technology, Boston, MA, USA), and β-actin
(Zoonbio Biotechnology, Nanjing, Jiangsu, China). The next day, after incubation with
goat-anti-rabbit or goat-anti-mouse secondary antibodies, the samples were conjugated
with horseradish peroxidase for 1 h at 37 ◦C, and the immune complexes were detected by
enhanced chemiluminescence (ECL, Millipore, Boston, MA, USA).

2.12. Flow Cytometry

The production of ROS in THP-1 macrophages was measured using the dichlorodihy-
drofluorescein diacetate (H2DCFDA) probe (S9687, Selleck, USA) according to the manu-
facturer’s recommendation. In brief, THP-1 macrophages were stimulated with rhS100A8
(5 μg/mL) or the control protein GST (5 μg/mL) for 6 h. THP-1 macrophages were col-
lected and washed three times with serum-free medium, and subsequently incubated in
serum-free medium containing 10 μM H2DCFDA probe at 37 ◦C for 30 min in the dark.
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Then, the media containing H2DCFDA was removed and washed two times with PBS,
and the fluorescence intensity of the cells was analyzed by flow cytometry (CytoFLEX).
Cells that had been incubated without H2DCFDA were used as negative controls. To
detect pyroptotic death in THP-1 macrophages that had been treated with rhS100A8 or
control protein GST for 24 h, FLICA 660-YVAD-FMK (FLICA 660 in vitro Active Caspase-1
Detection Kit; ImmunoChemistry Technologies, Davis, CA, USA) was used according to
the manufacturer’s instructions and propidium iodide (PI) was used to mark cells with
membrane pores (Life Technologies, Carlsbad, CA, USA). Flow cytometry measurements
were performed three times for each treatment. The mean fluorescence intensity was
quantified usingFlowJo v10.8.1 (FlowJo LLC, Ashland, OR, USA).

2.13. Statistical Analysis

All data were analyzed using SPSS 17.0 (IBM Corp., Armonk, NY, USA). Human data
were not normally distributed continuous variables and were expressed as the median and
interquartile range (IQR). Animal data were expressed as the mean ± standard deviation
(SD). Statistical analysis of serum levels of GSDMD, IL-1β, and IL-18 in liver fibrosis patients
was determined by the Kruskal-Wallis or Mann-Whitney test. Correlation coefficients (r)
were calculated using Spearman correlation. ROC curves were generated to classify patients
into different groups, as well as to evaluate the predictive power of serum GSDMD, IL-1β,
and IL-18 levels via the calculation of AUC. Differences between multiple groups in the
in vitro cell experiments were evaluated using a t-test or one-way analysis of variance. A
p-value < 0.05 was considered statistically significant.

3. Results

3.1. NLRP3 Inflammasome-Dependent Pyroptosis Occurs in Liver Fibrosis

Herein, we examined the pyroptosis-related indicators NLRP3, GSDMD, IL-18, and IL-
1β. Immunohistochemical (IHC) analysis revealed that the expression of hepatic GSDMD,
IL-1β, and IL-18 was significantly upregulated in patients with liver fibrosis compared
to HCs (Figures 1A and S1A). Moreover, serological data of GSDMD, IL-1β, and IL-18
supported this IHC result (Figure 1B–D). To further investigate in which types of cells (hepa-
tocytes, KCs, or HSCs) NLRP3 inflammasome-dependent pyroptosis mainly occurs during
the process of liver fibrosis, we examined the co-location of NLRP3 with the hepatocyte
marker albumin, the KC marker F4/80 or the HSC marker α-smooth muscle actin (α-SMA)
in human fibrotic liver tissues. We observed the enhanced expression of NLRP3 in patients
with liver fibrosis compared to HCs and NLRP3 was mainly localized to hepatocytes and
KCs but not HSCs, especially KCs, indicating that KCs are major cell types that undergo
pyroptosis (Figure 1E). Then, we further validated the above results with a CCl4-induced
liver fibrosis mouse model (Figure 1F). H&E, Sirius Red, and α-SMA staining proved
that we successfully established a mouse model of liver fibrosis (Figures 1G and S1B).
Moreover, consistent with the human data, GSDMD and IL-1β expression were signif-
icantly increased in the liver from the liver fibrosis mouse model compared with the
control (Figures 1G and S1B). Furthermore, serum levels of GSDMD, IL-18, and IL-1β
were markedly enhanced in mouse models of liver fibrosis (Figure 1H–J). As expected,
double immunolabelling in mouse liver sections also indicated that the activation of NLRP3
occurred mainly in KCs (Figure 1K). To investigate the effects of macrophage pyroptosis on
the activation of HSCs and liver fibrosis in vitro, we induced pyroptotic death in THP-1
macrophages using the pyroptosis inducer lipopolysaccharide (LPS) and collected the CM
to treat LX-2 cells. The protein levels of IL-1β in the cells and supernatants were confirmed
(Figure 1M). The protein levels of HSC activation and the collagen deposition markers
COLIA1, α-SMA, and TGF-β were significantly higher in LPS-CM-cultured LX-2 cells than
in the control group (Figure 1N).
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Figure 1. NLRP3 inflammasome-dependent pyroptosis occurs in liver fibrosis. (A) IHC staining
for GSDMD, IL-1β, and IL-18 in liver sections from liver fibrosis patients and HCs. Scale bar:
40 μm. (B–D) ELISA analyses of serum levels of GSDMD (B), IL-1β (C), and IL-18 (D) in liver
fibrosis patients (n = 89) and HCs (n = 60). (E) Representative immunofluorescence images of NLRP3
(red) and albumin (hepatocyte marker) (top), F4/80 (KC marker) (middle) or α-SMA (HSC marker)
(bottom) (green) from the human fibrotic liver tissues. Scale bar: 40 μm. (F) Schematic diagram of
the study. Liver fibrosis was induced by CCl4 injection for 8 weeks. (G) Representative mouse liver
histology of H&E, Sirius Red staining, and IHC staining for α-SMA, GSDMD, and IL-1β. Black scale
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bar: 100 μm; Red scale bar: 50 μm. (H–J) ELISA analyses for serum levels of GSDMD (H), IL-1β
(I), and IL-18 (J) in CCl4 group mouse (n = 5) and vehicle group mouse (n = 5). (K) Representative
immunofluorescence images of NLRP3 (red) and albumin (hepatocyte marker) (top), F4/80 (KC
marker) (middle) or α-SMA (HSC marker) (bottom) (green) from the 8-week CCl4-treated mouse liver.
The vehicle group mouse liver was used as a control. Scale bar: 40 μm. (L) The qRT-PCR analysis
for mRNA levels of IL-1β in THP-1 macrophages treated with LPS to induce pyroptosis. (M) ELISA
analysis for IL-1β expression in supernatants from THP-1. (N) Western blot analysis of COL1A1,
α-SMA, and TGF-β expression in LX-2 cells which were exposed to CM from LPS-treated THP-1
macrophages. The protein expression was quantified by densitometry and normalized to β-actin and
are shown as fold changes relative to the control group (right panel). ** p < 0.01, *** p < 0.001.

3.2. Inhibition of NLRP3 Inflammasome-Dependent Pyroptosis Alleviates Liver
Fibrosis Progression

Given that NLRP3 inflammasome-dependent pyroptosis was involved in the liver
fibrosis, we used a specific molecular inhibitor of NLRP3 (MCC950) to treat the liver fibrosis
mouse model (Figure 2A), aiming to explore whether targeting the NLRP3 inflammasome-
dependent pyroptosis can attenuate liver fibrosis progression. IHC analysis demonstrated
that the MCC950 treatment significantly decreased the expression of pyroptosis-related
indicators NLRP3, GSDMD, and IL-1β in the fibrotic livers (Figures 2B and S1C). Im-
portantly, the MCC950 treatment reduced liver injury and fibrosis severity, as analyzed
by histology, collagen, and α-SMA via HE, Sirius Red, and IHC staining, respectively
(Figures 2B and S1C). Serum ALT and AST levels in the serum were notably lower in the
MCC950-treated group than in the saline-treated group, while the serum levels of total
proteins (TP) were significantly increased in the MCC950-treated group compared to the
saline-treated group, indicating an improvement in liver function after MCC950 treatment
(Figure 2C–E).

3.3. DAMP S100A8 along with NLRP3 Inflammasome-Dependent Pyroptosis Is Positively Related
to the Progression of Liver Fibrosis

Hepatic inflammation is the main initiator of liver injury and fibrosis. As two members
of DAMPs, S100A8 and S100A9, can serve as triggering factors and amplifiers of inflam-
mation [24], and we have previously found that S100A9 increases in liver fibrosis [21].
Therefore, we further addressed their relationship with hepatic inflammation and fibro-
sis. IHC and enzyme-linked immunosorbent assay (ELISA) results showed that S100A8
and S100A9 were both significantly elevated in liver fibrosis patients compared to HCs
(Figure 3A–C and Figure S1D). Notably, S100A8 increased more dramatically than S100A9
during the progression of liver fibrosis from fibrosis F0 to F4 (Figure 3D). Additionally, the
levels of the pyroptosis-related indicators GSDMD, IL-18, and IL-1β were consistent with
those of S100A8, exhibiting a gradual elevation from F0 to F4 (3E–G). Moreover, S100A8
levels were found to be positively correlated with the pyroptosis-related indicators GSDMD,
IL-18, and IL-1β levels in LF patients (Figure 3H–J). Then, we conducted CCl4-induced
mouse liver fibrosis models (4/6/8 weeks) to further verify the results mentioned above.
The progression of liver fibrosis was proven by H&E, Sirius Red, and α-SMA staining from
4 to 8 weeks (Figure 3K). Staining signals of the pyroptosis mediator NLRP3 alone with
S100A8 were gradually increased with the aggravation of liver fibrosis in mouse models
from 4 to 8 weeks (Figure 3K and Figure S1E,F). Similar to the human data, the increase in
S100A9 was not dramatic during the progression (Figure 3K and Figure S1G). Furthermore,
serum S100A8 and pyroptosis-related indicators GSDMD, IL-1β, and IL-18 levels were all
gradually augmented during the progression of the liver fibrosis model (Figure 3L–O).
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Figure 2. Inhibition of NLRP3 inflammasome-dependent pyroptosis alleviates liver fibrosis progres-
sion. (A) Experimental protocol of NLRP3 inhibitor MCC950 or saline application based on CCl4
injection in mice. (B) Representative liver histology of H&E and Sirius Red staining. The expression
of α-SMA, NLRP3, GSDMD, and IL-1β was determined by immunohistochemistry. Black scale bar:
100 μm; Red scale bar: 50 μm. (C–E) Serum levels of ALT, AST, and TP were measured. * p < 0.05.

3.4. S100A8-Mediated NLRP3 Inflammasome-Dependent Pyroptotic Macrophage Death Amplifies
the Activation of Human Hepatic Stellate Cells

DAMPs can activate the NLRP3 inflammasome and trigger persistent inflammation,
contributing to fibrogenesis of the kidney [25] and lung [26]. Here, we further explored
whether S100A8 can promote liver fibrosis by inducing NLRP3 inflammasome-dependent
pyroptotic death in macrophages. The mRNA levels of NLRP3, pro-IL-1β, and pro-IL-18 for
priming the NLRP3 inflammasome were upregulated by various concentrations of recombi-
nant human GST-hS100A8 (rhS100A8) protein (2, 5, 10 μg/mL) treatment (Figure 4A–C). In
addition, rhS100A8 (5 μg/mL) markedly increased the expression of proteins downstream
of NLRP3 inflammasome activation, including cleaved GSDMD (GSDMD p30), cleaved
caspase-1, and bioactive IL-1β in THP-1 macrophages (Figure 4D), as well as elevated
IL-1β levels in supernatants (Figure S2). Moreover, the rhS100A8 treatment resulted in a
significant increase in the number of proptotic THP-1 macrophages detected by caspase-
1/PI double staining using FCM (Figure 4E). These data suggested that S100A8 could
induce the activation of NLRP3 inflammasome signaling and finally lead to pyroptotic cell
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death in THP-1 macrophages. Furthermore, to determine whether pyroptoic cell death in
macrophages induced by S100A8 was involved in HSC hyperactivation, LX-2 cells were
treated with CM from rhS100A8-stimulated THP-1 macrophages, and the fibrotic markers
TGF-β, COLIA1, and α-SMA were analyzed. The mRNA and protein levels of the COL1A1,
α-SMA, and TGF-β in LX-2 cells were elevated by CM from various concentrations of
rhS100A8-treated THP-1 macrophages (Figure 4F–I), which could be blocked by the NLRP3
inhibitor MCC950 (Figure 4J).

Figure 3. DAMP S100A8 along with NLRP3 inflammasome-dependent pyroptosis is positively
related to the progression of liver fibrosis. (A) Representative IHC images for S100A8 and S100A9
in liver sections from liver fibrosis patients and HCs. (B,C) ELISA analyses for serum levels of
S100A8 and S100A9 in liver fibrosis patients and HCs. (D) Comparison of serum S100A8 and S100A9
levels in liver fibrosis patients with different phases. (E–G) Distribution of serum GSDMD (E), IL-1β
(F), and IL-18 (G) levels in liver fibrosis patients with different phases (F0–4). (H–J) Correlation
between serum S100A8 levels and GSDMD (H), IL-1β (I) or IL-18 (J) levels in liver fibrosis patients.
(K) Representative mouse liver morphology and staining with H&E and Sirius Red. (L–O) IHC
staining of mouse liver sections for NLRP3, S100A8, and S100A9. Black scale bar: 100 μm; Red scale
bar: 50 μm. ELISA analyses for serum levels of S100A8 (L), GSDMD (M), IL-1β (n), and IL-18 (O) in
4-, 6-, and 8 week-mouse models of liver fibrosis. *** p < 0.001.
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Figure 4. S100A8-mediated NLRP3 inflammasome-dependent pyroptotic macrophage death amplify
the activation of human hepatic stellate cells. (A–C) The qRT–PCR analysis for the mRNA levels of
NLRP3, pro-IL-1β, and pro-IL-18 in THP-1 macrophages treated with 0, 2, 5 or 10 μg/mL rhS100A8
or 5 μg/mL GST for 24 h. (D) The protein levels of NLRP3, GSDMD, GSDMD P30, pro-IL-1β, mature
IL-1β, and cleaved caspase-1 were detected by Western blot in THP-1 macrophages treated with
5 μg/mL GST or rhS100A8. The protein expression was quantified by densitometry and normalized
to β-actin and are shown as fold changes relative to the GST group (right panel). (E) PI and active
caspase-1 double staining of pyroptotic cell death by flow cytometry in THP-1 macrophages treated
with 5 μg/mL GST or rhS100A8. (F–I) Western blot analysis (F) and qRT-PCR analysis (G–I) of
COL1A1, α-SMA, and TGF-β in LX-2 cells exposed to CM from THP-1 macrophages that were treated
with 0, 2, 5 or 10 μg/mL of rhS100A8 or 5 μg/mL GST. (J) Western blot analysis of COL1A1, α-SMA,
and TGF-β in LX-2 cells exposed to CM from THP-1 macrophages that were treated with 5 μg/mL of
rhS100A8 with or without 1 h of MCC950 pretreatment. The protein expression was quantified by
densitometry and normalized to β-actin and are shown as fold changes relative to the GST group
(right panel). * p < 0.05, ** p < 0.01, *** p < 0.001.
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3.5. TLR4/NF-κB Signaling Cascade and ROS Abundance Are Responsible for S100A8-Induced
NLRP3 Inflammasome-Dependent Pyroptotic Death in Macrophages

Since we have observed that S100A8 could induce pyroptotic death in macrophages,
we then investigated the potential molecular mechanism. First, we focused on NF-κB activa-
tion, a crucial mediator of the priming step for NLRP3 inflammasome-mediated pyroptosis.
The protein levels of p-IKKα and p-p65 were enhanced in response to GST-rhS100A8 but
not the control GST treatment within 60 min (Figure 5A). In addition, treatment with the
NF-κB inhibitor BAY 11-7082 notably reversed S100A8-induced upregulation of the mRNA
levels of NLRP3, pro-IL-1β, and pro-IL-18 (Figure 5B–D). Moreover, a similar tendency was
confirmed by analysis for protein levels of pyroptosis-related indicators, including NLRP3,
GSDMD, GSDMD P30, pro-IL-1β, IL-1β, and cleaved caspase-1 (Figure 5E), suggesting that
activation of NF-κB participates in S100A8-induced pyroptosis. It is known that S100A8 is
an endogenous ligand of PRRs, including TLR4 [24] and RAGE [27]. Then, we searched
whether TLR4 or RAGE transduces S100A8-induced activation of NF-κB signaling as well
as the NLRP3 inflammasome. Increased levels of p-p65 and p-IKKα stimulated by S100A8
were partially inhibited by the TLR4 inhibitor TAK-242, while the RAGE inhibitor FPS-ZM1
had fewer effects (Figure 5F). Similarly, inhibition of TLR4 by TAK-242 markedly reduced
the mRNA expression of NLRP3, pro-IL-1β, and pro-IL-18, while inhibition of RAGE had
minor effects (Figure 5B–D).

As a direct trigger and amplifier of NLRP3 inflammasome activation, ROS is re-
ported to be closely associated with liver fibrosis progression [28]. In peripheral blood of
mononuclear cells and HaCaT keratinocytes, ROS production can be induced by S100A8
via increasing NADPH oxidase (NOX) activity [29,30]. Then, we investigated whether
S100A8 can directly induce ROS production and mediate NLRP3 inflammasome-dependent
pyroptosis. Here, the augmentation of overall ROS levels in THP-1 macrophages was de-
tected after stimulation with S100A8 by DCFH-DA fluorescent probe analysis (Figure 5G).
In contrast, suppressing ROS production with the inhibitor DPI clearly attenuated the
S100A8-mediated expression of pyroptosis-related indicators NLRP3, GSDMD, pro-IL-1β,
mature IL-1β, and GSDMD p30 (Figure 5H), suggesting the important role of ROS in
S100A8-mediated NLRP3 inflammasome-dependent pyroptosis.

3.6. The Potential Predictive Powers of S100A8, GSDMD, IL-1β, and IL-18 for the Occurrence and
Severity of Liver Fibrosis

Based on the role of S100A8-elicited NLRP3 pyroptosis in liver fibrosis, we chose a
well-defined cohort of liver fibrosis patients to assess the clinical importance of circulating
S100A8, GSDMD, IL-1β, and IL-18 for predicting the occurrence and progression of disease.
The ROC analysis indicated that the circulating GSDMD had the strongest diagnostic
value for the occurrence of liver fibrosis with an area under the ROC curve (AUC) of 0.95
(95% CI, 0.9279–0.9842) compared to S100A8, IL-1β or IL-18 with AUCs of 0.93 (95% CI,
0.9011–0.9766), 0.81 (95% CI, 07523–0.8849), and 0.81 (95% CI, 0.7425–0.8803), respectively
(Figure 6A). Moreover, we explored the predictive ability of these indicators for liver
fibrosis severity. Furthermore, circulating GSDMD had the highest diagnostic value for
identifying severe liver fibrosis, which yielded an AUC of 0.91 (95% CI, 0.8614–0.9725)
compared to IL-1β, S100A8, and IL-18 with AUCs of 0.90 (95% CI, 0.8523–0.9677), 0.89
(95% CI, 0.8209–0.9606), and 0.89 (95% CI, 0.8348–0.9591), respectively (Figure 6B). These
data implied that the identified GSDMD may be used as a potential biomarker during the
occurrence and progression of liver fibrosis.
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Figure 5. TLR4/NF-κB signaling cascade and ROS abundance are responsible for S100A8-induced
NLRP3 inflammasome-dependent pyroptotic death in macrophages. (A) Western blot analysis of p65,
p-p65, IKKα, and p-IKKα expression in THP-1 macrophages treated with GST-rhS100A8 or GST for 0,
30, 60 or 120 min. The protein expression was quantified by densitometry and normalized to β-actin
and are shown as fold changes relative to the 0 min group (right panel). (B–E) THP-1 macrophages
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were exposed to 5 μg/mL rhS100A8 with or without 1 h of BAY 11-7082, TAK-242 or FPS-ZM1
pretreatment. The qRT-PCR analysis was performed to detect the mRNA levels of NLRP3 (B), pro-
IL-1β (C), and pro-IL-18 (D). Western blot analysis was used to determine the protein expression
of NLRP3, GSDMD, GSDMD P30, pro-IL-1β, mature IL-1β, and cleaved caspase-1 (E). The protein
expression was quantified by densitometry and normalized to β-actin and are shown as fold changes
relative to the GST group (right panel). (F) THP-1 macrophages were pretreated with TAK-242 or FPS-
ZM1 for 1 h and then exposed to 5 μg/mL of rhS100A8. Western blot analysis was used to determine
the expression of p-p65 and p-IKKα. The protein expression was quantified by densitometry and
normalized to β-actin and are shown as fold changes relative to the GST group (right panel). (G) Flow
cytometry analysis of ROS levels in THP-1 macrophages treated with rhS100A8 for 6 h. (H) THP-1
macrophages were exposed to 5 μg/mL of rhS100A8 with or without 1 h of DPI pretreatment. Protein
expression levels of NLRP3, GSDMD, GSDMD P30, pro-IL-1β, and mature IL-1β were determined
by Western blot. The protein expression was quantified by densitometry and normalized to β-actin
and are shown as fold changes relative to the GST group (right panel); ns, not significant; * p < 0.05,
** p < 0.01, *** p < 0.001.

 

Figure 6. The potential predictive powers of S100A8, GSDMD, IL-1β, and IL-18 for the occurrence
and severity of liver fibrosis. (A) ROC curves of serum S100A8, GSDMD, IL-1β, and IL-18 for
distinguishing liver fibrosis patients from HCs. (B) ROC curve, of serum S100A8, GSDMD, IL-1β,
and IL-18 for detecting moderate-to-severe liver fibrosis from no or mild liver fibrosis in liver fibrosis
patients. (C) A working model illustrating that S100A8-mediated NLRP3 inflammasome-dependent
pyroptosis in macrophages facilitates liver fibrosis progression, and that the identified GSDMD may
be used as a potential biomarker during liver fibrosis onset and progression.
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4. Discussion

NLRP3 inflammasome-dependent pyroptosis, an identified inflammatory form of
cell death, is activated by two signals; namely, priming and activating signals, leading
to persistent inflammation via activation and release of IL-1β, IL-18, and other intracel-
lular contents [7]. Recently, pyroptosis has attracted interest due to its crucial role in
inflammation-related diseases [31]. Intrahepatic cell death and persistent inflammation
triggered by various etiological factors are two central elements in the occurrence and
progression of liver fibrosis. Evidence supports that NLRP3 inflammasome-dependent
pyroptosis is involved in the development of liver fibrosis [32]. Nevertheless, the definite
cell types that undergo pyroptosis and the underlying mechanism as well as their clinical
importance are still unclear. In the present study, we demonstrated that S100A8 as a crucial
DAMP could stimulate NLRP3 inflammasome-dependent pyroptotic macrophage death
by activating TLR4-dependent NF-κB and inducing ROS abundance, finally facilitating
liver fibrosis progression. In addition, we identified that the pyroptosis-related indicator
GSDMD may be a potential biomarker for the occurrence and progression of liver fibrosis
(Figure 6C).

The role of pyroptosis has been extensively confirmed in a wide range of fibrotic
responses ranging from the lung, kidney, heart, and skin. In these fibrotic diseases, the
interaction between the NF-κB/NLRP3/caspase-1/IL-1β axis and TGF-β signaling ap-
pears to be the main mechanism relevant to fibrosis [8–10,33,34]. Here, elevated levels
of the pyroptosis-related indicators GSDMD, IL-1β, and IL-18 were confirmed in both
clinical specimens from liver fibrosis patients and CCl4-induced liver fibrosis mouse mod-
els. Additionally, their serum levels strongly correlated with the severity of liver fibrosis,
suggesting the essential role of pyroptosis during the progression of liver fibrosis. Fur-
thermore, double immunofluorescence staining of NLRP3 with albumin, F4/80 or with
α-SMA in human and mouse fibrotic liver tissues demonstrated that enhanced NLRP3 was
mainly localized to KCs and hepatocytes, especially KCs, indicating that KCs are major
cell types that undergo pyroptosis, which is consistent with other studies regarding these
cell types [35]. Targeting the NLRP3 inflammasome and its downstream effectors may
be a potent therapeutic strategy for inflammatory diseases [36]. Here, we investigated
whether NLRP3 inflammasome-dependent pyroptosis could be an intervention target for
liver fibrosis. We used a specific inhibitor of NLRP3, MCC950, to treat CCl4-induced liver
fibrosis mouse models. As expected, injection of MCC950 significantly attenuated liver
injury, especially liver fibrosis and improved liver function, indicating that NLRP3, as the
executor of pyroptosis, is an advancing prevention target for liver fibrosis. Additionally, the
effectiveness of the NLRP3 inhibitor was confirmed by the CM (pyroptotic macrophages)-
LX-2 culture model. In previous studies, inhibitors of IL-1 signaling and caspase-1 were
also effective in treating NLRP3-driven diseases [36]. Therefore, further studies are still
needed to compare the effects of these inhibitors with MCC950 to screen out the optimal
inhibitors for liver fibrosis.

DAMPs refer to many endogenous molecules with immunomodulatory activity re-
leased from stressed, malfunctioning or dead cells and damaged tissues [37]. It has been
reported that DAMPs released from dying tubule cells, including HGMB1, contribute to
the macrophage infiltration and IL-1β release, which markedly facilitates renal fibrogene-
sis [25]. Another study also suggested the involvement of citrullinated vimentin derived
from lung macrophages as a DAMP during the progression of lung fibrosis [26]. As two
members of DAMP, S100A8 and S100A9, were reported to correlate with the onset and
progression of bone marrow fibrosis [38] and renal fibrosis [39]. Similarly, elevated levels
of S100A8 and S100A9 were verified in clinical samples and CCl4-induced mouse model
studies, and their levels were strongly related to the severity of liver fibrosis. Specifically,
S100A8 increased more dramatically than S100A9 during the progression of liver fibrosis,
implying an important role of S100A8 in the pathogenesis of liver fibrosis. The present
data, together with the above-mentioned results from other studies, further emphasize the
significance of DAMPs in fibrotic disease. S100A8 and S100A9 are mainly derived from

284



Cells 2022, 11, 3579

activated immunocytes (neutrophils, macrophages, etc.) and cells in local lesions in many
inflammatory processes [40]. Studies have shown that numerous pro-inflammatory cy-
tokines, including tumor necrosis factor-a (TNF-a) and interleukin-1 (IL-1), strongly induce
the expression of S100A8/A9 [41]. Moreover, LPS activates caspase-4/5 inflammasome
and promotes the secretion of S100A8 from macrophages. The proximal promoter regions
of S100A8 and S100A9 have common binding sites for different transcription factors (e.g.,
AP-1, NF-κB, and C/EBP) [41]. However, the detailed molecular mechanism controlling
the transcription of S100A8/A9 genes during liver fibrosis process is necessary for further
extended analysis in future studies.

Recently, S100A8 and S100A9 were reported to activate NLRP3 inflammasome signal-
ing to promote the pathogenesis of several diseases [29,42]. Given that the NLRP3 inflam-
masome can respond to DAMPs as a classical PRR, we focused on whether S100A8 could
activate the NLRP3 inflammasome and subsequently lead to pyroptosis. In the present
study, we observed a close correlation between S100A8 and pyroptosis, and found a direct
effect of S100A8 on macrophage pyroptosis. Additionally, pyroptotic products were able to
induce the activation of HSCs. The augmenting inflammatory factor IL-1β was detected
in CM, which is a critical profibrotic cytokine that acts on HSCs in previous reports [43].
In addition to IL-1β, other profibrotic cytokines released from damaged cells, such as
HGMB1, ATP, and DNA, can trigger HSC activation and collagen production [44], which
needs further study for confirmation. Activation of NLRP3 inflammasome-dependent
pyroptosis requires two signals, the priming signal and the activating signal. With regard
to the priming signal, our data showed that S100A8 interacted with TLR4 and then ac-
tivated downstream NF-κB with transcriptional upregulation of NLRP3, pro-IL-1β, and
pro-IL-18. ROS have been proposed as the second signal for NLRP3 activation [45], and
they also appear to play a crucial role in fibrotic progression [46]. In addition, S100A8
was reported to regulate ROS production by increasing NADPH oxidase activity [29,30].
Therefore, we focused on the ROS-mediated second activation signal. In this study, S100A8
significantly enhanced ROS levels in THP-1 macrophages. Furthermore, suppressing ROS
generation with the NOX specific inhibitor DPI markedly attenuated S100A8-induced
NLRP3 activation. Interestingly, the use of DPI also decreased the levels of the priming
signaling molecules pro-IL-1β and total GSDMD mediated by S100A8, suggesting that
S100A8-induced ROS production may exhibit a crosstalk with the priming signal NF-κB
activation, which was supported by other studies [29,47]. A previous study also suggested
that ROS can be generated from mitochondria in a TLR4-dependent manner [48]. Here, it
is still unclear whether S100A8-induced ROS production is dependent on TLR4, which re-
quires confirmation in further studies. Collectively, we demonstrated that S100A8 not only
induced transcriptional upregulation of NLRP3, pro-IL-1β, and pro-IL-18 via TLR4/NF-κB
signaling, but also facilitated oligomerization of NLRP3 proteins and cleavage of caspase-1
through NOX/ROS signaling, finally leading to pyroptotic cell death in macrophages.
Recently, we discovered that CD36, which is expressed on the surface of a variety of cells,
including macrophages, hepatocytes, enterocytes, myocytes, and adipocytes, also acts as a
receptor of S100 family proteins (S100A8, S100A9, and S100A12) [49]. CD36 is involved
in many pathophysiological processes, such as cardiovascular, thrombotic, and metabolic
phenotypes [50]. However, there are few reports on its role in liver fibrosis. It has been
shown that in the presence of DAMPs, CD36 assembles and interacts with other membrane
receptors, leading to ROS production and transcription factor activation [51]. Therefore, we
wondered whether CD36 mediates S100A8-induced ROS production and NF-κB pathway
activation in liver fibrosis progression, which requires further studies to investigate.

Currently, the diagnosis of liver fibrosis mainly depends on liver biopsy supplemented
with serology tests and imaging examinations [52]. However, liver biopsy is an inva-
sive method with potential associated complications and mortality [53], and conventional
ultrasonography, CT and MRI have little diagnostic significance for early-stage liver fibro-
sis [54]. Due to their high applicability, good interlaboratory reproducibility, and potential
widespread use, serum biomarkers are still the optimal option for liver fibrosis examina-
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tion. Although there are some identified serum biomarkers, none are liver-specific [54].
Therefore, it is still necessary to identify several new promising serum biomarkers for
the diagnosis and staging of liver fibrosis in combination with known good indicators to
improve diagnostic power. In this study, since S100A8-induced NLRP3 inflammasome-
dependent pyroptosis is correlated with liver fibrosis, its diagnostic value for the onset
and progression of liver fibrosis was analyzed. The identified circulating GSDMD had
the highest diagnostic value for the diagnosis and staging of liver fibrosis, suggesting that
GSDMD may have the potential to be an alternative biomarker for liver fibrosis evaluation.
Nevertheless, there are still limitations in our study. Due to the small sample size and
lack of specific investigation of liver fibrosis with different etiologies, further research is
required in more liver fibrosis patients with different etiologies to confirm these data.

In conclusion, the current study suggests that S100A8 stimulates NLRP3 inflammasome-
dependent pyroptosis in macrophages via activating TLR4/NF-κB signaling and inducing
ROS abundance, which finally facilitates the progression of liver fibrosis. In addition,
the NLRP3 inhibitor MCC950 treatment reduced the development of liver fibrosis in
CCl4-induced liver fibrosis mouse models, indicating that blocking NLRP3 inflammasome-
dependent pyroptosis may be a promising therapeutic strategy. More importantly, the iden-
tified pyroptosis-related indicator GSDMD has the potential to be an alternative biomarker
for liver fibrosis evaluation.
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Abstract: Type 1 diabetes (T1D) is an autoimmune disease in which the β-cells of the pancreas
are attacked by the host’s immune system, ultimately resulting in hyperglycemia. It is a complex
multifactorial disease postulated to result from a combination of genetic and environmental factors.
In parallel with increasing prevalence of T1D in genetically stable populations, highlighting an
environmental component, consumption of advanced glycation end products (AGEs) commonly
found in in Western diets has increased significantly over the past decades. AGEs can bind to cell
surface receptors including the receptor for advanced glycation end products (RAGE). RAGE has
proinflammatory roles including in host–pathogen defense, thereby influencing immune cell behavior
and can activate and cause proliferation of immune cells such as islet infiltrating CD8+ and CD4+ T
cells and suppress the activity of T regulatory cells, contributing to β-cell injury and hyperglycemia.
Insights from studies of individuals at risk of T1D have demonstrated that progression to symptomatic
onset and diagnosis can vary, ranging from months to years, providing a window of opportunity for
prevention strategies. Interaction between AGEs and RAGE is believed to be a major environmental
risk factor for T1D and targeting the AGE-RAGE axis may act as a potential therapeutic strategy for
T1D prevention.

Keywords: type 1 diabetes; dietary AGEs; RAGE; autoimmunity

1. Introduction

Type 1 diabetes (T1D) is an autoimmune disease that comprises 5–10% of all cases of
diabetes globally [1]. It is most commonly diagnosed in younger individuals, although
the prevalence of adults diagnosed with T1D has increased significantly over the past
decades [2]. Although T1D is the most common form of diabetes in children, the incidence
continues to increase by about 2–3% per year globally across all age groups, with the
most significant increase in prevalence observed in adults [3,4]. Many therapies targeting
inflammatory and immune pathways such as anti-CD3 monoclonal antibodies [5] and IL-1
receptor antagonists [6] have been tested over the past decade but have only been shown
to slow disease progression in early stages prior to clinical onset [5,7,8]. Currently, there
is no cure for T1D. The only approved first-line therapy for T1D is exogenous insulin, the
only way to manage disease symptoms and enable most individuals to lead a relatively
healthy and long life. However, variations in blood sugar concentrations can be life-
threatening and are associated with increased risk for complications. Approximately 40%
of individuals with type 1 experience microvascular and macrovascular complications
leading to premature mortality and commonly have ongoing mental health impacts due to
complex disease management [9].
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Due to the lifelong nature of T1D, there is significant interest in preventing, or delaying,
the onset and progression of this disease. Disease pathogenesis occurs over many years
prior to diagnosis, suggesting that there could be a therapeutic window of opportunity for
prevention before specific clinical diagnosis of “overt” disease. A pathway suggested as
important for the onset and progression of T1D is the advanced glycation end products
(AGEs) and their receptor, the receptor for advanced glycation end products (RAGE)
(AGE-RAGE) axis. This review will discuss the pathogenesis of TID, the contribution of
genetic susceptibility and environment, how AGEs and RAGE might be involved and how
reducing AGE and RAGE signaling through dietary restriction of AGEs may be crucial for
T1D prevention.

2. Main Text

2.1. Pathophysiology of Type 1 Diabetes

T1D is a chronic autoimmune disease where β-cells in the islets of Langerhans of the
pancreas are progressively damaged, leading to a critical loss of insulin production resulting
in life-threatening high glucose concentrations in the blood (hyperglycemia; Figure 1)[2].
Individuals with T1D often present with common symptoms such as frequent urination
(polyuria), fatigue, and weight loss [10]. In addition, individuals with T1D also present
with islet-specific antibodies against self-antigens signifying pancreatic autoimmunity.
Although antibodies are not postulated to have pathological roles, they indicate disease
progression and the presence of 2 or more islet antibodies confers a significantly increased
risk of developing T1D [11]. The most common autoantibodies in both children and adults
are against insulin (IAA), glutamic acid decarboxylase (GADA), insulinoma antigen-2
(IA-2A), and zinc transporter 8 (ZnT8A) [12]. However, IAA usually presents early in life
while GADA often appears much later in childhood [12]. In addition, autoantibodies are
not detectable at any stage in some individuals, which complicates diagnosis of diabetes
type [13], particularly in adults.

2.2. Genetic Susceptibility

T1D is a very heterogeneous disease with over 90 loci encoded on different regions
of the genome implicated in autoimmunity [14]. In particular, genes encoding for human
leukocyte antigen (HLA) class II haplotypes, including alleles DR3/4 and DQ8 are most
commonly associated with T1D [15]. HLA class I and II molecules are involved in control
of self-antigens and recognition of pathogens [15]. The different HLA variants influence the
presentation of antigens to T cells and signal transduction post-antigen binding, which alters
immune tolerance and likely changes the threshold for reactions to self-antigens leading to
autoimmunity [16]. Although genetic factors are important, the increasing prevalence of
T1D in genetically stable populations suggests that environmental factors are also necessary
for precipitation of disease. The individual contributions of and interaction between genetic
and environmental factors in T1D are commonly studied in population-based twin cohorts
and diabetic animal models. Studies examining monozygotic and dizygotic twins showed
that the majority of twins, approximately 70% were discordant for T1D, further supporting
that environmental triggers are essential for T1D development [17,18]. The Non-obese
diabetic (NOD) mouse model of autoimmune diabetes has contributed significantly to the
understanding of T1D, as the progression of diabetes shows similarity to that in humans [19].
Autoantibodies against “self” islet antigens appear in early life and precede progressive
defects in insulin secretion and islet invasion and destruction by cells of the immune
system [20]. NOD mice also have genetic susceptibility linked to MHC class II alleles as
is seen in humans and the presence of antigen-specific immune cells, especially the CD4+

and CD8+ T cells in lymphoid organs and the pancreatic islets [21]. Due to the barriers in
obtaining human pancreata to study all possible pathogenic mechanisms of T1D, NOD
mice present a useful starting point for rationalization of potential therapeutic targets.
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2.3. Autoimmunity and Role of the Immune System

Tolerance is an essential process in the development of the adaptive immune system
where regulated unresponsiveness of the immune system to self-antigens is achieved [22].
In healthy individuals, it is common for some autoreactive T cells to escape central toler-
ance. Normally, when this occurs, antigen-specific cells recognizing “self”-antigens are
usually deleted, neutralized or suppressed by processes such as secondary selection in
the peripheral tissues, including at sites such as the local lymph nodes and spleen [23].
However, in individuals with T1D, there is a loss of tolerance to self-antigens due to defects
in central and peripheral tolerance, which is elegantly reviewed here [21,24]. The reasons
for this are not well understood. Some theories suggest that various environmental factors
such as viral infections and dietary factors in combination with genetic risk, can result in
inflammation of the pancreas and/or pancreatic islets leading to cell death and presenta-
tion of self-islet antigens by MHC molecules to the immune system [10,21,25–27]. Hence,
the postulate is that in T1D, abnormalities in central and peripheral tolerance then allow
antigen specific self-reactive T cells to escape these processes and go on to interact with
self-antigens in the pancreas and other sites, leading to autoimmunity and autoantibody
production [28].

Development of T1D commonly occurs over several years and is divided into stages
(Figure 1) involving both the innate and adaptive immune systems. Stages one and
two occur before the clinical diagnosis and hence are termed as “prediabetes” and are
detected by the appearance of two or more autoantibodies, followed by dysglycaemia
(where blood glucose concentrations are above the normal range following tolerance test-
ing but do not meet the criteria for diagnosis) [29]. The third stage, where the diagnosis is
made, is characterized by high blood glucose concentrations (hyperglycemia) and symp-
tomatic onset [30]. It is generally believed that β-cell damage occurs prior to symptomatic
onset and autoantibody levels should reduce over time. However, this has been challenged
in some studies [31] where there was a positive relationship between T cell autoimmu-
nity to islet antigens and disease duration, suggesting that T1D is very heterogenous and
progression of the disease can be dependent on many factors such as age at diagnosis,
family history immunogenetic profile and disease duration. Factors such as obesity, BMI
and energy intake also appear to influence the progression of type 1 diabetes, with higher
BMI and obesity associated with earlier onset of T1D [32–34] and progression of islet au-
toimmunity [35]. This has been attributed to factors such as insulin resistance and chronic
inflammation acting as accelerating factors in type 1 diabetes pathogenesis [33,36]. Al-
though clinical management of individuals with T1D continue to improve, individuals
diagnosed with T1D are still limited to exogenous insulin therapy, with only a few indi-
viduals (18% of children and 13% of adults) achieving the recommended glycemic target
of <7% for glycated hemoglobin (HbA1c) [37,38]. Once individuals are diagnosed, there
are currently no therapies to reverse β-cell loss nor improve β-cell function. Therefore,
prevention strategies for T1D in the early stages are a major goal of current research.

Figure 1. Stages of T1D according to classical theories. Genetic susceptibility and environmental
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factors can influence the onset of T1D. T1D has two preclinical stages which are present before
clinical diagnosis. Stage 1 is characterized by the presence of two or more autoantibodies specific to
β-cell antigens. People in this stage are generally asymptomatic and have normal glycemic control.
Stage 2 involves changes in glycemic control (dysglycemia) measured as a loss in insulin secretion
(by C-peptide) during a mixed meal tolerance test in combination with the presence of 2 or more
autoantibodies. Stage 3 involves significant clinical symptomatic onset and commonly, people at
this stage have severe β-cell loss/damage. Individuals in Stage 3 can present with symptoms such
as polyuria, weight loss and fatigue and require exogenous insulin therapies. The progression
from Stage 1 to 3 can vary between several months to years since many individual have a so called
“honeymoon” period where their pancreas is still able to produce a significant amount of its own
insulin reducing exogenous insulin requirements [39].

Early in T1D development in NOD mice, islet inflammation termed insulitis occurs,
where infiltration of immune cells such as T and B lymphocytes, macrophages, and dendritic
cells (DCs) around and into the Islets of Langerhans is seen [40]. Following the study of
human pancreata using resources such as the Juvenile Diabetes Research Foundation
(JDRF) Network for Pancreatic Organ Donors with Diabetes (nPOD) [41–43], it has been
discovered that the number of immune cells infiltrating the islets is often more variable
than in mice. Indeed, it is more commonly present in individuals with a younger age of
onset and with short disease duration [44]. As suggested above, the loss of β-cell specific
tolerance can lead to β-cell damage and destruction by immune cells, facilitating the release
of self-antigens by the pancreas. These are endocytosed by antigen-presenting cells (APCs)
such as resident DCs and macrophages. Several studies have supported the role of both
these cell types in the precipitation of T1D. When macrophages phagocytose antigens
or cell fragments, activation of the innate immune system likely triggers inflammatory
pathways, further exacerbating damage to β-cells and potentially recruiting the adaptive
immune system [45–48]. Whether this process is an early event, occurring prediabetes in
response to an environmental trigger such as a viral infection or involved in perpetuation
of immune cell damage to β-cells in the longer term remains to be determined. In addition
to their role in antigen presentation, dendritic cells (DCs) also play important roles in
maintaining tolerance through the suppression of auto-reactive T cells and induction of
Tregs [49,50]. This is not discussed further in this review but has been elegantly summarized
previously [51,52]. In T1D pathogenesis, the perpetuation of self-antigen presentation and
inflammation due to aberrant macrophage and DC function have been identified both in
murine models [51,53,54] and in individuals who later develop diabetes [55–57]. Resident
DCs in the pancreas also recognize danger signals from the damaged β-cells, leading to
the release of chemokines which attract other immune cells. DCs then migrate to the
pancreatic lymph node, presenting β-cell antigens to T cells, thereby activating effector
CD4+ and CD8+ T cells (Figure 2) [58]. It is also postulated that DCs can do this in situ in
the pancreas [59].

Many studies have shown that T cells (Figure 2) play an essential role in both the
progression and development of T1D [41,48,60]. CD4+ T cells can secrete proinflammatory
cytokines, attracting additional T and B cells and other immune cells to surround or enter
the pancreatic islets [61]. CD4+ T cells also provide help to support effector CD8+ T cell
activation which are postulated as the β-cell assassins in T1D. CD8+ T cells, generally
mediate β-cell death directly via perforins, granzymes and FAS-FAS ligand death path-
ways [61,62]. Studies in NOD mice have shown that T1D can only be developed in the
presence of both CD4+ and CD8+ T cells, but not by either population alone [60]. An
early study found that anti-CD3 monoclonal antibodies act as immunosuppressants by
reducing T cell activation and can prevent T1D onset in NOD mice [63]. This has led to the
development of a promising therapy using the anti-CD3 monoclonal antibody, teplizumab
in humans, the first drug that has been shown to delay T1D diagnosis in individuals at
high risk (defined as having more than two autoantibodies and relatives of individuals
with T1D) [5]. In humans, studies of pancreatic sections show significant infiltration by
CD4+ and CD8+ T cells [41,64]. In an early study, increases in both CD8+ T cells and MHC
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class I expression were seen in individuals newly diagnosed with T1D [65]. Studies have
also observed the recurrence of T1D in recipients who received pancreas transplantation
from an HLA identical donor, with immune infiltration consisting predominantly of CD8+

T cells, a few CD4+ T cells and near-total destruction of β-cells [66]. Taken together, these
studies further highlight the importance of T cells in T1D development and onset, and
provide evidence that CD8+ T cells may be the primary effector immune cells responsible
for the destruction of β-cells in T1D.

Figure 2. Major Immune Cells Implicated in T1D Pathogenesis. Damage to the β-cells of the
pancreas can lead to the release of antigens. Antigens can be recognized by resident DCs which leads
to the uptake and presentation of islet specific antigens to T cell. DCs will present antigens to T cells
in the pancreatic lymph node leading to the release of chemokines which attract additional β-cell
specific T cells and innate immune cells. If these β-cell autoantigen specific T cells are not removed
by peripheral tolerance, they can further enhance inflammation and contribute to β-cell death.

Studies of immune infiltration in T1D have mostly focused on infiltration into the
islets or the endocrine compartment of the pancreas, and often the areas surrounding the
islets, but the exocrine structures are often overlooked in T1D development. However, it
has become increasingly clear that individuals with T1D also have exocrine insufficiency.
The major function of the exocrine pancreas is the production of digestive enzymes. Studies
have shown that in individuals with T1D, the exocrine pancreas is reduced by approx-
imately 30% [67]. Studies in the human pancreas have also observed more DCs and T
cell infiltration into the exocrine pancreas in organ donors with T1D [68]. These findings
suggest that there may be pathological connections between the endocrine and exocrine
pancreas. Further understanding of immune cell behavior and accumulation in the exocrine
pancreas may provide new insights into the reasons for islet damage and infiltration, and
assist in the generation of effective and long-lasting therapies to prevent T1D onset.

Another key component of peripheral immune regulation involves regulatory T cells
(Tregs). Forkhead box P3 protein (FOXP3) positive Tregs are regulatory T cells responsible
for maintaining homeostasis by suppressing the activity of effector T cells, including CD4+

and CD8+ T cells. Increased inflammatory cytokine production by effector T cells may
alter the phenotype of Tregs, reducing their suppressive abilities [69]. In humans, a rare
disorder known as the immunodysregulation polyendocrinopathy enteropathy X-linked
syndrome (IPEX), due to the loss of function of the FOXP3 gene, can lead to the onset of
many autoimmune diseases, especially T1D, in which is diagnosed in >80% of affected indi-
viduals before two years of age [70]. This highlights the importance of Tregs in maintaining
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tolerance, and the importance of functional Tregs in preventing T1D development. Imbal-
ances between regulatory and effector T cells is thought to contribute to autoimmunity and
T1D development [69], and individuals are often reported with a deficiency in interleukin
2 (IL-2) production [71]. IL-2 is arguably the most important growth factor for T regulatory
cell function and increases the expression of FOXP3 and Treg suppression molecules with
the ability to inhibit the activation of perforin or granzymes released from killer CD8+ T
cells, limiting autoimmunity [72]. Studies found that a low-dose IL-2 injection can stimulate
pancreatic Treg function and proliferation and reduce production of the proinflammatory
cytokines such as interferon-gamma (IFN-γ) [71]. Increasing Treg cells in the pancreas by
administration of IL-2 has been found to reverse disease in NOD mice. Several clinical stud-
ies have found that although frequent low-dose IL-2 therapy increased Tregs population,
they were transient and returned to pretreatment levels after treatment [73]. Another study
examined a slightly higher IL-2 dose and observed an increased expansion of non-Tregs
such as Natural Killer (NK) cell populations, potentially shifting from immune tolerance to
activation [74]. The off-target effects limit the therapeutic potential of IL-2 in individuals at
high risk and established T1D [71]. Although T cells are pivotal for T1D development, it is
postulated that other immune cells such as B cells and NK cells [75] also have important
roles in the pathogenesis of T1D. These cells’ involvement in T1D is not discussed further
here but elegantly reviewed in Lehuen et al. (2010) [48].

2.4. Environmental Triggers, Dietary AGEs, Inflammation and T1D Risk

Several environmental factors have been postulated to trigger inflammation and
potentially β-cell autoimmunity in T1D. Enteroviral infection is one of the most well studied
environmental factors and is associated with insulitis and β-cell loss, in particular those of
the Coxsackievirus B family. Enteroviruses elicit strong immune responses by targeting β-
cells surface receptors, inducing inflammation and promoting autoimmunity [60]. Several
human prospective studies [76,77] have observed positive associations between enteroviral
infections and progression to autoimmunity and clinical diagnosis of T1D, however, there
are also studies that have found no association [78]. With the recent COVID-19 pandemic,
the incidence of T1D appeared to be higher than in previous years with increases in both
incidence and severity at diagnosis, measured as diabetic ketoacidosis [79,80]. Although
clearly implicated in disease pathogenesis, more research is required to elucidate the
mechanisms by which viral infections induce β-cells specific autoimmunity and damage.
Other environmental factors suspected to contribute to alter risk for T1D development
include vaccinations, lower vitamin D levels, and exposure to toxins. These are not further
discussed here but are elegantly reviewed in Rewers & Ludvigsson (2016) [25].

Another major environmental factor which may influence the risk for T1D is increased
consumption of highly processed foods. Food processing imparts commercially desirable
properties such as increased shelf-life, flavor and digestibility, using methods such as dry
heat baking [81]. This, in combination with the higher sugar, fat, refined carbohydrate and
lower wholegrain content of highly processed foods, amplifies the production of chemical
compounds known as advanced glycation end products (AGEs). The most common and
well-studied AGE ligands in vivo are carboxymethyl lysine (CML) and methyl-glyoxal
derived hydroimidazolones (MG-H1), which are both known to bind to AGE receptors
such as RAGE [82]. Scheijen et al. (2016) found that food items with short heating times
that are low in protein and carbohydrates and high in water, such as fruits and vegetables,
have the lowest AGE content [83]. AGEs are formed via non-enzymatic reactions, where
reducing sugars such as glucose react with amine residues on proteins [84] (reviewed in
detail here, [85]). This process involves the Maillard reaction which can be subdivided
into three steps (Figure 3), with the first step producing Schiff bases before rearranging
into more stable Amadori products which are reversible, followed by the formation of
AGEs which are irreversible [86]. Exogenous AGEs in foods can be absorbed across the
gastrointestinal tract, contributing to the body’s AGE pool [87]. Based on human and
animal studies, approximately 10% of total AGEs eaten are thought to be absorbed into
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the blood, with two-thirds remaining in the body for more than three days [88]. Studies in
mice have confirmed that consumption of dietary AGEs can elevate serum and tissue AGE
levels [81].

Figure 3. The basic chemistry of AGE Formation. Reducing sugars such as D-glucose, fructose,
ribose and reactive dicarbonyls, including methylglyoxal, interact with amine groups such as lysine,
tyrosine and arginine on proteins and peptides. Following various reversible chemical transition
stages, the irreversible formation of advanced glycation end products such as Nε carboxymethyllysine
modifications, HbA1C, fructosamine albumin and methylglyoxal hydroimidazolones occurs.

In addition to ingestion from the diet, AGEs are also formed endogenously in the body,
an example of which is HbA1c and fructosamine albumin, used clinically to track long term
blood sugar control. Endogenous AGEs are produced as a natural consequence of cellular
metabolism, particularly in environments with high oxidative stress [89]. In diabetes, the
abundance of glucose in the bloodstream accelerates and exacerbates the formation of
AGEs [90]. Clearance of AGEs from the body occurs via the gastrointestinal tract (GIT) and
liver into the feces, and via the kidneys into the urine. As such, the AGE content in the body
at any time is influenced by the amount of AGEs formed endogenously, AGEs ingested, their
biodistribution, metabolism and the rate of excretion into the urine and feces [91]. Dietary
AGE digestion and absorption in the GIT may interact with and change the composition of
gut microbiome, as the gut microbiome is largely influenced by diet. The gut microbiome
has increasingly been recognized as one of the key factors contributing to T1D onset
by altering gut permeability and immune homeostasis [92]. Many studies in vitro and
in vivo have observed that high dietary AGEs can alter the microbial composition, though
the specific microbial changes require further validation [93–95]. Microbial dysbiosis can
mediate immunological responses resulting in β-cell damage and T1D onset. The impact of
AGEs on gut homeostasis is not further discussed, but is reviewed in Zhou et al. (2020) [96]
and Snelson & Coughlan (2019) [97].

AGE research over the past decades has focused mainly on their role in the develop-
ment and progression of various chronic complications of diabetes [98]. Due to the long
half-life and abundance of plasma proteins and components of the extracellular matrix
(ECM) including albumin, fibrinogen, and collagen, they are the predominant targets for
glycation [84]. Increased glycation and accumulation of AGE modified proteins has been
implicated in both microvascular and macrovascular complications of diabetes including
kidney disease, retinopathy, cardiovascular disease and wound healing [98]. AGE accumu-
lation on long lived proteins such as collagen in the skin have also emerged as biomarkers
for the development of diabetic complications. AGE skin autofluorescence is a non-invasive,
fast, and reliable method of measuring AGEs which has excellent associations to actual
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measured skin and body AGE accumulation, and is reviewed elegantly here [99]. In general,
studies show that accumulation and/or higher AGE concentrations are associated with the
development or presence of one or more diabetes complications.

Recent studies have highlighted the importance of dietary consumption of AGEs as risk
factors for T1D onset. Firstly, high circulating concentrations of the AGE are an important
environmental risk factor for T1D when added to the known risk factor, the presence of
autoantibodies, to help identify individuals who are most likely to develop the disease [100].
Murine studies have suggested that AGEs initiate β-cell dysfunction via ligation to their
receptor RAGE resulting in oxidative stress and insulin deficiency [101]. Studies in isolated
islets have found that chronic administration of AGEs reduced insulin content within the
islet and insulin secretion in response to glucose stimulation and increased infiltration of
immune cells into the pancreatic islets which are via effects on mitochondrial superoxide
production and ATP production [101,102]. High AGEs were also found to inhibit ATP
synthesis, inhibiting the ATP-dependent K+ channel from opening, leading to impaired
glucose-stimulated insulin secretion [102]. Here, AGEs impaired insulin secretion by
elevating nitric oxide synthase (NOS) and thus nitric oxide concentrations in the pancreatic
islets and INS cells. This subsequently resulted in inhibition of electron transport chain
component cytochrome c oxidase, resulting in reduced ATP synthesis and reduced insulin
secretion [102]. When healthy rats were exposed chronically to a high AGE diet, insulin
secretory defects and islet infiltration in the absence of diabetes were observed [101].
Similarly, increased islet hormone content including insulin, proinsulin, and glucagon, and
reduced immune infiltration were observed in mice fed with a low AGE diet compared to a
high AGE diet [103,104]. A study in humans found that a higher serum AGE concentration
was seen in at risk children who progressed to T1D compared to non-progressors [101].
This suggests that increased AGE consumption can impair β-cell function contributing to
T1D development.

In addition, other studies have shown that the effects of dietary AGEs are not limited
to postnatally, but also affect β-cell function during the perinatal and gestational period.
Maternal-blood and food-derived AGE burden in early life are reported to prematurely
raise babies’ circulating AGE concentrations, influencing their risk for inflammatory con-
ditions such as T1D [105]. Studies using dietary AGE restriction in NOD mouse models
have found that lowering consumption of dietary AGEs in mothers from conception to
weaning significantly decreased fasting blood glucose concentrations and improved insulin
responses to glucose in offspring [103,104]. Further, pancreatic islets from offspring mice
where the mothers consumed a high AGE diet during and post gestation showed increased
immune cell infiltration compared to those infants whose mothers consumed a low AGE
diet [103]. Importantly, intergenerational dietary AGE study observed a significant re-
duction of T1D incidence in mice fed with the low AGE diet compared to the high AGEs
diet [104]. Further, inflammatory changes induced by high dietary AGE consumption can
be ameliorated by AGEs lowering therapy alagebrium chloride [101,106].

Finally, in healthy individuals, there is a positive relationship between the circulating
concentrations of AGEs and insulin secretion [107]. However, the rate of AGEs clearance
is often greatly altered in individuals with diabetes who also have impairments in either
kidney or liver function influencing insulin secretion and sensitivity [108]. Increased preva-
lence of obesity in individuals with T1D could also increase the likelihood of developing
liver diseases such as Non-alcoholic steatohepatitis (NASH) and Non-alcoholic fatty liver
disease (NAFLD) [109,110], impacting AGEs clearance. Obesity has been increasingly
recognized to be associated with earlier onset of T1D and development of a “T1D like”
phenotype characterized by immune infiltration and islet autoimmunity [36]. Perhaps not
surprising is that lower dietary AGE intake improves insulin sensitivity in overweight
individuals [111,112] as well as decreasing chronic low-grade inflammation. Low AGE
diets also impact renal function in overweight and obese individuals [113] and hepatic
function in rodent models of obesity and liver fibrosis [114,115]. Obesity has long been
recognized as a risk factor for type 2 diabetes (T2D) but the increasing prevalence of obesity
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in individuals at risk for and diagnosed with T1D draws highlights the need for therapies
that not only lower blood glucose but also provide greater weight management. Taken
together, these findings suggest that increasing AGEs concentrations in the body can lead
to β-cell damage and impaired β-cell function, possibly by influencing immunoregulation,
contributing to T1D. Although the loss of β-cells through autoimmunity is unique in T1D,
the mechanisms by which dietary AGEs induce β-cells dysfunction could also apply to
T2D, but this is not further discussed in this review.

2.5. AGE Binding to RAGE

RAGE is a member of the immunoglobulin superfamily encoded by the AGER gene [116].
It is a proinflammatory receptor expressed in many cell types including immune cells
and is important for host–pathogen defense [117]. AGEs bind to the cell surface AGE
receptor RAGE [118] and upregulate its expression, a process exacerbated in diabetes via
a positive-feedback loop [119]. However, RAGE is a multiligand receptor which can be
stimulated by various ligands other than AGEs, including amyloid-B, amphoterin, and
S100-calgranulins (Figure 3) [84]. Compared to other ligands of RAGE, AGEs have a
relatively low affinity, and at low serum concentrations are unlikely to induce strong RAGE
signaling [120]. However, in diabetes, AGEs concentration increases significantly due to
the abundance of glucose in the bloodstream, therefore significantly upregulating RAGE
signaling [116].

Another group of receptors known as the scavenger receptors also exhibit binding
affinity for AGEs. Scavenger receptors are also multiligand receptors expressed on dif-
ferent cell types including the endothelial cells and immune cells such as macrophages.
Research into scavenger receptor proteins has mainly been focused on the link to macrovas-
cular and microvascular complications of diabetes, in particular atherosclerosis [121]. For
example, class B scavenger receptor SR-B1 plays an important atheroprotective role, bind-
ing cholesteryl esters from high density lipoprotein (HDL-CE) and eliminating excessive
cholesterol from peripheral tissues through cholesterol efflux [122]. However, in vitro AGEs
inhibit SR-B1 selective cholesterol efflux to HDL [123] and HDL-CE uptake, suggesting
pathological roles of AGEs binding to scavenger receptors. Similarly, the SR-B family recep-
tor CD36 also binds AGEs [121,124] and has garnered substantial interest in the context
of diabetes and its complications [125]. Like RAGE, CD36 is expressed on a wide variety
of cells, including pancreatic β-cells, monocytes, macrophages and subsets of T and B
cells [126] and binds a wide variety of ligands. CD36 and associated downstream signaling
has been implicated in the development of insulin resistance, β-cell dysfunction and loss
of β-cell mass in metabolic syndrome and type 2 diabetes (reviewed here [125]). Further
CD36 has been implicated in a reduction in Treg and CD8+ T cell functionality in the tumor
microenvironment [127,128], supporting tumor growth, although these findings appear to
relate to CD36′s role as a lipid transporter [126]. Whether CD36 is involved in T1D patho-
genesis remains to be seen. Galectin 3, another AGE binding scavenger receptor [129], is
widely expressed immune cells where it can activate proinflammatory pathways including
cytokine and chemokine release [130]. Encoded by LGALS3, there is some evidence to
suggest LGALS3 is a T1D susceptibility gene [131] and this has been supported by a small
number of in vitro and in vivo studies suggesting a role for galectin 3 in cytokine mediated
β-cells apoptosis and survival [131–133]. More research into AGEs and scavenger receptor
family is required to understand whether these receptors are involved in the modulation of
immune activity in T1D and whether they have similar roles to RAGE in T1D development.

Despite AGE and RAGE interactions being studied for more than 20 years, most
studies have focused on the influence of AGE-RAGE binding on pathological conditions.
However, AGEs are produced under physiological conditions where their role is poorly
understood and it is not clear whether varying AGE modifications can elicit different
physiological responses via receptor signaling, such as via RAGE. Certainly, binding of
AGEs to RAGE initiates intracellular signaling pathways leading to inflammation and
oxidative stress which are important part of host–pathogen defense, but can also result
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in β-cell injury [101,106,108]. However, AGE ligation resulting in RAGE signaling is also
implicated in many other inflammatory conditions including neurodegenerative conditions,
rheumatoid arthritis, and inflammatory bowel disease [82,98,134,135]. The binding of AGEs
to RAGE commonly activates the nuclear factor kappa B (NF-κB) inflammatory pathway
and other transcription factors such as mitogen activated protein kinase (MAPK), and Janus
kinase (JAK-STAT), increasing the production of proinflammatory cytokines (Figure 4) [136].

Figure 4. AGE-RAGE signaling. RAGE is composed of three extracellular domains, which include a
V type ligand-binding domain and two C domains, one transmembrane domain and a cytoplasmic
domain essential for signal transduction. RAGE ligands such as AGE bind to the V domain of RAGE
on the cell membrane, leading to the initiation of inflammatory pathways such as JAK-STAT, NADPH
Oxidase- NF-κB, p21Ras and production of reactive oxygen species resulting in β-cell damage.

Circulating RAGE isoforms lacking the transmembrane domain, collectively termed
soluble RAGE (sRAGE), are also present in all mammals (Figure 4). These are comprised of
the endogenously secreted esRAGE and a cleaved isoform derived from membrane bound
RAGE [137]. The function of sRAGE is not fully understood but is thought to have anti-
inflammatory properties by competing with membrane bound RAGE for ligands [138,139].
Salonen et al. (2016) [140] found that sRAGE concentrations are reduced during seroconver-
sion to positivity for islet autoantibodies in children who later progressed to T1D. Studies in
children at high risk for developing T1D have also identified functional polymorphisms of
the RAGE gene (AGER) which impact circulating sRAGE concentrations and significantly
alter the risk for T1D development [106,141]. Lower plasma sRAGE concentrations in
early life are also associated with a more severe presentation of T1D at diagnosis including
diabetic ketoacidosis [142]. At the point of diagnosis and beyond, higher sRAGE concentra-
tions are associated with the presence of microvascular and macrovascular complications
and greater mortality in adults with T1D [143]. Taken together, these studies suggest that
high sRAGE may be triggered by activation of the AGE-RAGE axis and act to counter
chronic inflammation.

RAGE is also expressed by many of the immune cells involved in the pathogenesis of
T1D such as dendritic cells, macrophages and T and B lymphocytes, and this appears to be
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linked to their function and activity. A reduction of RAGE expression on T cells significantly
reduces proinflammatory cytokines such as IFN-γ responsible for islet inflammation [144]
and influences T regulatory cell function [145]. Chen et al. (2008) [146] found that antag-
onism of RAGE with a small molecule inhibitor TTP488 reduced the destruction of islets
transplanted into NOD mice with diabetes, delaying islet rejection. A study by Han et al.
(2014) demonstrated that AGEs promote RAGE expression on CD4+ T cells and differentia-
tion to proinflammatory CD4+ T cell subsets. This was prevented by the knockdown of
RAGE [147]. These data suggest that RAGE signaling may alter T cell phenotype impacting
autoimmunity and inflammation, as seen in T1D. Studies using human T cells cultured
from peripheral blood mononuclear cells (PBMC) found that RAGE expression on CD4+

and CD8+ T cells in participants with normal blood glucose was higher in participants
who progressed into T1D than those who did not. Culturing human CD8+ T cells with and
without RAGE ligands found that RAGE expression was significantly increased in T cells
exposed to RAGE ligands [148]. These findings suggest that increased RAGE expression
on T cells occurs prior to T1D onset [149] and that increased consumption of AGEs can
enhance RAGE expression on T cells, modulating T cells behavior [146,148].

Although increased dietary AGEs consumption has been shown to be associated with
β-cell injury and defective insulin secretion in mice via the AGE and RAGE pathway, the
precise mechanisms in which dietary AGEs interact with RAGE remain to be elucidated.
In mice, RAGE receptors are found to be expressed on the cell surface of APCs and
CD4+ and CD8+ T cells. However, a study examining RAGE expression in human T
cells found that RAGE is expressed exclusively intracellularly [148]. Therefore, more
research is required to understand the interaction between dietary AGEs which are found
extracellularly, and RAGE receptors which are expressed both on the cell surface and
intracellularly depending on the cell type. Therapeutically, only a few studies examined
pathways to block RAGE signaling in T1D. A recent study in NOD mice has clearly shown
that increasing sRAGE through intraperitoneal administration of human recombinant
sRAGE can reduce AGE burden, improve insulin expression and delay T1D onset via
improvements in Treg function [145]. Another study by Zhang et al. (2020) examined the
use of inhibitors to decrease the accumulation of other RAGE ligands such as High Mobility
Group Box Protein -1 (HMGB-1), which was found to delay the onset of T1D in mouse
models [150]. Indeed, activation of RAGE by binding HMGB-1 acts as an immune mediator
to enhance autoimmune progression and diabetes onset in NOD mice [151]. These findings
provide further evidence that interruptions in the dietary AGE-RAGE axis might be key in
managing immunoinflammatory diseases such as T1D.

3. Conclusions

Although the role of AGEs and RAGE in T1D remains to be fully understood, there is
clear evidence suggesting that this axis is involved in both the development and progression
of T1D. AGEs interact with the immunological receptor RAGE to impact immune function
and inflammation. Further, consumption of AGEs alters β-cells function and risk factors for
T1D such as insulin sensitivity and obesity. Lowering of dietary AGE intake or interruption
of AGE-RAGE binding reduces the incidence of T1D in murine models. Meanwhile,
population-based studies have also identified that increases in circulating AGEs increases
risk for T1D development in childhood and adolescence. Given that AGEs are regularly
consumed as part of Western diets, as well as being made endogenously when sugar
concentrations are elevated in the body, AGEs are important modifiable environmental risk
factors for T1D. Hence, modifying dietary AGEs represents a simple and risk-free approach
that should be further investigated in animal and clinical studies to examine the impacts
on β-cell function, autoimmunity and T1D development.
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125. Puchałowicz, K.; Rać, M.E. The Multifunctionality of CD36 in Diabetes Mellitus and Its Complications—Update in Pathogenesis,
Treatment and Monitoring. Cells 2020, 9, 1877. [CrossRef]

304



Cells 2022, 11, 3503

126. Chen, Y.; Zhang, J.; Cui, W.; Silverstein, R.L. CD36, a signaling receptor and fatty acid transporter that regulates immune cell
metabolism and fate. J. Exp. Med. 2022, 219, e20211314. [CrossRef] [PubMed]

127. Wang, H.; Franco, F.; Tsui, Y.-C.; Xie, X.; Trefny, M.P.; Zappasodi, R.; Mohmood, S.R.; Fernández-García, J.; Tsai, C.-H.;
Schulze, I.; et al. CD36-mediated metabolic adaptation supports regulatory T cell survival and function in tumors. Nat. Immunol.
2020, 21, 298–308. [CrossRef]

128. Ma, X.; Xiao, L.; Liu, L.; Ye, L.; Su, P.; Bi, E.; Wang, Q.; Yang, M.; Qian, J.; Yi, Q. CD36-mediated ferroptosis dampens intratumoral
CD8+ T cell effector function and impairs their antitumor ability. Cell Metab. 2021, 33, 1001–1012.e5. [CrossRef]

129. Vlassara, H.; Li, Y.M.; Imani, F.; Wojciechowicz, D.; Yang, Z.; Liu, F.T.; Cerami, A. Identification of galectin-3 as a high-affinity
binding protein for advanced glycation end products (AGE): A new member of the AGE-receptor complex. Mol. Med. 1995, 1,
634–646. [CrossRef]

130. Li, Y.; Li, T.; Zhou, Z.; Xiao, Y. Emerging roles of Galectin-3 in diabetes and diabetes complications: A snapshot. Rev. Endocr.
Metab. Disord. 2022, 23, 569–577. [CrossRef]

131. Karlsen, A.E.; Størling, Z.M.; Sparre, T.; Larsen, M.R.; Mahmood, A.; Størling, J.; Roepstorff, P.; Wrzesinski, K.; Larsen, P.M.;
Fey, S.; et al. Immune-mediated β-cell destruction in vitro and in vivo—A pivotal role for galectin-3. Biochem. Biophys. Res.
Commun. 2006, 344, 406–415. [CrossRef]

132. Saksida, T.; Nikolic, I.; Vujicic, M.; Nilsson, U.J.; Leffler, H.; Lukic, M.L.; Stojanovic, I.; Stosic-Grujicic, S. Galectin-3 deficiency
protects pancreatic islet cells from cytokine-triggered apoptosis in vitro. J. Cell. Physiol. 2013, 228, 1568–1576. [CrossRef] [PubMed]

133. Mensah-Brown, E.P.K.; Al Rabesi, Z.; Shahin, A.; Al Shamsi, M.; Arsenijevic, N.; Hsu, D.K.; Liu, F.T.; Lukic, M.L. Targeted
disruption of the galectin-3 gene results in decreased susceptibility to multiple low dose streptozotocin-induced diabetes in mice.
Clin. Immunol. 2009, 130, 83–88. [CrossRef] [PubMed]

134. Hudson, B.I.; Lippman, M.E. Targeting RAGE Signaling in Inflammatory Disease. Annu. Rev. Med. 2018, 69, 349–364. [CrossRef]
[PubMed]

135. Dong, H.; Zhang, Y.; Huang, Y.; Deng, H. Pathophysiology of RAGE in inflammatory diseases. Front. Immunol. 2022, 13, 931473.
[CrossRef] [PubMed]

136. Bongarzone, S.; Savickas, V.; Luzi, F.; Gee, A.D. Targeting the Receptor for Advanced Glycation Endproducts (RAGE): A Medicinal
Chemistry Perspective. J. Med. Chem. 2017, 60, 7213–7232. [CrossRef]

137. Raucci, A.; Cugusi, S.; Antonelli, A.; Barabino, S.M.; Monti, L.; Bierhaus, A.; Reiss, K.; Saftig, P.; Bianchi, M.E. A soluble form of
the receptor for advanced glycation endproducts (RAGE) is produced by proteolytic cleavage of the membrane-bound form by
the sheddase a disintegrin and metalloprotease 10 (ADAM10). FASEB J. 2008, 22, 3716–3727. [CrossRef]

138. Ebert, H.; Lacruz, M.E.; Kluttig, A.; Simm, A.; Greiser, K.H.; Tiller, D.; Kartschmit, N.; Mikolajczyk, R. Advanced glycation end
products and their ratio to soluble receptor are associated with limitations in physical functioning only in women: Results from
the CARLA cohort. BMC Geriatr. 2019, 19, 299. [CrossRef]

139. Le Bagge, S.; Fotheringham, A.K.; Leung, S.S.; Forbes, J.M. Targeting the receptor for advanced glycation end products (RAGE) in
type 1 diabetes. Med. Res. Rev. 2020, 40, 1200–1219. [CrossRef]

140. Salonen, K.M.; Ryhanen, S.J.; Forbes, J.M.; Harkonen, T.; Ilonen, J.; Simell, O.; Veijola, R.; Groop, P.H.; Knip, M. A drop in
the circulating concentrations of soluble receptor for advanced glycation end products is associated with seroconversion to
autoantibody positivity but not with subsequent progression to clinical disease in children en route to type 1 diabetes. Diabetes
Metab. Res. Rev. 2017, 33, e2872. [CrossRef]

141. Salonen, K.M.; Ryhanen, S.J.; Forbes, J.M.; Harkonen, T.; Ilonen, J.; Laine, A.P.; Groop, P.H.; Knip, M.; Finnish Pediatric Diabetes, R.
Circulating concentrations of soluble receptor for AGE are associated with age and AGER gene polymorphisms in children with
newly diagnosed type 1 diabetes. Diabetes Care 2014, 37, 1975–1981. [CrossRef]

142. Salonen, K.M.; Ryhanen, S.J.; Forbes, J.M.; Borg, D.J.; Harkonen, T.; Ilonen, J.; Simell, O.; Veijola, R.; Groop, P.H.; Knip, M.
Decrease in circulating concentrations of soluble receptors for advanced glycation end products at the time of seroconversion to
autoantibody positivity in children with prediabetes. Diabetes Care 2015, 38, 665–670. [CrossRef]

143. Thomas, M.C.; Woodward, M.; Neal, B.; Li, Q.; Pickering, R.; Marre, M.; Williams, B.; Perkovic, V.; Cooper, M.E.; Zoungas, S.; et al.
Relationship between levels of advanced glycation end products and their soluble receptor and adverse outcomes in adults with
type 2 diabetes. Diabetes Care 2015, 38, 1891–1897. [CrossRef] [PubMed]

144. Moser, B.; Desai, D.D.; Downie, M.P.; Chen, Y.; Yan, S.F.; Herold, K.; Schmidt, A.M.; Clynes, R. Receptor for advanced glycation
end products expression on T cells contributes to antigen-specific cellular expansion in vivo. J. Immunol. 2007, 179, 8051–8058.
[CrossRef]

145. Leung, S.S.; Borg, D.J.; McCarthy, D.A.; Boursalian, T.E.; Cracraft, J.; Zhuang, A.; Fotheringham, A.K.; Flemming, N.; Watkins, T.;
Miles, J.J.; et al. Soluble RAGE Prevents Type 1 Diabetes Expanding Functional Regulatory T Cells. Diabetes 2022, 71, 1994–2008.
[CrossRef]

146. Chen, Y.; Akirav, E.M.; Chen, W.; Henegariu, O.; Moser, B.; Desai, D.; Shen, J.M.; Webster, J.C.; Andrews, R.C.; Mjalli, A.M.; et al.
RAGE ligation affects T cell activation and controls T cell differentiation. J. Immunol. 2008, 181, 4272–4278. [CrossRef] [PubMed]

147. Han, X.Q.; Gong, Z.J.; Xu, S.Q.; Li, X.; Wang, L.K.; Wu, S.M.; Wu, J.H.; Yang, H.F. Advanced glycation end products promote
differentiation of CD4+ T helper cells toward pro-inflammatory response. J. Huazhong Univ. Sci. Technol. Med. Sci. 2014, 34, 10–17.
[CrossRef] [PubMed]

305



Cells 2022, 11, 3503

148. Akirav, E.M.; Preston-Hurlburt, P.; Garyu, J.; Henegariu, O.; Clynes, R.; Schmidt, A.M.; Herold, K.C. RAGE expression in human
T cells: A link between environmental factors and adaptive immune responses. PLoS ONE 2012, 7, e34698. [CrossRef] [PubMed]

149. Durning, S.P.; Preston-Hurlburt, P.; Clark, P.R.; Xu, D.; Herold, K.C.; Type 1 Diabetes TrialNet Study, G. The Receptor for
Advanced Glycation Endproducts Drives T Cell Survival and Inflammation in Type 1 Diabetes Mellitus. J. Immunol. 2016, 197,
3076–3085. [CrossRef]

150. Zhang, J.; Chen, L.; Wang, F.; Zou, Y.; Li, J.; Luo, J.; Khan, F.; Sun, F.; Li, Y.; Liu, J.; et al. Extracellular HMGB1 exacerbates
autoimmune progression and recurrence of type 1 diabetes by impairing regulatory T cell stability. Diabetologia 2020, 63, 987–1001.
[CrossRef] [PubMed]

151. Han, J.; Zhong, J.; Wei, W.; Wang, Y.; Huang, Y.; Yang, P.; Purohit, S.; Dong, Z.; Wang, M.H.; She, J.X.; et al. Extracellular
high-mobility group box 1 acts as an innate immune mediator to enhance autoimmune progression and diabetes onset in NOD
mice. Diabetes 2008, 57, 2118–2127. [CrossRef]

306



Citation: Khadela, A.; Chavda, V.P.;

Postwala, H.; Shah, Y.; Mistry, P.;

Apostolopoulos, V. Epigenetics in

Tuberculosis: Immunomodulation of

Host Immune Response. Vaccines

2022, 10, 1740. https://doi.org/

10.3390/vaccines10101740

Academic Editor: Bapi Pahar

Received: 27 August 2022

Accepted: 13 October 2022

Published: 18 October 2022

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2022 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

Review

Epigenetics in Tuberculosis: Immunomodulation of Host
Immune Response

Avinash Khadela 1,†, Vivek P. Chavda 2,*,†, Humzah Postwala 3, Yesha Shah 3, Priya Mistry 3

and Vasso Apostolopoulos 4,5,*

1 Department of Pharmacology, L. M. College of Pharmacy, Ahmedabad 380009, India
2 Department of Pharmaceutics and Pharmaceutical Technology, L. M. College of Pharmacy,

Ahmedabad 380009, India
3 PharmD Section, L. M. College of Pharmacy, Ahmedabad 380009, India
4 Immunology and Translational Research Group, Institute for Health and Sport, Victoria University,

Melbourne, VIC 3030, Australia
5 Immunology Program, Australian Institute for Musculoskeletal Science (AIMSS),

Melbourne, VIC 3021, Australia
* Correspondence: vivek.chavda@lmcp.ac.in (V.P.C.); vasso.apostolopoulos@vu.edu.au (V.A.)
† These authors contributed equally to this work.

Abstract: Tuberculosis is a stern, difficult to treat chronic infection caused by acid-fast bacilli that tend
to take a long time to be eradicated from the host’s environment. It requires the action of both innate
and adaptive immune systems by the host. There are various pattern recognition receptors present
on immune cells, which recognize foreign pathogens or its product and trigger the immune response.
The epigenetic modification plays a crucial role in triggering the susceptibility of the host towards
the pathogen and activating the host’s immune system against the invading pathogen. It alters
the gene expression modifying the genetic material of the host’s cell. Epigenetic modification such
as histone acetylation, alteration in non-coding RNA, DNA methylation and alteration in miRNA
has been studied for their influence on the pathophysiology of tuberculosis to control the spread
of infection. Despite several studies being conducted, many gaps still exist. Herein, we discuss
the immunopathophysiological mechanism of tuberculosis, the essentials of epigenetics and the
recent encroachment of epigenetics in the field of tuberculosis and its influence on the outcome and
pathophysiology of the infection.
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1. Introduction

Mycobacterium tuberculosis (Mtb) is a major worldwide concern for public health,
being mainly a poverty-based disease that affects the most vulnerable in the population [1].
Approximately one third of the world’s population are or have been infected by Mtb. Glob-
ally, infectious diseases still account for 25% of deaths, only surpassed by cardiovascular
diseases [2]. The World Health Organization (WHO) reported that an estimated 8.6 million
people contract Mtb annually, of which two thirds are males. The mortality of 1.3 million
patients sees 320,000 cases related to concurrent HIV infection [3]. The current average
annual incidence of smear positive Mtb stands at 84 per 100,000 cases annually in India [4].
There has been a decrease in the incidence of Mtb infections in the United States of America
since 2010 by almost 2–3% [5]. Apart from this, Africa accounts for a quarter of newly
diagnosed Mtb cases globally and for more than 25% of Mtb infection-related deaths.

The main goal of pharmacological management of Mtb includes prevention of disease
transmission and sterilization of the lesion [6]. The current treatment protocols for first
line regimen remains with isoniazid, rifampicin, pyrazinamide and ethambutol, which are
either used on their own or in combination [7]. As expected, Mtb bacilli have undergone
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several mutations, which are generally infrequent, although this leads to poorer responses
when treated with single agents [8]. Thus, when a combination of drugs are used, it resolves
the problem of resistance as well as enhances the efficacy of the drugs as they work via
different mechanisms. For multidrug resistant infections, however, which do not respond
to first line agents, a group of drugs defined as the second/third line agents are used
which are more toxic, expensive and less efficacious when compared to first line agents [9].
Newer agents for the treatment of multi drug resistant Mtb infections include bedaquiline
and delamanid [10]. Another approach to prevent the widespread infection of Mtb is the
development of a vaccine derived from an attenuated strain of M. bovis, which has been
in use since the 1930s [11]. The bacillus of Calmette and Guerin (BCG) vaccine acts by
providing accelerated immune responses and thus reducing the spread of infection [12].
There are a number of issues that act as obstacles for the management of Mtb infections,
for example, social stigma, marginalization, poor adherence to treatment due to prolonged
duration [13,14]. In addition, immune impairment, for example, those with HIV infection,
further increases risk of infection and concurrent infections.

Several newer strategies are currently under development to overcome the prob-
lems with the current standard of care. Interferon (IFN)α [15], IFNγ [16], imiquimod [17],
interleukin (IL)-12 [18], granulocyte-monocyte colony stimulating factor (GM-CSF) [19],
levamisole [20] are some agents that are under consideration as anti-Mtb treatments. Along
with this, a vaccine derived from M. vaccae, which is a rapidly growing saprophytic my-
cobacterium, is also being evaluated as a novel approach against Mtb infections but has
shown variable results thus far [21]. In an attempt to prevent the problem of treatment
adherence, which has been one of the major reasons of relapse and development of resis-
tance, the WHO has recommended a method of supervision known as ‘directly observed
treatment short course’ since the 1990s, which has shown improved outcomes in terms of
adherence to treatment and efficacy [22–24].

In recent times, personalised therapy (also called host directed therapy) for conditions
such as Mtb are being developed. In order to develop the personalised host directed therapy,
the understanding of epigenetic processes can play a distinguishing role [25]. Some recent
studies have reported epigenetic changes such as histone modification, DNA methylation
and miRNA mediated regulation brought through Mtb pathogen interaction with the host’s
cells. The role of various cytokines such as IFN-γ, IL-12 and TNF-α to induce acetylation
and methylation on histone proteins can be explored to develop novel therapeutic strategies.
The field of targeting epigenetic modifications known as epi-therapeutics is new and
requires lot of work in order to develop successful therapy [26]. Herein, we present the
immunopathophysiology of Mtb infection and the epigenetic modification brought by Mtb
pathogen and recent in vitro and in vivo experiments, which can be explored further to
develop successful therapies using epigenetics.

2. Immuno-Pathophysiology of Mycobacterium tuberculosis

Mycobacterium tuberculosis pathogen is predominantly present in the environment in
the form of aerosol and it gains access into the body via the lungs through inhalation [27].
Its presentation to the host body depends on the virulence of the pathogen and the host’s
immune system [26]. This can be explained by its immune-pathophysiological mechanism
including both arms of the immune system, the innate and adaptive immune response.
If the Mtb pathogen manages to invade the physical barrier, then it is presented to the
innate immune system of the host. As such, invasion of Mtb leads to substantial changes
in the host immune cells and activates the innate immune response as the first line of
defense [28]. Various immune cells are involved as the response to infection; however, in
the case of Mtb infection, the first cells to encounter the pathogen are macrophages [29].
Pathogens that enter the body express pathogen-associated molecular patterns, which
have conserved motifs that serve as ligands for host pattern recognition receptors (PRR)
including toll-like receptors (TLRs) and, in turn, gives rise to danger-associated molecular
patterns. As such, these molecular patterns aid the immune system to elicit an innate
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immune response against the invading Mtb pathogen [30]. In addition, the pathogen
has several ligands on its surface including mannose, lectin, surface protein A, cluster of
differentiation (CD)14, which are recognized by PRRs [25]. The PRRs can be cataloged
mainly into TLRs, c-type lectin receptors, nod-like receptors, retinoic acid inducible (RIG)-I
like receptors, complement receptors (1, 3, 4), mannose receptor, scavenger receptor, CD14
and CD43 [31]. Of all the PRRs, TLR-1, -2, -4, -9, play an important role in the pathogenesis
of the Mtb. TLR-1, -2, -4 are presented on both immune cells and non-immune cells whereas
TLR-9 is presented only on immune cells. Furthermore, the inflammasome pathway is
instigated by PRRs, which play an important role in innate immune mechanisms via the
regulation of caspase-1 in response to pathogen associated molecular patterns and danger
associated molecular patterns recognition by host cells [32]. Mtb also aggressively stirs
up the assembly of pentraxin-3 (PTX-3), a 42 KDa soluble PRR involved in acute immune
responses towards infection [33]. In adaptive immune responses, B and T cells (CD4+,
CD8+, regulatory T (Treg)), NK cells, macrophages and dendritic cells are involved in
Mtb infections. The recruitment of NK-cells, granulocytes and activated macrophages
(via lysosomes and ROS) is important for killing the pathogen, and leads to the hallmark
characteristic of Mtb formation of the granuloma [34,35]. In addition, Mtb primed immune
cells secrete pro-inflammatory cytokines, IL-1, IL-6, IL-12, IL-18, IFNγ, and TNFα.

The excessive stimulation by IFNγ over time leads to the conversion of activated
macrophages to epithelioid macrophages (long elongated nucleated cells). They surround
the infection in the lungs and form the granuloma. Within the granuloma there are high
levels of TNFα, which limit the infection [36], as well as central caseating necrosis, which
is surrounded by epithelial macrophages, lymphocytes and fibroblasts (produce collagen
around caseating necrosis). Further, the level of 1-alpha hydroxylase is upregulated at
the site of granuloma, which leads to its calcification [35,37]. If Mtb remains within
the granuloma, the infection is termed latent Mtb infection. When host immunity is
compromised, it leads to the reactivation of Mtb, known as secondary tuberculosis [38]. This
is mediated by type-4 delayed hypersensitivity reaction. Moreover, Tregs are present that
suppress the mycobactericidal activity of immune cells with the help of IL-10, IL-35, TGFβ.
Thus, the interaction between the Mtb pathogen and the host’s immune cells contributes
to the immune-pathogenesis of Mtb [26,39]. In addition, Mtb bacillus specifically exploits
the moonlighting functions of PE proteins by utilizing immune signalling pathway, which
subsequently helps in growth as proliferation of the pathogen inside the host. These
PE6 proteins, by binding to the iron inside the cell, help progression of the disease via
pathogenic proliferation and intracellular pathogenic survival. Vitamin D also plays a
role in the pathogenesis of Mtb infections, as it leads to the formation of cathelicidins and
defensins, which contribute to the destruction of the pathogen [40].

3. Tuberculosis and Epigenetic Regulations and Modifications

The epigenetic concepts were developed in the 1940s by CH Waddington, as a process
influencing genetic outcomes without changing cell sequencing [41]. Epigenetic regulations
include any alteration in gene expression due to chromosomal modifications without actu-
ally modifying the sequencing of nucleotides in the coding DNA [42]. The Mtb pathogen
takes over and reprograms the host epigenome via histone modifications, DNA methylation
and miRNA mediated regulation of genes as a self-protective mechanism [43,44]. These
modifications play an important role in Mtb-induced host immunomodulation [26]. The
tubercular bacilli induces various perturbations in the epigenetic regulations, specifically
in those mediated by DNA methylation [45]. Using multiple cohorts, tissue types and
transcriptomic analysis showed that epigenetic changes associated with Mtb induces ox-
idative stress. This leads to premature cellular ageing and induces senescence [45]. These
induced changes by the bacteria are reversible and, as such, can be easily an effective
target for therapeutics. IFNγ induces expression of HLA-DR α/β mRNA, which is in-
hibited by the Mtb-bacilli along with partial inhibition of CIITA expression in the Mtb
infected macrophages without having any effect on the expression of IFN regulatory factor-
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1 mRNA [46]. Epigenetic mechanisms regulate the transcriptional profile of immune system
related genes contributing to the interaction between the host and the infectious agent [47].
More recently, it was reported that the sensitive Mtb strains lead to sufficient immune
activation in the host to clear the infection but the resistant Mtb strains cause sub-optimal
immune induction by enabling better intracellular survival of bacilli by over-expressing
genes, inducing host lipid metabolism [48].

The immune cells which are predominantly involved in these modifications induced
by Mtb pathogen include T cells and macrophages. Both T effector and T helper cells
play important roles in the epigenetic pathology of Mtb. CD4 promotor is responsible
for epigenetic repression of matured CD8+ T cells. In addition, Tregs are capable of
inducing histone modifications as well as DNA methylation on various transcription factors
including FOXP3. MHC II expression and subsequent CIITA role are highly influenced by
epigenetic changes such as DNA methylation. Macrophages also play an important role
in the pathogenesis of Mtb. These are sensitive to histone methylation-based epigenetic
changes in the host cells.

3.1. Histone Modifications

Histone proteins widely known as chromatin remodeling proteins that are responsible
for formation of the nucleosome octamer around the DNA after around 1.7 turns. These
histone proteins are responsible for normal structural integrity of chromatin. Eight differ-
ent classes of post-translational histone modifications with 60 sites for modifications are
present [49]. These include proline isomerization, arginine deamination, lysine/arginine
methylation, serine, glutamate poly-ADP ribosylation, threonine/tyrosine, ubiquitination,
sumolylation and lysine acetylation [50]. All these modifications are covalent in nature
and are guided by various enzymes such as kinases, phosphatase, histone deacetylase
(HDAC), histone acetyl transferase (HAT), histone methyltransferases (HMTs) and histone
demethylase (HDMs) [51].

3.1.1. Histone Methylation

Methylation occurs on lysine or arginine residues of the histones, and leads to ac-
tivation or suppression of the genes, respectively. Methylation can take place in mono,
di- or trimeric forms each having different consequences. Around 90% of methylation
takes place at the cytosines of CpG sites in human somatic cells [52]. Methylation at
CpG, due to which gene expression is silenced as a result of prevention of association
of transcription or DNA binding factors to their respective binding sites by recruiting
co-repressors in order to methylate CpG nucleotides, leads to chromatin modification into
its repressor forms [53]. Rv1988 is a mycobacterial histone methyltransferase secretary
protein which demethylates the amino acid arginine specifically at 42nd position in the
histone H3, which has a profound effect on host gene transcription due to its capacity to
localize with the chromatin in the host nucleus. This Rv1988 is known to repress gene
expression by methylating histone H3 at R42 [54]. A similar finding has also been available
for other mycobacterial proteins such as Rv2966c. This type of proteins loosens the host
defense by decreasing the effect of genes with protective activity, thus acting as first line of
attack during infection [54]. Another report showed the induction of H4K20me1 and its
regulation of apoptosis and subsequent inflammation in assisting Mtb survival induced
by histone methyl transferase SET8 [55]. The result of these methylation modifications
depending on their nature, suppress gene expression, alter host histones via controlling of
the cell signaling, etc. For instance, the downregulation of KDM6B gene induced by Mtb
pathogen leads to hypermethylation of the host histone protein H3K27.

3.1.2. Histone Acetylation

Addition of an acetyl group to the lysine site leads to modifications in DNA expression.
Any molecule that can mediate the addition of this acetyl group on the host proteins are
termed as HATs. In this context, the Mtb antigenic proteins acts as HATs and induces
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acetylation changes not just on histones but also on non-histone proteins. NF-κB p65 is
an example of non-histone acetylation modification. The inflammatory response against
the Mtb is mediated by various host enzymes such as matrix metalloproteinase (MMP), a
zinc-dependent endopeptidase that plays a crucial role in the development of cavitation.
On acetylation of these MMP proteins, there is intracellular survival of Mtb bacilli in the
host tissue. They are secreted by Mtb-infected monocytes and macrophages along with
non-infected stromal cells. The epigenetic mechanisms act as important regulators of MMP
activity in various non-infectious as well as infectious diseases including Mtb [56,57]. The
implications of epigenetics in induction of MMP- 1/3, especially by histone acetylation
associated with transcriptional activation, is investigated and demonstrated in a study.
The class 1 HDAC expression is also suppressed by Mtb infection in macrophages [58].
HDACs are known to be negative regulators for the expression of genes [59]. Thus, MMP
upregulation in Mtb infection leads to lung tissue damage and the HDAC and HATs activity
is required for induction in expression of MMPs. This MMP-induced tissue breakdown
is the most important contributor in immune pathophysiology as well as host epigenetic
changes [58]. The observed changes in gene transcription during development are due to
histone modifications such as methylation in the arginine residues of histone H3 [60].

Several HDACs, such as HDAC1, HDAC2, HDAC3 and sirtuins, catalyze histone
deacetylation out of which HDAC3 predominantly causes deacetylation during Mtb infec-
tion [61]. The suppression of IL12B expression by Mtb via HDAC1 is also shown [62]. Host
gene expression is suppressed by HDAC-induced deacetylation, whereas HAT-induced
histone tail acetylation leads to chromatin activation by increasing spacings between the
nucleosomes [63]. Other proteins, such as ESAT-6 and LpqH, inhibit MHC-II expression
and antigen presentation by inducing histone modifications [64]. Mtb infections also inhibit
various IFN-induced genes such as HLA-DR, CD64, CIITA trans-activator irrespective
of normal JAK-STAT1 signaling cascade activation [65]. Similarly, another mycobacterial
protein Rv3763 is responsible for histone hypoacetylation at CIITA promoter via suppress-
ing INF-γ induced genes. The interaction of Rv2966c with the macrophage epigenome
affects the non-CpG methylation at specific loci and is also known [66]. Thus, epigenetic
modifications on histones requires proper homeostasis as it has a pivotal role for proper
gene expression regulation. The mechanism of the consequences of Mtb-induced histone
modifications are summarized in Figure 1.

Figure 1. Consequences of Mycobacterium tuberculosis induced methylation, acetylation and other
histone modifications in the host’s immunity. Abbreviations: Ac: acetylation, Me: methylation,
IL-1β: interleukin 1-beta, PD1: programmed cell death-1, CTLA4: cytotoxic T-lymphocyte–associated
antigen 4, IFN-γ: interferon gamma, TIM3: T-cell immunoglobulin and mucin domain 3, TNF: tumor
necrosis factor.
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3.2. Alteration in Expression of Non-Coding RNAs

The proteins produced as a result of translational processes are dependent on the
code sequences present on the RNA templates. However, after the sequencing of the
entire mammalian genome and transcriptome was published, it was noted that some of
the sequences of the RNA were not reflected in the coded proteins [67]. Thus, these were
categorized as non-coding RNAs (nc-RNAs), also known as micro RNAs (miRNAs) [68].
miRNAs basically play a role in regulation of bacterial infections; thus, its dysregulation
leads to various infectious diseases as well as immune disorders [69]. These nc-RNAs, ap-
proximately 22 nucleotides in length, have a considerable regulatory role in certain cellular
mechanisms such as DNA methylation as well as histone modifications and other, around
one-third of mammalian genes [70]. These miRNAs are basically endogenously acting
gene silencers that repress gene expression at a translational level by targeting mRNA [71].
Important cellular pathways such as cell proliferation, angiogenesis, invasion is regulated
by these miRNAs along with other complex epigenetic mechanisms such as dynamics of
chromatin structures and genome organization in nucleus [72]. All these regulation of gene
processes are a result of a combination of mature miRNAs and RNA-induced silencing
complex [73]. miRNAs are also involved in regulation of the immune response against
Mtb of dendritic cells (DCs). The role of miRNAs in patients with Mtb infections and TB
patients was proved by a study showing overexpression of more than 59 miRNAs in TB
patients’ serum compared to healthy controls [74]. Moreover, after being infected by Mtb,
host macrophages induce a particular modulation of miRNA [75]. During Mtb infection,
miRNA mediates various signaling pathways as well as apoptosis and autophagy. For
instance, miR-1178 and miR-708-5p when overexpressed, it negatively regulates TLR-4,
resulting in inhibition of expression of proinflammatory mediators such as IFN-γ, IL-6,
IL-1β and TNF-α [76,77]. miR-125a upregulation leads to negative regulation of NF-κB
pathway via TRAF6, ultimately leading to blockage of proinflammatory cytokines [78].
miR-27b is triggered by the Mtb-induced TLR2/MyD88/NF-κB pathways, which further
inhibits NF-κB and proinflammatory gene activity while increasing p53, thus positively
regulating cellular apoptosis [79]. miR-381-3p mediates reduced CD1c expression and
subsequent reduction of T-cell immune response in Mtb infected DCs [80]. Moreover,
miR-99b is highly expressed in Mtb-infected DCs, which upregulate the expression of
inflammatory mediators such as IL-6, 12 and 1β, as well as TNF-α, thus activating DCs to
clear the phagocytic Mtb [81]. Other than these, miR-let-7f, miR-132, miR-26a, miR-20b,
miR-155, miR-21, miR-146a are also important in regulation of cellular pathways, as briefly
summarized in Figure 2. There are many host ncRNAs that are not yet discovered with
unknown functions and regulatory networks due to their complexity, which still needs to
be studied further [82].

312



Vaccines 2022, 10, 1740

Figure 2. Mechanism of induction of changes due to Mtb infection-induced modifications in the
miRNA. Abbreviations: miRNA: micro-RNAs, RISC: RNA-induced silencing complex, Mtb: my-
cobacteriaum TB, TLR: toll-like receptors, NF-KB: nuclear factor kappa B, IFN-γ: interferon gamma,
IL: interleukin, CD1c: cluster of differentiation, DC: dendritic cells, TNF: tumor necrosis factor.

3.3. Alterations in DNA Methylation

DNA methylation takes place when Mtb induces the transfer of a methyl group from
cytosine base (carbon 5 position) mediated by DNA methyltransferase enzymes to form
5-methylcytosine [83]. It also plays an important role in different cellular processes such
as differentiation, development, reprogramming, as well as gene silencing that leads to
induction of diseases including TB [84]. It was shown in a study that the methylation Mtb
immunity-related genes are upregulated, which leads to suppression of immune response
against Mtb, which indicated DNA methylation to be an important epigenetic target [85].
It was demonstrated that MamA, an adenine methyltransferase, is encoded by Rv3263 and
responsible for all detectable methylation modification by a particular Mtb strain, H37Rv.
The effects of these mycobacterial Rv proteins are summarized in Table 1
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Table 1. Protein and their effects on respective epigenetic changes.

Protein Epigenetic Target Effect

Rv3423.1 Histone acetyl transferase It leads to increase in no. of bacteria in host intracellular
environment and their survival [86].

Rv2966c DNA methylation (non CpG context) It showed the ability to localize the host’s cell nucleus and
repression of specific genes [66].

Rv1988 Histone methyltransferase

It demethylates the amino acid arginine specifically at 42nd
position in the histone H3, which has a profound effect on
host gene transcription due to its capacity to localize with

the chromatin in the host nucleus [54].

Rv3763 Histone acetyl transferase It is responsible for histone hypoacetylation at CIITA
promoter via suppressing IFN-γ induced genes [66].

Rv3263 DNA methylation It is responsible for all detectable methylation modification
by a particular Mtb strain, H37Rv [87].

Abbreviations: CIITA, Class II trans activator; IFN, interferon; Mtb, mycobacterium tuberculosis; Th1, helper
T cells.

The contribution of methylation-mediated regulatory pathways in showing lineage
specific characteristics seen in different strains of Mtb is proven [87]. Thus, the interference
of Mtb with host epigenome as an aid to survival is very well known. A study report
identifies over differentially methylated regions (DMRs) in Mtb infected macrophages. This
proves the use of non-canonical strategies by Mtb bacilli to establish infection [88]. It was in-
dicated in a study by genetic ontology analysis; the contribution to many immune-biological
functions such as immune cell activation and regulation as well as cellular response to
IFN-γ and cytotoxicity by DMR-associated genes [89]. This epigenetic modification is quite
stable compared to the histone modification’ thus, it is quite less reversible process leading
to silencing of the gene expression for a much longer time. DNA methylation shows dy-
namic effects on the Mtb infected DCs. Significant changes in the DMRs majorly at low CpG
density regions as well as in distal regulatory or enhancer regions after Mtb infection in
DCs compared to uninfected cells [90]. Around 40% of miRNAs were differently expressed
in Mtb-infected DCs [91]. Mtb-infected macrophages lead to significant methylation level
alterations in inflammatory related genes showing quite a larger increase in the promoter
region of IL-17 compared to other receptors in infected macrophages, as shown in Figure 3.
Moreover, these methylation pattern changes depend on the type of Mtb strain as well
as host genotype [92]. Early secreted antigen 6 (ESAT6) has a significant role in reducing
IFN-γ induced methylation of histone H3K4 and acetylation of CIITA pl locus histone.
Furthermore, inhibition of type IV CIITA expression was found to be TLR-2-dependent; on
the other hand, type I CIITA expression inhibition was TLR-2-independent, both mediated
by ESAT6 [93]. Methylation was increased in Mtb-infected monocytes, which presented
a reduced anti-inflammatory cytokine IL-10 secretion and an increased proinflammatory
cytokine IL-12 secretion, which indicates impaired monocyte ability in regulating excess
inflammation, which leads to lung injury [94]. Enhanced intracellular survival (Eis) protein
secreted by Mtb leads to increased survival of infected macrophages by acetylation of
histone proteins [95]. Thus, the susceptibility of the Mtb bacilli depends on the methylation
status that varies in different ethnic groups [96].
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Figure 3. Induction of DNA-methylation by Mtb and its subsequent effect on the host immunity. Ab-
breviations: TF: Transcription factor, DNA: Deoxy ribonucleic acid, Me: Methylation, IL: Interleukin,
RAS: Rat sarcoma virus, HIF: Hypoxia inducible factor, WNT: Wingless-related integration site, VD:
Vitamin D, PPP: Pentose phosphate pathway.

4. Therapies Targeting Epigenetic Modifications for Mycobacterium tuberculosis

Targeting epigenetics works on the concept of targeting the host instead of the Mtb
bacilli directly, also known as HDT (Table 2) [97].

Table 2. Targets affected by epigenetic modifications and therapeutic agents targeting those modifications.

Epigenetic Modifications Targets Involved Therapeutic Agents

Histone modifications

MMP
IL-12b, IL-1β

CIITA, HLA-DR, CD64
NF-κB

JAK-STAT pathways

Nonspecific HDAC inhibitors:
SAHA (vorinostat)

Trichostatin A (TSA)
Phenylbutyrate (PBA)

HDAC6 specific:
Tubustatin A

MC2780
HDAC3 specific: RGFP966
Bromodomain inhibitors

HAT inhibitor: Anacardiac acid

Alterations in expression of
non-coding RNA

DCs
TLR4
NF-κB
CD1c

Antisense mRNA targeting agents:
Phosphorothioate-modified antisense
oligodeoxyribonucleotides (PS-ODNs)

Phosphoryl guanidine oligo-2′-O-methylribonucleotides
(2′-OMe PGOs)

Phosphorothioate antisense oligonucleotides (PAOs)

Alteration in DNA methylation

IFN-γ
Monocyte derived-DCs

TLR2
IL-17, IL-12, IL-10

Methylation inhibitors:
5-Azacytidine

Zebularine

Abbreviations: CIITA, Class II trans activator; CD, cluster of differentiation; DC, dendritic cells; HAT, histone
acetyltransferases; HDAC, histone deacetylases; HLA, human leukocyte antigen; IFN, interferon; IL, interleukin;
JAK-STAT, Janus kinase-signal transducer and activator of transcription; MMP, matrix metalloproteinase; NF-κB,
nuclear factor kappa B; SAHA, suberoylandilide hydroxamic acid; TLR, toll-like receptors.
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It has been reported that broad chemical inhibition of HDAC enhances anti-microbial
response against Mtb by differentiating macrophages into a comparatively stronger bac-
tericidal phenotype along with decreased secretion of inflammatory cytokines. A highly
accepted in vivo model for inhibition of HDAC in M-marium-infected zebrafish embryos
significantly reduces the mycobacterial burden, whereas selective class IIa inhibition leads
to a prominent decrease in bacterial outgrowth [98]. HDAC inhibitors such as suberoy-
landilide hydroxamic acid (SAHA), marketed as vorinostat and trichostatin A (TSA), are
looked forward to as they provide quite improved bacterial clearance by modulating the
epigenetic modifications induced by Mtb. These show mixed effects as, along with resolv-
ing inflammation, they also impair microbicidal activities of macrophages by impairing its
functions [99]. This is achieved by reducing the levels of reactive oxygen species (ROS) as
well as nitric oxide (NO) in the exposed macrophages [100]. Another nonspecific HDAC
inhibitor phenylbutyrate when used in combination with vitamin D acts as a dual targeted
therapy against the host as well as the pathogen [97]. SAHA is also known to increase
IL-1β levels and decrease IL-10 levels in host alveolar macrophages and monocyte-derived
macrophages along with enhanced exhibition of IFN-γ and GM-CSF coproduction [101].
These older broad spectrum HDAC inhibitors have a quite wider site of action and targets
several different HDACs. By contrast, another specific HDAC-6 inhibitor tubustatin was
studied in mice and has been associated with improved resolution of bacteraemia, less
organ dysfunction as well as modulated stress response by increasing monocyte and neu-
trophil counts and reversing lymphopenia [102,103]. It has more specific actions and has
greater selectivity. As opposed to broad spectrum HDAC inhibitor, tubustatin enhances
the macrophage generation of mitochondrial ROS, as a TLR-generated microbicidal re-
sponse leading to increased intracellular microbial clearance [104,105]. Silencing as well as
chemical inhibition of HDAC by these specific inhibitors induces expression of an orphan
nuclear receptor, transcription factor Nur77. It is known to promote anti-inflammatory
functions in macrophages by rewiring the tricarboxylic acid (TCA) cycle [106]. Deficiency
of Nur77 is associated with increased functional occurrence of proinflammatory phenotype
of macrophages, which leads to increased IL-6, 12 and IFN-γ production. Mtb modulates
cytokine secretion to invade host defence. Thus, targeting HDACs by counteracting its
transcriptional regulation can be quite useful therapeutically [107–109]. Along with the
epigenetic modulations of HDAC inhibitors, various alternative functions of these agents
also contribute to its bactericidal activity [110]. Enhanced anti-Mtb activity of macrophages
is dependent on HDAC-6. Its expression is specifically maintained in monocyte-derived
macrophages more importantly in patients with resistant Mtb infection. HDAC-6 is also
required for maintaining acidic environment in Mtb containing phagosomes in infected
macrophages. Thus, it acts as an important novel target for HDT against Mtb [111]. Tubus-
tatin A and HDAC-6 inhibitor (MC2780) significantly inhibit Mtb growth by upregulation
of TNFα, IL-12 and IFNγ as well as downregulation of IL-10 [112]. It recruits a greater
number of macrophages, DCs and neutrophils, thus inducing delayed innate immune re-
sponse. RGFP966 is an HDAC3 inhibitor that was also found to modulate pro-inflammatory
macrophage secretion by Mtb infected macrophages by decreasing IL-6 and TNF secre-
tion [113]. It induces NOS2, CASP1 as well as the M1 marker CD86. Along with vitamin D3,
it leads to two fold induction in cAMP by inhibition of epigenetic mechanism of acetylation
during Mtb infection, proving to be an important HDT in TB [97]. SIRT or sirtuins are NAD+
dependent HDACs, which are usually known for their implications on the pathologies of
age-related disorders. Owing to the fact that these sirtuins share their targets with HDACs,
their inhibitors can be explored for anti-inflammatory properties.The SIRT-1/2 specific
inhibitor cambinol was shown to protect against endotoxic and toxic shock via inhibition
via the production of pro-inflammatory cytokines in vitro. Thus, SIRT-1/2 might prove to
have significant therapeutic potential in Mtb infection [114].

Anacardiac acid is an HAT inhibitor drug which produces isonicotinoylhydrazones on
coupling with anti-TB drug isoniazid. These isonicotinoylhydrazones have shown potent
inhibitory activity against Mtb [115]. Bromodomains are conserved structural motifs which
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are associated with chromatin modifying proteins such as HATs [116]. During infection or
inflammation, bromodomain inhibitors provide specific targeting along with individual
histone post translational modifications. These bromodomain and extra terminal domain
family of proteins (BET) link histone acetylation status to the transcription. These drugs
are predicted to downregulate systemic inflammation during severe infections by acting
at CpG low promotors and allowing modulation of some most potent lipopolysaccharide
(LPS) responses, leading to subsequent induction of IL-6, 12 and NO [117]. JQ1-BET
(Bromodomain and Extra-Terminal domain), a specific inhibitor of bromodomain, suggests
a possible targeted approach with these agents. Another systemic histone, I-BET, reduces
the induction of various inflammatory cytokines such as IL-6, 1b, IFNβ following LPS
stimulation via TLR4 and TNF-α by activated murine macrophages [118,119].

Glutamate synthase is an enzyme associated with the pathogenicity of Mtb by form-
ing a poly-L glutamate cell wall structure. Thus, phosphorothioate-modified antisense
oligodeoxyribonucleotides acting against the mRNA of this enzyme had been shown
to reduce the amount of cell wall L-glutamate by 24% and 1.25 log reduction in Mtb
growth [120]. A combination of three PS-ODNs, which are 5′-, 3′-hairpin-modified tar-
geting mycolyl transferase transcripts, was each tested in Mtb and shown to reduce the
transcription of target gene by 90% and also lead to an 8-fold increase in Mtb sensitivity to
isoniazid [121]. Phosphoryl guanidine oligo-2′-O-methylribonucleotides (2′-OMe PGOs)
is a novel antisense mRNA targeting molecule that has shown high biological activity
by effective intracellular uptake as well as inhibition of target ald gene in the infected
macrophages [122]. Another thiocationic lipid-based formulation of phosphorothioate
antisense oligonucleotides (PAOs) has also shown in vitro efficacy against Mtb [123].

DNA-methylation inhibitor drugs are another class of compounds which target host
epigenetics such as 5-azacytidine, which is a cytidine analogue with a nitrogen atom instead
of C5 [124]. It is phosphorylated and gets incorporated into the DNA during the process
of replication. The process of methylation is widely reduced as a result of irreversible
DNMT1-aza linkage, which triggers enzyme degradation [125]. A phase Ib/IIa open label,
non-randomized clinical trial (NCT03941496) is being conducted by Andrew DiNardo et al.
by using injectable azacytidine in pulmonary TB. A total of 50 participants will be recruited
and will be given SQ azacytidine for 25 days in a dose escalation fashion starting from
5 mg/m2 up to a maximum of 75 mg/m2 5 days for each dose. Overall incidence and
severity of all adverse events as well as measurement of epigenetic mediated immune
exhaustion were defined as primary outcomes of the study. The results of this ongoing
trial are still in process. Zebularine, another methylation inhibitor drug, shows similar
mechanism as azacytidine, where its diphosphate form reactivates the silenced genes
after incorporating into the DNA leading to subsequent inhibition of DNA methylation.
However, its effectiveness is yet to be proved in TB [126].

CRISPR-associated protein 9 (Cas9), when fused with an acetyltransferase, catalyses
the target site acetylation of H3K27, which leads to transcriptional activation of target
genes [127]. Apart from this, the CRISPR-Cas9 system, when fused with LSD-1, a histone
demethylase, targets various regions of DNA that enhances the expression of a range
of genes [128]. This technology has recently been studied, which may prove to be of
great importance therapeutically. In this context, Cas9 epigenetic effectors could be used
therapeutically as it would be capable to artificially install or remove various epigenetic
changes and track the causal effects of the induced epigenetic modifications [129]. Various
different drug molecules used in vivo and in vitro are currently being studied to determine
whether any modulate the epigenome (Table 3).
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Table 3. Summary of drugs affecting epigenetics in various in vivo and in vitro models of tuberculosis.

Target of the Therapy Therapeutic Agent Nature of STUDY Results

HDAC non-specific
inhibitors

Vorinostat
Valproic acid

In vitro
(H37Rv cultures)

Vorinostat and Valproic acid showed
1.5 and 2 log reduction in CFU, respectively.

Both improved the efficacy of rifampicin against
Mtb [130].

Trichostatin A In vivo (M. marinum
infected zebrafish)

32% reduction of bacterial burden in pre-treated
model [98].

Phenylbutyrate with
Vitamin D In vivo (Humans)

Decline in concentrations of cytokines such as
TNFα, CCL11/5, PDGF-β

Increase in LC3 expression [131]

Phenylbutyrate with
Vitamin D

In vivo
(Humans- RCT)

28.8% increase in rate of patients’ culture
conversion compared to placebo [132].

HDAC 6 inhibitors
Tubastatin A

In vivo (C57BL/6 mice
model infected

with Mtb)

6 log reduction in CFU after 14 days
Upregulation of TNFα, IL-12, IFNγ and

downregulation of IL-10 [112].

Tubastatin A In vitro (THP-1
cell line) Inhibition of TNFα and IL-6 in the cell line [105].

Bromodomain inhibitor CBP30 In vitro (heparinized
human blood) No effect on expression of TNFα [133].

HAT inhibitors
Isonicotinoylhydrazones

derived from
anacardic acid

In vitro (M. smegmatis
mc2155 cells)

MIC of 4 μg/mL
Synergistic actions with isoniazid [115].

DNA methylation
inhibitors Azacytidine In vivo (Humans) The trial is still ongoing (NCT03941496)

Abbreviations: CCL-11; C-C motif chemokine-11, CFU; colony forming units, DNA; Deoxyribose nucleic acid,
HAT; Histone acetyl transferase, HDAC; Histone deacetylase, IFN-γ; interferon-γ, IL-12; interleukin-12, LC-3;
microtubule associated protein light chain-3, MIC; minimum inhibitory concentration, Mtb; mycobacterium
tuberculosis, PDGF-β; platelet derived growth factor-β, RCT; randomized control trial, TNF-α; tumour necrosis
factor-α.

5. Way Forward

Epigenetic alterations such as histone modifications, alteration in expression of non-
coding RNAs, alteration in DNA methylation and miRNA all are interlinked, which
determine the disease outcome and pathology, collectively termed as epigenetic processes.
The epigenetic changes induced in Mtb are reversible and can be easily rectified with the use
of drug modulating epigenetic processes. Some recent successes have been obtained in the
use of “epi-drugs” for epigenetic treatment in various cancers [134]. Although epigenetics
has a key place in disease outcome and pathology, less research has been conducted as
compared to the genomic studies.

The collective knowledge of epigenetic, genomic, proteomic and transcriptomic is
required for Mtb-primed immune cells in order to expose the susceptibility of the Mtb
pathogen and to target the novel mechanistic pathways and interaction in order to protect
the host against the infection. Moreover, the relationships between enzymes such as MMP
responsible for cavitation and epigenetic processes such as histone acetylation can be
further explored. A recent study considered the effect of a classical anti-Mtb drug isoniazid
on epigenetics via post-translational modifications such as iso-nicotinylation at histone sites
by increasing the levels of isonicotinyl-CoA. These modifications carried out by isoniazid
can lead to malignancies. Thus, through more epigenetic studies, many more mechanisms
of such iatrogenic reactions to anti-TB drugs can be explained [135]. The Mtb pathogen also
utilizes various epigenetic processes to proliferate in host, which can be targeted effectively
as a therapeutic option.

HAT and HDAC are being studied for developing improved regimen and therapeutic
alternatives for resistant Mtb cases. In one study, it was noted that over-expression in
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over 59 miRNAs was responsible for regulating TLR-4 and various pro-inflammatory
cytokines. Around 90% of alteration in DNA methylation occurs at cytosine of CpG sites.
Moreover, over 23,000 DMRs and also GO analysis had proven the role of non-canonical
pathway and the effects of immune cells such as macrophages and DCs in disease induction,
respectively, as we know that Mtb and its related products can modulate the epigenetic
processes to establish the infection. As mentioned above, the mechanism of PE6 proteins
in Mtb can be explored more in order to develop novel HDT strategies for Mtb [136].
Different methods such as pyrosequencing, whole genome bisulfite sequencing, expression
of miRNA, chromatin immunoprecipitation and PCR can be studied further and understand
of the epigenetic processes in Mtb pathogen. These studies on host epigenetics also explain
the immunosuppressive states and their interaction with the Mtb pathogen and how innate
and adaptive immunity works, which can help in development of next generation vaccines
and various therapeutic regimens. Moreover, the blood analysis for the epigenetically
modified products can provide an important tool for the diagnosis of the infection and
can serve as a putative biomarker. The mechanisms of hypomethylating agents such as
Azacytidine can be targeted on the methylation for Mtb, which leads to specific gene
silencing [85]. However, the major issue with targeting epigenetics with agents such as
azacytidine is their toxicity. Aza- or sulphur-containing drugs have an established toxicity
profile and are known to be intolerable by a large population. Targeting other epigenetic
modifications such as histone methylation or acetylation can be safer compared to the use
of azacytidine. Thus, a novel epigenetic-targeted therapy ideally should overcome the
shortcomings of the currently available treatment regimen for which a lot of other targets
as well as agents acting on the existing targets are to be explored.

6. Conclusions

Several factors that influence the progression of Mtb infection in the host include
environmental factors such as malnutrition, dense population, genetic factors, the host’s
immune status and the virulence of the Mtb pathogen. All of these components are
interspersed and are challenging to determine causality for each. Hence, the study of the
epigenetic processes becomes very important in order to understand the progression of
the Mtb. There are various epigenetic processes such as histone modifications, alteration
in expression of non-coding RNAs, alteration in DNA methylation and miRNA that can
be explored, as they are ideal candidates for a therapeutic target owing to how the host
environment induces epigenetic changes. They can also be used to monitor the progression
of the disease or the efficacy of the therapy administered. Furthermore, ‘how epigenetics’
influences the activation of the latent Mtb infection and how it can be managed in an
infected individuals could be the key to the complete eradication of the Mtb disease.
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Abstract: Small bowel and ileocecal diseases remain a diagnostic and therapeutic challenge, despite
the introduction of various modalities for deep enteroscopy. Novel Motorized Spiral Enteroscopy
is an innovative technology that uses an overtube with a raised spiral at the distal end to pleat
the small intestine. It consumes less time and meets both the diagnostic and therapeutic needs of
small bowel diseases. The objective of this article is to highlight the possibility of using NMSE as an
alternative technique when a target lesion is inaccessible during conventional colonoscopy or cecal
intubation cannot be achieved. We report the case of a 61-year-old man who presented with pain
in the right lower abdominal segment, diarrhea, and rapid weight loss for more than 3 months. An
initial ultrasound showed a suspicious liver metastasis. Computerized tomography scans showed
an extensive ileocecal tumor mass with liver metastasis. The colonoscopy was unsuccessful and
incomplete due to dolichocolon and intestinal tortuosity. Later, endoscopy was performed using a
Novel Motorized Spiral Enteroscope in a retrograde approach, passing the scope through the anus
and colon up to the ileocecal segment, where a tumor biopsy was performed and adenocarcinoma
was pathohistologically confirmed.

Keywords: motorized spiral enteroscopy; small bowel disease; gastrointestinal tumor

1. Introduction

The role of endoscopy in the diagnosis and treatment of gastrointestinal disorders
has become irreplaceable in the past decades. Even though new endoscopic modalities
have been developed, distant parts of the gastrointestinal system, especially the small
bowel, remain inaccessible by endoscopic methods in some cases. In 2001, video capsule
endoscopy was presented as an innovative technology that enabled examination of the en-
tire small bowel but with a significant drawback regarding the impossibility of performing
therapeutic interventions [1]. Further development of deep enteroscopy was made with the
introduction of double-balloon (DBE) endoscopy, and later on, single balloon endoscopy
(SBE) with the push and pull technique [1,2]. However, these techniques also have certain
limitations, such as long procedure duration, and, in some cases, inefficiency in achieving a
complete examination of the small bowel [3–5]. Spiral enteroscopy is a technique that uses
a spiral tube at the bottom end of the endoscope allowing diagnostic and therapeutic access
to obscure parts of the digestive tract. It was used for the first time in 2008. However, it has
been found to be a time-consuming and complex procedure since it requires two operators
and a manual rotation [6–8].

Novel Motorized Spiral Enteroscopy (NMSE) is a new technology with an incorporated
motor adjacent to the endoscope. The spiral enteroscope control unit regulates the direction
and speed of rotation of the spiral segment (Figure 1) [8,9]. In addition, it is performed by a
single operator.
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Figure 1. (A) Integrated motor in motorized spiral enteroscope. (B) Power spiral tube. (C) Foot
switch with forward and backward pedals. (D) Power spiral enteroscope. (E) Force gauge on power
spiral control unit for visual indication of the rotational direction. Pictures courtesy of Olympus Corp,
Tokyo, Japan.

In 2016, Neuhaus et al. [10] reported the first clinical use of this procedure for the
treatment of angiodysplasias in the jejunum of a 48-year-old patient with iron-deficiency
anemia. Since then, NMSE has become the focus of research as a potential solution for the
limitations of currently available device-assisted enteroscopy techniques. This technique is
considered effective and safe and allows for performing both diagnostic and therapeutic
interventions on the small bowel. It also has a shorter duration compared to other deep
enteroscopy modalities [11]. The most common indications for NMSE include obscure
gastrointestinal bleeding and suspected inflammatory bowel disease. In addition, it is used
for therapeutic interventions such as polypectomy, hemostasis, or stricture dilatation [6].

Since this is a newly introduced diagnostic procedure that is used only in a small
number of facilities, the available literature on this topic is very limited. In addition to the
small intestine, the use of this device via the retrograde route can be of great importance
in the diagnosis of ileocecal diseases when the target lesions are difficult to access with
conventional colonoscopy. According to the literature, 1.6–16.7% of all colonoscopies are
found to be unsuccessful due to failure to achieve cecal intubation [12–14]. The most
frequent causes of incomplete colonoscopy are stenosis or inadequate bowel cleansing,
previous abdominal or pelvic surgery, female sex, older age, low body mass index, and
diverticulosis [12,15,16]. In addition, an abnormally long, tortuous colon is considered a
significant factor that may result in a failed cecal intubation [17]. In 4.3% of patients who
underwent incomplete colonoscopy, an advanced tumor was missed [12,18]. This finding
highlights the significance of the visualization of the entire colon during the examination.
Therefore, NMSE could be a promising and effective alternative technique to achieve the
visualization of the entire colon and access to target lesions. Here, we report the case of a
patient with a tumor of the terminal ileum and caecum who was not a candidate for biopsy
via colonoscopy due to dolichocolon.

2. Case Presentation

A 61-year-old man presented to the hospital with a history of pain in the right groin
area, a change in his bowel habits with frequent mushy stools, and unintentional weight loss.
These symptoms started about 3 months prior to admission. He was a professional driver
with a history of type 2 diabetes mellitus and arterial hypertension who did not consume
alcohol or tobacco. No family history of cancer or other inherited medical conditions

328



Diseases 2022, 10, 79

were reported. Physical examination revealed mild pain to palpations in the right upper
and lower quadrants of the abdomen. There were no other abnormal findings during the
examination.

The initial evaluation included laboratory tests, which revealed elevated tumor mark-
ers CEA 3410 μg/L (upper reference limit 3.4 μg/L) and CA 19-9 292 U/mL (upper
reference limit 25 U/mL), whereas AFP was normal (1.23 kU/L); upper reference limit 5.8
kU/L). The other laboratory findings were normal.

The initial abdominal ultrasound verified changes in the liver parenchyma suspected
of metastatic lesions. The abdomen and pelvis CT scans showed multiple focal nodal
areas of the liver parenchyma highly suspicious for liver metastases. In the area of the
caecum, there was an infiltrative thickening of the wall of the terminal ileum area with
associated luminal narrowing, reactive changes of perivisceral adipose tissue, and reactive
lymphadenopathy (Figure 2). The proximal endoscopy findings were normal.

 

Figure 2. Abdominal CT scan showing tumor mass.

Colonoscopy was incomplete since it was performed only up to hepatic flexure. Fur-
ther progression to CT-verified cecal infiltration was unsuccessful due to an abnormally
long, large intestine (dolichocolon) and malignant rotation of the intestine. NMSE was
performed in a retrograde approach in order to reach the ileocecal infiltration. A spiral
enteroscope was used to examine the colon because of the abnormal tortuosity of the
intestine due to a tumor of the ileocecal segment as well as dolichocolon. A series of
light movements of the spiral enteroscope enabled passing through the lumen of the large
bowel and reaching a region with circular infiltration that almost completely obstructed
the lumen (Figure 3).

  

  

Figure 3. Endoscopic picture of cecal region tumor by Novel Motorised Spiral Enteroscope.
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Six biopsies were taken and adenocarcinoma was pathohistologically confirmed (Figure 4).
The patient was presented to a multidisciplinary team to decide on further treatment.

  

Figure 4. Microscopic images of cecal adenocarcinoma.

3. Discussion

The small bowel and ileocecal segment diseases accompanied by pathological intesti-
nal tortuosity have always been a significant drawback for endoscopists. In the last two
decades, with the introduction of DBE in 2001 and SBE in 2006, enteroscopic examination
has significantly improved [1,19–21]. Video capsule endoscopy was found to be useful for
the visualization of the entire small bowel. However, it does not allow the performing of
therapeutic interventions and biopsies, which represents a significant limitation of this
procedure [22]. The NMSE is a revolutionary endoscopic tool for the diagnosis and therapy
of distant areas of the gastrointestinal tract that are inaccessible by proximal and distal
endoscopy. Therefore, it is extremely useful for examination and interventions in the deep
parts of the small bowel [23]. In this case, NMSE enabled a complete visualization of
the colon and reached the ileocecal infiltration quickly and efficiently by “pleating” the
abnormally long, tortuous colon. In addition, this technique allowed the performing of
control movements of the endoscope and provided a more stable position for obtaining
representative biopsies compared to the conventional colonoscope.

The available literature mainly deals with the usage of this procedure for the diagnosis
and treatment of small bowel diseases since it has been primarily developed for that
purpose. However, some authors have reported the benefits of using this technique in cases
when conventional colonoscopy is unsuccessful.

In a recent study, the authors reported about 36 patients who had previously under-
gone incomplete diagnostic and/or therapeutic colonoscopies due to dolichocolon [12].
The cecal intubation rate was 100% and the median cecal intubation time was 10 min (range
4–30). The diagnostic yield was 64%, and neoplastic lesions were found in 23 patients.
No adverse events were noted. They concluded that NMSE is an effective alternative for
diagnostic and therapeutic colonoscopy in patients with dolichocolon. To the best of our
knowledge, our case represents the first use of this device after an incomplete colonoscopy
due to dolichocolon in our country and region.

Beyna et al. [24] evaluated the efficacy and safety of NMSE for diagnostic colonoscopy
in 30 patients. Diverticulosis was the most common finding (43.3%) and the average proce-
dure time was 20.8 min (range 11.4–55.3). No severe adverse events occurred. According to
these results, NMSE is also considered safe and feasible for diagnostic colonoscopy.

In other studies, this procedure was mainly performed using anterograde and/or
retrograde approaches in patients with gastrointestinal bleeding and unrevealing proximal
and distal endoscopy and in cases when small bowel disease was suspected [25,26]. Prasad
et al. [6] reported a case series of 14 patients in whom NMSE was performed in anterograde,
retrograde, or both approaches, and the most common findings were strictures or ulcers of
the jejunum and ileum. Ramchandani et al. [27] reported about 61 patients who underwent
NMSE due to symptomatic small bowel disease. Total enteroscopy was performed in 60.6%
of patients, for whom 29.5%, both anterograde and retrograde approaches were used. Singh
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et al. [28] evaluated 54 patients for small-bowel disease using NMSE. They have also used
this technique in both anterograde and retrograde approaches. The retrograde approach
was performed when the anterograde approach was contraindicated and in patients with
previous imaging findings that showed suspected lesions within 150 cm of the ileocecal
valve [28]. The average duration of a procedure performed in a retrograde approach was
35 min in a study by Ramchandi et al. and 90 min in a study by Prasad et al. [6,27].

Since NMSE is a new technology, data are lacking on its efficacy and safety in compar-
ison with other endoscopic modalities. According to the literature, cecal intubation was
achieved in 88–95% using DBE [29–31], 100% using short DBE [32], 93–100% for SBE [33–35],
and 92% for manually driven spiral overtube-assisted colonoscopy [36]. The diagnostic
yield of DBE was 68.1% [1,37] and for SBE, it was 47 to 60% [38–40]. The diagnostic and
therapeutic yields of the NMSE were 80% and 86.7%, respectively [23].

In addition, recent research has shown that spiral enteroscopy could be an effective
solution for ERCP in patients with altered gastrointestinal anatomy (after gastric and
duodenal resection) and it could significantly shorten the time required to perform the
procedure [41].

So far, rare adverse events associated with NMSE have been reported, including
acute pancreatitis, perforations, and erosive lesions of the esophageal mucosa [24]. No
adverse events were encountered in our case as well as in other recent studies and case
reports [12,24,27]. However, Prasad et al. reported major adverse events, which included
hypothermia (3 out of 14 patients) and pancreatitis (1 out of 14 patients) [6].

In this report, we aimed to highlight the possibility of performing NMSE in patients
after unsuccessful conventional diagnostic or therapeutic colonoscopy, especially in patients
with dolichocolon and suspected ileocecal disease. As already understood, failure to achieve
cecal intubation during the examination of the colon increases the risk of missing a lesion,
especially neoplasms in the inaccessible parts of the bowel. Therefore, the visualization
of the entire colon is necessary and when it cannot be achieved during conventional
colonoscopy, NMSE should be performed as a safe and effective alternative technique. It
could be considered an alternative technique in patients who have undergone incomplete
colonoscopy due to different causes, mainly in patients with a long, tortuous colon, presence
of angulation or fixation of bowel loops, as well as adhesions due to previous surgeries.
In these cases, NMSE is effective because it enables the straightening of the loops by
pleating the bowel. This mechanism allows for the deeper advancement of the endoscope
through the colon and provides a more stable position for the device while performing
polypectomies and biopsies compared to a conventional colonoscope. This technique
should not be applied in cases where strictures of the bowel are present and cause severe
narrowing of the intestinal lumen. In these cases, if increased resistance is detected, spiral
rotation is stopped automatically to avoid perforation. In addition, the larger caliber
of the spiral overtube and the rigidity of the attachment segment can increase the risk
of perforation.

Additional studies with a larger number of patients are needed to examine the safety
and efficacy of NMSE and to compare this new technology with conventional colonoscopy
and balloon-associated enteroscopy.

4. Conclusions

The NMSE is a procedure that enables both diagnostic and therapeutic interventions
for small bowel diseases. However, this case report highlights the possibility of using this
innovative tool as an alternative technique when the target lesion is difficult to access during
conventional colonoscopy. Its advantages include a simplified technique performed by a
single operator, a shorter time of examination, and the ability to perform both diagnostic
and therapeutic interventions.

Author Contributions: Conceptualization, A.S.; methodology, A.S.; writing—original draft prepara-
tion, A.S. and A.D.; writing—review and editing, A.H.-S. All authors have read and agreed to the
published version of the manuscript.
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Abstract: Here, we aim to describe COVID-19 pathology across different tissues to clarify the disease’s
pathophysiology. Lungs, kidneys, hearts, and brains from nine COVID-19 autopsies were compared
by using antibodies against SARS-CoV-2, macrophages-microglia, T-lymphocytes, B-lymphocytes,
and activated platelets. Alzheimer’s Disease pathology was also assessed. PCR techniques were
used to verify the presence of viral RNA. COVID-19 cases had a short clinical course (0–32 days) and
their mean age was 77.4 y/o. Hypoxic changes and inflammatory infiltrates were present across all
tissues. The lymphocytic component in the lungs and kidneys was predominant over that of other
tissues (p < 0.001), with a significantly greater presence of T-lymphocytes in the lungs (p = 0.020),
which showed the greatest presence of viral antigens. The heart showed scant SARS-CoV-2 traces
in the endothelium–endocardium, foci of activated macrophages, and rare lymphocytes. The brain
showed scarce SARS-CoV-2 traces, prominent microglial activation, and rare lymphocytes. The pons
exhibited the highest microglial activation (p = 0.017). Microthrombosis was significantly higher in
COVID-19 lungs (p = 0.023) compared with controls. The most characteristic pathological features
of COVID-19 were an abundance of T-lymphocytes and microthrombosis in the lung and relevant
microglial hyperactivation in the brainstem. This study suggests that the long-term sequelae of
COVID-19 derive from persistent inflammation, rather than persistent viral replication.

Keywords: COVID-19; SARS-CoV-2; lung; kidney; heart; brain; inflammation; elderly; neuropathology

1. Introduction

Coronaviruses (CoVs) are enveloped, positive-sense, single-stranded RNA viruses.
They are characterized by frequent genomic recombination, high prevalence, and wide
distribution, and they typically infect the respiratory and digestive tracts of several animal
species, as well as humans. In certain geographical areas, the close interface between
humans and animals facilitates zoonotic transmissions, resulting in the emergence of new
human CoVs [1]. Common human CoVs include two alpha-CoVs (HCoV-229E and HCoV-
NL63) and two beta-CoVs (HCoV-OC43 and HCoV-HKU1) which cause mild, self-limiting
upper-respiratory-tract infections [2]. Contrarily, SARS-CoV and MERS-CoV are two highly
pathogenic beta-CoVs, which have been identified as the etiologic agents of SARS (severe
acute respiratory syndrome) and MERS (middle east respiratory syndrome) outbreaks in
2002 and 2012, respectively. In autumn 2019, an outbreak of severe pneumonia of unidenti-
fied etiology was reported in Wuhan, Hubei Province, China. On 9 January 2020, China
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announced the identification of a novel beta-CoV as the etiologic agent of the outbreak. The
virus was subsequently named SARS-CoV-2 by the International Committee on Taxonomy
of Viruses. It causes a systemic disease identified as coronavirus 2019 disease (COVID-19).
The mortality rates due to SARS-CoV (9.6%) and MERS-CoV (34.3%) are significantly higher
than that of SARS-CoV-2 infection (4.4%), but the latter is more easily transmittable, which
explains its rapid spread and the massive number of cases worldwide [3]. SARS-CoV-2
represents a “perfect pandemic virus”, surpassing SARS-CoV and MERS-CoV in terms
of infected people, geographical expansion, and deaths [4]. On 1 March 2020, COVID-19
was declared a pandemic by the World Health Organization (WHO) and remains to this
day a global threat to public health (WHO-March 2020). By August 2022, there had been
589,680,368 confirmed cases of COVID-19, with 6,436,519 deaths reported to the WHO
(https://covid19.who.int/ accessed on 20 August 2022). Although the respiratory system
is undoubtedly the main target of SARS-CoV-2, the infection is characterized by a broad
spectrum of clinical manifestations denoting a multiple-organ disease, which has been
confirmed by pathologic studies [5–8]. The involvement of different organs and extent of
the lesions can be considered reliable prognostic factors for adverse outcomes in COVID-19
patients and for the development of post-acute COVID-19 syndrome [9]. Indeed, post-
acute COVID-19 syndrome, divided into subacute or ongoing symptomatic COVID-19
(4–12 weeks after disease onset) and chronic or post-COVID syndrome (beyond 12 weeks),
may affect the lungs, kidneys, heart, and brain with variable severity [9]. Pulmonary
outcomes range from a chronic cough to respiratory insufficiency due to fibrosis [10], renal
dysfunction may persist and lead to chronic kidney disease [11], heart complications in-
clude arrhythmias and heart failure [10,12], and the so-called “brain fog” affects cognitive
functions after the acute phase of the disease [13].

Damage to the lungs is typically marked by diffuse alveolar damage (DAD) of vari-
able degrees and stages (acute–proliferative–fibrotic), with edema and hyaline membrane
formation, cytopathic features, and hyperplasia of type-2 pneumocytes, and the presence
of SARS-CoV-2 antigens, accompanied by macrophage and lymphocyte infiltration, or-
ganizing pneumonia, and frequent superimposed bacterial infection. Moreover, vascular
damage is often described with the formation of microthrombi and thrombi, hemorrhagic
infarctions, and pulmonary thrombo-embolism [3,14–24]. DAD is a key pathophysiolog-
ical mechanism of lung damage in SARS-CoV-2 infection that is present in 88% of cases;
however, it is not pathognomonic for COVID-19. Indeed, DAD with prominent hyaline
membrane formation is also very frequent in SARS-CoV (98%) and influenza A/H1N1
(90% in the 2009 pandemic). On the other hand, micro-thrombotic disease has been reported
with a similarly high prevalence among COVID-19 (57%) and SARS (58%) cases, while it is
lower for H1N1 (24%) flu cases [25].

At the kidney level, the main histological findings are acute tubular injury, inflam-
matory infiltrates, and microvascular occlusion of glomerular and peritubular capillaries,
frequently accompanied by arteriolosclerosis and glomerular degeneration (pre-existing
chronic renal disease). Transmission electron microscopy has revealed the presence of viral
particles in the tubular epithelium and podocytes [8,22,23,26,27].

Regarding the heart, the most common findings are pericarditis and myocarditis with
inflammatory foci associated with myocyte injury and fibrosis that may also reflect a pre-
existing disease [15,16,21,23,28–30]. In the heart, there are only scarce molecular traces
of SARS-CoV-2 [31], while macrophage infiltration is predominant with a low number
of lymphocytes [32]. Other authors have reported a predominance of thrombosis and
micro-thrombosis leading to ischemic injury [30,33].

From a neuropathologic standpoint, a wide range of changes are observed. In almost
all postmortem evaluations, brain congestion, edema, and neuronal loss caused by se-
vere hypoxic phenomena due to pulmonary and heart complications have been observed.
Moreover, inflammatory processes are frequently described, including acute disseminated
encephalomyelitis (ADEM)-like features and different patterns of immune-induced menin-
goencephalitis with meningeal, perivascular, or parenchymal lympho-monocytic infiltrates,
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while the presence of SARS-CoV-2 in the brain remains controversial. Microglial activation
with microglial nodules is often detected. In this regard, it should be considered that the
elderly population is the most affected by the severe form of COVID-19, and many patients
had pre-existing neurocognitive disorders; thus, brain inflammation changes and conse-
quent neurological manifestations may be greatly influenced by the presence of microglial
“priming” due to neurodegeneration [34–44]. Vascular injuries of either the ischemic or
hemorrhagic type are also reported, including macroscopic and microscopic lesions caused
by clotting alterations and/or endotheliitis [35,37,40–42,45–47].

Although the liver is one of the most important immunological organs in the body and
alterations in liver parameters are frequently reported in COVID-19, especially in severe
cases, the pathological findings are non-specific and the impairment of liver function does
not appear clinically relevant in SARS-CoV-2 infection [48–50].

Many assume the presence of active viral replication, not only in the lungs, but also
in other organs [51–53], probably depending on the differential expression of angiotensin-
converting enzyme 2 (ACE-2) receptors and TMPRSS-2 transmembrane protease, which are
the main cellular factors involved in viral entry [54]. COVID-19 induces multi-organ dam-
age, the pathological aspects of which are essential for understanding the pathophysiology
of the acute disease, as well as its long-term manifestations. Nonetheless, comparative
studies between the various organs involved are still lacking. The aims of this work are:
(1) to describe how the above-mentioned organs are involved and how SARS-CoV-2 spreads
and persists throughout the organism; (2) to compare the inflammatory infiltrates of the
lungs, the organ massively affected by the viral invasion, with those of the kidneys, heart,
and brain, which are non-primary targets for the virus; (3) to emphasize the pathological
features specific for SARS-CoV-2 infection through a comparison between COVID-19 and
non-COVID lungs, and between COVID-19 brains with and without neurodegenerative
burden (i.e., Alzheimer’s disease—AD pathology) and non-COVID brains with and without
AD pathology; and (4) to investigate the role of microthrombosis.

2. Materials & Methods

2.1. Study Design, Setting, Participants, and Clinical Data

This is an observational study based on a cross-sectional analysis of clinical and patho-
logical data from COVID-19 cases. The study comprises patients from elderly care units
who died during the first tumultuous pandemic peak. Most of them were not hospital-
ized, and the availability of blood tests is scant; thus, the information obtained through a
retrospective review of medical records is limited to clinical data. COVID-19 cases were
subjected to forensic autopsies, ordered by the Prosecutor. Human autopsy samples were
harvested and provided by the Unit of Legal Medicine and Forensic Sciences (Department
of Public Health, Experimental and Forensic Medicine, University of Pavia, Pavia, Italy).
All consecutive COVID-19 autopsies performed between 17 April and 4 June 2020 were con-
sidered for this study. The inclusion criteria were: (1) SARS-CoV-2 infection (Delta-variant)
confirmed by a positive pharyngeal swab and (2) continuous refrigeration of the cadaver
at 4 ◦C leading to the time of autopsy with adequate tissue preservation for histological
multi-organ comparison, including the brain. Of the 15 COVID-19 autopsies performed,
9 were selected, while 6 were excluded for inadequate preservation of the brain tissue.
Owing to the presence of cognitive disturbances in over half of the cases, and the fact that
these disturbances worsened during COVID-19, we chose to also evaluate the presence
of AD neuropathology. In addition, 10 matched controls were studied: for lung compari-
son, 5 cases with non-COVID pneumonia were selected from the Unit of Legal Medicine,
while, for neuropathological comparison, 5 non-COVID brains were selected from the
Abbiategrasso Brain Bank (ABB) at the Golgi-Cenci Foundation (Abbiategrasso, Milan,
Italy), including 3 cases with AD pathology and 2 with no AD pathology. A retrospective
review of medical charts was performed by two forensic medical doctors, a geriatrician,
and a neurologist in order to ascertain the clinical history of the selected cases. The patients
were clinically defined for the presence or absence of comorbidities, dementia, delirium,
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and sepsis. The DSM-5 criteria were used to define the mental state and identify any
pre-existing cognitive dysfunction, namely major neurocognitive disorder (major-NCD) to
indicate dementia and mild-NCD to designate mild cognitive impairment (MCI). Sepsis
was considered a severe bacterial superinfection with at least one positive blood culture.

2.2. Autopsies and Sampling of the Organs

All autopsies were conducted respecting all the recommendations for forensic autopsy
in SARS-CoV-2 infected cadavers [55]. All tissue samples were harvested and processed as
previously described [34,56]. Briefly, the sampling protocol for pathological examination
included 1 section per each pulmonary lobe; 5 heart sections from a mid-horizontal slice
(anterior and posterior right ventricle, septum, left ventricle, and 1 epicardial coronary);
and 1 section from each kidney, including the cortex and medulla (The Royal College of
Pathologists 2020) [57]. For the neuropathological characterization, a total of 7 sections were
considered: frontal, temporal, parietal, and occipital lobes; hippocampus–entorhinal cortex;
pons; and the cerebellum. Before fixation, a small portion from the fronto-basal region
was frozen for quantitative Reverse-Transcription–PCR (qRT-PCR) and droplet digital PCR
(ddPCR) analysis in order to detect viral RNA [58]. The liver, hypophysis, thyroid, spleen,
adrenal glands, uterus, or prostate, besides the brain, lungs, heart, and kidneys, were also
included in the routine histopathological examination. Upon Hematoxylin–Eosin (H&E)
staining, we did not observe any peculiar features that could be related to COVID-19.
Moreover, the subjects of the present study did not show any clinical signs related to a
possible liver failure or impairment. Therefore, despite the liver being one of the most
important organs of the body, we chose to perform the study on the brain, lungs, heart, and
kidneys, for which the clinical picture and the routinary H&E staining provided the most
interesting results.

In accordance with Italian Law, this research was performed on small portions of
biological samples routinely taken during autopsies that had already been examined for
diagnostic and/or forensic purposes. The subjects of the study were kept anonymous. The
reference law is the authorization n9/2016 of the guarantor of privacy, then replaced by
Regulation (EU) 2016/679 of the European Parliament and of the Council. The ABB autopsy
and sampling protocol [59] were approved by the Ethics Committee of the University of
Pavia on 6 October 2009 (Committee report 3/2009).

2.3. Histology and Immunohistochemistry

All sections were compared for morphology using Hematoxylin–Eosin (H&E) stain-
ing. Alzheimer’s Disease (AD) severity was assessed on sections immunostained with
antibodies against beta-amyloid (4G8, monoclonal antibody, BioLegend San Diego, CA,
USA; 1:1000) and phospho-tau (AT8, monoclonal antibody, clone MN1020, Thermo Fisher
Scientific Waltham, MA, USA; 1:200) and defined according to Montine’s scheme (low–
intermediate–high AD pathology) [60].

To assess SARS-CoV-2 presence, inflammatory infiltrates, and microthrombi, the
following anatomical regions were considered: inferior left lung lobe, right kidney, left
heart ventricle, frontal lobe (gray–white matter) for the forebrain, and pons for the hind-
brain. Antibodies against the following antigens were used: SARS-CoV-2 nucleocapsid
(monoclonal antibody, clone B46F, and Invitrogen Waltham, MA USA; 1:100), CD68 (mono-
cytes and activated macrophages: polyclonal antibody and Invitrogen; 1:500—brain mi-
croglia:monoclonal antibody clone KP1, and Dako Santa Clara, CA 95051 United States;
1:100), CD3 (T-lymphocytes: monoclonal antibody, clone SP7, and Invitrogen; 1:200—brain:
monoclonal antibody, clone F7.2.38, and Dako; 1:50), CD20 (B-lymphocytes: polyclonal
antibody and Invitrogen; 1:300—brain: monoclonal antibody, clone L26, and Dako; 1:100),
CD42b (activated platelets: monoclonal antibody, clone 42C01, and Invitrogen; 1:100), and
GFAP (astrocytes: polyclonal antibody, and Dako Z0334; 1:1000).

The most affected sections were chosen among all of the anatomical regions; succes-
sively, low magnification (4×) was used to explore the slide and higher magnifications
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(10–20×) to investigate the morphological aspects. For each representative slide, 5 areas
of 4.7 mm2 were evaluated (the 4 corners and the center). In order to characterize the
infiltrate, the most affected area was selected for scoring. To grade the reactions, compara-
ble semi-quantitative 4-point scoring systems (0–3) were used. To quantify the presence
of lymphocytes and monocyte–macrophages in the different infiltrates of the various tis-
sues, we effectively applied the method described by Matschke and colleagues based on
cell counts: 0/4.7 mm2 = 0, none; 1–9/4.7 mm2 = 1, mild; 10–49/4.7 mm2 = 2, moder-
ate; and >49/4.7 mm2 = 3, severe [35]. To evaluate the activation of brain microglia, we
applied the 0–3 scoring method already consolidated in our laboratory [34]. To quan-
tify the microthrombi, the thrombosed capillaries were counted (0/4.7 mm2 = 0, none;
1/4.7 mm2 = 1, mild; 2/4.7 mm2 = 2, moderate; and ≥3/4.7 mm2 = 3, severe). Scores of
0–1 (none-mild) were considered not relevant in all tissues and reactions, while scores
of 2–3 represented a moderate to severe pathological alteration. Two neurologists with
expertise in neuropathology and two pathologists blinded to the clinical history performed
the pathological assessment. Whenever discrepancies between the gradings emerged, the
area was reassessed together until an agreement was reached.

2.4. Statistical Analysis

All statistical analyses were conducted using R (version 4.2.1; R Core Team; R Founda-
tion, Released 2021, Vienna, Austria). p-values of < 0.05 were considered significant. Given
the ordinal nature of the scores and the low number of cases, a nonparametric statistical test
was used. The T and B lymphocyte sum was considered as a further variable. Friedman’s
test with Durbin–Conover pairwise comparison was used to compare the different tissues
within subjects (R package PMCMR). Score differences between the cases and controls for
each organ were compared using the Mann–Whitney U test.

3. Results

3.1. General and Clinical Characteristics

The demographic and clinical features of the study participants are shown in Table 1.
The nine COVID-19 patients (four females and five males) died 0 to 32 days after diag-
nosis (mean: 10 days). At death, their mean age was 77.4 (range: 29–94), and the mean
post mortem interval was 7 days (range: 3–13). All subjects, except for patient COV2 (a
previously healthy young man), had several comorbidities of varying severity, including
pulmonary diseases, hypertension, diabetes, obesity, and cancer. None of them had severe
heart failure. Six had a history of NCD (four major-NCD and two mild-NCD), five of whom
had a clinical course complicated by delirium (three as the first COVID-19 symptom). The
other three were cognitively normal. All cases developed severe lymphopenia and typical
symptoms (fever–cough–dyspnea), except for the COV2 case, who was asymptomatic and
died from hemorrhagic shock due to accidental trauma. Three had sepsis before death
and only one was treated in an intensive care unit; however, none of them underwent
orotracheal intubation (Table 1). The five cases with non-COVID pneumonia (from the
Institute of Legal Medicine) and the five non-COVID ABB controls were matched for age
and comorbidities. These subjects died of either of the following: pneumonia–pulmonary
failure, heart failure, cachexia due to terminal dementia, or cancer.

Table 1. General and clinical information.

Code
PMD

(Days/Hours)

General and Clinical Features

Sex Age (y/o) Anamnesis; Cause of Death NCD DEL SEP

COV2 7 d M 29 NR; hemorrhagic shock no no no

COV4 5 d M 67 Obesity, HTN, and CVD; CIP and
respiratory failure no no yes
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Table 1. Cont.

Code
PMD

(Days/Hours)

General and Clinical Features

Sex Age (y/o) Anamnesis; Cause of Death NCD DEL SEP

COV6 11 d F 90 HTN and COPD; respiratory failure no no no

COV3 7 d M 87 T2D and CVD; respiratory failure Mild (VCI) Hyper/Hypo
(early onset) no

COV10 7 d M 81 AF and paraparesis (previous GBS);
respiratory failure Mild (VCI) Hypo

(late onset) yes

COV1 7 d F 74 NR; respiratory failure Major (AD) Hyper
(early onset) no

COV5 3 d F 94 T2D, HTN, CVD, and AF;
multiorgan failure

Major
(AD + VaD)

Hypo
(early onset) yes

COV8 13 d F 83 HTN; respiratory failure Major (AD) no no

COV9 6 d M 92 HTN and cerebrovascular disease;
respiratory failure

Major
(AD + VaD)

Hyper/Hypo
(late onset) no

L1 4 d F 76 AF; multiorgan failure 7 days after
head trauma no no no

L2 5 d M 92 HTN CVD, and cerebrovascular
disease; respiratory failure

Major
(VaD)

Hypo
(late onset) no

L3 6 d F 60 CVD; multiorgan failure 3 days
after head trauma no no no

L4 4 d M 62 HTN; respiratory failure no no yes

L5 8 d M 74 HTN and COPD; multiorgan failure
10 days after intestinal perforation

Major
(AD + VaD)

Hypo
(late onset) yes

B1 3 h M 79 T2D; liver cancer no no no

B2 8 h M 79 HTN, CVD, and cerebrovascular
disease; cachexia

Mild (VCI)
and

hemiparesis
no no

B3 16 h F 83 HTN, CVD, and cerebrovascular
disease; CHF

Major
(AD + VaD) no no

B4 15 h F 85 CVD and cerebrovascular disease;
CHF

Major
(AD + VaD)

Hyper
(prev. ep) no

B5 15 h F 89 HTN, COPD, and cerebrovascular
disease; cachexia Major (AD) Hyper

(prev. ep) no

Note: COVID-19 cases are labeled as ‘COV’, control cases are identified as ‘B’ (Brain Bank) for brain and L (lung
control) for lungs; PMD was measured in days (d) or hours (h). Abbreviations (in alphabetical order): AD,
Alzheimer’s disease; AF, atrial fibrillation; CHF, chronic heart failure; COPD, chronic obstructive pulmonary
disease; CVD, cardiovascular disease; DEL, delirium; GBS, Guillain Barre Syndrome; HTN, hypertension; n/a,
not available; NCD, neurocognitive disorder; NR, nothing relevant in medical history; PMD, post mortem delay;
prev. ep., previous episode; SEP, sepsis; T2D, type 2 diabetes; VaD, vascular dementia; VCI, mild vascular
cognitive impairment.

3.2. Pathological Findings in COVID-19 Cases

The general and specific pathological findings of the COVID-19 cases are summarized
in Table 2, and their most representative histological details are displayed in Figure 1.

The lung samples showed: (1) severe capillary congestion, edema, and DAD with
cytopathic alterations in type-2 pneumocytes; (2) SARS-CoV-2 positivity in alveolar pneu-
mocytes of five cases, ubiquitous alveolar macrophages, interstitial pneumonia with fibrosis
and moderate to severe inflammatory septal infiltrates (mainly T-lymphocytes, present
in all cases), and frequent superimposed bacterial infection; and (3) microthrombi and
frequent clots inside the vessels in seven cases.

Findings from the kidneys included: (1) congestion and acute glomerular alterations
in three cases; (2) SARS-CoV-2 positivity in the tubular epithelium and the capillary en-
dothelium in three cases, and moderate to severe inflammatory infiltrates (T-lymphocytes
and B-lymphocytes in the majority of cases, while macrophages were quite rare in all but
one case); and (3) microthrombi and clots in two cases.
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Figure 1. Pathological features of COVID-19. In the lung, H&E revealed severe congestion, diffuse
alveolar damage, and interstitial pneumonia presenting as septal infiltrate shown in the middle
of the image (A); SARS-CoV-2 positivity is evident in alveolar pneumocytes showing cytopathic
features (B) and in the bronchiolar ciliated epithelium (B’); diffuse interstitial macrophages detected
by CD68 antibody (C, arrowheads); T-lymphocyte (D) and B-lymphocyte (E) infiltrates are revealed
by CD3 and CD20 reactions, respectively; CD42b marks several microthrombi in capillary and
interstitial vessels characterized by a “rosary crown” feature (F). In the kidney, H&E labeled acute
glomerular alterations in the lower part of the image and inflammatory infiltrates at the top (G);
SARS-CoV-2 immunoreactivity detectable in some vascular endothelial cells (H, arrows); occasional
foci of macrophages detected by the CD68 antibody (I, arrowheads); as in the lung, T-lymphocyte
(J) and B-lymphocyte (K) infiltrates are revealed by CD3 and CD20 reactions, respectively; occasional
microthrombi in the glomerular capillary are marked by CD42b antibody (L). In the heart, H&E
stained parenchymal dissociation and myocyte vacuolization in the upper part of the image (M);
rare SARS-CoV-2 traces observed in the endocardium (N, arrows); occasional foci of interstitial
macrophages labeled by the CD68 antibody (O, arrowheads), rare subepicardial T-lymphocyte
(P, arrows) and B-lymphocyte (Q, arrowheads) infiltrates revealed by CD3 and CD20 reactions in the
upper and lower parts of the images, respectively; CD42b antibody marks focal and sporadic capillary
microthrombi (R). In the brain, H&E revealed diffuse neuronal loss and cortical edema characterized
by spongiosis (S); very rare SARS-CoV-2-positive cells detected in the pons (T); amoeboid microglial
cells and several microglial nodules identified by the CD68 antibody, mainly in the brainstem (U);
rare T and B lymphocytes are observed in the perivascular spaces (V) and in some nodules (W);
frequent capillary microthrombi are observed in the brainstem (X). Scale bars: 230 μm (S); 162 μm
(G); 140 μm (C,U); 75 μm (A,E,F,K,M,P,W); 64 μm (D,I,O,Q,R,X); 60 μm (J); 52 μm (L); 44 μm (B’);
39 μm (B); and 30 μm (H,N,V,T).
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The heart samples revealed: (1) hypoxic myocytic injuries; (2) sporadic SARS-CoV-
2 traces in the endothelial and endocardial cells of one case, perivascular–parenchymal
inflammatory infiltrates (prominent only in two cases) characterized by predominant
macrophages with no evidence of T-lymphocytes and rare B-lymphocytes; and (3) relevant
microthrombi in only one case.

The neuropathological hallmarks were: (1) diffuse cortical edema due to extreme
hypoxia with cortical swelling, spongiosis, and severe neuronal rarefaction in the cerebral
cortex and hippocampus; (2) very limited traces of SARS-CoV-2 antigens in pontine neu-
rons of one case, perivascular and parenchymal inflammatory infiltrates characterized by
the enhancement of CD68-positive amoeboid cells (activated microglia), which are more
abundant in the pons (all cases) than in the frontal cortex, with a tendency to nodular
aggregation and neuronophagia, and very scant B–T lymphocytes as vascular cuffing or
inside few nodules; and (3) frequent microthrombi in the frontal lobe (eight cases) and pons
(six cases) with rare ischemic rarefaction of the surrounding tissue.

Although all COVID-19 subjects had a positive pharyngeal swab, none of them ex-
pressed positivity for SARS-CoV-2 RNA in the brain using qRT-PCR. Nonetheless, traces
of viral RNA were detected in the frontal lobe of almost all cases through ddPCR, a more
sensitive technique.

Apart from COV2, all of the other cases had pre-existing or age-related pathologies.
The lungs frequently showed emphysema, dystelectasis, and anthracosis. The kidneys
showed glomerulosclerosis and arteriolosclerosis. The heart samples presented with my-
ocardiosclerosis, lipofuscin deposits, and fatty infiltrates. The brain samples showed
different degrees of atrophy and AD pathology (six cases showing cortical neuritic plaques
associated with microglial activation and astrogliosis with reactive astrocytes), and small-
vessel disease (SVD), including enlarged perivascular spaces, arteriolosclerosis, myelin
loss, hemosiderin leakage, and microbleeds (five cases).

3.3. Pathological Findings in Control Non-COVID Cases (n = Five Lungs; n = Five Brains)

The lungs of non-COVID cases showed congestion, edema, and DAD with septal
lympho-monocytic infiltrates associated with intra-alveolar fibrinopurulent exudates con-
sisting of neutrophils and macrophages (similar to COVID-19 cases with superimposed
bacterial infection). The control brains presented both AD pathology and vascular diseases
(SVD and cerebral infarcts). Similar to the COVID-19 cases with AD, the three controls af-
fected by AD showed severe astrogliosis and cortical microglial nodules with a distribution
resembling that of neuritic plaques.

3.4. Comparison of Pathological Findings

The presence of T-B lymphocytes as a whole (sum of scores) was similar in the lungs
and kidneys (Figure 2A; Table 3), albeit with a significantly greater presence of T lympho-
cytes in the lungs (p = 0.020; Figure 2B). The lymphocyte component within the inflamma-
tory infiltrates of lungs and kidneys was clearly predominant over that of other tissues
(p < 0.001; Figure 2A; Tables 2 and 3), as well as the presence of the viral antigen, particularly
in the type-2 pneumocytes and bronchiolar epithelial cells (Figure 1B,B’). The heart had
relevant inflammatory foci in only two cases, characterized by the presence of macrophages
(Figure 1O), the substantial absence of lymphocytes, and very rare SARS-CoV-2 traces in
the endothelium–endocardium (Figure 1N).
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Figure 2. Lymphocytic infiltrates. (A) Box plot comparing the sum of the B and T lymphocyte scores
across lungs, kidneys, heart, brain frontal lobe (BF), and pons (BP); the lymphocyte component within
the inflammatory infiltrates of lungs and kidneys was clearly predominant over that of other tissues
(p < 0.001); (B) box plot showing a comparison between T lymphocyte scores in the lungs and in the
kidneys; The presence of T-B lymphocytes as a whole (sum of scores) was similar in the lungs and
kidneys, albeit with a significantly greater presence of T lymphocytes in the lungs (p = 0.020).

Comparing lung T-B lymphocytes between COVID-19 cases and controls, there was
no significant difference (Figure 3A); nonetheless, the T-component was considerably more
represented in COVID-19 pneumonia (Figure 1D) (p = 0.010; Figure 3B).
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Figure 3. Comparison of lymphocytic infiltrates among the lungs of cases and controls. (A) Box plot
describing the comparison between the lung B–T lymphocyte of COVID-19 cases versus control cases;
lung T-B lymphocytes (sum of scores) did not show any significant difference; (B) lung T lymphocyte
score comparison among COVID-19 cases and control cases according to a box plot demonstrated
that the T-component was considerably more represented in COVID-19 pneumonia (p = 0.010).

As for the brain, the preponderance of microglial activation (innate immunity) over
the lymphocytic response (adaptive immunity) was distinct. In the frontal lobe, this phe-
nomenon did not differ between COVID-19 cases and controls; these two groups showed
similar levels of microglial activation, probably reflecting an inflammatory boost related to
the presence of neurodegeneration (Figure 4A). On the other hand, the significantly greater
microglial activation in the pons of COVID-19 cases (Figure 4B), associated with traces of
viral antigen (Figure 1T), emerged as a specific topographical phenomenon within the brain
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(p = 0.017; Figure 4B). Microthrombosis assumed a clinico-pathological relevance only in
the lungs, with a significant prevalence of pulmonary microthrombi in COVID-19 cases
(Figure 5; p = 0.023) in comparison with non-COVID pneumonia.

Figure 4. Comparison of microglial activation between the brains of cases and controls. (A) In the
frontal lobe, microglial activation (innate immunity) did not differ between COVID-19 cases and
controls; (B) Comparison of pontine microglia between COVID-19 cases and control cases by a box
plot showed a significantly greater microglial activation in the pons of COVID-19 cases (p = 0.017).
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Figure 5. Box plot comparing activated platelets between the lungs of cases and controls demonstrat-
ing a predominance of pulmonary microthrombi in COVID-19 cases (p = 0.023).

Table 3. Summary of statistical analyses.

χ2 p-Value

Friedman rank sum test 31.8 <0.001

Pairwise comparisons (Durbin–Conover) t p-value

Sum of T-B Lymphocytes Lungs vs. Kidneys 0.438 0.665
Sum of T-B Lymphocytes Lungs vs. Heart 10.506 <0.001

Sum of T-B Lymphocytes Lungs vs. Brain frontal lobe 8.536 <0.001
Sum of T-B Lymphocytes Lungs vs. Brain pons 11.162 <0.001

Sum of T-B Lymphocytes Kidneys vs. Heart 10.068 <0.001
Sum of T-B Lymphocytes Kidneys vs. Brain frontal lobe 8.098 <0.001
Sum of T-B Lymphocytes Kidneys vs. Brain frontal pons 10.725 <0.001

4. Discussion

Due to its intrinsic characteristics, SARS-CoV-2 infection is accompanied from the
earliest stages by an extreme cytokine outpouring. This so-called “cytokine storm” is a
form of severe inflammatory response syndrome due to a hyperactivation of the innate im-
mune system with dysregulated and excessive production of pro-inflammatory cytokines,
including IL-6, IL-1, IFN, and TNF-alpha [61]. This type of reaction is specifically related to
highly pathogenic beta-CoVs and is frequently observed among patients affected by severe
COVID-19. Our results confirm that inflammatory and immune-mediated alterations aug-
ment the direct cytopathic damage induced by the virus, causing epithelial and endothelial
damage, vascular leakage, and dampening of the T-cell response, accompanied by the over-
activation of cells from the macrophage lineage. Hence, the severe form of COVID-19 is a
multi-organ disease characterized by a combination of viral invasion, lympho-monocytic
infiltration, and clotting alterations with mixed detrimental effects due to acute cytopathic
injury, inflammation, microthrombosis, and chronic suffering leading to fibrosis. Further
detrimental effects are induced by lung failure causing severe hypoxia in all tissues. The
main results to discuss are summarized in the following points. (A) SARS-CoV-2 antigens:
both pulmonary and renal tissues present capsid antigens, respectively, in the bronchial
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epithelia and alveolar pneumocytes, as well as in the tubular epithelial and capillary en-
dothelial cells, but the organ with the heaviest burden of viral antigens is the lung, while
their presence is negligible in the heart (rare endothelial cells of one case) and brain (rare
pontine neurons of one case), with no evidence of active viral replication; (B) inflammatory
infiltrates: lymphocytic presence is most prominent in pulmonary and renal tissues, while
the heart and brain display very scant lymphocytes with a clear predominance of the
monocyte–macrophage–microglia compartment; (C) comparison between COVID-19 and
other types of pneumonia: T-lymphocytes were significantly more represented in the lungs
infected by SARS-CoV-2; (D) comparison between COVID-19 and control brains: in the
frontal cortex of COVID-19 cases, there was a slight and non-significant microglial boost-
ing that was probably related to pre-existing neurodegeneration (AD pathology), rather
than to COVID-19, while microglial hyperactivation was significantly higher in the pons
of COVID-19 cases, showing several microglial nodules that appeared to be specifically
related to SARS-CoV-2 infection; (E) microthrombosis: while it is a frequent finding across
all organs, it appears to represent a specific COVID-19 feature only in the lungs.

This research work has some limitations: (1) the low number of cases of mainly elderly
people, who happen to constitute the most affected population, thus representing an
interesting standpoint; (2) the study comprised patients from elderly care units who died
during the first tumultuous pandemic peak, most of whom were not hospitalized; thus, the
serum and blood parameters measured before death were not available in most cases, and
the determination of a correlation between blood parameters and pathological changes was
not possible; (3) the lack of RNA samples from all tissues apart from the frontal lobe, as most
tissue samples from the autopsy were immediately formalin-fixed and paraffin-embedded
for safety reasons, making subsequent RNA extraction very difficult in terms of quality
and quantity; (4) the predominance of superimposed bacterial infection in the control
lungs, making them “not pure” controls for viral pneumonia; however, superimposed
bacterial infection was also very frequent in SARS-CoV-2 pneumonia. The strength of this
research is the focus on histological differences between organs and tissues of clinically
well-documented COVID-19 cases, along with the comparison with lungs and brains from
non-COVID matched controls to estimate the specific role of SARS-CoV-2 in determining
the pathological changes. Furthermore, we developed a method for histological assessment
that considered large areas of tissue to select the most affected zones of an individual organ,
which were used for scoring. This approach was proven effective in characterizing and
comparing the inflammatory infiltrates.

4.1. SARS-CoV-2 Antigens

The parallel comparison between organs confirmed that each tissue interacted differ-
ently with SARS-CoV-2, showing interesting similarities and differences. As previously
observed by us and other authors [22,24,30], SARS-CoV-2 replicates predominantly, and
persists for longer periods, in the alveolar and bronchial epithelium (five cases), where it
induces severe cytopathic effects (atypia and death of type-2 pneumocytes). These findings
correlate with the abundance of ACE2, TMPRSS2 serine threonine transmembrane protease,
and basagin (CD147), which are expressed not only in the alveolar epithelia, but also in
the bronchial epithelia. CD147 is now being recognized as a secondary docking site that
may increase SARS-CoV-2 virulence and tropism for the upper airways compared with
SARS-CoV [62,63].

Similarly, but to a lesser degree, the kidneys showed occasional viral antigens inside
the tubular epithelial and capillary endothelial cells. The presence of viral particles in
the tubular epithelium has also been reported in other studies [27,64] and may contribute
to renal damage. Acute tubular injury is, in fact, often observed in severe COVID-19,
and the cause is likely multifactorial; it may result from hypoxia, vascular dysfunctions,
severe inflammation, and cytokine release syndrome, along with renal viral tropism, and
its consequent direct cytopathic effect on tubular epithelial cells [27,65]. In renal tissues, the
co-expression of ACE2 receptors and TMPRSS2 protease has been reported [66–68]. This
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information, coupled with our results, suggests that some viral replication may also take
place in the kidneys.

In the heart, SARS-CoV-2 positivity was found only in the endocardium and endothe-
lium of a single case. Even though many have found the presence of ACE2 and TMPRSS2
to be consistent in the heart (especially in people with heart comorbidities), our results
suggest that myocardial damage is not imputable to direct viral assault. The virus probably
penetrates the heart, but the lack of cytopathic findings and the viral antigen negativity,
observed by us as well as by others [31], indicates that the virus does not replicate within
the heart, despite the presence of ACE-2 receptors that are, however, mainly expressed by
endothelial cells. Further studies are required to elucidate the biological reasons for the
absence of active viral replication in the myocardium. It is possible that multiple alternative
causes concur with the cardiac damage, among which, invariably, are generalized hypoxia,
inflammatory damage, and microangiopathy [20,33].

From a neuropathological standpoint, our data suggest that SARS-CoV-2 slightly
penetrates the brain, but does not actively replicate within it. In the brain tissue, ACE2
and TMPRSS2 are very scarcely present [54,69]. Indeed, our results demonstrate very
limited traces of viral proteins in a cluster of neurons located in the pons of a single case.
The antigen positivity likely results from virions or viral particles ascending from the
respiratory and pharyngeal mucosa through the lower cranial nerves. This hypothesis is
in line with the findings reported by Matschke et al. [35], who identified SARS-CoV-2 in
the lower cranial nerves. SARS-CoV-2 may also be present in the brain through the direct
infection of endothelial cells that have a receptor structure favoring direct infection by the
virus. Indeed, some authors have reported the sporadic presence of viral antigens within
the brain endothelia [45,53,70] and the possible occurrence of endotheliitis [41,42,71]. In
our study, viral RNA was detected in minimal quantities in almost all brains using ddPCR,
which is a very sensitive method capable of amplifying fragments of the viral genome
originating from the blood [58].

Our data suggest that SARS-CoV-2 causes an acute infection with progressive “clean-
ing” of the virus from the affected tissues. In particular, the virus was not detectable in four
out of nine of the COVID-19 lungs, while a significant inflammatory infiltrate persisted in
all cases. Along with other studies [54,72], our data indicate that, similar to SARS-CoV and
MERS-CoV, SARS-CoV-2 does not produce a persistent infection. Eventually, the virus is
cleared from the tissues it infects; nonetheless, the consequences of the disease may last
longer, resulting in persistent symptoms lasting weeks to months after the acute phase.
Hence, an accurate analysis of the inflammatory phenomena that accompany SARS-CoV-2
infection is important.

4.2. Inflammatory Infiltrates

Examining the inflammatory infiltrates more closely, it is evident how the lymphocytic
component is essentially more prominent in the lungs, less prevalent, but still relevant, in
the kidneys, and negligible, if not absent, in the heart and brain (Figure 2A). In particular,
the sum of lymphocytes showed the highest scores in the pulmonary and renal tissues,
where it tended to be superimposable (Figure 2A). Although the lungs and kidneys seemed
to behave similarly, the lungs actively reacted to the massive viral invasion and replication,
which was not so evident in the renal tissue. Indeed, T-lymphocytes were significantly
more prominent inside the pulmonary infiltrates (Figure 2B). This was probably a specific
adaptive immune response against the intense viral replication, as demonstrated by the
presence of the highest T-lymphocyte scores in association with the abiding positivity for
SARS-CoV-2 (Table 2).

Contrarily, the heart and brain, which were less directly affected by the infection,
displayed a scant lymphocytic presence, and the preponderance of macrophages and
microglial cells, respectively, as a non-specific immune response (innate immunity) to
antigenic perturbation and immune-complex formation. In the heart samples, we observed
moderate macrophage infiltration in two cases (Table 2). Such findings confirm the possi-
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bility of a macrophagic inflammatory response in the heart that has also been reported by
others [32]. It is not yet clear whether this finding may represent a pathophysiological basis
for the occasional reported cases of myocarditis and/or pericarditis in the literature [73–75].
Overall, pathological reports regarding the heart have yielded inconsistent results, and the
mechanism of myocardial injury is probably multifactorial.

4.3. Comparison between COVID-19 and Other Types of Pneumonia

It is noteworthy that COVID-19 and non-COVID types of pneumonia share the same
pathology with congestion, edema, DAD with septal lympho-monocytic infiltrates, and
intra-alveolar exudate. A number of scientific articles have recently been published re-
garding the pulmonary features of COVID-19, describing several clinical, radiologic, and
autopsy findings that closely resemble those seen in SARS and MERS cases, and also
in other types of viral pneumonia, such as H1N1 flu cases [25]. These observations are
consistent with ours; in particular, DAD emerges as a common key pathophysiological
mechanism. Such findings suggest that the pathophysiology of alveolar damage in SARS-
CoV-2 infection is the same as that of other known causes of acute respiratory distress
syndrome (ARDS). Nonetheless, our results outline the prominent T-lymphocyte response
precisely in the site of the greatest viral replication. Indeed, even with a similar inflam-
matory infiltrate (sum of B and T lymphocytes not significantly different; Figure 3A), a
significantly greater presence of T lymphocytes was observed in COVID-19 lungs compared
with the control ones (Figure 3B). The relevant presence of T lymphocytes underlines the
role of these cells in the specific response where viral replication is particularly active. We
can assume that such a response may be common to other types of pneumonia with purely
viral etiology.

4.4. Comparison between COVID-19 and Control Brains

In the analysis of the central nervous system, we focused on the frontal lobe and the
pons, which are two important areas of the forebrain and hindbrain, respectively. Brain
pathology is characterized by the hyperactivation of microglia that exhibit amoeboid mor-
phology and phagocytic properties, which have also been described by others [37,76]. In
turn, microglial amoeboid cells tend to agglomerate into micronodules. When comparing
the frontal lobe of people with COVID-19 with that of matched controls, we found similar
features (Figure 4A). It should be considered that they were almost always elderly people
with cognitive problems affected by some degree of pre-existing vascular or degenerative
pathologies that, per se, induced cortical hypoxia and inflammatory changes. Indeed,
we have already reported that, in those cases with dementia, the distribution of the in-
flammatory nodules closely paralleled that of amyloid plaques, regardless of SARS-CoV-2
infection [34]. Instead, regardless of the cognitive state, microglial hyperactivation was
significantly more intense in the pontine structures of COVID-19 cases compared with
controls (Figure 4B). This phenomenon, also observed by others [35,76], appears to be
specific to the “COVID-19 encephalopathy” and may be activated by viral debris and iso-
lated virions originating from the tracheobronchial and oropharyngeal mucosa through the
lower cranial nerves [35]. Moreover, microglial activation in the brain is probably enhanced
by infection-induced cytokine release and blood–brain barrier damage due to immune
complex formation [76]. The topography of inflammatory lesions during SARS-CoV-2
infection represents the neuropathological basis of “COVID-19 encephalopathy”, which
clinically presents as behavioral changes, lethargy, vegetative and autonomic dysfunctions,
and absence of hypoxic drive [34,76,77].

The overall impact triggered by hypoxia and inflammation may accelerate neurodegen-
eration, causing the so-called “brain fog” occurring after the acute phase of the disease [13].
These phenomena may be enhanced in the elderly by the presence of a pre-existing de-
generative burden, which causes microglial priming that, in turn, results in a more in-
tense inflammatory response, favored by “immunological senescence” (lowered adaptive
immunity with lower lymphocytic specific response) and “inflammaging” (age-related
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hyperactivation of innate immunity leading to an excessive non-specific inflammatory reac-
tion) [78–80]. Furthermore, transcriptomics studies conducted by us and others confirm the
pivotal role of hypoxia and persistent microglial activation in the brain, by demonstrating
transcriptional changes in the genes involved in the hypoxic response and the modula-
tion of several microglial functions, including migration and phagocytic induction [58,81].
Where there was no active viral replication, a non-specific macrophage–microglial response
predominated, which, in elderly subjects, can be favored by the neurodegenerative load,
hence demonstrating the importance of a comparison that included patients with AD (the
most common neurodegenerative disease).

Although several authors have proposed theories regarding a possible neurotropism of
SARS-CoV-2 and its possible persistence in the CNS causing long-term consequences [51,53,82],
in our cases, the brain showed scant lymphocytic infiltration and very limited traces of
SARS-CoV-2 antigens with no associated evidence of viral replication and encephalitis.
The pathological features we have shown are quite different from those of viral encephali-
tis caused by neurotropic viruses [83], in which the presence of abundant viral antigens,
abundant lymphocyte infiltrate, and direct cytopathic effects are observed, as well as that
occurring in the lung. From these observations and literature analysis, it is inferred that
SARS-CoV-2 is probably not a neurotropic virus and, importantly, there is no evidence
proving its persistence within the brain after acute infection, at least in most cases.

4.5. Microthrombosis

Regarding the occurrence of thrombosis and microthrombosis, it should be considered
that these phenomena, due to both clotting and endothelial alterations, are described in
more than half of COVID-19, SARS, and MERS cases, while they are fairly less common in
pneumonia caused by A/H1N1. Such findings suggest that thrombotic complications may
be more specifically correlated with beta-CoVs than flu viruses [25,84,85]. In our study,
we did not observe gross abnormalities, thrombosis of the large vessels, or infarcts; these
phenomena have been reported by others [86–88] and are probably related to a protracted
clinical course, which was not the case in our series. Nonetheless, we noted frequent
microthrombosis in all organs. In particular, this phenomenon was significantly more
prominent in COVID-19 lungs compared with control lungs (Figure 5) affected by non-
COVID pneumonia. This confirms that microthrombosis is an event specific to SARS-CoV-2
infection. The pathology of such a phenomenon may be explained by Virchow’s triad:
(1) the endothelial dysfunction and endothelial damage due to viral tropism and endothe-
liitis [7]; (2) the hypercoagulability state and increased blood viscosity due to the release
of damage-associated molecular patterns (DAMPS) and to the higher load of cytokines,
immunoglobulins, and immune complexes traveling within the blood [89,90]; and (3) the
prolonged stasis that may result from immobilization during hospitalization. Microthrom-
bosis in the lungs is an event specific to SARS-CoV-2 pneumonia and contributes to the
clinical severity, lung failure, and mortality.

Our results confirm that thrombosis inside small pulmonary vessels (Figure 1F) is
a COVID-specific phenomenon. The same cannot be stated for the small vessels of the
brain, in which microthrombi are present both in cases and in controls, and are probably
more related to prolonged agony, co-morbidities, and post-mortem phenomena, rather than
to SARS-CoV-2 infection. Indeed, the only young case (COV2) with rapid death and no
concomitant pathologies had little or no presence of microthrombi in all organs, suggesting
a possible contribution of agony length, age, and co-morbidities to platelet aggregation
inside small vessels.

5. Conclusions

We can conclude that: (1) viral replication appears to be active and have a direct
pathogenetic role in the lungs and, to a lesser degree, in the kidneys; (2) the type of
infiltrate depends on the relationship that the virus establishes with the tissue; in par-
ticular, the more active viral replication is, the more T-lymphocytes are present, while
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a macrophage–microglial response predominates where there is no evidence of active
viral replication; and (3) the most specific COVID-19 pathological features consist of an
abundance of T-lymphocytes and microthrombosis at the pulmonary level, and relevant
microglial hyperactivation in the brainstem.

A careful examination of the pathological pictures present in the various tissues
is the basis for understanding acute and long-term symptoms. Overall, our findings
suggest that tissue damage in the lungs and kidneys may be caused by a direct viral
cytopathic effect along with inflammation-mediated mechanisms. On the other hand, the
heart and brain may be damaged mainly by an abnormal and persistent inflammation.
Additionally, pre-existing pathologies (e.g., neurodegeneration) and COVID-19’s clinical
course (e.g., presence of critical illness, hemodynamic instability, hypoxia, and sepsis) affect
the clinicopathological pictures. The presence of sequelae across all organs appears to be
the result of a combination of the aforementioned factors. It is probable that a complete
recovery from COVID-19 requires the termination of both viral infection and the associated
inflammation, which can take many months.

The biologically detrimental effects of SARS-CoV-2 infection and related inflammatory
changes are at least partially reversible. A deeper understanding of these phenomena is
important to improve the management of COVID-19 patients, also after the acute phase.
During the post-acute phase of the disease, rehabilitative interventions, such as physical
activity, cognitive training, and psychosocial support, should be provided as soon as
possible to restore previous functional performances.
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Abstract: Inflammatory bowel disease (IBD), Crohn’s disease and ulcerative colitis are chronic inflam-
matory disorders of the intestines. The underlying inflammation activates the coagulation cascade
leading to an increased risk of developing arterial and venous thromboembolic events such as deep
vein thrombosis and pulmonary embolism. Patients with IBD are at a 2–3-fold increased risk of
developing thromboembolism. This risk increases in patients with active IBD disease, flare-ups,
surgery, steroid treatment, and hospitalization. These complications are associated with significant
morbidity and mortality making them important in clinical practice. Clinicians should consider the
increased risk of thromboembolic events in patients with IBD and manage them with appropriate
prophylaxis based on the risk. In this review, we discuss the literature associated with the patho-
physiology of thromboembolism in patients with IBD, summarize the studies describing the various
thromboembolic events, and the management of thromboembolism in patients with IBD.

Keywords: inflammatory bowel disease; thromboembolism; Crohn’s disease; ulcerative colitis; deep
vein thrombosis; pulmonary embolism

1. Introduction

Inflammatory Bowel Disease (IBD) is characterized by chronic inflammation of the
intestines resulting from an interplay between environmental and genetic factors. The
two main types of IBD are Crohn’s disease and ulcerative colitis. While Crohn’s disease
and ulcerative colitis both present with many of the same symptoms, including persistent
diarrhea, abdominal pain, weight loss, and fatigue, they differ in that Crohn’s disease
may affect any part of the digestive tract, whereas ulcerative colitis specifically affects the
large intestine [1]. The prevalence of IBD is highest in Europe and North America with
the prevalence of IBD in North America exceeding 0.3%. However, the incidence of IBD is
beginning to stabilize in these regions and increase in other newly industrialized areas, such
as Brazil and Taiwan, as they are becoming more Westernized [2]. In the USA, the incidence
of Crohn’s disease is higher in African Americans and whites, while ulcerative colitis is
more common in Mexican Americans. Additionally, African Americans have a higher
incidence of sequelae, such as IBD-associated arthritis (p = 0.004), and ophthalmological
manifestations, such as uveitis (p = 0.028) from Crohn’s disease than whites [3]. The most
common age for onset of IBD is 20–30 years old, but those with Crohn’s disease have a
mean age of diagnosis that is 5–10 years earlier than those with ulcerative colitis [4].

IBD presentation is very general and may overlap with other syndromes or diseases,
such as irritable bowel syndrome. Common symptoms include diarrhea (with or without
blood), constipation (especially with ulcerative colitis), painful bowel movements, abdomi-
nal pain (right lower quadrant for Crohn’s and periumbilical for ulcerative colitis), as well
as nausea and vomiting [5]. Several environmental factors play a role in IBD, including
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smoking [6] and diet, with a Western diet, associated with low fiber, high sugar, and fatty
foods, contributing to an increase in IBD incidence [7]. Additionally, the hygiene hypothesis
posits that when children are raised in a highly hygienic environment, they are not exposed
to organisms that help build the immune system. Therefore, this environment leads to
an underdeveloped immune system which may result in IBD later in life, as this may be
caused by an inappropriately large immune response to the contents of the intestines. In-
deed, in many underdeveloped nations where children are exposed to intestinal helminths,
the incidence of IBD is much lower than in countries where children are exposed to very
hygienic environments that lack exposure to intestinal helminths [8].

Many complications are associated with IBD including many extraintestinal manifes-
tations [9]. These complications include musculoskeletal system, dermatologic and oral
systems, hepatopancreatobiliary system, ocular system, metabolic system, and renal system
complications [9]. Joints, skin, and eyes are most commonly affected with manifestations
such as peripheral arthritis, episcleritis, or erythema nodosum [10]. While it is important to
keep in mind common complications of IBD, rare complications are also important to note.
One rare complication associated with IBD is thrombosis.

2. Thrombosis

Thrombosis is the result of the coagulation cascade in which a fibrin clot forms in a
vein or artery. Thrombosis is a normal response to endothelial injury and contributes to the
healing response; however, thrombosis can also lead to myocardial infarction, pulmonary
embolism (PE), and deep vein thrombosis (DVT), among other conditions [11]. The coagu-
lation pathway has four main events: vessel constriction to limit blood flow to the site of
injury, platelet activation to form the initial platelet plug, formation of the fibrin clot, and
fibrinolysis to remove the clot as wound healing is completed. Any defects in the clotting
cascade can lead to abnormal blood clots in the body leading to various pathologies [12].
The cascade is initiated by both the intrinsic (internal stimuli) and extrinsic (external stim-
uli/trauma) pathways. Both pathways converge on Factor X and continue through the
cascade to ultimately form thrombin which provides positive feedback to continue clot
formation [13]. Thrombin also converts fibrinogen to fibrin which forms the cross-linked
fibrin clot, the end product of the cascade [12]. Many of the factors in the cascade are serine
proteases, which can be inactivated by anticoagulants, such as antithrombin, a serpin that
irreversibly inactivates serine proteases, which targets Factor Xa and thrombin. Heparin,
an anticoagulant used to treat venous thrombosis stimulates antithrombin activity and thus
accelerates the inactivation of various clotting factors [12].

While coagulation is part of a normal response to endothelial injury, various factors
can predispose someone to venous thrombosis, which are described in Virchow’s Triad:
endothelial injury, stasis, and a hypercoagulable state [14]. Endothelial injury, resulting from
smoking, chronic hypertension, or atherosclerosis, creates turbulent blood flow leading
to thrombosis in the area of damage. Stasis of blood, common in bedridden patients, can
interfere with the interaction between natural anticoagulant molecules and surface proteins
leading to a thrombus. Lastly, a hypercoagulable state, seen in pregnancy, oral contraceptive
use, and cancer, can also lead to resistance to natural anticoagulant molecules causing
thrombus formation. Thus, these three factors can lead to abnormal thrombosis caused by
various disease processes which also puts these patients at risk for thromboembolism and
other complications [14,15].

3. Pathophysiology and Risk Factors for Thrombosis

3.1. Introduction

The underlying mechanism for disease in IBD is chronic inflammation. Research
is not yet conclusive of whether the altered gut microbiota is a cause or effect of the in-
flammation leading to IBD; however, it is known to play a role in the pathophysiology of
disease. The decreased diversity of intestinal bacteria species and decreased quantity of
anti-inflammatory bacteria Faecalibacterium prausnitzii are known predictive factors [16].
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The intestinal microbiota is located within the endothelial cells and normally enhances
mucus secretion for digestion and promote fiber fermentation. Alteration of the microbiota,
therefore, disrupts natural digestion processes and promotes inflammation via endothelial
damage [17]. The pathophysiology of inflammation leading to IBD can be caused by genetic
or biological factors combined with a self-immune response (Figure 1). Increased inflam-
mation furthermore initiates the coagulation cascade leading to a higher risk of thrombosis.

Figure 1. Summary of risk factors contributing to thrombosis in IBD.

3.2. Genetic Predisposition

A recent study used mouse models to test genetic mutations associated with IBD to in-
clude nucleotide-binding oligomerization domain-containing protein 2 (NOD2), ATG16L1,
recombination activating gene 2 (RAG2), interleukin 10 (IL-10) receptor deficiency, and
nuclear factor kappa beta (NF-κB) essential modulator (NEMO) [18]. NOD2 negatively
regulates toll-like receptors to inhibit the NF-κB signaling for immune response and anti-
inflammatory release of IL-10 [19,20]. Mutations in NOD2 thus lead to decreased immune
regulation and increased intestinal inflammation. NOD2 mutations are also associated with
decreased anti-inflammatory Faecalibacterium and increased infectious Escherichia species
in the microbiota further leading to inflammation [21–23]. Studies suggest that NOD2
mutations lead to defective bacterial phagocytosis resulting in a heightened immune re-
sponse necessary to compensate [24]. It is further hypothesized that NOD2 is involved
in antimicrobial peptide (AMP) expression and production in secretory Paneth cells of
the small intestines. Defects in Paneth cells eliminate one of the major immunomodu-
lating elements in the small intestines and lead to increased intestinal inflammation [25].
Homozygous mutations of NOD2 are, therefore, associated with a 20-fold increased risk
for Crohn’s Disease [26]. Later studies have identified X-linked inhibitor of apoptosis
(XIAP) deficiencies to be early indicators of IBD due to NOD2’s dependency on XIAP to
complete an immune response [27,28]. Although most research focuses on IBD in adults,
genome wide association studies (GWAS) support IL-10 receptor mutations are correlated
with pediatric IBD and neonatal onset IBD. The mutation inhibits IL-10 from regulating
tumor necrosis factor (TNF-α), thus promoting a pro-inflammatory state in infants and
children [29].
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ATG16L1 deficiencies lead to inflammation through a similar mechanism. Defec-
tive ATG16L1 genes decrease microbial autophagy and require the immune response to
heighten in compensation [30]. Gene deficiency is also associated with decreased antimicro-
bial activity and expression of cell defensin proteins HD5 and HD6 of Paneth cells [31]. The
mutation furthermore is associated with an increase in Bacteriodes fragilis in the microbiota.
B. fragilisis is naturally a commensal bacteria that are commonly decreased in the microbiota
of patients with IBD. In the T300A variant of ATG16L1 mutations, however, B. fragilis is
increased in the microbiota but is pro-inflammatory by inhibiting T-lymphocyte develop-
ment [32]. ATG16L1 deficiencies thus result in intestinal inflammation associated with IBD.
Khan et al. concluded that a RAG2 deficiency in mice also leads to chronic colitis indicative
of IBD [33]. RAG2 deficiencies prevent correct VDJ recombination of lymphocytes. The
deficiency thus inhibits the maturation of B and T cells and results in the overactivation
of cytokine and chemokine response. The induced cytokine storm causes a domino effect
of immune cell activation which triggers inflammatory factors. Some of the inflammatory
induced factors include interferon gamma (INF-γ), TNF, IL-1, IL-6, IL-17, IL-18, and Janus
kinase signal transduction and activator of transcription (JAK-STAT3) [34]. Cytokine storm
activation, therefore, causes systemic inflammation correlated with IBD. NF-κB, although
normally part of the pro-inflammatory pathway, may have protective factors for intestinal
epithelial cells. Indeed, a study on mice with conditionally ablated NEMO, essential for
NF-κB activation, developed intestinal inflammation leading to epithelial cell apoptosis
and translocation of microbes into the mucosa [35].

3.3. Inflammation’s Role in Thrombosis

Biological factors leading to IBD include a variety of elements causing increased
inflammation which is a known initiator of the coagulation cascade. A study in 1995
concluded patients with Crohn’s Disease and Ulcerative Colitis often have increased
thrombin levels leading to thrombosis. The study used prothrombin fragments 1 and
2 (F1 + 2) and thrombin–antithrombin III complex (TAT) as markers to identify thrombin.
The increased thrombin is due to the release of TNF and IL-1 inflammatory response
initiating tissue factor (TF) to begin the coagulation cascade. The anticoagulation activity
of endothelial thrombin and protein C is suppressed simultaneously. The study revealed
Crohn’s Disease was correlated with coagulation initiated by increased IL-1 levels, whereas
Ulcerative Colitis was correlated with increased levels of C-reactive protein (CRP) [36].
CRP initiates the inflammatory response through IL-6 and IL-8 activation [37]. Thompson
et al. validated the correlation between inflammatory-induced coagulation and IBD by
reporting a decreased frequency of IBD in patients with Hemophilia or Von Willebrand
Disease. Such patients have a deficiency of von Willebrand factor and factors VIII and XI of
the coagulation cascade resulting in decreased thrombosis [38].

Another factor that leads to an increased risk of thrombosis in IBD includes changes
in the gut microbiome which activates an inflammatory response and initiates coagulation.
The use of antibiotics, specifically metronidazole, fluoroquinolones, and quinolones, is
reported to have a strong association with the development of Crohn’s Disease. A study
reported, furthermore, that antibiotic use in the first year of life leads to an increased risk of
developing IBD as a child [39].

3.4. Homocysteine Risk Triad

Further reports indicate an increase in the amino acid homocysteine also induces an
inflammatory response in patients with disorders such as IBD, systemic lupus, rheumatoid
arthritis, and multiple sclerosis. A leading cause of hyperhomocysteinemia is folate and
vitamin B deficiency. Folate and vitamin B are cofactors required for the catabolism
of homocysteine and vitamin deficiencies thus result in increased serum and mucosal
homocysteine levels [40]. Inflammatory-induced malabsorption in the intestines and dietary
restrictions used to treat IBD lead to a strong correlation with hyperhomocysteinemia.
The mechanism of homocysteine-induced intestinal endothelial cell inflammation is due
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to vascular cell adhesion protein-1 (VCAM-1) upregulation, monocyte chemoattractant
protein-1 (MCP-1) production, and p38 phosphorylation [41,42].

Homocysteine is known to cause inflammation through alternative mechanisms as
well. Increased homocysteine inhibits nitric oxide (NO), thus inhibiting vasodilation. NO
production is inhibited through increased production of reactive nitrogen and oxygen
species [43,44] and a deficiency of common methyl donor s-adenosyl-methionine (SAM)
preventing DNA methylation [45]. Increased homocysteine also inhibits thromboregulation
factors by inhibiting protein C and thrombomodulin through the reduction of disulfide
bonds on an epidermal growth factor domain [46]. A reduction of antithrombin activity
is another mechanism of thromboregulation inhibition [47]. Increased homocysteine fur-
ther leads to thrombosis through platelet activation due to an increase in factor V [48],
thromboxane A2 [49,50], a three-fold increase in arachidonic acid peroxidation product
8-iso-prostaglandin F2α, [51] increasing TF, a cofactor for coagulation factor VII, and mRNA
synthesis [52].

3.5. Venous Thrombotic Events

Studies of East Asian and Mediterranean populations concluded that women with
IBD have an increased risk of venous thromboembolism (VTE) due to compounding risk
factors such as hormone replacement therapy, oral contraceptives, and pregnancy. Oral
contraceptives containing estrogen lead to increased production of coagulation factors,
increasing VTE three to six-fold [53]. Pregnancy increased the risk of VTE in women
five- to six-fold by simultaneously increasing fibrinogen production and decreasing the
anticoagulant protein S [54].

Two studies of Asian populations, East Asia and Korea, concluded patients with
IBD have a two-fold risk of VTE [55,56]. Asian populations have a significantly lower
incidence of VTE in comparison to Western nations; the increased prevalence in patients
with IBD, therefore, shows a strong correlation. The Korean study indicates a 27-fold
risk of VTE during hospitalizations associated with IBD flares. Additionally, they noted
a 40-fold risk of VTE during the postoperative stages of IBD-related bowel resection [56].
The study in East Asia indicated that 54% of patients with IBD and VTE had a surgical
history [55]. The intestinal area attacked by IBD is more sensitive to inflammatory response
due to the immense commensal bacterial population. Alteration of the gut microbiome
due to chronic stress, surgery, or IBD attacks leads to inflammation and activation of the
coagulation cascade leading to thrombosis. Furthermore, one of the primary treatments
of IBD is corticosteroids which induce coagulation through an increase in factors VII, VIII,
and IX [57]. Indeed, a study reported an approximately five-fold increase in the risk of VTE
in patients receiving corticosteroid therapy for IBD [58].

3.6. Spontaneous Platelet Aggregation

Uniquely, studies indicate platelets are 30% more likely to spontaneously aggre-
gate in patients with IBD regardless of disease severity and clinical activity [59]. In pa-
tients with IBD, platelets circulate in an activated state identified by P-selectin, GP53,
β-thromboglobulin, and CD40 ligand (CD40L) markers [60,61]. The activated platelet mark-
ers in Crohn’s Disease are more prevalent in capillaries indicative of platelet concentration
and eventual thrombosis in the intestinal microcirculation [62].

Due to the presence of CD40L on activated platelets in patients with IBD, their platelets
themselves are considered inflammatory cells [63]. The CD40L positive platelets can
adhere to mucosal microvascular endothelium in the intestines to initiate an inflammatory
response [64]. The mechanism of platelet inflammatory response is through upregulation
of VCAM-1 and intercellular adhesion molecule-1 (ICAM-1) to secrete IL-8 and attract
neutrophils. The platelets also attract monocytes and memory T-cells via chemokine
RANTES [65]. In addition to containing CD40L surface markers, the activated platelets
also express CD40 surface markers to activate platelets and recruit T-cells during intestinal
inflammatory responses [64].
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4. Thromboembolic Events in Patients with IBD

4.1. Introduction

Patients with IBD are at an increased risk for arterial and venous thromboembolic
events (Figure 2). The most common ones are VTE and PE. Arterial thromboembolism
(ATE) is less common than VTE in patients with IBD. However, numerous case reports and
case series have reported ATE in patients with IBD. ATE may involve thrombosis and/or
occlusion of the cerebral [66,67], splanchnic [68], carotid [69], coronary [70], aorta [71], renal,
and upper and lower extremity [72] arteries. Incidence is more common after interventional
procedures, however, can occur spontaneously.

Figure 2. Arterial and venous thrombosis associated with IBD.

4.2. Deep Vein Thrombosis and Pulmonary Embolism

Over the past decade, multiple studies have focused on defining the association of
IBD with the risk of VTE and have discussed the epidemiological and clinical features of
VTEs in patients with IBD [73,74].

Various studies have looked at the incidence and risk of VTE in patients with IBD
compared to the general population [75–78]. A few studies have compared the risk of
VTE between hospitalized patients with IBD to patients without IBD [79–81]. Additionally,
studies were done on more selective populations such as the risk of VTE in pregnant
females with IBD [82] and the risk of VTE in postoperative patients with IBD [83]. Lastly,
one study evaluated the risk of recurrent DVTs in adult patients with IBD [84] (Table 1).

Table 1. Summary of studies reporting the risk of VTE in patients with IBD.

Author (Year) Findings

Yuhara (2013) [85]
This study found an RR of 2.2 (95% CI 1.83–2.65) when comparing the
risk of VTE among subjects with and without IBD with similar results

after adjusting for obesity and smoking.

Fumery (2014) [73]

The overall risk of VTE in an IBD population was increased by 96% in
this study compared to the general population, (RR = 1.96,

95% CI = 1.67–2.30) with no statistical difference between UC and
CD subgroups.

Papay (2013) [86] This study found that 90% of VTE’s were DVT’s and PE’s among
patients with IBD.
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Table 1. Cont.

Author (Year) Findings

Bernstein (2007) [75]
VTE occurrence among hospitalized patients with IBD was

significantly higher compared to hospitalized patients without IBD
(IRR: 4.5 (UC) and 9.6 (CD)).

Novacek (2010) [84]

The probability of recurrence of VTE 5 years after cessation of
anticoagulant medication was elevated among patients with IBD in
comparison to patients without IBD (33.4%; 95% confidence interval

[CI]: 21.8–45.0 vs. 21.7%; 95% CI: 18.8–24.6; p = 0.01).

Grainge (2010) [78] This study found an RR of 3.0 (CI 1.7–6.3) when comparing VTE
occurrence in hospitalized patients with IBD to those without.

Nguyen (2008) [80]

This study reported a significantly higher risk of VTE in patients with
IBD discharges compared to non-IBD discharges. (OR 1.85 for UC

and OR 1.48 for CD). Additionally, VTE was associated with
increased mortality, longer hospital stays (by an average of 5 days)

and a higher healthcare cost ($47,515 vs. $21,499) (OR 2.5)

In two meta-analyses that analyzed the overall risk of VTEs, DVT, and PE, it was found
that there is an approximately 2-fold increased risk for VTEs in patients with IBD. [73,85]. The
first study reported an approximately two-fold significantly increased risk of VTE in patients
with IBC compared to the general population (RR = 2.20; 95% CI 1.83–2.65) [85]. Similarly,
another meta-analysis study reported that patients with IBD were at a significantly increased
risk for developing VTE compared to the general population (RR = 1.96; 95% CI: 1.67–2.30)
with no difference between UC and CD [73].

A study by Papay et al. evaluated a total of 2811 patients with IBD reporting the
incidence and prevalence of VTE and other related clinical features in this cohort [86]. This
study reported an incidence and prevalence of all VTEs to be 6.3/1000 person-years and
5.6% (157/2811), respectively. The most commonly reported VTE included DVT and/or
PE (about 90%). The other rare locations of VTE reported were the portal, the superior
mesenteric, the splenic, the internal jugular, and the cerebral veins. Additionally, there was
no significant difference in the frequency of all VTEs when comparing patients with CD to
patients with UC. However, patients with CD had a higher prevalence and incidence of
DVT and/or PE [86].

VTEs occur at a younger age in patients with IBD compared to the general population.
Bernstein et al. analyzed data from hospitalized patients with and without IBD and found
that hospitalized patients with IBD had a higher risk of VTE, DVT, and/or PE than those
in the general population [79]. In patients younger than 40 years old, the most noticeable
difference was observed. The incidence ratio rate for VTE was 4.5 for patients with UC and
9/6 for patients with CD compared to those in the general population. [79].

Patients with IBD are at a greater risk of morbidity and mortality from thromboembolic
complications compared to the general population [87]. There is an increased risk of
developing postoperative VTE in patients with IBD [88]. Indeed, a national study reported
an increased risk of postoperative DVT and PE in patients with IBD undergoing intestinal
(OR = 2.03; 95% CI, 1.52–2.70) or non-intestinal surgery (OR = 4.45; 95% CI, 1.72–11.49) [89].

Patients with IBD have a significantly higher risk for recurrent VTE compared to the
general population. Indeed, a study reported the recurrence of thromboembolic events to
be about 10–13% in patients with IBD [90]. Novacek et al. compared the risk of recurrent
VTE in patients with and without IBD 5 years post discontinuation of anticoagulants
reporting a statistically significant higher risk in patients with IBD (hazard ratio = 2.5;
95% CI: 1.4–4.2; p = 0.001) [84]. Additionally, a study found IBD to be an independent risk
factor for recurrent VTE with a relative risk of 2.5 after controlling for activity status [84].
Similarly, another study reported an incidence of recurrent VTE to be 25% in patients with
IBD. Additionally, the majority of the VTE was found to be the same type as DVT or PE
and in the same location as the first episode [86].
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The frequency of thromboembolic events is higher in patients with active IBD and
correlates directly with the extent and severity of the diseases. Additionally, most throm-
boembolic events occur in the absence of provoking factors [42,90,91]. A study found that
74% of first-time VTE was unproved in patients with IBD [84]. Additionally, IBD compli-
cated by stenosis, abscess or fistulas, use of corticosteroids, and recent hospitalizations for
IBD flares were all associated with increased risk for VTEs [80].

Solem et al. reported that 80% of patients with IBD (both CD and UC) had active
disease at the time of VTE. Additionally, 76% of the UC patients had concurrent pancolitis
and 79% of CD patients had concurrent colonic involvement [91]. In contrast to the above,
Talbot et al. found that VTEs occurred when the disease was in remission in almost 30% of
patients and that peripheral VTEs occurred spontaneously in 77% of patients [90].

Studies have found hospitalizations associated with IBD flares to have significantly
increased the risk of VTE. Grainge et al. reported a threefold increased relative risk of VTE
in hospitalized patients with IBD compared to controls [78]. Similarly, Nguyen and Sam
reported a significantly higher risk of VTE in patients with IBD (OR 1.85 for UC and OR
1.48 for CD). Additionally, they found VTE was associated with increased mortality, longer
hospital stays a higher healthcare cost (OR 2.5) [80]. Indeed, other studies have confirmed
the higher risk of VTE in all hospitalized patients with IBD secondary to non-flare-up,
flare-up, or surgery [92].

4.3. Peripheral Artery Disease

The literature has mixed evidence for the risk of peripheral artery disease (PAD)
associated with IBD. Two meta-analyses with two studies each reported no significant
increase in the risk of PAD in patients with IBD [73,93]. On the contrary, Lin et al. reported
a significantly increased risk of PAD in patients with IBD after adjusting for age, sex, and
comorbidities (HR 1.24). Additionally, the risk for PAD was highest in patients with more
than two annual IBD-related medical hospitalizations (HR 27.5) [94]. These findings suggest
an association of disease severity with the risk of PAD.

Kirchgesner et al. reported a significantly higher risk of PAD in patients with IBD com-
pared with the general population (SIR 1.27). Interestingly, they found a significant increase
in the risk in patients with CD (SIR 1.65) but not with UC (SIR 1.07) [95]. Additionally, they
noted that the risk was highest in patients with CD who were younger than 35 (SIR 3.04).
Indeed, this risk decreased with increasing age, eventually, becoming non-significant in
patients older than 75 years [95], suggesting an association between age and risk of PAD.

4.4. Cerebrovascular

While IBD manifests as an inflammatory disease in the colon, it can also be accompa-
nied by disorders outside of the colon, including nervous system manifestations, such as
cerebrovascular disease [96]. Many studies have investigated the link between IBD and
cerebrovascular disease, with the majority detailing that those with IBD have an increased
risk of cerebrovascular disease; however, there are some differences between those with ul-
cerative colitis and those with Crohn’s disease [97,98]. While 33% of patients with IBD have
extraintestinal manifestations, cerebrovascular disease is reported in only 3% of patients
with IBD; however, it is still an important consideration, as some therapies may increase
the risk of neurologic manifestations [99].

In a population-based cohort study analyzing 20,795 patients with IBD matched to
199,978 controls, Kristensen et al. aimed to identify differences between disease activity (IBD
overall, persistent IBD, and IBD in remission) and risk of MI, stroke, and cardiovascular
death. The study found that IBD overall and persistent IBD (persistent use of medications
or hospitalizations throughout the study period) were associated with an increased risk for
stroke (RR 1.15, 95% CI 1.04–1.27 and RR 1.55, 95% CI 1.18–2.04, respectively), while IBD
in remission (no use of medication or hospitalizations throughout the study period) had a
similar relative risk compared to controls [100]. Several meta-analyses and systematic reviews
have also shown similar conclusions, especially when related to female patients [93,101].
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A population study using the University of Manitoba IBD Epidemiology Database
analyzed 8060 patients with IBD compared to a matched cohort of 80,489 controls. The
study found that only patients with Crohn’s disease were at an increased risk (1.32, 95% CI
1.05–1.66) for cerebrovascular disease [98]. A population-based nested case-control study
within a cohort of 8054 patients with Crohn’s disease matched to 161,078 patients without
Crohn’s disease analyzed the odds of ischemic stroke associated with Crohn’s disease. It
found that younger patients (less than 50 years old) with Crohn’s disease had an increased
risk of ischemic stroke compared to controls (OR 2.93, 95% CI 1.44–5.98) [97]. Therefore,
there is evidence for a link between Crohn’s disease specifically and cerebrovascular disease.

4.5. Ischemic Heart Disease

Chronic inflammation, which can be found in those with inflammatory bowel disease,
can lead to cardiovascular disease, specifically ischemic heart disease and heart failure, by
contributing to the pathogenesis of atherosclerosis and the risk of thrombotic events [102].
Several studies have noted an increased risk of ischemic heart disease in those with inflam-
matory bowel disease [98,100,103]; however, some studies only see this increased risk in
some IBD populations with other characteristics, suggesting that there may be secondary
risk factors that are contributory [103] (Table 2).

Table 2. Summary of studies reporting the risk of ischemic heart disease in patients with IBD.

Author Findings

Kristensen (2013) [100]

Patients with IBD with flares or persistent disease had an
increased risk (RR 1.17, 95% CI 1.05–1.31) of myocardial infarction

compared to control patients.
Patients with IBD with flares or persistent disease had an elevated
risk (RR 1.35, 95% CI 1.25–1.45) of cardiovascular death compared

to control patients.
In patients with ongoing IBD flares this study reported an

increased risk of myocardial infarction (RR 1.49, 95% CI 1.16–1.93)
when compared to control patients.

In patients with persistent IBD this study reported an elevated
risk of myocardial infarction (RR 2.05, 95% CI 1.58–2.65) when

compared to control patients.

Ha (2009) [103]

This study found that patients with IBD overall did not have an
elevated risk of ischemic heart disease compared to controls but
found that women over 40 years of age with IBD had a higher risk

of myocardial infarction (HR = 1.6, p = 0.003) with similar risk
between Crohn’s disease and ulcerative.

Yarur (2011) [104]
The incidence of coronary artery disease was significantly

elevated in patients with IBD (HR 4.08, CI 2.49–6.70) compared to
control patients even after adjusting for concurrent risk factors.

In a cohort study of 20,795 patients with IBD, Kristensen et al. investigated the
risk of myocardial infarction, stroke, and cardiovascular death. The patients with IBD
were matched by age and sex to 199,978 controls. The study analyzed patients with IBD
overall, those with flares or persistent IBD (defined as those with continued corticosteroid
prescriptions or IBD hospitalizations during the study period), and those in remission
(discontinued use of medications or no hospitalizations during the study period). It found
that, overall, those with IBD had an increased risk of myocardial infarction (RR 1.17, 95% CI
1.05–1.31) and cardiovascular death (RR 1.35, 95% CI 1.25–1.45). The relative risks increased
for myocardial infarction when considering flares (1.49, 95% CI 1.16–1.93) and persistent
IBD (2.05, 95% CI 1.58–2.65). Additionally, in remission periods compared to controls, the
relative risk of myocardial infarction and cardiovascular death was similar, suggesting that
the severity of the disease played a role in the risk of ischemic heart disease [100].
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Another longitudinal cohort study analyzed coronary artery disease in 356 patients
with IBD matched to 712 controls. This study also found an increased incidence of coro-
nary artery disease in those with patients with IBD compared to the control group. The
unadjusted hazard ratio was 2.85 (95% CI 1.82–4.46) for developing coronary artery disease
in the patients with IBD group. It also concluded that the patients with IBD in the study
had a lower burden of other risk factors (hypertension, diabetes, dyslipidemia, and obesity,
p < 0.01 for all risk factors), and thus IBD was a large contributing factor in the development
of coronary artery disease in these patients with the adjusted hazard ratio considering these
factors being 4.08 (95% CI 2.49–6.70) [104].

A study of 17,487 patients with IBD and 69,948 healthy controls found that patients
with IBD overall did not have an increased risk of ischemic heart disease compared to
controls but found that women over 40 years old with IBD had a higher risk of myocardial
infarction (HR = 1.6, p = 0.003) with the risks between Crohn’s disease and ulcerative colitis
being similar. This study concluded that not all patients with IBD were at an increased risk
of ischemic heart disease, but that certain groups who suffer from IBD may be [103].

Ultimately, there is evidence of an increased risk of ischemic heart disease for those
with IBD [98,100,103]. However, not all studies have made this conclusion, so more studies
and meta-analyses should be done to continue to assess this relationship. IBD in some
specific groups or the presence of other risk factors may lead to greater risk than IBD
alone [103].

4.6. Mesenteric Ischemia

Of all the thromboembolic events studied with IBD, ATE is less studied than VTE, and
mesenteric ischemia is one of the least recognized complications [105]. However, several
emerging studies have linked IBD to mesenteric ischemia.

Patients with IBD and/or chronic constipation were compared to control individuals
without these conditions in a population-based case-control study nested in a cohort study
to analyze the incidence and risk of intestinal ischemia in these populations. It was found
that those with IBD have a higher odds ratio of ischemic colitis (4.2 95% CI 0.5–38.4), but
no association was found with acute mesenteric ischemia [106]. A cross-sectional study
analyzed the Nationwide Inpatient Sample database to compare hospitalized patients dis-
charged with a diagnosis of IBD to hospitalized patients discharged without this diagnosis
(control). It reported an adjusted odds ratio of 3.4 (95% CI 2.9–4.0) for an association of IBD
with mesenteric ischemia. With a smaller CI in this study, a stronger connection was found
between IBD and mesenteric ischemia in this study [81].

An additional study found mesenteric infarction to be a cause of abdominal pain
in patients with ulcerative colitis, thus stressing the importance of including mesenteric
ischemia in a differential diagnosis for patients with IBD presenting with abdominal pain.
This study outlined four cases of patients with ulcerative colitis and abdominal pain who
also were diagnosed with mesenteric colitis. One patient presented with abdominal pain
before being diagnosed with ulcerative colitis, two presented with the pain at the time
of diagnosis, and one presented after diagnosis [68]. Two additional case reports outline
patients presenting with abdominal pain. In both cases, the patients were diagnosed with
Crohn’s disease and were also found to have mesenteric atherosclerosis with mesenteric
artery thrombosis in one patient [107] and a thrombus in the superior mesenteric artery in
the second patient [105]. Thus, this complication should be considered when patients with
IBD present with abdominal pain.

5. Treatment for IBD and Its Effect on Thromboembolic Risk

The main objective of the treatment of IBD is to reduce symptoms and maintain
remission [108,109]. Various factors must be considered to tailor the treatment for individual
patients. Before initiating treatment, appropriate medication is determined by activity,
distribution, severity (mild, moderate, severe, and fulminant), and response to previous
treatment [110–113]. For induction of remission for mild to moderate active ulcerative colitis
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(UC), 5-ASA (5-aminosalicylic acid) or mesalamine has been the drug of choice [108,114,115].
Corticosteroids have been used for moderate to severe UC or patients who have failed the
therapy with 5-ASA [109,110,114,116]. In the case of steroid-dependent ulcerative colitis,
azathioprine and mercaptopurine be effective [114,117,118]. Biologics (e.g., Infliximab) is
considered in patients who failed corticosteroids and/or immunomodulators [116,119,120].
With an increased risk of thromboembolism in patients with IBD, the risk of VTE needs to
be considered with the treatment of IBD.

In patients with IBD, platelets are activated and form aggregate [114]. An increasing
number of abnormal platelet function contributing to the inflammation and pathophysiol-
ogy of IBD have been reported [115–117]. Abnormal platelet function is observed through
an increased level of chemokine RANTES in patient IBD [118,119]. With the activation of
the platelets, it has been found to increase the risk of thromboembolism [90]. To induce
and maintain remission in mild to moderate UC, 5-ASA is used as the first line of treat-
ment [120]. 5-ASA has been shown to lower the levels of RANTES in the plasma of patients
with IBD compared to control group without IBD [119]. 5-ASA inhibits platelet activation
and might reduce thromboembolism; however, there is no specific study assessing the risk
of VTE among the patients using 5-ASA. In a small study with a group of 26 patients, 5-ASA
inhibited the platelet activation by thrombin (p ≤ 0.02) [121]. Additionally, a randomized
controlled trial assessing the safety and efficacy of 5-ASA on 206 patients with the active
UC did not report any VTE complications [122]. Although more studies of 5-ASA on the
risk are needed, it suggests that 5-ASA may reduce the risk of VTE in patients with IBD.

Hypercoagulation has been observed in patients using corticosteroids or adrenocor-
ticotrophic hormone (ACTH) [123]. A case-control study with 38,765 patients with VTE
reported that the use of systemic glucocorticoids has the greatest risk of VTE (Incidence
rate ratio (IRR) 2.31; 95% CI, 2.18–2.45) and corresponds to 11 VTE cases per 1000 new
users of the medication each year [124]. A study by Higgins et al. analyzed that 335 VTE
cases were found within 12 months among the 15,100 patients with IBD. It reported that the
absolute rate of VTE was 2.25% (296 of 13,165) for corticosteroid therapy. Patients taking
the corticosteroids were at risk of developing VTE five times more than those who were
treated with only biologics [58]. These studies suggest that there is a higher risk of VTE
with the use of corticosteroids.

There has not been a reported incidence of thromboembolism with immunomodula-
tory therapy. In a study of 3391 Spanish patients with IBD, there is no report of VTE with
the use of azathioprine and mercaptopurine after a median follow-up of 44 months [125]. In
a prospective study looking at the tolerability of thiopurines, after the median follow-up of
32 months, no VTE events were reported from the analysis of 253 patients [126]. Similarly,
a VTE event was not reported from the examination of 174 patients with Crohn’s disease
in the study of tolerability of methotrexate after thiopurine therapy [127]. These studies
indicate that there may be no potential risk of VTE with immunomodulators.

Tumor necrosis factor (TNF) is a pro-inflammatory cytokine that has been known to
activate coagulation [128,129]. Therefore, infliximab may reduce the risk of VTE. Anti-TNF
therapy, administered in 452 hospitalizations out of 1048 hospitalizations, was associated
with significantly lowering the risk of thromboembolism (OR = 0.201; 95% CI 0.041–0.994;
p = 0.049) [130]. In a prospective study, 78 out of 103 patients with IBD that have responded
to infliximab therapy have shown no increased risk for thrombosis. During the study,
patients on infliximab did not develop VTE, while one patient who stopped infliximab
and received corticosteroid treatment developed VTE in 1-year follow-up [131]. In another
prospective study, it is suggested that infliximab may reduce the risk of VTE in patients
with IBD [132]. Clot lysis profiles of patients on infliximab have been reported to decrease
or normalize [131,132]. As a result, infliximab may be an effective treatment in reducing
the risk of thromboembolism.
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6. Treatment Recommendations for IBD to Reduce Risk

About 50% of VTE events arise from hospitalization, trauma, and surgery [133]. The risk
of VTE increases with factors such as hospital admission, surgery, cancer, and IBD [134,135].
To lower the risk, lower molecular weighted heparin is generally recommended as prophylaxis
to hospitalized patients with and without IBD [136,137].

At the time of active IBD, patients are at risk of developing VTE [90]. In a cohort
study, the risk of VTE is reported to be higher compared to the time when the disease
is inactive [78]. Additionally, there is an increased risk of recurrence in patients with
IBD [84]. Although the risk of thrombosis increases with outpatient flares, the absolute
risk is low [78]. VTE prophylaxis is not recommended during IBD flare in patients with
no history of VTE [138]. However, thromboprophylaxis is recommended for moderate to
severe IBD flares with a history of VTE [139].

Among patients with IBD, hospitalization increases the risk of VTE. It has been
reported that VTE-associated mortality in patients with IBD is greater compared to patients
without IBD [80]. With this risk in patients with IBD, pharmacological thromboprophylaxis
is recommended when patients are admitted to the hospital [140]. In a study, the use of
low-molecular-weight heparin dalteparin had reduced the thromboembolic events by 45%
(Relative risk, 0.55; 95% CI, 0.38 to 0.80; p = 0.0015) compared to a placebo group [141]. A
meta-analysis showed that heparin and low-molecular-weight heparin used for patients
hospitalized with IBD flare up has no difference in adverse effects when compared to
controls [142]. Thromboprophylaxis treatment during hospitalization is also associated
with a reduced risk of VTE after discharge [92]. Additionally, heparin has been shown to
have anti-inflammatory effects and tissue repair properties [143]. More evidence is needed,
but studies have proposed some benefits of thromboprophylaxis.

While temporal trends of COVID-19 cases in patients with IBD across 73 countries
parallel the epidemiological pattern of COVID-19 in the general population [144], it is
important to note the immunosuppressive nature of the drugs used in IBD treatment in
patients with concurrent IBD and COVID-19 infection [145]. Although many patients with
IBD are prescribed immunosuppressants, which can negatively affect their response to
a COVID-19 infection, it is recommended that they continue the therapy if they have no
symptoms and are not infected by COVID-19. For patients with IBD who test positive
for COVID-19 and have symptoms, the recommendation is to withhold IBD therapy until
they recover [146]. Additional prophylactic anticoagulation therapy is recommended to
discharged patients with positive COVID-19 as COVID-19 is associated with a hypercoagu-
lable state and thus predisposes the patient to venous thromboembolism [147].

7. Conclusions

Thromboembolic events are associated with a substantial increase in mortality and
morbidity. The inflammatory response in patients with IBD leads to a hypercoagulable
state significantly increasing the risk of thromboembolic events. Several factors associated
with IBD increase the risk of thromboembolic events such as the severity of disease, hospi-
talization, surgery, and corticosteroids. A thorough history must be conducted to assess the
individual patients’ risk of thromboembolism.

Guidelines indicate the use of thromboembolic events prophylaxis for all patients
hospitalized with IBD flare up if no contraindication is present. For the prophylaxis
of thromboembolic events, either heparin or low molecular weight heparin should be
considered. However, it is unclear whether thromboembolic events prophylaxis should
continue after discharge or not especially in patients with active disease. Future studies
need to consider a risk-based model to assess the benefit and risk of thromboembolic events
prophylaxis amongst patients with the highest risk. The risk assessment should be based
on patients’ demographic information, medical history, medications, and family history.
Lastly, further guidelines are required for the management of ambulatory patients with
active IBD disease as these patients are at a high risk of developing thromboembolic events.
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Future studies need to focus on the type of anticoagulation and duration in patients who
develop thromboembolic complications secondary to IBD.

Additionally, the pathophysiology of thromboembolic events in patients with IBD
needs to be further investigated. A better understanding of the pathophysiology may allow
for the recognition or development of biomarkers to sensitively assess the risk of VTE and
guide management.

Although guidelines recommend the use of thromboembolic prophylaxis in patients
admitted for IBD flare up, it is not widely used due to concerns about bleeding with antico-
agulation and the lack of awareness of the increased risk of thromboembolic complications.
We hope to increase clinician recognition of thromboembolic events in patients with IBD.
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Abstract: The prevalence of obesity has reached alarming levels, which is considered a major risk
factor for several metabolic diseases, including type 2 diabetes (T2D), non-alcoholic fatty liver,
atherosclerosis, and ischemic cardiovascular disease. Obesity-induced chronic, low-grade inflamma-
tion may lead to insulin resistance, and it is well-recognized that macrophages play a major role in
such inflammation. In the current review, the molecular mechanisms underlying macrophages, low-
grade tissue inflammation, insulin resistance, and T2D are described. Also, the role of macrophages in
obesity-induced insulin resistance is presented, and therapeutic drugs and recent advances targeting
macrophages for the treatment of T2D are introduced.

Keywords: obesity; macrophages; chronic inflammation; insulin resistance; molecular mechanism

1. Introduction

The incidence of obesity is widespread in both developing and developed countries [1].
It is estimated that 57.8% of the global adult population will be overweight or obese by
2030 [2]. Obesity does not only affect adults, as the incidence of overweight and obesity
in children has also risen sharply in recent years [3]. Obesity has a significant impact on
the physiological functions of the human body and increases the risk of many metabolic
diseases, including type 2 diabetes (T2D) [4,5], non-alcoholic fatty liver [6–8], atheroscle-
rosis [9,10], cardiovascular disease [5], musculoskeletal diseases [11], and cancer [12–14].
This affects the quality of life of these patients and increases medical care costs.

Among them, obesity is closely related to the development of insulin resistance. In-
sulin target organs, such as adipose tissue, skeletal muscle, and liver, are affected by
obesity at the morphological, functional, and molecular levels [15]. As one of the causes
of T2D [16,17], insulin resistance is a pathological condition in which cells fail to respond
normally to insulin stimulation [18]. Obesity causes various changes in adipose tissue,
including metabolic and endocrine functions, such as the increased release of fatty acids,
hormones, and proinflammatory molecules [19]. Lipid accumulation in skeletal muscle
is associated with insulin resistance and markedly impairs glucose disposal function of
skeletal muscle [20–23]. Insulin resistance induced by obesity in the liver characterized by
impairment in the ability of insulin to inhibit glucose output, finally resulting in gluconeo-
genesis [24]. In response to high blood glucose levels, β-cells promote insulin production
and lead to hyperinsulinemia [25]. Therefore, insulin resistance is often accompanied by
hyperglycemia and hyperinsulinemia [26], until β-cells cannot maintain a compensatory
increase in insulin, eventually leading to T2D [27].

Many molecular mechanisms have been proposed between obesity, insulin resistance,
and T2D, including endoplasmic reticulum stress, oxidative stress, lipid homeostasis
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dysregulation, mitochondrial dysfunction, and hypoxia [28], but the molecular link is not
fully understood. This review focuses on the chronic inflammation induced by obesity as a
possible contributor to insulin resistance [29]. In obesity, changes in the polarization state of
macrophages in the adipose tissue, liver, and muscle were detected [30], and the interactions
between macrophages and insulin target organs may influence both metabolism and
inflammation [31].

This review focuses on the molecular mechanisms between macrophages, chronic
inflammation, insulin resistance, and T2D. We discuss the polarization, distribution, and
accumulation of macrophages in insulin target organs such as adipose tissue, skeletal
muscle, and liver, and summarize the relationship between macrophages and insulin
resistance, as well as therapeutic drugs and recent advances targeting macrophages for the
treatment of T2D.

2. Classification of Macrophages

Macrophages are a type of phagocyte and antigen-presenting cell, which can secrete
trophic factors, immune mediators, and effectors, phagocytose pathogens, or cell debris,
as well as process antigen and present antigen on the cell surface [32,33]. Diversity and
plasticity are hallmarks of macrophages [34]. Two recognized subtypes of macrophages are
classically activated M1 macrophages and alternately activated M2 macrophages [35,36]
that represent two extremes of a dynamic changing state of macrophage activation [37].
M1 macrophages could be induced by IFN-γ, TNF-α, GM-CSF, and lipopolysaccharide
(LPS) [38], while M2 macrophages are stimulated with IL-4 or IL-13 [37,39]. M1 macrophages
are involved in promoting Th1 response, possessing strong microbicidal and tumoricidal
activity mainly by the secretion of cytokines that inhibit the proliferation and damage of
contiguous tissue, including TNF-α, IL6, IL-12, IL-23, nitric oxide, reactive oxygen, and
inducible nitric oxide synthase (iNOS) [40,41]. M2 macrophages release arginase-1, IL-10,
ornithine, and polyamines, and promote Th2 response, proliferation, tissue repair, immune
tolerance, and tumor progression [42–45]. The M2 macrophages can be divided into four
subdivisions based on the stimuli and induced transcriptional changes: alternatively acti-
vated macrophages activated by IL-4 or IL-13 (M2a), type 2 macrophages stimulated by
immune complexes and LPS (M2b), deactivated macrophages activated by glucocorticoids
or IL-10 (M2c), and M2-like macrophages activated by adenosines or IL-6 (M2d) [46,47].
M2 macrophages use oxidative metabolism to fulfill their functions, while M1 macrophages
obtain energy through glycolysis, which favors the production of the proinflammatory
cytokine IL-1β and nitric oxide [48].

It has also been pointed out that the use of M1 and M2 to classify macrophages is too
polarized; the phenotype of macrophages is determined by many stimulating factors and
cannot be generalized by limited subtypes [34]. New subtypes of macrophages different
from M1 and M2 are constantly being discovered. Jaitin et al. found a new Trem2+
lipid-associated macrophage (LAM) subset after high-fat diet (HFD), which is the most
strongly expanded immune cell subset of adipose tissue in the state of obesity. Trem2+
LAMs facilitate the processing and degradation of lipids by highly expressing fatty acids
transporters Cd36, fatty acid binding proteins 4 and 5 (Fabp4, Fabp5), lipoprotein lipase
(Lpl) and lysosomal acid lipase (Lipa). Jaitin et al. also discovered that Trem2 expression
is an important factor in the prevention of adipose tissue dysfunction and metabolic
disorders in obesity and that loss of Trem2 aggravates WAT hypertrophy in response to
HFD feeding [49]. Moreover, Trem2+ macrophages are found in the plaque of mice with
both early and advanced atherosclerotic lesions [50]. One study reported that Trem2+
macrophages express high levels of Trem2, Cd9, Spp1, and cathepsins (Ctsb, Ctsd and
Ctsz), which is associated with lipid metabolic processes and lesion calcification while
downregulating pro-inflammatory genes, and further finding that macrophage Trem2
negatively correlates with plaque stability [51].

Instead of fixed states, M1/M2 polarization is a dynamic process that can be reversed
under physiological and pathological conditions [52]. A variety of signaling molecules and
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transcription factors are involved in regulating the polarization of macrophages, including
PPAR, KLF, IRF, STAT, NF-κB, and HIF families. IRF/STAT signaling is a major pathway
in modulating macrophage polarization. IFN-γ and LPS stimulated IRF/STAT signaling
activates M1 phenotype via STAT1, IL-4, and IL-13, while M2 phenotype is activated
via STAT6 [53]. It is also influenced by local microenvironmental conditions such as
hypoxia [54] and diseases such as obesity, which are discussed in this article.

Macrophages can also be classified based on their locations and functions. Tissue-
resident macrophages are different from monocytes that come from the bone marrow and
circulate in the blood [55]. Different tissues have specialized tissue-resident macrophages,
including Kupffer cells in the liver, adipose tissue macrophages (ATMs) in the adipose
tissue, alveolar macrophages in the lung, red pulp and marginal zone macrophages in the
spleen, and microglia in the brain. Kupffer cells and ATMs are the two major metabolic
tissue macrophages [56]. ATMs in murine have been characterized as F4/80+, CD11b+,
CD206+, and CD301+ cells, while human ATMs are characteristically CD14+/CD16− and
express markers CD68, CD163, CD204, and CD206. It has been established that ATMs in
humans barely express markers for M1 and M2 classification, such as iNOS and arginase-
1 [57]. Further, the KCs in mice are typically characterized by F4/80hi, CD11bint, CD68+

cells. Additionally, T-cell immunoglobulin, mucin domain containing 4 (Tim4), and C-
type lectin domain family 4 member F (Clec4F) have been described as surface markers
specific to KCs [58,59]. The murine monocytes infiltrating the liver, on the other hand, are
characterized as CD11b+, Cx3cr1+, Ly6c+, CCR2. When KCs are depleted or tissues are
injured or inflamed, monocytes become significant contributors to the liver macrophage
pool [59]. KCs in humans lack distinctive markers and have often been characterized by
their expression of CD68 and CD14. Recently study have shown that humans KCs also
express MARCO, CD163, and Tim4 [60]. There is less understanding of the markers for
monocytes in the human liver, but include CCR2, Cx3cr1, SA100A2, and CD14 [60].

3. Macrophage- and Obesity-Induced Insulin Resistance

Macrophages in insulin target the organs, including adipose tissue, liver, and muscle,
that play a central role in inflammation and insulin resistance [61]. In the obese state,
macrophages infiltrate the target organ, are activated to the M1 polarization state and
produce abundant inflammatory cytokines, which negatively affect the transmission of
insulin signals and increase the development of chronic inflammation, as well as insulin
resistance [62–64].

3.1. Adipose Tissue and ATMs

Adipose tissue is a reservoir of fatty acids during fasting. When glucose levels have
returned to normal after meals, free fatty acids (FFAs) are released into the circulation
by adipose tissue and used by other tissues as an energy source [65]. They are also the
main site of inflammation in the obese state, and the accumulation of ATMs is the key
factor in modulating inflammation [66]. Compared to subcutaneous adipose tissue, VAT
plays a critical role in insulin resistance, and the content of ATMs in VAT is also higher
than that of subcutaneous adipose tissue [67]. The ATM pool in lean mice originates from
yolk-sac progenitors and self-renews by proliferation [68,69]. Eventually, these resident
ATMs are replaced by bone-marrow-derived macrophages, likely from monocytes [70].
Three major ATM populations have been described in lean mice. Primitive adipose tissue is
populated by LYVE1+ ATMs, which are closely associated with vasculature [71,72]. Further
investigations identified one or two CD63+ monocyte-derived ATM subpopulations based
on differential expression of MHCII, CD11c, and CX3CR1 [49,73,74]. The separation of the
two monocyte-derived ATMs remains unclear, and CD11c expression can be attributed to
either.

ATMs are mainly in the M2 polarization state in the lean state [75]. Preventing the abil-
ity of macrophages from transitioning to the M2 state leads to accelerated weight gain and
glucose intolerance in mice [76,77]. M2 macrophages can maintain insulin sensitivity and
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glucose homeostasis by secreting factors such as IL-10, IL-1, and catecholamines to regulate
lipid metabolism, block inflammation response, and increase insulin sensitivity [78–80]. Al-
though conflicting evidence suggests that M2 macrophages do not contribute to adipocyte
metabolism or adaptive thermogenesis via the production of catecholamines [81], evidence
also shows that macrophages in adipose tissue are capable of taking up and degrading
catecholamines released by neurons and that this system could be improved by obesity and
aging, resulting in a decreased response to cold stress and starvation [82,83].

One of the hallmarks of obesity-related chronic inflammation is the accumulation of
ATMs [19]. Macrophages account for approximately 10% of white adipose tissue (WAT) in
lean mice and humans compared to nearly 40% in obese humans and over 50% in extremely
obese, leptin-deficient mice [19,84]. Preventing the accumulation of ATMs during obesity
can inhibit the development of inflammation and insulin resistance [85]. Past studies
believed that these macrophages were derived from peripheral blood mononuclear cells.
However, recent studies have shown that the significant increase in ATMs in the early stage
of obesity is mainly due to in situ macrophage proliferation, and migrating monocytes
favor the accumulating of ATMs in the relatively late stages of obesity [86]. ATMs in obese
mice are mainly in the M1 state, which can produce a large number of proinflammatory
cytokines to influence the chronic inflammation state. The mechanism of obesity leading to
changes in the polarization status of ATMs has not been fully explained, and its influencing
factors may be multiple. Lumeng et al. had found that the M1 macrophages present in the
inflammatory aggregates of adipose tissue originate from circulating monocytes, instead of
being directly converted from M2 to M1 polarization state [87]. Expansion of adipose tissue
may lead to adipocyte hypertrophy and hyperplasia, then releasing signal molecules such
as MCP-1 and other inflammatory cytokines and chemokines, attracting a large number of
bone marrow-derived monocytes to enter adipose tissue and subsequently differentiate into
macrophages [19,88]. In addition, the chronic inflammation induced by obesity not only
leads to the accumulation of macrophages, but also impairs the macrophage egress [89].

There are also differences in the distribution of macrophages in adipose tissue between
lean and obese states: macrophages are evenly distributed throughout the adipose tissue in
the lean state; while in the obese state, macrophages mainly appear in ring-like structures
around dying adipocytes, known as crown-like structures (CLSs), to phagocytose the
cells and continuously release proinflammatory cytokines [90]. Dying adipocytes display
engulfment signals, inducing phagocytic cells to migrate to the site of cell death [85]. HFD-
feeding increases the number of CLSs and the expression of proinflammatory cytokines [88].
Furthermore, Hill et al. found that obese adipose tissue contains multiple distinct ATMs
populations, with Ly6c+ ATMs located outside the CLSs and are adipogenic. By inducing
genes involved in cholesterol and lipid biosynthesis, Ly6c ATMs restore normal adipose
physiology after adoptive transfer. The lipid-rich CD9+ ATMs located within the CLSs
are responsible for the inflammatory signature of obese adipose tissue. In lean mice,
adoptive transfer of CD9+ ATMs induces obesity-associated inflammation [73]. In contrast
to CD9− ATMs, CD9+ ATMs express higher levels of CD16 and CD206 and are enriched
for transcription factors AP-1 and NF-κB with associated genes such as Ccl2, Il1a, Il18, and
Tnf [73]. The aforementioned Trem2+ lipid-associated macrophages are also recognized as
the main expanded immune cell subset in adipose tissue during obesity [49].

3.2. Liver and Kupffer Cells

The liver is the largest solid organ in the body [91]. It plays an indispensable role
in neutralizing and eliminating toxic substances and regulating metabolism [92,93]. In
response to postprandial hyperglycemia, the liver converts excess glucose into glycogen,
and during fasting, the liver maintains blood glucose levels through glucose production [93].
Among all organs, the liver has the largest proportion of macrophages, with about 20–35%
of hepatic non-parenchymal cells and 80–90% of tissue macrophages in the host [94].

The two macrophage populations in the liver include Kupffer cells and monocyte-
derived macrophages. During obesity, Kupffer cells are activated to the M1 state, which
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attracts inflammatory monocytes into the liver and promotes their differentiation into
monocyte-derived macrophages [95,96], resulting in an increased proportion of macrophages
in the liver [97]. Monocyte-derived macrophages and inflammatory-activated Kupffer cells
contribute to obesity-induced hepatic inflammation and insulin resistance. On the other
side, the anti-inflammatory activation of Kupffer cells could reduce obesity-induced in-
sulin resistance [98]. Monocyte-derived macrophages are smaller than Kupffer cells in
mice [99], and the number of monocyte-derived macrophages is six-fold higher in HFD
feeding mice compared to lean mice, while the number of Kupffer cells is similar between
the two groups [100]. Correspondingly, Kupffer cells and monocyte-derived macrophages
are essential for maintaining the homeostasis of the liver and whole body [101].

Chronic inflammation is known to induce insulin resistance in the liver [102,103].
Kupffer cells play a major role in liver insulin resistance induced by HFD feeding through
producing various inflammatory mediators, including TNF-α, IL-6, IL-1β, prostaglandins,
and reactive oxygen species, which play vital roles in promoting the development of insulin
resistance [104–108]. Intravenous infusion of clodronate can selectively deplete Kupffer cells
without affecting ATMs, which is found to enhance insulin signaling and hepatic insulin
sensitivity significantly in the case of an HFD; it could also reduce adipose tissue weight
without affecting body weight, liver weight, or steatosis [104]. After treatment with GdCl3,
a specific inhibitor of Kupffer cells, phagocytosis, and other functions of Kupffer cells
were inhibited, and whole-body glucose tolerance was increased in mice [107]. Moreover,
lipid accumulation in the liver caused by increased fatty acid absorption, increased liver
synthesis, or reduced fatty acid oxidation in obesity can be used to predict T2D [103,109],
and lipid metabolisms induced by macrophages-derived cytokines lead to lipotoxicity,
which in turn causes liver inflammation and insulin resistance [110].

3.3. Muscle and Macrophages

Muscle mass is an important determinant of glucose tolerance, as less muscle mass
has been associated with greater insulin resistance [111,112]. Increased blood glucose
levels after meals induce insulin secretion, in which case the skeletal muscle is stimulated
to absorb glucose, and approximately 60% of ingested glucose is taken up by skeletal
muscle [113–115]. Insulin resistance in skeletal muscle is manifested by a decrease in
insulin-stimulated glucose uptake, associated with impaired insulin signaling, glucose
transport, oxidative phosphorylation, and glycogen synthesis [22].

Insulin resistance in skeletal muscle is caused by impaired insulin signaling and many
post-receptor intracellular defects including impaired glucose transport, glucose phospho-
rylation, and reduced glucose oxidation and glycogen synthesis. Macrophage recruitment
into skeletal muscle tissue is also involved in promoting insulin resistance [23,85,116].
Macrophages in skeletal muscle display phenotypic diversity and can switch between an
M1 and M2 phenotype in response to changes in the specific environment. For example,
macrophages are polarized to M1 phenotype in response to circulating FFAs, leading
to release of pro-inflammatory cytokines [117]. Macrophage content in skeletal muscle
correlates negatively and dynamically with insulin sensitivity [117,118]. The number of
CD68+ macrophages in the skeletal muscle of obese non-diabetic subjects is increased
compared to lean subjects [117]. Studies have also found that HFD increases the CD11b+

F4/80+ macrophage numbers in muscle compared to lean mice [19,119]. During obe-
sity, macrophages alter the inflammatory state of muscle cells by secreting cytokines and
chemokines [117]. The chronic inflammatory condition impairs lipogenesis and lipolysis of
adipose tissue, resulting in increased circulating FFAs and triggering ectopic fat deposition
in skeletal muscle [114,120], and inflammatory cytokines secreted from macrophages in-
duce lipolysis and lead to increased levels of lipid metabolisms, which is highly correlated
with skeletal muscle insulin resistance [121] (Figure 1).
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Figure 1. Obesity induces macrophage infiltration and insulin resistance in adipose tissue, liver, and
skeletal muscle. In the lean state, tissue-resident M2 macrophages in adipose tissue secrete anti-
inflammatory factors such as IL-1 and IL-10 to maintain an insulin-sensitive environment. During
obesity, increased levels of nutrients result in adipocyte hypertrophy and apoptosis. Proinflammatory
mediators result in M2 macrophage polarization into the M1 state, which triggers adipose tissue
chronic inflammation. Other metabolic tissues, including skeletal muscle and liver, are also influenced
by increased cytokine production and macrophage recruitment, resulting in lower glucose uptake in
skeletal muscle and higher glucose production in the liver, fueling the insulin resistance state further.

3.4. Pancreas and Macrophages

Macrophages are constitutively present within islets under normal physiological condi-
tions, where they play important roles in pancreas development and pancreas homeostasis.
Macrophages are present during mouse embryonic development. In op/op mice lacking
macrophages in the pancreas, it was found that these mice had less β-cell mass than normal
mice during embryonic development and after birth, indicating that pancreas macrophages
are necessary for increasing β-cell mass [122]. The mechanism by which macrophages
support pancreas development is unclear, but may be related to cytokine production by
macrophages, as low concentrations of IL-1β can stimulate β-cell proliferation [123]. Islet-
resident macrophages also exert protective effects and contribute to the maintenance of
islet homeostasis. Islet-resident macrophages express arginase I, CD206, and IL-10, etc.,
which are similar to M2 macrophages.

Numerous studies have revealed that macrophage infiltration in islets is increased
in T2DM, C57BL/6 mice fed HFD, and db/db mice [124], and islet-resident macrophages
content generally correlates with the degree of β-cell dysfunction [124,125]. High glu-
cose could induce the secretion of chemokines from islets, which promoted monocyte
and neutrophil migration. It is possible that the T2D milieu may induce chemokine
production and promote macrophage infiltration into pancreas. Islets contain two subpop-
ulations of macrophages: CD11b+Ly-6C+ monocytes/macrophages and CD11b+Ly-6C−
macrophages [126]. Islet-resident macrophages were mostly CD11b+Ly-6C− cells, which
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exhibit an M2 phenotype in basal conditions. Compared to control db/+ and KKTa mice,
fractions of these M2-type cells were not altered in db/db or KKAy mice. However, the
number of CD11b+Ly-6C+ macrophages was significantly increased in the T2D models.
These cells express inflammatory cytokines, such as IL-1β and TNF-α, and exhibit an
M1-type phenotype, which may indicate that macrophage polarity appears to be shifted
towards M1 in T2D islets.

4. Mechanism of Inflammation and Insulin Resistance

Several inflammatory signaling pathways are implicated in inhibiting insulin func-
tions, which can link inflammation to insulin resistance. JNK, IKK/NF-κB, JAK/STAT, and
other pathways play major roles in forming chronic inflammation [127–131]. Inflamma-
tory signaling is activated by several mechanisms, including the release of endogenous
factors such as saturated fatty acids and heat shock proteins known as danger- or damage-
associated molecular patterns (DAMPs), which are recognized by pattern recognition
receptors (PRRs), and activate inflammation processes as well as inflammatory factors in
the absence of exogenous factors such as pathogens [132]. DAMPs are produced largely
by cellular stress, tissue damage, and inflammation [133]. PRRs include several types,
such as Toll-like receptors (TLRs), RIG-I-like RNA helicases (RLHs), NOD-like receptors
(NLRs), and AIM2-like receptors (ALRs) [134]. The PRRs can also recognize pathogen-
associated molecular patterns (PAMPs) on pathogens and biological allergens, including
LPS, peptidoglycan, and bacterial DNA [135,136].

4.1. JNK Pathway

Hotamisligil et al. found that the mRNA and protein levels of TNF-α in adipose
tissue are increased under insulin resistance and obesity, and insulin sensitivity is im-
proved after neutralizing TNF-α [66,137]. Further studies found that TNF-α is an adipose
tissue-derived proinflammatory cytokine that is involved in obesity-induced insulin resis-
tance [19]. Helped by TNFR-1, TNF-α plays an important role in activating and recruiting
the immune cells to propagate inflammation. At that time, TNF-α was recognized to derive
from adipocytes in obesity, and Xu et al. found that the WAT stromal vascular fraction
(SVF) also secretes TNF-α [138]. Moreover, Taeye et al. revealed that macrophages are the
main sources of TNF-α in the obese WAT [139], transplanted TNF-α deficient mice with
TNF-α-sufficient or TNF-α-deficient bone marrow and found that macrophage-derived
TNF-α contributes to inflammation development and insulin resistance in diet-induced
obesity [139]. TNF-α knockout obese mice have improved insulin sensitivity compared to
the control group [140]. The studies further found downstream signaling at the TNF-α-
induced kinase levels. TNF-α induces a dual kinase system, including JNK kinases and
IKK complex [141]. In the case of insulin resistance, JNK-1 and IKK signals are upregulated
in adipose tissue [138], skeletal muscle [142], and liver [143]. JNK have JNK-1 and JNK-2
subsets, and JNK-1 plays a key role in the development of insulin resistance in adipose
tissue and muscle [144]. JNK can be activated by TNF-α, IL-1β, and ultraviolet light [145].
JNK pathway is involved in impaired insulin signaling by causing the serine phosphoryla-
tion of insulin receptor substrate 1 (IRS-1), which reduces the tyrosine phosphorylation of
IRS-1, thereby reducing PI3K and AKT signaling [146,147].

New research has found that proinflammatory molecule leukotriene B4 (LTB4) also
induces insulin resistance through the JNK pathway [148]. LTB4 is a neutrophil chemotactic
agent produced by arachidonic acid metabolism [149,150]. It is secreted by both immune
cells, such as macrophages and eosinophils, and primary tissue cells, such as adipocytes,
hepatocytes, myocytes, and endothelial cells [148]. LTB4 levels increase and play key roles
in obesity-induced insulin resistance through the G protein-coupled receptor BLT-1, which
is distributed mainly on immune cells and primary metabolite cells [148]. When primary
tissue cells produce LTB4, it causes macrophages chemotaxis and migration into tissues,
and macrophages secrete more LTB4 and act on primary tissue cells in a positive feedback
loop, further inducing chronic tissue inflammation [148]. LTB4 treatment could stimulate
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JNK activity and enhance IRS-1 serine phosphorylation, impairing insulin sensitivity in
target cells [148]. Treatment of adipocytes and hepatocytes with LTB4 in vitro induces
insulin resistance, and knockout of BLT-1 can improve adipose tissue inflammation and
insulin sensitivity in obese mice [148].

4.2. IKK/NF-κB Pathway

In addition to the JNK signaling pathway, insulin resistance is also closely related to
NF-κB activation, which is induced by TNF-α [116]. NF-κB is a transcription factor of Rel
family proteins and is involved in inflammation and immune responses. IκB retains NF-κB
in an inhibitory cytoplasmic complex at a steady-state, and IKK phosphorylation could
phosphorylate IκBα under inflammation, which separates and degrades IκBα from NF-
κB [151], allowing free NF-κB to translocate to the nucleus and interact with related DNA
response elements binding, which induces transactivation of inflammatory genes such as
TNF-α, IL-1β, and IL-6, further contributing to insulin resistance [152]. IKK2 is a central
coordinator of inflammatory responses to activate NF-κB. Yuan et al. first showed the
importance of NF-κB signaling in metabolic disorders, in that IKK2 heterozygous-deletion
mice have improved glucose tolerance and reduced basal glucose and insulin values in
HFD feeding compared with control [153]. Chiang et al. found that HFD feeding increases
NF-κB activation in mice, which leads to an increased level of IKKε in hepatocytes and
adipocytes, and IKKε knockout mice are protected from HFD-induced obesity and chronic
inflammation [154].

IL-1β participates in insulin resistance through NF-κB pathway. IL-1β belongs to the
IL-1 superfamily and is produced mainly by monocytes and macrophages and regulated by
inflammasome activity [155]. The levels of IL-1β are increased during hyperglycemia [156],
and elevation of IL-1β has been shown to increase the risk of T2D [157]. IL-1β binds to
interleukin-1 receptor type I (IL-1R1) and triggers intracellular signaling cascades. IL-1R1
activates JAK protein kinases, then stimulates the translocation of NF-κB to the nucleus from
a complex with IκB, thus promoting inflammatory gene expression [158]. IL-1β impairs
insulin signaling in peripheral tissues and reduces insulin sensitivity and secretion in
β-cells [159]. Gao et al. observed that macrophage-conditioned (MC) medium significantly
reduces protein abundance of insulin signaling molecules in human adipocytes and blocks
the actions of IL-1β, which can reverse the effects of MC medium on insulin signaling [155].
Additionally, IL-1β depletion completely changes the inhibitory effect of MC medium on
insulin signaling molecules like IRS-1 and PI3K, which indicates that IL-1β is a key factor
in mediating macrophage-induced insulin resistance in adipocytes [155].

Moreover, monocytes and tissue-resident macrophages express high levels of PPAR-
γ [160]. PPAR-γ is a member of the nuclear receptor superfamily and is involved in the
expression of the inflammatory response, cell differentiation, lipid, and glucose metabolism
genes [161]. PPAR-γ natural ligands include various lipid and prostaglandin (PGs), and
PGs could suppress PPAR-γ functions [162]. Under inflammation, the production of PGs
increases to a considerable extent, which has a positive correlation with insulin resis-
tance [163]. In contrast, PPAR-γ synthetic agonists significantly reduce insulin resistance
and are widely used to treat diabetes [164,165]. PPAR-γ suppresses the NF-κB transcription
activity and inhibits inflammation by interacting with p65 to induce ubiquitination and
degradation. PPAR-γ also upregulates the IRS protein, which improves insulin resistance
induced by obesity [166,167]. Macrophages with PPAR-γ knockout lead to decreased sys-
tematic glucose tolerance, increased insulin resistance, and increased levels of inflammatory
factors expression in the muscles and liver [168].

4.3. JAK/STAT Pathway

IL-6 plays a crucial role in regulating metabolism and immunity. It is also elevated in
obese patients compared to lean controls, which is detrimental to metabolic balance [169].
IL-6 works by binding to IL-6 receptor α chain and GP130 signaling chain complex in classi-
cal membrane-bound pathway, then initiating the JAK2/STAT3-dependent transcriptional
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activation of target genes, including SOCS-3 [170]. SOCS-3 is a negative regulator of IL-6
signaling and could impair insulin signal transduction at IRS protein level. IL-6-induced
SOCS-3 leads to proteasomal degradation of IRS-1 [171]. Studies of IL-6 functions on
insulin sensitivity have shown conflicting results. A very-low-calorie diet and weight
loss decrease IL-6 levels significantly in adipose tissue and serum and improve insulin
sensitivity compared to the control [172]. Acute IL-6 infusion of mice leads to insulin
resistance without obesity [173]. However, IL-6 deficient mice develop insulin resistance
and mature-onset obesity [174]. Another study showed that 4-month-old IL-6 deficient
mice have glucose intolerance and increased fat pad weight [175]. Additional investigation
is required to speculate on the effect of IL-6 on insulin sensitivity.

4.4. Other Pathways

Cytokines derived from macrophages, including TNF-α, IL-6, and IL-1β, could in-
fluence lipolysis. TNF-α affects lipid metabolism by inducing lipolysis, inhibiting FFAs
uptake and lipoprotein lipase activity [176]. Starnes et al. administered TNF-α to patients
and found that FFAs metabolism increased >60% [177], and TNF-α-deficient obese mice
have lower levels of FFAs [140]. IL-6 enhances lipolysis and fatty acid oxidation both in
mice and humans [178]. Wolsk et al. found that the unidirectional release of muscle fatty
acids during IL-6 acute infusion leads to an increase in systemic fatty acids, which indicates
that IL-6 may be a direct regulator of fat metabolism in skeletal muscle [179]. Moreover,
IL-1β indirectly stimulates lipolysis by reducing the production and activity of proteins that
inhibit lipolysis and increase the release of FFAs and glycerin [180]. Increased levels of lipid
metabolites, including FFAs, ceramides, and diacylglycerol (DAG), may cause dysfunction
and insulin resistance [181]. High levels of FFAs are considered markers of insulin resis-
tance and T2D [182,183]. Elevated FFAs inhibit pyruvate dehydrogenase, increase serine
phosphorylation of IRS-1, impair insulin-stimulated glucose uptake, and decrease glucose
oxidation [184]. Several studies have found a correlation between the accumulation of
DAG and impaired insulin function [185,186]. DAGs activate the PKCθ and PKCδ subtypes
of protein kinase C (PKC) [187], and PKC prevents insulin-stimulated tyrosine phospho-
rylation of IRS-1 and directly interferes with the insulin signaling pathway [186]. PKC-θ
knockout mice are protected against fat-induced insulin signaling defects and systemic
insulin resistance [188]. Ceramides are implicated as antagonists of insulin action, and
plasma ceramides are at high levels in obese or diabetic individuals [189]. Ceramide is
mainly involved in the development of insulin resistance from two aspects: ceramide signal
stimulates the binding of PKCζ and AKT, making AKT unable to bind phosphatidylinositol
(3,4,5) -triphosphate (PIP3), thereby inhibiting insulin signaling [190]; on the other hand,
ceramide activates protein phosphatase 2A (PP2A) and phosphorylates it, thereby impair-
ing AKT [191]. Ceramides decrease the plasma content during pioglitazone treatment,
and inhibition of ceramide synthesis or stimulation of ceramide degradation improves
insulin signaling, indicating indispensable participation of ceramides in the development
of obesity and insulin resistance [189].

Furthermore, galectin-3 (gal-3) is a member of the galectin family that induces insulin
resistance [192,193]. Gal-3 binds directly to the insulin receptor and inhibits downstream
signaling [192]. The amount of gal-3 in the blood is higher in the obese state than in the
lean state [192]. Treatment of adipocytes, hepatocytes, and myocytes with gal-3 in vitro
induces insulin resistance [192]. Administration of gal-3 in vivo can also cause glucose
intolerance and insulin resistance in mice, and gal-3 knockout mice have higher insulin
sensitivity and glucose tolerance [192]. The above results suggested that gal-3 may be a
critical molecule in insulin resistance.

In addition to cytokines secreted from or related to macrophages, macrophage au-
tophagy is crucial for the regulation of systemic insulin sensitivity [194]. In macrophages,
autophagy controls inflammation by regulating mitochondria turnover and ROS genera-
tion [194]. During inflammation and obesity, autophagy is downregulated in macrophages,
and macrophage-specific autophagy knockout mice have impaired insulin sensitivity in
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liver and adipose tissues when fed an HFD, inhibiting ROS in macrophages with antioxi-
dants can restore insulin sensitivity of adipocytes [195]. (Figures 2 and 3)

Figure 2. Cytokines regulate insulin sensitivity in insulin target cells. Activation of the insulin receptor
leads to tyrosine phosphorylation of IRS-1 and initiates insulin signal transduction. Activation of
TLR2/4 and TNFR results in the promotion of NF-κB and JNK signaling pathways. The serine
kinases IKK and JNK-1 could reduce the signaling of IRS-1 and impair downstream insulin signaling.
Moreover, the activation of IKK causes phosphorylation and degradation of IκB; thus, NF-κB could
translocate into the nucleus. JNK promotes the formation of the AP-1 transcription factor, which
in turn transactivates inflammatory gene expression by NF-κB and AP-1, further contributing to
insulin resistance. PPAR-γ suppresses the NF-κB transcription activity and upregulates IRS protein,
which favors the improvement insulin sensitivity. LTB4 promotes JNK activation through BLT-1 and
leads to subsequent IRS-1 serine phosphorylation, ultimately promoting cellular insulin resistance.
Gal-3 directly inhibits the insulin receptor and impairs all the major steps in the insulin signaling
pathway. Additionally, IL6 induces SOCS-3 and leads to proteasomal degradation of IRS-1 through
binding to the IL-6 receptor. IL-1β stimulates the translocation of NF-κB to the nucleus through
IL-1R1, promoting inflammatory gene expression. Also, lipid metabolites, including FFAs, ceramides,
and DAG, activate the PKC to impair IRS-1, which directly interfere with insulin signaling.
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Figure 3. Cytokine stimulation leads to classical activation and alternative activation of macrophages.
IL4 and IL13 activate macrophages to M2 polarization state through STAT6 and stimulate anti-
inflammatory gene expression. M2 macrophages participate in Th2 response, anti-inflammatory, anti-
gen endocytosis, and tumor promotion. On the other hand, when stimulated by LPS, IL-1β, and TNF-
α, macrophages activate the inflammatory signaling cascades mediated by JNK and NF-κB, which
stimulate M1 polarization of macrophages and inflammatory gene expression. M1 macrophages are
involved in Th1 response, proinflammatory process, tissue damage, and so on.

5. Other Immune Cells and Insulin Resistance

In addition to macrophages, immune cells residing in adipose tissue and intestines,
including cells of innate and adaptive immune systems, are also involved in chronic
inflammation caused by obesity. In the process of obesity, immune cells, including Innate
lymphoid type 1 cells (ILC1s), Innate lymphoid type 2 cells (ILC2s), eosinophils, mast
cells, dendritic cells (DCs), neutrophils, T cells, and B cells, influence the polarization and
recruitment of macrophages and play important roles in chronic inflammation and insulin
resistance.

ILC2s and eosinophils participate in maintaining metabolic homeostasis states partially
by maintaining the M2 polarization state of macrophages. ILC2s are a family of innate
immune cells that mirror T cells [196]. They secrete Th2-associated cytokines, including
IL-5 and IL-13, which promote the accumulation of M2 macrophages and eosinophils [197].
The deletion of ILC2s causes a significant decrease in VAT M2 macrophages and eosinophils
and increases obesity and insulin resistance fed HFD [198]. Moreover, eosinophils have also
been implicated in metabolic homeostasis and the maintenance of M2 macrophages [199].
Eosinophils content in adipose tissue is reduced in HFD-induced obesity and restored to
lean levels when switching to a low-fat diet [200]. Eosinophils could produce IL-4 and IL-13,
which promote differentiation of macrophages into the M2 state [198]. Impaired eosinophil
accumulation in adipose tissue results in increased insulin resistance in obesity [198], and
the absence of eosinophils leads to systemic insulin resistance [200].
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Mast cells are first-line responders to invading pathogens by rapid degranulation
ability [201], producing a wide range of inflammatory mediators, including histamines,
prostaglandins, and proinflammatory cytokines (IFN-γ, TNF-α, IL-1β, IL-6), which trigger
T-cell and M1 macrophage activation [202,203]. Liu et al. found that mast cells increased in
obese adipose tissue, and mast cell deficiency can increase insulin sensitivity [204]. Addi-
tionally, some studies showed that DCs are involved in tissue recruitment and activation of
macrophages; DC-deficient mice have a decreased number of ATMs and Kupffer cells, as
well as improved glucose intolerance [205]. The transfer of bone-marrow-derived DCs to
lean mice increases ATMs and Kupffer cells infiltration [205]. During obesity, neutrophils
have high neutrophil elastase, neutrophil alkaline phosphatase, myeloperoxidase, IL-6,
IL-1β, IL-12, IL-8, and TNF-α, and low expression of IL-10, which favors activation of M1
macrophages and development of chronic inflammation [206–210]. Neutrophil elastase im-
pairs insulin signaling by promoting IRS-1 degradation, and elastase knockout in HFD mice
improves glucose tolerance and increases insulin sensitivity [208]. Moreover, recent studies
also found that ILC1s in the adipose tissue participate in developing inflammation and
insulin resistance. HFD-induced obesity increases the number of ILC1s and induces them
to produce IFN-γ and TNFα in the visceral adipose tissue (VAT), then ILC1s-derived IFN-γ
and TNFα accelerate M1 macrophages accumulation and promote insulin resistance [211].

T cells, B cells, and macrophages are all in CLSs surrounding necrotic adipocytes [212].
Accumulation of macrophages and T cells within CLSs can predict the severity of obesity
and insulin resistance [212]. T cells can be classified into CD4+ and CD8+ T cells by their
phenotypic expression of the surface coreceptors. Increased recruitment and differentiation
of CD8+ T cells have been found in both animal and human obese WAT [213]. T cell
receptor beta chain-deficient mice improve obesity-induced hyperglycemia and insulin
resistance by suppressing macrophage infiltration and reducing inflammatory cytokine
expression [214]. The number of Th1 cells increases and produces more IFN-γ in obesity,
which promotes M1 polarization of ATMs [215,216]. Adoptive transfer of Th1 cells into
HFD lymphocyte-free mice results in increased inflammation, impaired glucose tolerance,
and macrophage infiltration [214]. Moreover, Treg cells secrete IL10 in a lean state, pre-
serving an anti-inflammatory environment and M2 macrophage polarization [217]. Treg
cells in VAT decrease dramatically during obesity in HFD feeding mice [218]. Treg cell
deficiency in adipose tissue increases the production of proinflammatory cytokines, M1
macrophage polarization, and insulin resistance [217]. In contrast with CD4+ T cells, CD8+

T cells are mainly considered cytotoxic. CD8+ T cells secrete perforins, granzymes, and
cytokines that regulate the development and activation of macrophages [173]. Increased
infiltration of CD8+ T cells in WAT was found in obese mice, which induces adipose tis-
sue inflammation and attracts macrophage recruitment [219]. Depletion of CD8+ T cells
could lower macrophage infiltration and adipose tissue inflammation and improve insulin
resistance [219].

The impaired adaptive response of B cells leads to inflammation in obese people [220].
B cells secrete more IL-6 and NF-κB and less IL-10 in obese humans compared to lean indi-
viduals, which favors the recruitment of M1 macrophages [221]. Winer et al. demonstrated
that B cells accumulate in VAT occurs early in HFD-fed mice and promote activation of T
cells and M1 macrophages through the production of specific IgG antibodies, eventually
inducing insulin resistance [222]. Obese B cell knockout mice have decreased systemic
inflammation and improved insulin sensitivity and glucose tolerance compared to obese
control mice [223] (Figure 4).
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Figure 4. Role of the immune system in regulating polarization of macrophage and insulin resistance.
In an insulin-sensitive state, ILC2 cells produce IL-5 and IL-13 to assist in the maturation and
recruitment of eosinophils. Eosinophils and Treg cells promote the activation of M2 macrophages
in the adipose tissue via IL-4 and IL-13 secretion. M2 macrophages and Treg cells secrete anti-
inflammatory factors such as IL-10 to maintain insulin sensitivity in lean adipose tissue. In the obese
state, recruitment of monocytes and differentiation into M1 macrophages are induced significantly.
Mast cells produce IL-6 to trigger T-cell and M1 macrophage activation. Neutrophils contribute
to M1 polarization of macrophages and impaired insulin signaling via the production of elastase,
IL-6, and IL-1β. CD4+ and CD8+ T cells stimulate M1 macrophage polarization by secreting IFN-γ,
IL17, and chemokines. B cells release NF-κB, IL6, and IgG that further contribute to M1 macrophage
polarization and insulin resistance.

6. Macrophage-Related T2D Therapeutic Targets

Antidiabetic drugs act on adipose tissue and muscle to enhance insulin sensitivity
and target the liver to inhibit glucose production, or stimulate β-cells to release insulin,
thereby slowing the development of insulin resistance. However, they are not able to
completely prevent or reverse the development of T2D, urgently necessitating new antidia-
betic drugs [224]. Current studies used macrophage-derived factors or surface markers,
including TNF-α, IL-1β, IL-6, miRNAs, and folate receptor (FR), as the therapeutic targets
for diabetes, which have potential to be developed as pharmacological targets for the
treatment of T2D [225,226].

TNF-α is identified as a potential target to treat insulin resistance in obesity; it is a
classic proinflammatory cytokine and induces M1 polarization of macrophages. Treatment
with shRNA to downregulate TNF-α contributes to improving IRS-1 phosphorylation
and insulin response, which improves insulin sensitivity [227]. Burska et al. concluded
that TNF-α inhibitor treatment improves insulin sensitivity in rheumatoid arthritis (RA)
patients [228]. The topical addition of anti-TNF-α neutralizing antibodies could shift
the macrophages towards M2 phenotype and accelerate wound healing [229]. Wang et al.
reported a glucose-sensitive TNFα-antibody-delivery system for controlling local long-term
inflammation and improving osteogenesis in T2D [230]. The clinical trials of anti-TNF-α
antibodies Ro 45-2081 and CDP571 did not show any improvement in glucose homeostasis
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and insulin sensitivity [231,232]. Relevant studies are needed to prove the effectiveness
of TNF-α target. In addition, when IKK/NF-κB pathway is inhibited by pharmacological
inhibitors of IKK2 salicylates and aspirin, the animal models show improved obesity-
induced insulin resistance and reduced TNF-α production [173].

IL-1β is elevated in obesity and induces insulin resistance by inhibiting the insulin sig-
naling pathway [225,233]. IL-1β antibody treatment improves insulin resistance, glycemic
control, and β-cell functions in mice with HFD-induced obesity [225]. IL-1R antagonist
Anakinra also improves the glycemia β-cell functions and reduces systemic inflammation
in patients with T2D; thus, it is approved for treating patients with RA (ClinicalTrials.gov
identifier: NCT00303394) [234]. Human mAbs canakinumab and Xoma 052 are used to
neutralize IL-1β specifically and support that blockade of IL-1β restores the regeneration
of β-cells [235]. Canakinumab is tested in high-risk patients with T2D (ClinicalTrials.gov
identifier: NCT01327846) and shows modest improvement in HbA1c, glycemia, and insu-
linemia [158]. Additional results of ongoing clinical trials are needed to clarify the function
of IL-1β target.

IL-6 is another proinflammatory cytokine that participates in the development of
T2D. Human monoclonal antibody Tocilizumab could inhibit IL-6 signaling selectively,
and treatment with Tocilizumab causes a significant reduction of HOMA-IR and insulin
resistance in non-diabetic patients with RA [236]. These studies suggest that inhibiting
IL6 may improve insulin resistance and T2D. Further, IL-10 is an anti-inflammatory factor,
which induces M2 activation of macrophages and improves obesity-induced insulin resis-
tance [119]. Recombinant IL-10 has been proved safe in clinical trials to treat autoimmune
diseases, neurodegenerative disorders, and so on [237]. Thus IL-10 may also be a promising
target for treating T2D.

Macrophages could secrete miRNAs encapsulated in extracellular vesicles to exert
anti-inflammatory or proinflammatory effects, and miRNAs may also contribute to the
development of insulin resistance by regulating macrophage polarization. Since miRNAs
are endogenous regulators whose levels are often deregulated in T2D, the therapeutic goal
is to restore miRNAs to normal levels [226]. Presently, there are two main therapeutic
methods: miRNA mimics to restore the miRNAs downregulated in diabetes, miRNA mim-
ics that are synthetic RNA duplexes, liposomes, and adeno-associated virus preparations
designed to package miRNAs [238,239]; the other method is to inhibit miRNAs that express
significantly higher than normal, locked nucleic acid anti-miRNAs and morpholinos that
are efficient inhibitors of miRNA decrease the plasma cholesterol with very low toxicity
in mice [240,241]. Due to the instability of miRNA mimics and the difficulty in specific
targeting, miRNA therapy needs to be developed further to treat T2D.

Moreover, therapeutic drugs with folate conjugates could selectively impair FR active
macrophages [242]. FR is a marker of macrophage activation. While nonactivated resident
macrophages do not express FR, other cells, including granulocytes, lymphocytes, or
erythrocyte-enriched populations, show poor folate-conjugate binding. Furthermore, folate-
FITC binding to active macrophages is FR-specific, which makes the folate receptor an
optimal target for active macrophages involved in insulin resistance [243].

7. Conclusions

Accumulating evidence showed that macrophages play central roles in chronic inflam-
mation and insulin resistance induced by obesity. Macrophages participate in inflammatory
pathways including JNK, IKK/NF-κB, and JAK/STAT through secreting inflammatory
factors, such as TNF-α, IL-6, IL-1β, and LTB4, thereby inducing chronic inflammation of
adipose tissue, liver, and muscle, further leading to insulin resistance. Other immune
cells, including ILC2s, eosinophils, mast cells, DCs, neutrophils, T cells, and B cells, af-
fect the polarization state of macrophages, which in turn participate in the induction of
insulin resistance and T2D. In recent years, there have been many discoveries in the field
of immune metabolism, and direct or indirect targeting of macrophage-secreted factors or
macrophage-related markers can improve insulin resistance and reduce the development of
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T2D by mechanisms including enhancing insulin sensitivity, reducing oxidative stress, and
reducing inflammation et al. Current research hotspots include targeted therapy of TNF-α,
IL-1β, IL-6, and miRNAs. Although many problems remain unsolved, macrophages may
be considered as promising targets for the treatment of T2D.

Author Contributions: H.L., Y.M., S.H., X.T., Y.Z., X.Z., L.W. and W.Z. listed have made a substantial,
direct, and intellectual contribution to the work, and approved it for publication. All authors have
read and agreed to the published version of the manuscript.

Funding: This work was supported by the CAMS Innovation Fund for Medical Sciences (CIFMS)
(2021-I2M-1-026, 2022-I2M-JB-012,2022-I2M-2-002).

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Chooi, Y.C.; Ding, C.; Magkos, F. The epidemiology of obesity. Metabolism 2019, 92, 6–10. [CrossRef]
2. Bhurosy, T.; Jeewon, R. Overweight and obesity epidemic in developing countries: A problem with diet, physical activity, or

socioeconomic status? Sci. World J. 2014, 2014, 964236. [CrossRef]
3. Pulgaron, E.R.; Delamater, A.M. Obesity and type 2 diabetes in children: Epidemiology and treatment. Curr. Diabetes Rep. 2014,

14, 508. [CrossRef] [PubMed]
4. Zubrzycki, A.; Cierpka-Kmiec, K.; Kmiec, Z.; Wronska, A. The role of low-calorie diets and intermittent fasting in the treatment of

obesity and type-2 diabetes. J. Physiol. Pharmacol. 2018, 69, 663–683.
5. Singh, G.M.; Danaei, G.; Farzadfar, F.; Stevens, G.A.; Woodward, M.; Wormser, D.; Kaptoge, S.; Whitlock, G.; Qiao, Q.; Lewington,

S.; et al. The age-specific quantitative effects of metabolic risk factors on cardiovascular diseases and diabetes: A pooled analysis.
PLoS ONE 2013, 8, e65174. [CrossRef] [PubMed]

6. Patell, R.; Dosi, R.; Joshi, H.; Sheth, S.; Shah, P.; Jasdanwala, S. Non-Alcoholic Fatty Liver Disease (NAFLD) in Obesity. J. Clin.
Diagn. Res. 2014, 8, 62–66. [PubMed]

7. Yki-Järvinen, H. Non-alcoholic fatty liver disease as a cause and a consequence of metabolic syndrome. Lancet Diabetes Endocrinol.
2014, 2, 901–910. [CrossRef]

8. Lu, F.B.; Hu, E.D.; Xu, L.M.; Chen, L.; Wu, J.L.; Li, H.; Chen, D.Z.; Chen, Y.P. The relationship between obesity and the severity
of non-alcoholic fatty liver disease: Systematic review and meta-analysis. Expert Rev. Gastroenterol. Hepatol. 2018, 12, 491–502.
[CrossRef] [PubMed]

9. Lovren, F.; Teoh, H.; Verma, S. Obesity and atherosclerosis: Mechanistic insights. Can. J. Cardiol. 2015, 31, 177–183. [CrossRef]
10. Reardon, C.A.; Lingaraju, A.; Schoenfelt, K.Q.; Zhou, G.; Cui, C.; Jacobs-El, H.; Babenko, I.; Hoofnagle, A.; Czyz, D.; Shuman, H.;

et al. Obesity and Insulin Resistance Promote Atherosclerosis through an IFNgamma-Regulated Macrophage Protein Network.
Cell Rep. 2018, 23, 3021–3030. [CrossRef]

11. El-Khani, U.; Ahmed, A.; Hakky, S.; Nehme, J.; Cousins, J.; Chahal, H.; Purkayastha, S. The impact of obesity surgery on
musculoskeletal disease. Obes. Surg. 2014, 24, 2175–2192. [CrossRef]

12. Salaun, H.; Thariat, J.; Vignot, M.; Merrouche, Y.; Vignot, S. Obesity and cancer. Bull. Cancer 2017, 104, 30–41. [CrossRef]
13. Lennon, H.; Sperrin, M.; Badrick, E.; Renehan, A.G. The Obesity Paradox in Cancer: A Review. Curr. Oncol. Rep. 2016, 18, 56.

[CrossRef]
14. Himbert, C.; Delphan, M.; Scherer, D.; Bowers, L.W.; Hursting, S.; Ulrich, C.M. Signals from the Adipose Microenvironment and

the Obesity-Cancer Link-A Systematic Review. Cancer Prev. Res. 2017, 10, 494–506. [CrossRef]
15. Barazzoni, R.; Gortan Cappellari, G.; Ragni, M.; Nisoli, E. Insulin resistance in obesity: An overview of fundamental alterations.

Eat. Weight Disord. 2018, 23, 149–157. [CrossRef]
16. Alberti, K.G.; Eckel, R.H.; Grundy, S.M.; Zimmet, P.Z.; Cleeman, J.I.; Donato, K.A.; Fruchart, J.C.; James, W.P.; Loria, C.M.; Smith,

S.C. Harmonizing the metabolic syndrome: A joint interim statement of the International Diabetes Federation Task Force on
Epidemiology and Prevention; National Heart, Lung, and Blood Institute; American Heart Association; World Heart Federation;
International Atherosclerosis Society; and International Association for the Study of Obesity. Circulation 2009, 120, 1640–1645.

17. Lackey, D.E.; Olefsky, J.M. Regulation of metabolism by the innate immune system. Nat. Rev. Endocrinol. 2016, 12, 15–28.
[CrossRef]

18. Rafaqat, S.; Rafaqat, S.; Rafaqat, S. Pathophysiological aspects of insulin resistance in Atrial Fibrillation: Novel therapeutic
approaches. Int. J. Arrhythm. 2022, 23, 6. [CrossRef]

19. Weisberg, S.P.; McCann, D.; Desai, M.; Rosenbaum, M.; Leibel, R.L.; Ferrante, A.W., Jr. Obesity is associated with macrophage
accumulation in adipose tissue. J. Clin. Investig. 2003, 112, 1796–1808. [CrossRef]

20. Defronzo, R.A. Banting Lecture. From the triumvirate to the ominous octet: A new paradigm for the treatment of type 2 diabetes
mellitus. Diabetes 2009, 58, 773–795. [CrossRef]

21. DeFronzo, R.A. Pathogenesis of type 2 diabetes mellitus. Med. Clin. North Am. 2004, 88, 787–835. [CrossRef] [PubMed]
22. Abdul-Ghani, M.A.; DeFronzo, R.A. Pathogenesis of insulin resistance in skeletal muscle. J. Biomed. Biotechnol. 2010, 2010, 476279.

[CrossRef] [PubMed]

393



Cells 2022, 11, 3001

23. Sinha, R.; Dufour, S.; Petersen, K.F.; LeBon, V.; Enoksson, S.; Ma, Y.Z.; Savoye, M.; Rothman, D.L.; Shulman, G.I.; Caprio, S.
Assessment of skeletal muscle triglyceride content by (1)H nuclear magnetic resonance spectroscopy in lean and obese adolescents:
Relationships to insulin sensitivity, total body fat, and central adiposity. Diabetes 2002, 51, 1022–1027. [CrossRef] [PubMed]

24. Roden, M.; Bernroider, E. Hepatic glucose metabolism in humans—Its role in health and disease. Best Pract. Res. Clin. Endocrinol.
Metab. 2003, 17, 365–383. [CrossRef]

25. Araujo, E.P.; De Souza, C.T.; Ueno, M.; Cintra, D.E.; Bertolo, M.B.; Carvalheira, J.B.; Saad, M.J.; Velloso, L.A. Infliximab restores
glucose homeostasis in an animal model of diet-induced obesity and diabetes. Endocrinology 2007, 148, 5991–5997. [CrossRef]

26. Wu, M.; Wang, X.; Duan, Q.; Lu, T. Arachidonic acid can significantly prevent early insulin resistance induced by a high-fat diet.
Ann. Nutr. Metab. 2007, 51, 270–276. [CrossRef]

27. DeFronzo, R.A.; Banerji, M.A.; Bray, G.A.; Buchanan, T.A.; Clement, S.; Henry, R.R.; Kitabchi, A.E.; Mudaliar, S.; Musi, N.; Ratner,
R.; et al. Determinants of glucose tolerance in impaired glucose tolerance at baseline in the Actos Now for Prevention of Diabetes
(ACT NOW) study. Diabetologia 2010, 53, 435–445. [CrossRef]

28. Osborn, O.; Olefsky, J.M. The cellular and signaling networks linking the immune system and metabolism in disease. Nat. Med.
2012, 18, 363–374. [CrossRef]

29. Wu, H.; Ballantyne, C.M. Skeletal muscle inflammation and insulin resistance in obesity. J. Clin. Investig. 2017, 127, 43–54.
[CrossRef]

30. Esser, N.; Legrand-Poels, S.; Piette, J.; Scheen, A.J.; Paquot, N. Inflammation as a link between obesity, metabolic syndrome and
type 2 diabetes. Diabetes Res. Clin. Pract. 2014, 105, 141–150. [CrossRef]

31. Asghar, A.; Sheikh, N. Role of immune cells in obesity induced low grade inflammation and insulin resistance. Cell. Immunol.
2017, 315, 18–26. [CrossRef]

32. Gentek, R.; Molawi, K.; Sieweke, M.H. Tissue macrophage identity and self-renewal. Immunol. Rev. 2014, 262, 56–73. [CrossRef]
33. Unanue, E.R. Antigen-presenting function of the macrophage. Annu. Rev. Immunol. 1984, 2, 395–428. [CrossRef]
34. Martinez, F.O.; Gordon, S. The M1 and M2 paradigm of macrophage activation: Time for reassessment. F1000Prime Rep. 2014, 6,

13. [CrossRef]
35. Vogel, D.Y.; Glim, J.E.; Stavenuiter, A.W.; Breur, M.; Heijnen, P.; Amor, S.; Dijkstra, C.D.; Beelen, R.H. Human macrophage

polarization in vitro: Maturation and activation methods compared. Immunobiology 2014, 219, 695–703. [CrossRef]
36. Funes, S.C.; Rios, M.; Escobar-Vera, J.; Kalergis, A.M. Implications of macrophage polarization in autoimmunity. Immunology

2018, 154, 186–195. [CrossRef]
37. Mantovani, A.; Sica, A.; Sozzani, S.; Allavena, P.; Vecchi, A.; Locati, M. The chemokine system in diverse forms of macrophage

activation and polarization. Trends Immunol. 2004, 25, 677–686. [CrossRef]
38. Mantovani, A.; Sica, A.; Locati, M. Macrophage polarization comes of age. Immunity 2005, 23, 344–346. [CrossRef]
39. Shaul, M.E.; Bennett, G.; Strissel, K.J.; Greenberg, A.S.; Obin, M.S. Dynamic, M2-like remodeling phenotypes of CD11c+ adipose

tissue macrophages during high-fat diet–induced obesity in mice. Diabetes 2010, 59, 1171–1181. [CrossRef]
40. Verreck, F.A.W.; de Boer, T.; Langenberg, D.M.L.; Hoeve, M.A.; Kramer, M.; Vaisberg, E.; Kastelein, R.; Kolk, A.; de Waal-Malefyt,

R.; Ottenhoff, T.H. Human IL-23-producing type 1 macrophages promote but IL-10-producing type 2 macrophages subvert
immunity to (myco)bacteria. Proc. Natl. Acad. Sci. USA 2004, 101, 4560–4565. [CrossRef]

41. Gordon, S.; Taylor, P.R. Monocyte and macrophage heterogeneity. Nat. Rev. Immunol. 2005, 5, 953–964. [CrossRef]
42. Mosser, D.M. The many faces of macrophage activation. J. Leukoc. Biol. 2003, 73, 209–212. [CrossRef]
43. Mantovani, A.; Sozzani, S.; Locati, M.; Allavena, P.; Sica, A. Macrophage polarization: Tumor-associated macrophages as a

paradigm for polarized M2 mononuclear phagocytes. Trends Immunol. 2002, 23, 549–555. [CrossRef]
44. Martinez, F.O.; Helming, L.; Gordon, S. Alternative activation of macrophages: An immunologic functional perspective. Annu.

Rev. Immunol. 2009, 27, 451–483. [CrossRef] [PubMed]
45. Thorp, E.; Subramanian, M.; Tabas, I. The role of macrophages and dendritic cells in the clearance of apoptotic cells in advanced

atherosclerosis. Eur. J. Immunol. 2011, 41, 2515–2518. [CrossRef]
46. Avila-Ponce de León, U.; Vázquez-Jiménez, A.; Matadamas-Guzman, M.; Pelayo, R.; Resendis-Antonio, O. Transcriptional

and microenvironmental landscape of macrophage transition in cancer: A boolean analysis. Front Immunol. 2021, 12, 642842.
[CrossRef]

47. Wang, L.X.; Zhang, S.X.; Wu, H.J.; Rong, X.L.; Guo, J. M2b macrophage polarization and its roles in diseases. J. Leukoc. Biol. 2019,
106, 345–358. [CrossRef]

48. Galvan-Pena, S.; O’Neill, L.A. Metabolic reprograming in macrophage polarization. Front. Immunol. 2014, 5, 420.
49. Jaitin, D.A.; Adlung, L.; Thaiss, C.A.; Weiner, A.; Li, B.; Descamps, H.; Lundgren, P.; Bleriot, C.; Liu, Z.; Deczkowska, A.; et al.

Lipid-Associated Macrophages Control Metabolic Homeostasis in a Trem2-Dependent Manner. Cell 2019, 178, 686–698.e14.
[CrossRef] [PubMed]

50. Cochain, C.; Vafadarnejad, E.; Arampatzi, P.; Pelisek, J.; Winkels, H.; Ley, K.; Wolf, D.; Saliba, A.E.; Zernecke, A. Single-Cell
RNA-Seq Reveals the Transcriptional Landscape and Heterogeneity of Aortic Macrophages in Murine Atherosclerosis. Circ. Res.
2018, 122, 1661–1674. [CrossRef] [PubMed]

51. Rai, V.; Rao, V.H.; Shao, Z.; Agrawal, D.K. Dendritic Cells Expressing Triggering Receptor Expressed on Myeloid Cells-1 Correlate
with Plaque Stability in Symptomatic and Asymptomatic Patients with Carotid Stenosis. PLoS ONE 2016, 11, e0154802. [CrossRef]

394



Cells 2022, 11, 3001

52. Saccani, A.; Schioppa, T.; Porta, C.; Biswas, S.K.; Nebuloni, M.; Vago, L.; Bottazzi, B.; Colombo, M.P.; Mantovani, A.; Sica, A.
p50 Nuclear Factor- B Overexpression in Tumor-Associated Macrophages Inhibits M1 Inflammatory Responses and Antitumor
Resistance. Cancer Res. 2006, 66, 11432–11440. [CrossRef]

53. Sica, A.; Mantovani, A. Macrophage plasticity and polarization: In vivo veritas. J. Clin. Investig. 2012, 122, 787–795. [CrossRef]
54. Escribese, M.M.; Casas, M.; Corbi, A.L. Influence of low oxygen tensions on macrophage polarization. Immunobiology 2012, 217,

1233–1240. [CrossRef]
55. Italiani, P.; Boraschi, D. From Monocytes to M1/M2 Macrophages: Phenotypical vs. Functional Differentiation. Front. Immunol.

2014, 5, 514. [CrossRef]
56. Murray, P.J.; Wynn, T.A. Protective and pathogenic functions of macrophage subsets. Nat. Rev. Immunol. 2011, 11, 723–737.

[CrossRef]
57. Raes, G.; Van den Bergh, R.; De Baetselier, P.; Ghassabeh, G.H.; Scotton, C.; Locati, M.; Mantovani, A.; Sozzani, S. Arginase-1 and

Ym1 are markers for murine, but not human, alternatively activated myeloid cells. J. Immunol. 2005, 174, 6561. [CrossRef]
58. Beattie, L.; Sawtell, A.; Mann, J.; Frame, T.C.M.; Teal, B.; de Labastida Rivera, F.; Brown, N.; Walwyn-Brown, K.; Moore, J.;

MacDonald, S.; et al. Bone marrow-derived and resident liver macrophages display unique transcriptomic signatures but similar
biological functions. J. Hepatol. 2016, 65, 758–768. [CrossRef]

59. Scott, C.L.; Zheng, F.; De Baetselier, P.; Martens, L.; Saeys, Y.; De Prijck, S.; Lippens, S.; Abels, C.; Schoonooghe, S.; Raes, G.; et al.
Bone marrow-derived monocytes give rise to self-renewing and fully differentiated Kupffer cells. Nat. Commun. 2016, 7, 10321.
[CrossRef]

60. Ramachandran, P.; Dobie, R.; Wilson-Kanamori, J.R.; Dora, E.F.; Henderson, B.E.P.; Luu, N.T.; Portman, J.R.; Matchett, K.P.;
Brice, M.; Marwick, J.A.; et al. Resolving the fibrotic niche of human liver cirrhosis at single-cell level. Nature 2019, 575, 512–518.
[CrossRef]

61. Charo, I.F. Macrophage polarization and insulin resistance: PPARgamma in control. Cell Metab. 2007, 6, 96–98. [CrossRef]
62. Lumeng, C.N.; Bodzin, J.L.; Saltiel, A.R. Obesity induces a phenotypic switch in adipose tissue macrophage polarization. J. Clin.

Investig. 2007, 117, 175–184. [CrossRef]
63. Patsouris, D.; Li, P.-P.; Thapar, D.; Chapman, J.; Olefsky, J.M.; Neels, J.G. Ablation of CD11c-Positive Cells Normalizes Insulin

Sensitivity in Obese Insulin Resistant Animals. Cell Metab. 2008, 8, 301–309. [CrossRef]
64. Subramanian, V.; Ferrante, A.W., Jr. Obesity, inflammation, and macrophages. Nestle Nutr. Workshop Ser. Pediatr. Program. 2009,

63, 151–159.
65. Li, C.; Xu, M.M.; Wang, K.; Adler, A.J.; Vella, A.T.; Zhou, B. Macrophage polarization and meta-inflammation. Transl. Res. 2018,

191, 29–44. [CrossRef]
66. Hotamisligil, G.S.; Shargill, N.S.; Spiegelman, B.M. Adipose expression of tumor necrosis factor-alpha: Direct role in obesity-linked

insulin resistance. Science 1993, 259, 87–91. [CrossRef]
67. Gregor, M.F.; Hotamisligil, G.S. Inflammatory mechanisms in obesity. Annu. Rev. Immunol. 2011, 29, 415–445. [CrossRef]

[PubMed]
68. Hassnain Waqas, S.F.; Noble, A.; Hoang, A.C.; Ampem, G.; Popp, M.; Strauss, S.; Guille, M.; Röszer, T. Adipose tissue macrophages

develop from bone marrow-independent progenitors in Xenopus laevis and mouse. J. Leukoc. Biol. 2017, 102, 845–855. [CrossRef]
69. Schulz, C.; Gomez Perdiguero, E.; Chorro, L.; Szabo-Rogers, H.; Cagnard, N.; Kierdorf, K.; Prinz, M.; Wu, B.; Jacobsen, S.E.;

Pollard, J.W.; et al. A lineage of myeloid cells independent of Myb and hematopoietic stem cells. Science 2012, 336, 86–90.
[CrossRef] [PubMed]

70. Geissmann, F.; Jung, S.; Littman, D.R. Blood monocytes consist of two principal subsets with distinct migratory properties.
Immunity 2003, 19, 71–82. [CrossRef]

71. Cho, C.H.; Koh, Y.J.; Han, J.; Sung, H.K.; Jong Lee, H.; Morisada, T.; Schwendener, R.A.; Brekken, R.A.; Kang, G.; Oike, Y.; et al.
Angiogenic role of LYVE-1-positive macrophages in adipose tissue. Circ. Res. 2007, 100, e47–e57. [CrossRef]

72. Wang, Q.A.; Tao, C.; Gupta, R.K.; Scherer, P.E. Tracking adipogenesis during white adipose tissue development, expansion and
regeneration. Nat. Med. 2013, 19, 1338–1344. [CrossRef]

73. Hill, D.A.; Lim, H.W.; Kim, Y.H.; Ho, W.Y.; Foong, Y.H.; Nelson, V.L.; Nguyen, H.; Chegireddy, K.; Kim, J.; Habertheuer, A.; et al.
Distinct macrophage populations direct inflammatory versus physiological changes in adipose tissue. Proc. Natl. Acad. Sci. USA
2018, 115, E5096–E5105. [CrossRef]

74. Chakarov, S.; Lim, H.Y.; Tan, L.; Lim, S.Y.; See, P.; Lum, J.; Zhang, X.M.; Foo, S.; Nakamizo, S.; Duan, K.; et al. Two distinct
interstitial macrophage populations coexist across tissues in specific subtissular niches. Science 2019, 363, eaau0964. [CrossRef]

75. Fujisaka, S. The role of adipose tissue M1/M2 macrophages in type 2 diabetes mellitus. Diabetol. Int. 2021, 12, 74–79. [CrossRef]
76. Wu, D.; Molofsky, A.B.; Liang, H.E.; Ricardo-Gonzalez, R.R.; Jouihan, H.A.; Bando, J.K.; Chawla, A.; Locksley, R.M. Eosinophils

sustain adipose alternatively activated macrophages associated with glucose homeostasis. Science 2011, 332, 243–247. [CrossRef]
77. Odegaard, J.I.; Ricardo-Gonzalez, R.R.; Goforth, M.H.; Morel, C.R.; Subramanian, V.; Mukundan, L.; Red Eagle, A.; Vats, D.;

Brombacher, F.; Ferrante, A.W., Jr.; et al. Macrophage-specific PPARγ controls alternative activation and improves insulin
resistance. Nature 2007, 447, 1116–1120. [CrossRef]

78. Liang, W.; Qi, Y.; Yi, H.; Mao, C.; Meng, Q.; Wang, H.; Zheng, C. The Roles of Adipose Tissue Macrophages in Human Disease.
Front. Immunol. 2022, 13, 908749. [CrossRef]

395



Cells 2022, 11, 3001

79. Nguyen, K.D.; Qiu, Y.; Cui, X.; Goh, Y.P.; Mwangi, J.; David, T.; Mukundan, L.; Brombacher, F.; Locksley, R.M.; Chawla, A.
Alternatively activated macrophages produce catecholamines to sustain adaptive thermogenesis. Nature 2011, 480, 104–108.
[CrossRef]

80. Zhang, Y.; Yang, P.; Cui, R.; Zhang, M.; Li, H.; Qian, C.; Sheng, C.; Qu, S.; Bu, L. Eosinophils Reduce Chronic Inflammation in
Adipose Tissue by Secreting Th2 Cytokines and Promoting M2 Macrophages Polarization. Int. J. Endocrinol. 2015, 2015, 565760.
[CrossRef]

81. Fischer, K.; Ruiz, H.H.; Jhun, K.; Finan, B.; Oberlin, D.J.; van der Heide, V.; Kalinovich, A.V.; Petrovic, N.; Wolf, Y.; Clemmensen,
C.; et al. Alternatively activated macrophages do not synthesize catecholamines or contribute to adipose tissue adaptive
thermogenesis. Nat. Med. 2017, 23, 623–630. [CrossRef]

82. Camell, C.D.; Sander, J.; Spadaro, O.; Lee, A.; Nguyen, K.Y.; Wing, A.; Goldberg, E.L.; Youm, Y.H.; Brown, C.W.; Elsworth, J.;
et al. Inflammasome-driven catecholamine catabolism in macrophages blunts lipolysis during ageing. Nature 2017, 550, 119–123.
[CrossRef] [PubMed]

83. Czech, M.P. Macrophages dispose of catecholamines in adipose tissue. Nat. Med. 2017, 23, 1255–1257. [CrossRef] [PubMed]
84. Wellen, K.E.; Hotamisligil, G.S. Obesity-induced inflammatory changes in adipose tissue. J. Clin. Investig. 2003, 112, 1785–1788.

[CrossRef] [PubMed]
85. Alkhouri, N.; Gornicka, A.; Berk, M.P.; Thapaliya, S.; Dixon, L.J.; Kashyap, S.; Schauer, P.R.; Feldstein, A.E. Adipocyte apoptosis, a

link between obesity, insulin resistance, and hepatic steatosis. J. Biol. Chem. 2010, 285, 3428–3438. [CrossRef]
86. Zheng, C.; Yang, Q.; Cao, J.; Xie, N.; Liu, K.; Shou, P.; Qian, F.; Wang, Y.; Shi, Y. Local proliferation initiates macrophage

accumulation in adipose tissue during obesity. Cell Death Dis. 2016, 7, e2167. [CrossRef]
87. Lumeng, C.N.; DelProposto, J.B.; Westcott, D.J.; Saltiel, A.R. Phenotypic switching of adipose tissue macrophages with obesity is

generated by spatiotemporal differences in macrophage subtypes. Diabetes 2008, 57, 3239–3246. [CrossRef]
88. Poret, J.M.; Souza-Smith, F.; Marcell, S.J.; Gaudet, D.A.; Tzeng, T.H.; Braymer, H.D.; Harrison-Bernard, L.M.; Primeaux, S.D. High

fat diet consumption differentially affects adipose tissue inflammation and adipocyte size in obesity-prone and obesity-resistant
rats. Int. J. Obes. 2018, 42, 535–541. [CrossRef]

89. Ramkhelawon, B.; Hennessy, E.J.; Ménager, M.; Ray, T.D.; Sheedy, F.J.; Hutchison, S.; Wanschel, A.; Oldebeken, S.; Geoffrion, M.;
Spiro, W.; et al. Netrin-1 promotes adipose tissue macrophage retention and insulin resistance in obesity. Nat. Med. 2014, 20,
377–384. [CrossRef]

90. Murano, I.; Barbatelli, G.; Parisani, V.; Latini, C.; Muzzonigro, G.; Castellucci, M.; Cinti, S. Dead adipocytes, detected as crown-like
structures, are prevalent in visceral fat depots of genetically obese mice. J. Lipid Res. 2008, 49, 1562–1568. [CrossRef]

91. Gao, B. Basic liver immunology. Cell. Mol. Immunol. 2016, 13, 265–266. [CrossRef] [PubMed]
92. Kubes, P.; Jenne, C. Immune Responses in the Liver. Annu. Rev. Immunol. 2018, 36, 247–277. [CrossRef] [PubMed]
93. Xu, M.; Wang, H.; Wang, J.; Burhan, D.; Shang, R.; Wang, P.; Zhou, Y.; Li, R.; Liang, B.; Evert, K.; et al. mTORC2 signaling is

necessary for timely liver regeneration after partial hepatectomy. Am. J. Pathol. 2020, 190, 817–829. [CrossRef] [PubMed]
94. Dong, X.L.J.; Xu, Y.; Cao, H. Role of macrophages in experimental liver injury and repair in mice. Exp. Ther. Med. 2019, 17,

3835–3847. [CrossRef]
95. Jager, J.; Aparicio-Vergara, M.; Aouadi, M. Liver innate immune cells and insulin resistance: The multiple facets of Kupffer cells. J.

Intern. Med. 2016, 280, 209–220. [CrossRef]
96. Krenkel, O.; Tacke, F. Liver macrophages in tissue homeostasis and disease. Nat. Rev. Immunol. 2017, 17, 306–321. [CrossRef]
97. Obstfeld, A.E.; Sugaru, E.; Thearle, M.; Francisco, A.M.; Gayet, C.; Ginsberg, H.N.; Ables, E.V.; Ferrante, A.W., Jr. C-C chemokine

receptor 2 (CCR2) regulates the hepatic recruitment of myeloid cells that promote obesity-induced hepatic steatosis. Diabetes 2010,
59, 916–925. [CrossRef]

98. Ju, C.; Tacke, F. Hepatic macrophages in homeostasis and liver diseases: From pathogenesis to novel therapeutic strategies. Cell.
Mol. Immunol. 2016, 13, 316–327. [CrossRef]

99. Morinaga, H.; Mayoral, R.; Heinrichsdorff, J.; Osborn, O.; Franck, N.; Hah, N.; Walenta, E.; Bandyopadhyay, G.; Pessentheiner,
A.R.; Chi, T.J.; et al. Characterization of distinct subpopulations of hepatic macrophages in HFD/obese mice. Diabetes 2015, 64,
1120–1130. [CrossRef]

100. Ying, W.; Mahata, S.; Bandyopadhyay, G.K.; Zhou, Z.; Wollam, J.; Vu, J.; Mayoral, R.; Chi, N.W.; Webster, N.; Corti, A.; et al.
Catestatin Inhibits Obesity-Induced Macrophage Infiltration and Inflammation in the Liver and Suppresses Hepatic Glucose
Production, Leading to Improved Insulin Sensitivity. Diabetes 2018, 67, 841–848. [CrossRef]

101. Davies, L.C.; Jenkins, S.J.; Allen, J.E.; Taylor, P.R. Tissue-resident macrophages. Nat. Immunol. 2013, 14, 986–995. [CrossRef]
102. Meshkani, R.; Adeli, K. Hepatic insulin resistance, metabolic syndrome and cardiovascular disease. Clin. Biochem. 2009, 42,

1331–1346. [CrossRef] [PubMed]
103. Yki-Jarvinen, H. Fat in the liver and insulin resistance. Ann. Med. 2005, 37, 347–356. [CrossRef]
104. Lanthier, N.; Molendi-Coste, O.; Horsmans, Y.; van Rooijen, N.; Cani, P.D.; Leclercq, I.A. Kupffer cell activation is a causal factor

for hepatic insulin resistance. Am. J. Physiol. Gastrointest. Liver Physiol. 2010, 298, G107–G116. [CrossRef]
105. Neyrinck, A.M.; Cani, P.D.; Dewulf, E.M.; De Backer, F.; Bindels, L.B.; Delzenne, N.M. Critical role of Kupffer cells in the

management of diet-induced diabetes and obesity. Biochem. Biophys. Res. Commun. 2009, 385, 351–356. [CrossRef]
106. Lopez, B.G.; Tsai, M.S.; Baratta, J.L.; Longmuir, K.J.; Robertson, R.T. Characterization of Kupffer cells in livers of developing mice.

Comp. Hepatol. 2011, 10, 2. [CrossRef]

396



Cells 2022, 11, 3001

107. Neyrinck, A.M.; Gomez, C.; Delzenne, N.M. Precision-cut liver slices in culture as a tool to assess the physiological involvement
of Kupffer cells in hepatic metabolism. Comp. Hepatol. 2004, 3 (Suppl. 1), S45. [CrossRef]

108. Wunderlich, F.T.; Strohle, P.; Konner, A.C.; Gruber, S.; Tovar, S.; Bronneke, H.S.; Juntti-Berggren, L.; Li, L.S.; van Rooijen, N.; Libert,
C.; et al. Interleukin-6 signaling in liver-parenchymal cells suppresses hepatic inflammation and improves systemic insulin action.
Cell Metab. 2010, 12, 237–249. [CrossRef]

109. Van Herpen, N.A.; Schrauwen-Hinderling, V.B. Lipid accumulation in non-adipose tissue and lipotoxicity. Physiol. Behav. 2008,
94, 231–241. [CrossRef]

110. Lauterbach, M.A.; Wunderlich, F.T. Macrophage function in obesity-induced inflammation and insulin resistance. Pflug. Arch.
2017, 469, 385–396. [CrossRef] [PubMed]

111. Haines, M.S.; Dichtel, L.E.; Santoso, K.; Torriani, M.; Miller, K.K.; Bredella, M.A. Association between muscle mass and insulin
sensitivity independent of detrimental adipose depots in young adults with overweight/obesity. Int. J. Obes. 2020, 44, 1851–1858.
[CrossRef]

112. Son, J.W.; Lee, S.S.; Kim, S.R.; Yoo, S.J.; Cha, B.Y.; Son, H.Y.; Cho, N.H. Low muscle mass and risk of type 2 diabetes in middle-aged
and older adults: Findings from the KoGES. Diabetologia 2017, 60, 865–872. [CrossRef] [PubMed]

113. DeFronzo, R.A.; Tripathy, D. Skeletal muscle insulin resistance is the primary defect in type 2 diabetes. Diabetes Care 2009, 32
(Suppl. 2), S157–S163. [CrossRef] [PubMed]

114. Pillon, N.J.; Bilan, P.J.; Fink, L.N.; Klip, A. Cross-talk between skeletal muscle and immune cells: Muscle-derived mediators and
metabolic implications. Am. J. Physiol. Endocrinol. Metab. 2013, 304, E453–E465. [CrossRef]

115. Khan, I.M.; Perrard, X.Y.; Brunner, G.; Lui, H.; Sparks, L.M.; Smith, S.R.; Wang, X.; Shi, Z.Z.; Lewis, D.E.; Wu, H.; et al.
Intermuscular and perimuscular fat expansion in obesity correlates with skeletal muscle T cell and macrophage infiltration and
insulin resistance. Int. J. Obes. 2015, 39, 1607–1618. [CrossRef]

116. Chen, L.; Chen, R.; Wang, H.; Liang, F. Mechanisms Linking Inflammation to Insulin Resistance. Int. J. Endocrinol. 2015, 2015,
508409. [CrossRef]

117. Varma, V.; Yao-Borengasser, A.; Rasouli, N.; Nolen, G.T.; Phanavanh, B.; Starks, T.; Gurley, C.; Simpson, P.; McGehee, R.E., Jr.;
Kern, P.A.; et al. Muscle inflammatory response and insulin resistance: Synergistic interaction between macrophages and fatty
acids leads to impaired insulin action. Am. J. Physiol. Endocrinol. Metab. 2009, 296, E1300–E1310. [CrossRef]

118. Patsouris, D.; Cao, J.J.; Vial, G.; Bravard, A.; Lefai, E.; Durand, A.; Durand, C.; Chauvin, M.A.; Laugerette, F.; Debard, C.; et al.
Insulin resistance is associated with MCP1-mediated macrophage accumulation in skeletal muscle in mice and humans. PLoS
ONE 2014, 9, e110653. [CrossRef]

119. Hong, E.G.; Ko, H.J.; Cho, Y.R.; Kim, H.J.; Ma, Z.; Yu, T.Y.; Friedline, R.H.; Kurt-Jones, E.; Finberg, R.; Fischer, M.A.; et al.
Interleukin-10 prevents diet-induced insulin resistance by attenuating macrophage and cytokine response in skeletal muscle.
Diabetes 2009, 58, 2525–2535. [CrossRef]

120. Rachek, L.I. Free Fatty Acids and Skeletal Muscle Insulin Resistance. Glucose Homeostatis and the Pathogenesis of Diabetes
Mellitus. Prog. Mol. Biol. Transl. Sci. 2014, 121, 267–292.

121. Boren, J.; Taskinen, M.R.; Olofsson, S.O.; Levin, M. Ectopic lipid storage and insulin resistance: A harmful relationship. J. Intern.
Med. 2013, 274, 25–40. [CrossRef] [PubMed]

122. Banaei-Bouchareb, L.; Gouon-Evans, V.; Samara-Boustani, D.; Castellotti, M.C.; Czernichow, P.; Pollard, J.W.; Polak, M. Insulin
cell mass is altered in Csf1op/Csf1op macrophage-deficient mice. J. Leukoc. Biol. 2004, 76, 359–367. [CrossRef] [PubMed]

123. Maedler, K.; Schumann, D.M.; Sauter, N.; Ellingsgaard, H.; Bosco, D.; Baertschiger, R.; Iwakura, Y.; Oberholzer, J.; Wollheim, C.B.;
Gauthier, B.R.; et al. Low concentration of interleukin-1beta induces FLICE-inhibitory protein-mediated beta-cell proliferation in
human pancreatic islets. Diabetes 2006, 55, 2713–2722. [CrossRef] [PubMed]

124. Ehses, J.A.; Perren, A.; Eppler, E.; Ribaux, P.; Pospisilik, J.A.; Maor-Cahn, R.; Gueripel, X.; Ellingsgaard, H.; Schneider, M.K.;
Biollaz, G.; et al. Increased number of islet-associated macrophages in type 2 diabetes. Diabetes 2007, 56, 2356–2370. [CrossRef]

125. Kamata, K.; Mizukami, H.; Inaba, W.; Tsuboi, K.; Tateishi, Y.; Yoshida, T.; Yagihashi, S. Islet amyloid with macrophage migration
correlates with augmented beta-cell deficits in type 2 diabetic patients. Amyloid 2014, 21, 191–201. [CrossRef]

126. Eguchi, K.; Manabe, I.; Oishi-Tanaka, Y.; Ohsugi, M.; Kono, N.; Ogata, F.; Yagi, N.; Ohto, U.; Kimoto, M.; Miyake, K.; et al.
Saturated fatty acid and TLR signaling link beta cell dysfunction and islet inflammation. Cell Metab. 2012, 15, 518–533. [CrossRef]

127. Han, Z.; Boyle, D.L.; Chang, L.; Bennett, B.; Karin, M.; Yang, L.; Manning, A.M.; Firestein, G.S. c-Jun N-terminal kinase is required
for metalloproteinase expression and joint destruction in inflammatory arthritis. J. Clin. Investig. 2001, 108, 73–81. [CrossRef]

128. Zhao, J.; Wang, L.; Dong, X.; Hu, X.; Zhou, L.; Liu, Q.; Song, B.; Wu, Q.; Li, L. The c-Jun N-terminal kinase (JNK) pathway is
activated in human interstitial cystitis (IC) and rat protamine sulfate induced cystitis. Sci. Rep. 2016, 6, 19670. [CrossRef]

129. Chen, Y.R.; Tan, T.H. The c-Jun N-terminal kinase pathway and apoptotic signaling (review). Int. J. Oncol. 2000, 16, 651–662.
[CrossRef]

130. Mitchell, S.; Vargas, J.; Hoffmann, A. Signaling via the NFkappaB system. Wiley Interdiscip. Rev. Syst. Biol. Med. 2016, 8, 227–241.
[CrossRef]

131. Rios, R.; Silva, H.; Carneiro, N.V.Q.; Pires, A.O.; Carneiro, T.C.B.; Costa, R.D.S.; Marques, C.R.; Machado, M.; Velozo, E.; Silva, T.;
et al. Solanum paniculatum L. decreases levels of inflammatory cytokines by reducing NFKB, TBET and GATA3 gene expression
in vitro. J. Ethnopharmacol. 2017, 209, 32–40. [CrossRef]

132. Yang, R.; Tonnesseen, T.I. DAMPs and sterile inflammation in drug hepatotoxicity. Hepatol. Int. 2019, 13, 42–50. [CrossRef]

397



Cells 2022, 11, 3001

133. Franklin, T.C.; Xu, C.; Duman, R.S. Depression and sterile inflammation: Essential role of danger associated molecular patterns.
Brain Behav. Immun. 2018, 72, 2–13. [CrossRef]

134. Patel, S. Danger-Associated Molecular Patterns (DAMPs): The Derivatives and Triggers of Inflammation. Curr. Allerg. Asthma
Rep. 2018, 18, 63. [CrossRef]

135. Tang, D.; Kang, R.; Coyne, C.B.; Zeh, H.J.; Lotze, M.T. PAMPs and DAMPs: Signal 0s that spur autophagy and immunity. Immunol.
Rev. 2012, 249, 158–175. [CrossRef]

136. Zindel, J.; Kubes, P. DAMPs, PAMPs, and LAMPs in Immunity and Sterile Inflammation. Annu. Rev. Pathol. 2020, 15, 493–518.
[CrossRef]

137. Akash, M.S.H.; Rehman, K.; Liaqat, A. Tumor Necrosis Factor-Alpha: Role in Development of Insulin Resistance and Pathogenesis
of Type 2 Diabetes Mellitus. J. Cell Biochem. 2018, 119, 105–110. [CrossRef]

138. Xu, H.; Barnes, G.T.; Yang, Q.; Tan, G.; Yang, D.; Chou, C.J.; Sole, J.; Nichols, A.; Ross, J.S.; Tartaglia, L.A.; et al. Chronic
inflammation in fat plays a crucial role in the development of obesity-related insulin resistance. J. Clin. Investig. 2003, 112,
1821–1830. [CrossRef]

139. De Taeye, B.M.; Novitskaya, T.; McGuinness, O.P.; Gleaves, L.; Medda, M.; Covington, J.W.; Vaughan, D.E. Macrophage TNF-
alpha contributes to insulin resistance and hepatic steatosis in diet-induced obesity. Am. J. Physiol. Endocrinol. Metab. 2007, 293,
E713–E725. [CrossRef]

140. Uysal, K.T.; Wiesbrock, S.M.; Marino, M.W.; Hotamisligil, G.S. Protection from obesity-induced insulin resistance in mice lacking
TNF-alpha function. Nature 1997, 389, 610–614. [CrossRef]

141. Tang, F.; Tang, G.; Xiang, J.; Dai, Q.; Rosner, M.R.; Lin, A. The absence of NF-kappaB-mediated inhibition of c-Jun N-terminal
kinase activation contributes to tumor necrosis factor alpha-induced apoptosis. Mol. Cell. Biol. 2002, 22, 8571–8579. [CrossRef]

142. Bandyopadhyay, G.K.; Yu, J.G.; Ofrecio, J.; Olefsky, J.M. Increased p85/55/50 expression and decreased phosphotidylinositol
3-kinase activity in insulin-resistant human skeletal muscle. Diabetes 2005, 54, 2351–2359. [CrossRef]

143. Cai, D.; Yuan, M.; Frantz, D.F.; Melendez, P.A.; Hansen, L.; Lee, J.; Shoelson, S.E. Local and systemic insulin resistance resulting
from hepatic activation of IKK-beta and NF-kappaB. Nat. Med. 2005, 11, 183–190. [CrossRef]

144. Sabio, G.; Davis, R.J. cJun NH2-terminal kinase 1 (JNK1): Roles in metabolic regulation of insulin resistance. Trends Biochem. Sci.
2010, 35, 490–496. [CrossRef]

145. Rui, L.; Aguirre, V.; Kim, J.K.; Shulman, G.I.; Lee, A.; Corbould, A.; Dunaif, A.; White, M.F. Insulin/IGF-1 and TNF-alpha
stimulate phosphorylation of IRS-1 at inhibitory Ser307 via distinct pathways. J. Clin. Investig. 2001, 107, 181–189. [CrossRef]

146. Hotamisligil, G.S.; Murray, D.L.; Choy, L.N.; Spiegelman, B.M. Tumor necrosis factor alpha inhibits signaling from the insulin
receptor. Proc. Natl. Acad. Sci. USA 1994, 91, 4854–4858. [CrossRef]

147. Tanti, J.F.; Gremeaux, T.; van Obberghen, E.; Le Marchand-Brustel, Y. Serine/threonine phosphorylation of insulin receptor
substrate 1 modulates insulin receptor signaling. J. Biol. Chem. 1994, 269, 6051–6057. [CrossRef]

148. Li, P.; Oh, D.Y.; Bandyopadhyay, G.; Lagakos, W.S.; Talukdar, S.; Osborn, O.; Johnson, A.; Chung, H.; Maris, M.; Ofrecio, J.M.;
et al. LTB4 promotes insulin resistance in obese mice by acting on macrophages, hepatocytes and myocytes. Nat. Med. 2015, 21,
239–247. [CrossRef]

149. Higham, A.; Cadden, P.; Southworth, T.; Rossall, M.; Kolsum, U.; Lea, S.; Knowles, R.; Singh, D. Leukotriene B4 levels in sputum
from asthma patients. ERJ Open Res. 2016, 2, 00088–2015. [CrossRef]

150. Brandt, S.L.; Serezani, C.H. Too much of a good thing: How modulating LTB4 actions restore host defense in homeostasis or
disease. Semin. Immunol. 2017, 33, 37–43. [CrossRef]

151. Liu, T.; Zhang, L.; Joo, D.; Sun, S.C. NF-kappaB signaling in inflammation. Signal Transduct. Target. Ther. 2017, 2, 17023. [CrossRef]
[PubMed]

152. Lawrence, T. The nuclear factor NF-kappaB pathway in inflammation. Cold Spring Harb. Perspect. Biol. 2009, 1, a001651. [CrossRef]
[PubMed]

153. Yuan, M.; Konstantopoulos, N.; Lee, J.; Hansen, L.; Li, Z.W.; Karin, M.; Shoelson, S.E. Reversal of obesity- and diet-induced
insulin resistance with salicylates or targeted disruption of Ikkbeta. Science 2001, 293, 1673–1677. [CrossRef] [PubMed]

154. Chiang, S.H.; Bazuine, M.; Lumeng, C.N.; Geletka, L.M.; Mowers, J.; White, N.M.; Ma, J.T.; Zhou, J.; Qi, N.; Westcott, D.; et al. The
protein kinase IKKepsilon regulates energy balance in obese mice. Cell 2009, 138, 961–975. [CrossRef]

155. Gao, D.; Madi, M.; Ding, C.; Fok, M.; Steele, T.; Ford, C.; Hunter, L.; Bing, C. Interleukin-1beta mediates macrophage-induced
impairment of insulin signaling in human primary adipocytes. Am. J. Physiol. Endocrinol. Metab. 2014, 307, E289–E304. [CrossRef]

156. Koenen, T.B.; Stienstra, R.; van Tits, L.J.; de Graaf, J.; Stalenhoef, A.F.; Joosten, L.A.; Tack, C.J.; Netea, M.G. Hyperglycemia
activates caspase-1 and TXNIP-mediated IL-1beta transcription in human adipose tissue. Diabetes 2011, 60, 517–524. [CrossRef]

157. Spranger, J.; Kroke, A.; Mohlig, M.; Hoffmann, K.; Bergmann, M.M.; Ristow, M.; Boeing, H.; Pfeiffer, A.F. Inflammatory cytokines
and the risk to develop type 2 diabetes: Results of the prospective population-based European Prospective Investigation into
Cancer and Nutrition (EPIC)-Potsdam Study. Diabetes 2003, 52, 812–817. [CrossRef]

158. Peiro, C.; Lorenzo, O.; Carraro, R.; Sanchez-Ferrer, C.F. IL-1beta Inhibition in Cardiovascular Complications Associated to
Diabetes Mellitus. Front. Pharmacol. 2017, 8, 363. [CrossRef]

159. Boni-Schnetzler, M.; Donath, M.Y. How biologics targeting the IL-1 system are being considered for the treatment of type 2
diabetes. Br. J. Clin. Pharmacol. 2013, 76, 263–268. [CrossRef]

398



Cells 2022, 11, 3001

160. Chawla, A.; Barak, Y.; Nagy, L.; Liao, D.; Tontonoz, P.; Evans, R.M. PPAR-gamma dependent and independent effects on
macrophage-gene expression in lipid metabolism and inflammation. Nat. Med. 2001, 7, 48–52. [CrossRef]

161. Olefsky, J.; Saltiel, A. PPARγ and the Treatment of Insulin Resistance. Trends Endocrinol. Metab. 2000, 11, 362–368. [CrossRef]
162. Grygiel-Gorniak, B. Peroxisome proliferator-activated receptors and their ligands: Nutritional and clinical implications—A

review. Nutr. J. 2014, 13, 17. [CrossRef]
163. Henkel, J.; Neuschafer-Rube, F.; Pathe-Neuschafer-Rube, A.; Puschel, G.P. Aggravation by prostaglandin E2 of interleukin-6-

dependent insulin resistance in hepatocytes. Hepatology 2009, 50, 781–790. [CrossRef]
164. Gross, B.; Staels, B. PPAR agonists: Multimodal drugs for the treatment of type-2 diabetes. Best Pract. Res. Clin. Endocrinol. Metab.

2007, 21, 687–710. [CrossRef]
165. Sugii, S.; Olson, P.; Sears, D.D.; Saberi, M.; Atkins, A.R.; Barish, G.D.; Hong, S.H.; Castro, G.L.; Yin, Y.Q.; Nelson, M.C.; et al.

PPARgamma activation in adipocytes is sufficient for systemic insulin sensitization. Proc. Natl. Acad. Sci. USA 2009, 106,
22504–22509. [CrossRef]

166. Leonardini, A.; Laviola, L.; Perrini, S.; Natalicchio, A.; Giorgino, F. Cross-Talk between PPARgamma and Insulin Signaling and
Modulation of Insulin Sensitivity. PPAR Res. 2009, 2009, 818945. [CrossRef]

167. Feng, X.; Weng, D.; Zhou, F.; Owen, Y.D.; Qin, H.; Zhao, J.; Wen, Y.; Huang, Y.; Chen, J.; Fu, H.; et al. Activation of PPARgamma by
a Natural Flavonoid Modulator, Apigenin Ameliorates Obesity-Related Inflammation Via Regulation of Macrophage Polarization.
eBioMedicine 2016, 9, 61–76. [CrossRef]

168. Hevener, A.L.; Olefsky, J.M.; Reichart, D.; Nguyen, M.T.; Bandyopadyhay, G.; Leung, H.Y.; Watt, M.J.; Benner, C.; Febbraio, M.A.;
Nguyen, A.K.; et al. Macrophage PPAR gamma is required for normal skeletal muscle and hepatic insulin sensitivity and full
antidiabetic effects of thiazolidinediones. J. Clin. Investig. 2007, 117, 1658–1669. [CrossRef]

169. Nonogaki, K.; Fuller, G.M.; Fuentes, N.L.; Moser, A.H.; Staprans, I.; Grunfeld, C.; Feingold, K.R. Interleukin-6 stimulates hepatic
triglyceride secretion in rats. Endocrinology 1995, 136, 2143–2149. [CrossRef]

170. Heinrich, P.C.; Behrmann, I.; Muller-Newen, G.; Schaper, F.; Graeve, L. Interleukin-6-type cytokine signalling through the
gp130/Jak/STAT pathway. Biochem. J. 1998, 334 Pt 2, 297–314. [CrossRef]

171. Ueki, K.; Kondo, T.; Kahn, C.R. Suppressor of cytokine signaling 1 (SOCS-1) and SOCS-3 cause insulin resistance through
inhibition of tyrosine phosphorylation of insulin receptor substrate proteins by discrete mechanisms. Mol. Cell. Biol. 2004, 24,
5434–5446. [CrossRef]

172. Bastard, J.P.; Jardel, C.; Bruckert, E.; Blondy, P.; Capeau, J.; Laville, M.; Vidal, H.; Hainque, B. Elevated levels of interleukin 6
are reduced in serum and subcutaneous adipose tissue of obese women after weight loss. J. Clin. Endocrinol. Metab. 2000, 85,
3338–3342.

173. Lee, B.C.; Lee, J. Cellular and molecular players in adipose tissue inflammation in the development of obesity-induced insulin
resistance. Biochim. Biophys. Acta 2014, 1842, 446–462. [CrossRef]

174. Wallenius, V.; Wallenius, K.; Ahren, B.; Rudling, M.; Carlsten, H.; Dickson, S.L.; Ohlsson, C.; Jansson, J.O. Interleukin-6-deficient
mice develop mature-onset obesity. Nat. Med. 2002, 8, 75–79. [CrossRef]

175. Kurauti, M.A.; Costa-Junior, J.M.; Ferreira, S.M.; Santos, G.J.; Sponton, C.H.G.; Carneiro, E.M.; Telles, G.D.; Chacon-Mikahil, M.;
Cavaglieri, C.R.; Rezende, L.F.; et al. Interleukin-6 increases the expression and activity of insulin-degrading enzyme. Sci. Rep.
2017, 7, 46750. [CrossRef]

176. Chen, X.; Xun, K.; Chen, L.; Wang, Y. TNF-alpha, a potent lipid metabolism regulator. Cell Biochem. Funct. 2009, 27, 407–416.
[CrossRef]

177. Starnes, H.F., Jr.; Warren, R.S.; Jeevanandam, M.; Gabrilove, J.L.; Larchian, W.; Oettgen, H.F.; Brennan, M.F. Tumor necrosis factor
and the acute metabolic response to tissue injury in man. J. Clin. Investig. 1988, 82, 1321–1325. [CrossRef]

178. Wedell-Neergaard, A.S.; Lang Lehrskov, L.; Christensen, R.H.; Legaard, G.E.; Dorph, E.; Larsen, M.K.; Launbo, N.; Fagerlind, S.R.;
Seide, S.K.; Nymand, S.; et al. Exercise-Induced Changes in Visceral Adipose Tissue Mass Are Regulated by IL-6 Signaling: A
Randomized Controlled Trial. Cell Metab. 2019, 29, 844–855.e3. [CrossRef]

179. Wolsk, E.; Mygind, H.; Grondahl, T.S.; Pedersen, B.K.; van Hall, G. IL-6 selectively stimulates fat metabolism in human skeletal
muscle. Am. J. Physiol. Endocrinol. Metab. 2010, 299, E832–E840. [CrossRef]

180. Speaker, K.J.; Fleshner, M. Interleukin-1 beta: A potential link between stress and the development of visceral obesity. BMC
Physiol. 2012, 12, 8. [CrossRef]

181. Schaffer, J.E. Lipotoxicity: When tissues overeat. Curr. Opin. Lipidol. 2003, 14, 281–287. [CrossRef] [PubMed]
182. Ma, X.L.; Meng, L.; Li, L.L.; Ma, L.N.; Mao, X.M. Plasma Free Fatty Acids Metabolic Profile Among Uyghurs and Kazaks With or

Without Type 2 Diabetes Based on GC-MS. Exp. Clin. Endocrinol. Diabetes 2018, 126, 604–611. [CrossRef] [PubMed]
183. Makarova, E.; Makrecka-Kuka, M.; Vilks, K.; Volska, K.; Sevostjanovs, E.; Grinberga, S.; Zarkova-Malkova, O.; Dambrova, M.;

Liepinsh, E. Decreases in Circulating Concentrations of Long-Chain Acylcarnitines and Free Fatty Acids During the Glucose
Tolerance Test Represent Tissue-Specific Insulin Sensitivity. Front. Endocrinol. 2019, 10, 870. [CrossRef] [PubMed]

184. Samuel, V.T.; Shulman, G.I. Mechanisms for insulin resistance: Common threads and missing links. Cell 2012, 148, 852–871.
[CrossRef]

185. Jornayvaz, F.R.; Birkenfeld, A.L.; Jurczak, M.J.; Kanda, S.; Guigni, B.A.; Jiang, D.C.; Zhang, D.; Lee, H.Y.; Samuel, V.T.; Shulman,
G.I. Hepatic insulin resistance in mice with hepatic overexpression of diacylglycerol acyltransferase 2. Proc. Natl. Acad. Sci. USA
2011, 108, 5748–5752. [CrossRef]

399



Cells 2022, 11, 3001

186. Metcalfe, L.K.; Smith, G.C.; Turner, N. Defining lipid mediators of insulin resistance—Controversies and challenges. J. Mol.
Endocrinol. 2018, 62, R65–R82. [CrossRef]

187. Szendroedi, J.; Yoshimura, T.; Phielix, E.; Koliaki, C.; Marcucci, M.; Zhang, D.; Jelenik, T.; Müller, J.; Herder, C.; Nowotny, P.; et al.
Role of diacylglycerol activation of PKCtheta in lipid-induced muscle insulin resistance in humans. Proc. Natl. Acad. Sci. USA
2014, 111, 9597–9602. [CrossRef]

188. Kim, J.K.; Fillmore, J.J.; Sunshine, M.J.; Albrecht, B.; Higashimori, T.; Kim, D.W.; Liu, Z.X.; Soos, T.J.; Cline, G.W.; O’Brien, W.R.;
et al. PKC-θ knockout mice are protected from fat-induced insulin resistance. J. Clin. Investig. 2004, 114, 823–827. [CrossRef]

189. Sokolowska, E.; Blachnio-Zabielska, A. The Role of Ceramides in Insulin Resistance. Front. Endocrinol. 2019, 10, 577. [CrossRef]
190. Fox, T.E.; Houck, K.L.; O’Neill, S.M.; Nagarajan, M.; Stover, T.C.; Pomianowski, P.T.; Unal, O.; Yun, J.K.; Naides, S.J.; Kester, M.

Ceramide recruits and activates protein kinase C ζ (PKCζ) within structured membrane microdomains. J. Biol. Chem. 2007, 282,
12450–12457. [CrossRef]

191. Chavez, J.A.; Knotts, T.A.; Wang, L.P.; Li, G.; Dobrowsky, R.T.; Florant, G.L.; Summers, S.A. A role for ceramide, but not
diacylglycerol, in the antagonism of insulin signal transduction by saturated fatty acids. J. Biol. Chem. 2003, 278, 10297–10303.
[CrossRef]

192. Li, P.; Liu, S.; Lu, M.; Bandyopadhyay, G.; Oh, D.; Imamura, T.; Johnson, A.; Sears, D.; Shen, Z.; Cui, B.; et al. Hematopoietic-
Derived Galectin-3 Causes Cellular and Systemic Insulin Resistance. Cell 2016, 167, 973–984.e12. [CrossRef]

193. Dong, R.; Zhang, M.; Hu, Q.; Zheng, S.; Soh, A.; Zheng, Y.; Yuan, H. Galectin-3 as a novel biomarker for disease diagnosis and a
target for therapy (Review). Int. J. Mol. Med. 2018, 41, 599–614. [CrossRef]

194. Nakahira, K.; Haspel, J.A.; Rathinam, V.A.; Lee, S.J.; Dolinay, T.; Lam, H.C.; Englert, J.A.; Rabinovitch, M.; Cernadas, M.; Kim,
H.P.; et al. Autophagy proteins regulate innate immune responses by inhibiting the release of mitochondrial DNA mediated by
the NALP3 inflammasome. Nat. Immunol. 2011, 12, 222–230. [CrossRef]

195. Kang, Y.H.; Cho, M.H.; Kim, J.Y.; Kwon, M.S.; Peak, J.J.; Kang, S.W.; Yoon, S.Y.; Song, Y. Impaired macrophage autophagy induces
systemic insulin resistance in obesity. Oncotarget 2016, 7, 35577–35591. [CrossRef]

196. Bonamichi, B.; Lee, J. Unusual Suspects in the Development of Obesity-Induced Inflammation and Insulin Resistance: NK cells,
iNKT cells, and ILCs. Diabetes Metab. J. 2017, 41, 229–250. [CrossRef]

197. Jonckheere, A.C.; Bullens, D.M.A.; Seys, S.F. Innate lymphoid cells in asthma: Pathophysiological insights from murine models to
human asthma phenotypes. Curr. Opin. Allerg. Clin. Immunol. 2019, 19, 53–60. [CrossRef]

198. Molofsky, A.B.; Nussbaum, J.C.; Liang, H.E.; Van Dyken, S.J.; Cheng, L.E.; Mohapatra, A.; Chawla, A.; Locksley, R.M. Innate
lymphoid type 2 cells sustain visceral adipose tissue eosinophils and alternatively activated macrophages. J. Exp. Med. 2013, 210,
535–549. [CrossRef]

199. Liu, W.; Zeng, Q.; Chen, Y.; Luo, R.Z. Role of Leptin/Osteopontin Axis in the Function of Eosinophils in Allergic Rhinitis with
Obesity. Mediat. Inflamm. 2018, 2018, 9138904. [CrossRef]

200. Bolus, W.R.; Kennedy, A.J.; Hasty, A.H. Obesity-induced reduction of adipose eosinophils is reversed with low-calorie dietary
intervention. Physiol. Rep. 2018, 6, e13919. [CrossRef] [PubMed]

201. Zelechowska, P.; Agier, J.; Kozlowska, E.; Brzezinska-Blaszczyk, E. Mast cells participate in chronic low-grade inflammation
within adipose tissue. Obes. Rev. 2018, 19, 686–697. [CrossRef] [PubMed]

202. Milling, S. Adipokines and the control of mast cell functions: From obesity to inflammation? Immunology 2019, 158, 1–2. [CrossRef]
[PubMed]

203. Xu, J.M.; Shi, G.P. Emerging role of mast cells and macrophages in cardiovascular and metabolic diseases. Endocr. Rev. 2012, 33,
71–108. [CrossRef] [PubMed]

204. Liu, J.; Divoux, A.; Sun, J.; Zhang, J.; Clement, K.; Glickman, J.N.; Sukhova, G.K.; Wolters, P.J.; Du, J.; Gorgun, C.Z.; et al. Genetic
deficiency and pharmacological stabilization of mast cells reduce diet-induced obesity and diabetes in mice. Nat. Med. 2009, 15,
940–945. [CrossRef]

205. Stefanovic-Racic, M.; Yang, X.; Turner, M.S.; Mantell, B.S.; Stolz, D.B.; Sumpter, T.L.; Sipula, I.J.; Dedousis, N.; Scott, D.K.; Morel,
P.A.; et al. Dendritic cells promote macrophage infiltration and comprise a substantial proportion of obesity-associated increases
in CD11c+ cells in adipose tissue and liver. Diabetes 2012, 61, 2330–2339. [CrossRef]

206. Xu, X.; Su, S.; Wang, X.; Barnes, V.; De Miguel, C.; Ownby, D.; Pollock, J.; Snieder, H.; Chen, W.; Wang, X. Obesity is associated
with more activated neutrophils in African American male youth. Int. J. Obes. 2015, 39, 26–32. [CrossRef]

207. Medeiros, N.I.; Mattos, R.T.; Menezes, C.A.; Fares, R.C.G.; Talvani, A.; Dutra, W.O.; Rios-Santos, F.; Correa-Oliveira, R.; Gomes,
J. IL-10 and TGF-beta unbalanced levels in neutrophils contribute to increase inflammatory cytokine expression in childhood
obesity. Eur. J. Nutr. 2018, 57, 2421–2430. [CrossRef]

208. Talukdar, S.; Oh, D.Y.; Bandyopadhyay, G.; Li, D.; Xu, J.; McNelis, J.; Lu, M.; Li, P.; Yan, Q.; Zhu, Y.; et al. Neutrophils mediate
insulin resistance in mice fed a high-fat diet through secreted elastase. Nat. Med. 2012, 18, 1407–1412. [CrossRef]

209. Pan, Y.; Choi, J.H.; Shi, H.; Zhang, L.; Su, S.; Wang, X. Discovery and Validation of a Novel Neutrophil Activation Marker
Associated with Obesity. Sci. Rep. 2019, 9, 3433. [CrossRef]

210. Uribe-Querol, E.; Rosales, C. Neutrophils Actively Contribute to Obesity-Associated Inflammation and Pathological Complica-
tions. Cells 2022, 11, 1883. [CrossRef]

211. Chen, H.; Sun, L.; Feng, L.; Yin, Y.; Zhang, W. Role of Innate lymphoid Cells in Obesity and Insulin Resistance. Front. Endocrinol.
2022, 13, 855197. [CrossRef]

400



Cells 2022, 11, 3001

212. McDonnell, M.E.; Ganley-Leal, L.M.; Mehta, A.; Bigornia, S.J.; Mott, M.; Rehman, Q.; Farb, M.G.; Hess, D.T.; Joseph, L.; Gokce, N.;
et al. B lymphocytes in human subcutaneous adipose crown-like structures. Obesity 2012, 20, 1372–1378. [CrossRef]

213. Acosta, J.R.; Douagi, I.; Andersson, D.P.; Backdahl, J.; Ryden, M.; Arner, P.; Laurencikiene, J. Increased fat cell size: A major
phenotype of subcutaneous white adipose tissue in non-obese individuals with type 2 diabetes. Diabetologia 2016, 59, 560–570.
[CrossRef]

214. Khan, I.M.; Dai Perrard, X.Y.; Perrard, J.L.; Mansoori, A.; Smith, C.W.; Wu, H.; Ballantyne, C.M. Attenuated adipose tissue and
skeletal muscle inflammation in obese mice with combined CD4+ and CD8+ T cell deficiency. Atherosclerosis 2014, 233, 419–428.
[CrossRef]

215. Pacifico, L.; Di Renzo, L.; Anania, C.; Osborn, J.F.; Ippoliti, F.; Schiavo, E.; Chiesa, C. Increased T-helper interferon-gamma-secreting
cells in obese children. Eur. J. Endocrinol. 2006, 154, 691–697. [CrossRef]

216. Rocha, V.Z.; Folco, E.J.; Sukhova, G.; Shimizu, K.; Gotsman, I.; Vernon, A.H.; Libby, P. Interferon-gamma, a Th1 cytokine, regulates
fat inflammation: A role for adaptive immunity in obesity. Circ. Res. 2008, 103, 467–476. [CrossRef]

217. Feuerer, M.; Herrero, L.; Cipolletta, D.; Naaz, A.; Wong, J.; Nayer, A.; Lee, J.; Goldfine, A.B.; Benoist, C.; Shoelson, S.; et al. Lean,
but not obese, fat is enriched for a unique population of regulatory T cells that affect metabolic parameters. Nat. Med. 2009, 15,
930–939. [CrossRef]

218. Winer, S.; Chan, Y.; Paltser, G.; Truong, D.; Tsui, H.; Bahrami, J.; Dorfman, R.; Wang, Y.; Zielenski, J.; Mastronardi, F.; et al.
Normalization of obesity-associated insulin resistance through immunotherapy. Nat. Med. 2009, 15, 921–929. [CrossRef]

219. Nishimura, S.; Manabe, I.; Nagasaki, M.; Eto, K.; Yamashita, H.; Ohsugi, M.; Hara, K.; Ueki, K.; Sugiura, S.; Yoshimura, K.; et al.
CD8+ effector T cells contribute to macrophage recruitment and adipose tissue inflammation in obesity. Nat. Med. 2009, 15,
914–920. [CrossRef]

220. Zhai, X.; Qian, G.; Wang, Y.; Chen, X.; Lu, J.; Zhang, Y.; Huang, Q.; Wang, Q. Elevated B Cell Activation is Associated with Type 2
Diabetes Development in Obese Subjects. Cell. Physiol. Biochem. 2016, 38, 1257–1266. [CrossRef]

221. Jiang, C.; Ting, A.T.; Seed, B. PPAR-γ agonists inhibit production of monocyte inflammatory cytokines. Nature 1998, 391, 82–86.
[CrossRef]

222. Winer, D.A.; Winer, S.; Shen, L.; Wadia, P.P.; Yantha, J.; Paltser, G.; Tsui, H.; Wu, P.; Davidson, M.G.; Alonso, M.N.; et al. B cells
promote insulin resistance through modulation of T cells and production of pathogenic IgG antibodies. Nat. Med. 2011, 17,
610–617. [CrossRef]

223. DeFuria, J.; Belkina, A.C.; Jagannathan-Bogdan, M.; Snyder-Cappione, J.; Carr, J.D.; Nersesova, Y.R.; Markham, D.; Strissel, K.J.;
Watkins, A.A.; Zhu, M.; et al. B cells promote inflammation in obesity and type 2 diabetes through regulation of T-cell function
and an inflammatory cytokine profile. Proc. Natl. Acad. Sci. USA 2013, 110, 5133–5138. [CrossRef] [PubMed]

224. Carpino, P.A.; Goodwin, B. Diabetes area participation analysis: A review of companies and targets described in the 2008–2010
patent literature. Expert Opin. Ther. Pat. 2010, 20, 1627–1651. [CrossRef]

225. Osborn, O.; Brownell, S.E.; Sanchez-Alavez, M.; Salomon, D.; Gram, H.; Bartfai, T. Treatment with an Interleukin 1 beta antibody
improves glycemic control in diet-induced obesity. Cytokine 2008, 44, 141–148. [CrossRef]

226. Mao, Y.; Mohan, R.; Zhang, S.; Tang, X. MicroRNAs as pharmacological targets in diabetes. Pharmacol. Res. 2013, 75, 37–47.
[CrossRef] [PubMed]

227. Alipourfard, I.; Datukishvili, N.; Mikeladze, D. TNF-alpha Downregulation Modifies Insulin Receptor Substrate 1 (IRS-1) in
Metabolic Signaling of Diabetic Insulin-Resistant Hepatocytes. Mediat. Inflamm. 2019, 2019, 3560819. [CrossRef] [PubMed]

228. Burska, A.N.; Sakthiswary, R.; Sattar, N. Effects of Tumour Necrosis Factor Antagonists on Insulin Sensitivity/Resistance in
Rheumatoid Arthritis: A Systematic Review and Meta-Analysis. PLoS ONE 2015, 10, e0128889. [CrossRef] [PubMed]

229. Taylor, P.C.; Feldmann, M. Anti-TNF biologic agents: Still the therapy of choice for rheumatoid arthritis. Nat. Rev. Rheumatol.
2009, 5, 578–582. [CrossRef]

230. Wang, Q.; Li, H.; Xiao, Y.; Li, S.; Li, B.; Zhao, X.; Ye, L.; Guo, B.; Chen, X.; Ding, Y.; et al. Locally controlled delivery of TNFalpha
antibody from a novel glucose-sensitive scaffold enhances alveolar bone healing in diabetic conditions. J. Control. Release 2015,
206, 232–242. [CrossRef] [PubMed]

231. Paquot, N.; Castillo, M.J.; Lefebvre, P.J.; Scheen, A.J. No increased insulin sensitivity after a single intravenous administration of a
recombinant human tumor necrosis factor receptor: Fc fusion protein in obese insulin-resistant patients. J. Clin. Endocrinol. Metab.
2000, 85, 1316–1319. [PubMed]

232. Ofei, F.; Hurel, S.; Newkirk, J.; Sopwith, M.; Taylor, R. Effects of an engineered human anti-TNF-alpha antibody (CDP571) on
insulin sensitivity and glycemic control in patients with NIDDM. Diabetes 1996, 45, 881–885. [CrossRef] [PubMed]

233. Jager, J.; Gremeaux, T.; Cormont, M.; Le Marchand-Brustel, Y.; Tanti, J.F. Interleukin-1beta-induced insulin resistance in adipocytes
through down-regulation of insulin receptor substrate-1 expression. Endocrinology 2007, 148, 241–251. [CrossRef]

234. Larsen, C.M.; Faulenbach, M.; Vaag, A.; Volund, A.; Ehses, J.A.; Seifert, B.; Mandrup-Poulsen, T.; Donath, M.Y. Interleukin-1-
receptor antagonist in type 2 diabetes mellitus. N. Engl. J. Med. 2007, 356, 1517–1526. [CrossRef]

235. Dinarello, C.A. A clinical perspective of IL-1beta as the gatekeeper of inflammation. Eur. J. Immunol. 2011, 41, 1203–1217.
[CrossRef]

236. Schultz, O.; Oberhauser, F.; Saech, J.; Rubbert-Roth, A.; Hahn, M.; Krone, W.; Laudes, M. Effects of inhibition of interleukin-6
signalling on insulin sensitivity and lipoprotein (a) levels in human subjects with rheumatoid diseases. PLoS ONE 2010, 5, e14328.
[CrossRef]

401



Cells 2022, 11, 3001

237. Dagdeviren, S.; Jung, D.Y.; Friedline, R.H.; Noh, H.L.; Kim, J.H.; Patel, P.R.; Tsitsilianos, N.; Inashima, K.; Tran, D.A.; Hu, X.; et al.
IL-10 prevents aging-associated inflammation and insulin resistance in skeletal muscle. FASEB J. 2017, 31, 701–710. [CrossRef]

238. De Fougerolles, A.; Vornlocher, H.P.; Maraganore, J.; Lieberman, J. Interfering with disease: A progress report on siRNA-based
therapeutics. Nat. Rev. Drug Discov. 2007, 6, 443–453. [CrossRef]

239. Xie, J.; Ameres, S.L.; Friedline, R.; Hung, J.H.; Zhang, Y.; Xie, Q.; Zhong, L.; Su, Q.; He, R.; Li, M.; et al. Long-term, efficient
inhibition of microRNA function in mice using rAAV vectors. Nat. Methods 2012, 9, 403–409. [CrossRef]

240. Vester, B.; Wengel, J. LNA (locked nucleic acid): High-affinity targeting of complementary RNA and DNA. Biochemistry 2004, 43,
13233–13241. [CrossRef]

241. Elmen, J.; Lindow, M.; Schutz, S.; Lawrence, M.; Petri, A.; Obad, S.; Lindholm, M.; Hedtjärn, M.; Hansen, H.F.; Berger, U.; et al.
LNA-mediated microRNA silencing in non-human primates. Nature 2008, 452, 896–899. [CrossRef] [PubMed]

242. Paulos, C.M.; Varghese, B.; Widmer, W.R.; Breur, G.J.; Vlashi, E.; Low, P.S. Folate-targeted immunotherapy effectively treats
established adjuvant and collagen-induced arthritis. Arthritis Res. Ther. 2006, 8, R77. [CrossRef] [PubMed]

243. Xia, W.; Hilgenbrink, A.R.; Matteson, E.L.; Lockwood, M.B.; Cheng, J.X.; Low, P.S. A functional folate receptor is induced during
macrophage activation and can be used to target drugs to activated macrophages. Blood 2009, 113, 438–446. [CrossRef] [PubMed]

402



Citation: Nishikori, A.;

Nishimura, M.F.; Nishimura, Y.;

Otsuka, F.; Maehama, K.; Ohsawa, K.;

Momose, S.; Nakamura, N.; Sato, Y.

Idiopathic Plasmacytic

Lymphadenopathy Forms an

Independent Subtype of Idiopathic

Multicentric Castleman Disease. Int.

J. Mol. Sci. 2022, 23, 10301. https://

doi.org/10.3390/ijms231810301

Academic Editors: Vasso

Apostolopoulos, Jack Feehan and

Vivek P. Chavda

Received: 2 August 2022

Accepted: 5 September 2022

Published: 7 September 2022

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2022 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

 International Journal of 

Molecular Sciences

Article

Idiopathic Plasmacytic Lymphadenopathy Forms an
Independent Subtype of Idiopathic Multicentric
Castleman Disease

Asami Nishikori 1, Midori Filiz Nishimura 1,2,*, Yoshito Nishimura 3,4, Fumio Otsuka 3, Kanna Maehama 1,

Kumiko Ohsawa 5, Shuji Momose 5, Naoya Nakamura 6 and Yasuharu Sato 1,*

1 Department of Molecular Hematopathology, Okayama University Graduate School of Health Sciences,
Okayama 700-8558, Japan

2 Department of Pathology, Okayama University Hospital, Okayama 700-8558, Japan
3 Department of General Medicine, Okayama University Graduate School of Medicine, Dentistry, and

Pharmaceutical Sciences, Okayama 700-8558, Japan
4 Department of Medicine, John A. Burns School of Medicine, University of Hawai’i, Honolulu, HI 96813, USA
5 Department of Pathology, Saitama Medical Center, Saitama Medical University, Saitama 350-8550, Japan
6 Department of Pathology, Tokai University School of Medicine, Kanagawa 259-1193, Japan
* Correspondence: p2hq21br@s.okayama-u.ac.jp (M.F.N.); satou-y@okayama-u.ac.jp (Y.S.);

Tel.: +81-86-235-7150 (Y.S.)

Abstract: Idiopathic multicentric Castleman disease (iMCD) is a type of Castleman disease that is
not related to KSHV/HHV8 infection. Currently, iMCD is classified into iMCD-TAFRO (thrombo-
cytopenia, anasarca, fever, reticulin fibrosis, and organomegaly) and iMCD-NOS (not otherwise
specified). The former has been established as a relatively homogeneous disease unit that has been
recently re-defined, while the latter is considered to be a heterogeneous disease that could be further
divided into several subtypes. In 1980, Mori et al. proposed the concept of idiopathic plasmacytic
lymphadenopathy (IPL), a disease presenting with polyclonal hypergammaglobulinemia and a
sheet-like proliferation of mature plasma cells in the lymph nodes. Some researchers consider IPL
to be a part of iMCD-NOS, although it has not been clearly defined to date. This is the first paper
to analyze iMCD-NOS clinicopathologically, to examine whether IPL forms a uniform disease unit
in iMCD. Histologically, the IPL group showed prominent plasmacytosis and the hyperplasia of
germinal centers, while the non-IPL group showed prominent vascularity. Clinically, the IPL group
showed significant thrombocytosis and elevated serum IgG levels compared to the non-IPL group
(p = 0.007, p < 0.001, respectively). Pleural effusion and ascites were less common in the IPL group
(p < 0.001). The IPL group was more likely to have an indolent clinical course and a good response to
the anti-IL-6 receptor antibody, while the non-IPL counterpart frequently required more aggressive
medical interventions. Thus, the IPL group is a clinicopathologically uniform entity that forms an
independent subtype of iMCD.

Keywords: Castleman disease; idiopathic multicentric Castleman disease; idiopathic plasmacytic
lymphadenopathy; plasma cell morphology

1. Introduction

Castleman disease (CD) is a rare lymphoproliferative disorder described by Castle-
man et al. in 1956 [1]. CD is clinically classified into unicentric and multicentric types.
Unicentric CD (UCD) is characterized by a localized lymphadenopathy with or without
minimal systemic symptoms, and the resection of the affected lymph node is often cu-
rative [2]. In contrast, multicentric CD (MCD) shows a generalized lymphadenopathy
with systemic inflammatory symptoms, such as generalized weakness and fever [3]. The
infection status of Kaposi sarcoma-associated herpesvirus/Human herpesvirus type 8
(KSHV/HHV8) defines the etiology of MCD [4]. Idiopathic MCD (iMCD) is defined as
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a group of KSHV/HHV8-negative MCD without POEMS syndrome (polyneuropathy,
organomegaly, endocrinopathy, M-proteins, and skin changes) [5]. Clinically, iMCD is
classified into iMCD-TAFRO (thrombocytopenia, anasarca, fever, reticulin fibrosis, and
organomegaly) [6–8] and iMCD-NOS (not otherwise specified). Histologically, there are
two main pathological variants in iMCD: plasma cell (PC) and hypervascular (HyperV)
types [5,9,10]. The mixed type shows the features of both the PC and HyperV variants,
but no clear pathological definition [11,12]. Commonly, iMCD-TAFRO is histologically
associated with the HyperV type, and iMCD-NOS frequently has PC morphology [5]. As
the name suggests, iMCD-NOS is a heterogenous entity. Previous studies have suggested
that iMCD-NOS could include atypical and undiagnosed autoimmune diseases [13]. More-
over, it could potentially be further classified into several subtypes with research efforts,
including clinicopathological analyses and genomic sequencing [14,15]. One potential
candidate that is to be separated from the current iMCD-NOS is idiopathic plasmacytic
lymphadenopathy (IPL). IPL was initially proposed in 1980 by Mori et al., characterized
by polyclonal hypergammaglobulinemia and a sheet-like proliferation of mature plasma
cells in the lymph nodes, as well as the exclusion of known diseases associated with hy-
pergammaglobulinemias such as infections, collagen diseases, hyperthyroidism, allergic
diseases, hepatitis, liver cirrhosis, and lymphoma [16]. In the clinical course, IPL was
indolent, and all the cases achieved the remission of disease activity [13,16]. The concept of
IPL was proposed before the establishment of MCD, and IPL was later considered as a part
of iMCD-NOS, given the clinicopathological similarity [11,16]. However, there has been no
study to validate whether or not IPL has distinct clinicopathologic features compared to
other iMCD-NOS. In this study, we perform a comprehensive clinicopathological analysis
of iMCD-NOS, with a focus on IPL or others (non-IPL) to examine if IPL needs to be defined
as an independent iMCD subtype.

2. Results

2.1. Clinical Findings

The main clinical findings are summarized in Table 1. See Supplementary Table S1 for
details of each case.

Table 1. Clinicopathological findings of iMCD-NOS.

IPL (n = 34) Non-IPL (n = 8) p-Value

Age (median ± SD) 54.8 ± 12.2 57.9 ± 16.9 0.471
Sex (M/F) 21/13 3/5

WBC (×103/μL) 7.7 ± 2.5 † 14.1 ± 9.1 ‡ 0.200
CRP (mg/dL) 6.5 ± 3.5 † 13.2 ± 8.4 ‡ 0.391

Hb (g/dL) 10.1 ± 2.1 † 9.3 ± 1.6 0.080
Plt (×104/μL) 36.9 ± 15.2 † 23.8 ± 10.9 ‡ 0.007 *

Serum IgG (mg/dL) 5140.3 ± 1453.1 2502.0 ± 752.3 <0.001 **

Serum IL-6 (pg/mL) 27.3 ± 16.8 † 107.2 ± 94.2 ‡ 0.149
Pleural effusions or/and ascites (%) 1 (2.9) 5 (62.5) <0.001 **
Disease-specific autoantibody (%) 6/26 (23.1) 3/6 (50.0) 0.420

Significant p-values are in bold. Significance was calculated using the Mann–Whitney U test. Fisher’s exact
analysis or chi-square test were used for the statistical analysis of nominal scales. * p < 0.05, ** p < 0.001. iMCD-
NOS, idiopathic multicentric Castleman disease not otherwise specified; SD, standard deviation; IPL, idiopathic
plasmacytic lymphadenopathy; WBC, white blood cells; CRP, C-reactive protein; Hb, hemoglobin; Plt, platelet;
Ig, immunoglobulin; IL-6, interleukin 6. Normal ranges: WBC, 3.9–9.8 × 103/μL; CRP, 0.0–0.3 mg/dL; Hb,
13.5–17.6 g/dL (male), 11.3–15.2 g/dL (female); Plt, 13.0–36.9 × 104/μL; serum IgG, 870–1700 mg/dL; serum IL-6,
0.0–4.0 pg/mL. † WBC, CRP, Hb, Plt, and IL-6 levels were available for 21, 33, 31, 31, and 11 patients with IPL,
respectively. ‡ WBC, CRP, Plt, and IL-6 levels were available for 7, 7, 7, and 5 patients with non-IPL, respectively.

Of the 42 included cases, 34 (81.0%) and 8 (19.0%) were classified as the IPL group
and the non-IPL group, respectively. In the IPL group, there were 21 males and 13 females,
aged 34–76 years, with a median age of 54.8. In the non-IPL group, three were males and
five were females, aged 32–89 years, with a median age of 57.9. There was no significant
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difference in age between the two groups (p = 0.471). Regarding laboratory findings, there
were no significant differences in the white blood cells (WBC) nor the C-reactive protein
(CRP) between the two groups (p = 0.200, p = 0.391, respectively). While hemoglobin (Hb)
was considerably lower in the non-IPL group compared to the IPL group, there was no
significant difference (p = 0.080). By contrast, platelet count (Plt) and serum immunoglobu-
lin G (IgG) were significantly higher in the IPL group (p = 0.007, p < 0.001, respectively).
All cases had elevated serum interleukin-6 (IL-6), but there was no significant difference
between the two groups (p = 0.149). In total, 6/26 (23.1%) in the IPL group and 3/6 (50.0%)
in the non-IPL group had disease-specific autoantibodies (p = 0.420). In the IPL group, the
following specific autoantibodies were detected: myeloperoxidase-anti-neutrophil cyto-
plasmic antibodies (MPO-ANCA) (3/6, 50.0%), proteinase-3-anti-neutrophil cytoplasmic
antibodies (PR3-ANCA) (2/6, 33.3%), anti-double-strand DNA antibody (ds-DNA) (2/6,
33.3%), anti-single-strand DNA antibody (ss-DNA) (1/6, 16.7%), anti-ribonucleoprotein
antibody (RNP) (1/6, 16.7%), anti-cardiolipin antibody (1/6, 16.7%), and anti-mitochondrial
M2 antibody (AMA2) (1/6, 16.7%). In contrast, the following specific autoantibodies were
detected in the non-IPL group: anti-SS-A antibodies (SS-A) (2/3, 66.7%), anti-cardiolipin
antibody (2/3, 66.7%), anti-platelet-associated IgG (PA-IgG) (2/3, 66.7%), ds-DNA (1/3,
33.3%), AMA2 (1/3, 33.3%), MPO-ANCA (1/3, 33.3%), and anti-SS-B antibodies (SS-B)
(1/3, 33.3%). Regarding imaging, 5/8 (62.5%) in the non-IPL group had pleural effusions
or/and ascites, while this was only noted in 1/34 (2.9%) in the IPL group (p < 0.001).

2.2. Pathological Findings

The pathological findings of the two groups are summarized in Table 2.

Table 2. Pathological findings of iMCD-NOS.

IPL (n = 34) Non-IPL (n = 8) p-Value

Vascularity
Median 0.7 2.0 0.003 *

Grade 0 (%) 17 (50.0) 1 (12.5)
Grade 1 (%) 11 (32.4) 2 (25.0)
Grade 2 (%) 4 (11.8) 1 (12.5)
Grade 3 (%) 2 (5.9) 4 (50.0)

Plasmacytosis
Median 2.9 2.1 0.001 *

Grade 0 (%) 0 (0.0) 0 (0.0)
Grade 1 (%) 0 (0.0) 1 (12.5)
Grade 2 (%) 3 (8.8) 5 (62.5)
Grade 3 (%) 31 (91.2) 2 (25.0)

Regressed GCs
Median 0.9 1.4 0.255

Grade 0 (%) 8 (23.5) 2 (25.0)
Grade 1 (%) 20 (58.8) 3 (37.5)
Grade 2 (%) 6 (17.6) 1 (12.5)
Grade 3 (%) 0 (0.0) 2 (25.0)

Hyperplastic GCs
Median 2.4 0.9 0.003 *

Grade 0 (%) 1 (2.9) 5 (62.5)
Grade 1 (%) 6 (17.6) 0 (0.0)
Grade 2 (%) 7 (20.6) 2 (25.0)
Grade 3 (%) 20 (58.8) 1 (12.5)

Significant p-values are in bold. Significance was calculated using the Mann–Whitney U test. * p < 0.05. GCs,
germinal centers.

In the IPL group, various levels of vascularity were noted with a median score of
0.70, including 17/34 with grade 0 (50.0%), 11/34 with grade 1 (32.4%), 4/34 with grade 2
(11.8%), and 2/34 with grade 3 (5.9%). The median level of plasmacytosis was 2.9, including
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3/34 with grade 2 (8.8%) and 31/34 with grade 3 (91.2%). The median score of regressed
GCs was 0.90, including 8/34 with grade 0 (23.5%), 20/34 with grade 1 (58.8%), and 6/34
with grade 2 (17.6%). Regarding hyperplastic GCs, the median score was 2.4, including
1/34 with grade 0 (2.9%), 6/34 with grade 1 (17.6%), 7/34 with grade 2 (20.6%), and 20/34
with grade 3 (58.8%). The typical histological findings of the IPL group are shown in
Figure 1.

Figure 1. Histopathological features of the IPL group. (A) Interfollicular areas are expanded and
germinal centers (GCs) appear hyperplastic (arrowheads) (H&E, 10×). (B) The sheet-like proliferation
of mature plasma cells in the interfollicular areas and hemosiderin deposition are observed (arrow
heads) (H&E,40×). (C) Numerous plasma cells are observed in the interfollicular areas (CD138,
20×). (D) Hemosiderin deposition is observed (arrowheads) (Berlin blue staining, 40×). This case
was scored: vascularity grade 0, plasmacytosis grade 3, regressed GC grade 2, and hyperplastic GC
grade 2.

Among the non-IPL group, the median level of vascularity was 2.0, including 1/8
with grade 0 (12.5%), 2/8 with grade 1 (25.0%), 1/8 with grade 2 (12.5%), and 4/8 with
grade 3 (50.0%), respectively. In addition, the median score of the plasmacytosis was 2.1,
including 1/8 with grade 1 (12.5%), 5/8 with grade 2 (62.5%), and 2/8 with grade 3 (25.0%),
respectively. The median score of the regressed GCs was 1.4, including 2/8 with grade 0
(25.0%), 3/8 with grade 1 (37.5%), 1/8 with grade 2 (12.5%) and 2/8 with grade 3 (25.0%).
The hyperplastic GCs showed a median score of 0.90, including 5/8 with grade 0 (62.5%),
2/8 with grade 2 (25.0%), and 1/8 with grade 3 (12.5%). The histological features of the
non-IPL group are shown in Figure 2.
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Figure 2. Histopathological features of the non-IPL group. (A) Extended interfollicular areas and
severe vascularization are observed. Germinal center (GC) is atrophic (arrowhead) (H&E, 10×).
(B) Mature plasma cells are observed within prominent vascularization (H&E, 40×). (C,D) Marked
hypervascularization penetrating the GC is observed. The blood vessels show a branching pattern
((C), arrowhead) and whirl-like pattern ((D), arrowhead) (H&E, 20×). (E) Numerous plasma cells are
observed in the interfollicular areas (CD138, 20×). (F) Vascular in the GC and interfollicular areas
were α-SMA-positive (α-SMA, 10×). This case was scored vascularity grade 3, plasmacytosis grade 2,
regressed GC grade 3 and hyperplastic GC grade 0.
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The IPL group had less significant vascularity, more frequent hyperplastic GCs, and
severe plasmacytosis compared to the non-IPL group (p = 0.003, p = 0.003, p = 0.001,
respectively). While the non-IPL group was more likely to have extensive regressed
GCs, there was no significant difference between the two groups (p = 0.255). In addition,
branching and/or whirl-like patterns of the vessels (Figure 2C–E) were observed in the
GCs of the cases with prominent vascularization. Such findings were seen in 1/34 cases of
the IPL group (2.9%) and 2/8 cases of the non-IPL group (25.0%).

2.3. Treatment and Clinical Course

Outpatient follow-up data were available for 23/34 cases in the IPL group and for 5/8
cases in the non-IPL group, with a median follow-up period of 65.5 months (Table 3).

Table 3. Treatment and clinical courses of iMCD-NOS.

Subtype Case No. Age/Sex
1st

Treatment
2nd

Treatment
3rd

Treatment
Outcome

Follow-Up
Period

(Month)

IPL 1 35/F PSL 20 mg rituximab tocilizumab Improved 122
2 62/M PSL 30 mg tocilizumab Improved 93
3 55/F tocilizumab Improved 57
4 37/M follow-up - † 4
5 39/M tocilizumab Improved 39
6 49/F tocilizumab Improved 38
7 59/M PSL 50 mg no response 39
8 64/M PSL 30 mg tocilizumab Improved 130
9 70/M PSL 30 mg tocilizumab Improved 32

10 54/F follow-up no change 161
11 65/M PSL 25 mg PSL 6 mg Improved ‡ 37
12 62/F PSL 10 mg PSL 5 mg Improved 175
13 55/F tocilizumab Improved 13
14 74/F tocilizumab Improved 10
15 52/F tocilizumab Improved ‡ 202
16 70/M follow-up no change 198
17 43/M PSL 15 mg tocilizumab Improved 131
18 41/M PSL 5 mg no response 126
19 49/M PSL 30 mg Improved 90
20 48/F PSL 15 mg tocilizumab Improved 77
21 76/M PSL 40 mg PSL 10 mg Improved 6
22 67/M PSL 20 mg tocilizumab Improved 4
23 72/M tocilizumab Improved 4

non-IPL 1 52/F PSL 50 mg +
tocilizumab rituximab PR 96

2 89/M PSL 60 mg

Repeatedly
worsened

during
tapering

10

3 73/F PSL 35 mg Improved 74
4 49/F follow-up progression 41
5 49/F mPSL 500 mg PSL 40 mg no response 143

Treatment information was available for 23 cases of the IPL group and 5 cases of the non-IPL group. PR, partial
remission; mPSL, methylprednisolone; PSL, prednisolone. “Outcome” represents the clinical condition of the pa-
tient at the last visit. “Partial remission” represents improvement in some laboratory data or subjective symptoms.
“Complete remission” represents improvement in all laboratory data, objective symptoms, and radiographic
findings. “No response” represents all clinical findings and subjective symptoms unchanged. “No change”
represents no worsening nor improving of the disease during follow-up. “Progression” represents a worsening of
laboratory findings, subjective symptoms, or radiographic findings. † Case 4: Lost to follow-up. ‡ Cases 11 and 15
achieved PR, but expired from non-iMCD disease (lung cancer) and post-surgical bleeding, respectively.

For the first-line treatment, corticosteroids were used in 13/23 (56.5%) cases in the
IPL group and 4/5 (80%) cases in the non-IPL group. One patient in the non-IPL group
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(Case 1) received corticosteroid and tocilizumab. Among those treated with corticosteroids,
corticosteroids were successfully tapered in 3/13 (23.1%) patients in the IPL group and 1/4
(25.0%) patients in the non-IPL group. One case in the IPL group (Case 11) expired during
the follow-up period with corticosteroid monotherapy, likely due to lung cancer.

Overall, 14/23 (60.9%) patients in the IPL group and 1/5 (20.0%) patients in the non-
IPL group received tocilizumab during the follow-up period. Those in the IPL group who
received tocilizumab achieved an improvement in disease activity. One patient in the IPL
group treated with tocilizumab expired due to post-surgical bleeding that was unrelated
to IPL (Case 15). In contrast, the non-IPL case treated with tocilizumab had a progressive
disease and required rituximab as a second-line therapy to achieve a partial remission of
disease activity.

3. Discussion

iMCD is a rare lymphoproliferative disorder that is characterized by multiple lym-
phadenopathies with unknown etiology [17]. In particular, iMCD-NOS is a heterogenous
entity, likely including undefined disease [11,18–21]. The present results show that IPL is
likely to be a separate subtype of iMCD, along with iMCD-TAFRO and iMCD-NOS, given
its unique clinicopathological characteristics.

Our results show that the IPL group had distinct clinicopathological features com-
pared to the non-IPL iMCD-NOS cases. Pathologically, the IPL group had less significant
vascularity, as well as more prominent plasmacytosis and hyperplastic GCs than the non-
IPL group. By contrast, the non-IPL group showed marked hypervascularization both in
GCs and in interfollicular areas. Clinically, the IPL group had higher platelet counts and
serum IgG levels, and fewer signs of fluid retention in third space such as pleural effusions
and/or ascites, than the non-IPL group.

In 2008, before the current iMCD criteria were proposed, Kojima et al. reported that
iMCD had at least two clinical subtypes, IPL and non-IPL, with the latter showing more
thrombocytopenia, fluid retention, positive autoantibodies, and relatively aggressive clini-
cal symptoms [13]. They also suggested that non-IPL may be associated with autoimmune
diseases. In addition, Frizzera et al. reported multiple lesions of CD, which led to the
term MCD being established [3,22]. Some of their MCD cases included those with clinical
and laboratory findings characteristic of systemic lupus erythematosus (SLE), Sjögren’s
syndrome, or both [3]. Currently, such cases may be considered ill-defined autoimmune
diseases [23–25]. Moreover, SLE cases with MCD-like histology [24,26] and iMCD cases
with various autoantibodies [23] have been reported. Although no significant differences
were observed for disease-specific autoantibodies in the present results, this may be due to a
lack of power to detect the difference, given the small number of non-IPL cases. Combined
with the context and the present results, it may be crucial to closely follow-up with non-IPL
patients on an outpatient basis to find clinical signs of autoimmune diseases.

The two groups also had different clinical courses and treatment responses. There
were a few patients who were treated with tocilizumab (an anti-IL-6 receptor monoclonal
antibody approved in Japan for the treatment of iMCD [27]), and all patients with IPL who
received tocilizumab achieved a remission of disease activity. In contrast, the non-IPL case
that had a poor response to tocilizumab also required rituximab. Despite the second-line
non-IL-6 therapy, the patient still had progressive disease during the follow-up period. The
results concur with previous studies suggesting that IPL may have an indolent clinical
course compared to the non-IPL group, with a superior response to anti-IL-6 agents. In
recent studies, the PI3K/Akt/mTOR pathway, JAK/STAT3 pathway, and type I IFN have
focused on the treatment targets in iMCD cases refractory to IL-6-targeted therapy [28–31].
While non-IPL iMCD-NOS cases could be heterogenous, as discussed, efforts to identify a
primary etiology (for example, possible autoimmune disease) by molecular analysis and
targeted therapies for the cellular signals may need to be considered.

In conclusion, the present results suggest that IPL is clinicopathologically a uniform
disease entity, and may be an independent subtype of iMCD. Future studies are warranted
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to identify diagnostics, treatment, and follow-up plans that are specific to IPL. Given the
heterogeneity of the non-IPL cases, clinicians are urged to identify a primary etiology
of such cases, including atypical autoimmune diseases. These cases may benefit from
molecular analysis to clarify underlying pathology.

4. Materials and Methods

4.1. Patients

Forty-two Japanese patients with lymph node involvement of iMCD-NOS were in-
cluded in this study. All cases were selected from pathology consultation files at the
Department of Pathology, Okayama University. All patients had systemic or multiple
lymphadenopathies, and the detailed sites are summarized in Supplementary Table S1. All
iMCD-NOS patients met the consensus diagnostic criteria for iMCD [5]. All cases were
serologically or immunohistochemically negative for KSHV/HHV8.

4.2. Histological Evaluation

All lymph node specimens were fixed in 10% formalin and embedded in paraffin.
Paraffin-embedded tissue blocks were sliced into 3 μm thin sections and stained with
hematoxylin and eosin (H&E), immunohistochemical staining and Berlin blue staining.

Immunohistochemical staining was performed using an automated BOND-III instru-
ment (Leica Biosystems, Wetzlar, Germany) with the primary antibody of HHV-8 (13B10,
1:40; LifeSpan Biosciences, Seattle, WA, USA), CD138 (MI15, 1:200; DAKO, Carpinteria, CA,
USA) and α-SMA (1A4, 1:50; DAKO, Carpinteria, CA, USA). In situ hybridization was also
performed for the κ and λ light chains (Leica Biosystems, Wetzlar, Germany).

The pathological findings of all cases were reviewed with H&E stained by the authors
(Y.S., M.F.N. and A.N.). The following histopathological features were graded on a scale of
0 to 3: vascularity, plasmacytosis, regressed germinal centers (GCs), and hyperplastic GCs,
based on previous reports [5,28].

4.3. Classification of iMCD-NOS

According to a previous report [13], we defined IPL as a case meeting all the following
four criteria: (1) prominent polyclonal hypergammaglobulinemia (γ-globulin > 4.0 g/dL
or serum IgG level >3500 mg/dL), (2) multicentric lymphadenopathy, (3) an absence of
definite autoimmune disease, and (4) normal germinal centers and a sheet-like infiltration
of polyclonal plasma cells in the lymph node lesion. Cases that did not meet the criteria
were defined as non-IPL.

4.4. Statistical Analysis

Statistical analyses were conducted using SPSS for Windows version 23.0 (SPSS,
Chicago, IL, USA). Statistical significance was set at p < 0.05.
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Abstract: The plasma protein histidine-rich glycoprotein (HRG) is implicated in the polarization of
macrophages to an M1 antitumoral phenotype. The broadly expressed secreted protein stanniocalcin
2 (STC2), also implicated in tumor inflammation, is an HRG interaction partner. With the aim to
biochemically characterize the HRG and STC2 complex, binding of recombinant HRG and STC2
preparations to each other and to cells was explored using the quartz crystal microbalance (QCM)
methodology. The functionality of recombinant proteins was tested in a phagocytosis assay, where
HRG increased phagocytosis by monocytic U937 cells while STC2 suppressed HRG-induced phago-
cytosis. The binding of HRG to STC2, measured using QCM, showed an affinity between the proteins
in the nanomolar range, and both HRG and STC2 bound individually and in combination to vitamin
D3-treated, differentiated U937 monocytes. HRG, but not STC2, also bound to formaldehyde-fixed
U937 cells irrespective of their differentiation stage in part through the interaction with heparan
sulfate. These data show that HRG and STC2 bind to each other as well as to U937 monocytes with
high affinity, supporting the relevance of these interactions in monocyte/macrophage polarity.

Keywords: histidine-rich glycoprotein; stanniocalcin-2; protein complex; inflammatory cells; quartz
crystal microbalance

1. Introduction

Histidine-rich glycoprotein (HRG) is a 75 kDa abundant plasma protein produced by
hepatocytes and implicated in cancer immune responsiveness [1]. HRG is organized
as a multi-domain structure of two N-terminal cystatin-like domains, followed by a
histidine–proline-rich (His/Pro-rich) domain containing 12 pentapeptide repeats of Gly-
His-His-Pro-His. The His/Pro repeats, which are highly conserved among mammalian
species [2], are flanked by two Pro-rich regions and a C-terminal domain [3]. The cystatin
domains have been implicated in HRG’s antibacterial effects [4] and in IgG and comple-
ment C1q binding [5]. The His/Pro-rich domain binds heparan sulfate in a Zn2+ dependent
manner [6]. This domain is also critical for the anti-angiogenic properties of HRG [7]. The
structure of HRG’s NH2-terminal domain has been solved, indicating a redox-regulated
release of the NH2-terminal domain from the His/Pro-rich domain [8]. HRG has also
been classified as an intrinsically unstructured protein, unable to attain an ordered or fixed
conformation [9].

HRG’s multi-domain organization allows for interactions with a range of proteins,
both intracellular such as tropomyosin, extracellular such as stanniocalcin 2 (STC2), and
proteins participating in the coagulation cascade, including plasminogen, plasmin and
fibrinogen [10,11]. Consequently, HRG is involved in diverse processes including defense
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against bacterial infections, regulation of coagulation and fibrinolysis, inflammation and
angiogenesis. Thus, HRG exerts antibacterial effects and may serve as a clinical biomarker
for sepsis [12]. Moreover, HRG accelerates both coagulation and fibrinolysis in a Hrg–/–

mouse model [13]. Rare familiar cases of HRG deficiency support the role of HRG in
the regulation of coagulation [14]. Certain HRG effects are dependent on changes in gene
regulation in monocytes/macrophages, promoting a phenotypic switch towards anti-tumor
immunity and dampened tumor growth and metastasis [1]. While HRG administration to
tumor-bearing wildtype mice results in suppressed tumor growth and metastasis, tumor
growth is accelerated in Hrg–/– mice, and tumor macrophages are predominantly of an M2
phenotype in these Hrg-deficient mice [1,7,15].

We previously investigated the immunomodulatory role of HRG on inflammatory
cells and found that HRG appears in complex with STC2 and that HRG modulates STC2-
mediated gene regulation on U937 monocytic cells [16]. STC2 is a glycosylated homodimeric
protein expressed in the placenta, endothelial cells, fibroblasts and cardiomyocytes [17].
In mouse glioma, tumor-infiltrating leukocytes express STC2 [16]. Like HRG, STC2 is
involved in inflammatory processes and in Ca2+ and PO4 homeostasis [18,19]. Stc2–/– mice
show decreased overall growth, suggesting an important role for STC2 in muscle and bone
development [20].

To explore the biochemical properties of HRG, STC2 and the complex of the two,
purified proteins were analyzed using a novel quartz crystal microbalance (QCM) technique.
Through the QCM analyses, the affinity and kinetics of the HRG-STC2 interaction as
well as the binding of HRG and STC2 to the U937 monocyte cell surface were tested [21].
U937 is a human histiocytic lymphoma cell line, which differentiates towards a macrophage
phenotype after treatment with vitamin D3 (vitD3) [22]. The functionality of the HRG and
STC2 recombinant protein preparations were assessed by the induction of phagocytosis
by differentiated U937 monocytes. While HRG administration stimulated phagocytosis,
STC2 abrogated this HRG-dependent effect. In the QCM system, vitD3 differentiated live
U937 cells, but not undifferentiated cells, bound both HRG and STC2, with an affinity in the
micromolar range. HRG, but not STC2, also bound to fixed U937 cells, possibly representing
HRG interactions with heparan sulfate exposed through the fixation. Thus, digestion
with heparinase revealed high affinity binding sites for HRG on the differentiated, fixed
U937 cells. Combined, these findings confirm the specificity of the HRG-STC2 interaction
and show high affinity binding sites on the monocytic cell surface.

2. Materials and Methods

2.1. Differentiation of U937 Cells

The human histiocytic lymphoma cell line U937 [23] (American Type Culture Col-
lection, ATCC 1593, RRID:CVCL_0007) was a kind gift from Professor Kenneth Nilsson,
Uppsala University. The cells were cultured in an RPMI 1640 medium supplemented
with 10% fetal bovine serum (FBS) and 1% penicillin/streptomycin (cat. no. 61870036;
Life Technologies, Grand Island, NY, USA). For monocyte differentiation, U937 cells were
incubated in 10 nM 1α,25-Dihydroxyvitamin D3 (vitD3; cat. no. 17936, Merck Life Science,
Darmstadt, Germany) for 15 h, centrifuged (1500 rpm, 5 min), and resuspended in fresh
medium. Differentiation was determined by real-time reverse transcriptase-PCR (qPCR)
to detect CD14 transcripts. The mRNA was extracted from cells using the RNAeasy mini
kit (Qiagen, Germantown, MD, USA) and RNA was reverse transcribed with iScript adv
(cat. no. 1725038, Bio-Rad, Hercules, CA, USA). Gene expression was determined using
TaqMan universal master mix (cat. no. 4304437, Life Technologies, Grand Island, NY,
USA) in the CFX96 Real-Time PCR Detection System (Bio-Rad, Hercules, CA, USA) with
TaqMan primers against human CD14 (cat. no. Hs 00169122, Life Technologies, Grand
Island, NY, USA) and human GAPDH (cat no. 4352934, Applied Biosystems, Waltham, MA,
USA). Cycle threshold values were calculated with CFX Maestro v. 1.1 software (Bio-Rad,
Hercules, CA, USA).
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2.2. Purified Proteins and Phagocytosis Assay

The U937 cells were seeded at 104 cells per well in 8-well chamber slides (cat. no. 80826,
ibidi, Fitchburg, WI, USA). At the start of the experiment, cells were incubated with 10 nM
vitD3, recombinant, in-house purified HRG (mouse) at 1 μg/mL (13.3 nM) [24], and STC2
(mouse) (cat. no. STC2-16118 M, Creative Biomart, Shirley, NY, USA) or inactive HRG
protein at equivalent molar concentrations together with sterile green E. coli bioparticles
(cat. no. 4616, Essen Bioscience, Ann Arbor, MI, USA) at 33 μg/mL. Following 20 h
incubation at 37 ◦C in 5% CO2, cells were imaged at 10× with a Zeiss LSM 700 Microscope
with AxioCam HRm and Zen Black software (Zeiss, Oberkochen, Germany). Quantification
was completed by counting of fluorescent cells in relation to all cells per image, using
ImageJ (NIH).

2.3. Co-Immunoprecipitation and Immunoblotting

Equimolar concentrations of active or inactive HRG and STC2 were incubated on ice
for 30 min followed by incubation with an anti-STC2 antibody (cat. no. hpa045372; Merck
Life Science, Darmstadt, Germany) for 1 h. Protein G Sepharose (cat. no. 71708300 AM,
GE Healthcare, Chicago, IL, USA) was added and incubated at 4 ◦C for 1 h. Following
centrifugation and washes, samples were heated at 97 ◦C for 3 min for dissociation. Samples
were separated by SDS-PAGE, transferred to a PVDF membrane (Millipore, Burlington,
MA, USA), blocked in blocking buffer (5% milk in Tris-buffered saline and 0.1% Tween20)
for 1 h and incubated with primary anti-human HRG antibody raised in rabbit (#0119) [7]
overnight at 4 ◦C. Membranes were washed and incubated with HRP-conjugated secondary
anti-rabbit antibody (Life Technologies, Grand Island, NY, USA) in blocking buffer for 1 h
at room temperature. The development was performed with ECL prime (GE Healthcare,
Chicago, IL, USA) and the luminescence signals detected using ChemiDoc MP (Bio-Rad;
Hercules, CA, USA). Next, membranes were re-incubated with the STC2 antibody (cat. no.
hpa045372, Merck Life Science, Darmstadt, Germany) overnight at 4 ◦C and developed
again as described above.

2.4. Binding of HRG to STC2

Low noise block (LNB) chips were pre-wet with HEPES-buffered Steinberg’s solution
(HBS-T) and inserted into an Attana CellTM200 instrument. When the signal was stabilized
(<0.2 Hz/min), STC2 or HRG protein (50 μg/mL) were immobilized on the surface with a
flow rate of 10 μL/min at 22 ◦C using the amine coupling kit. Different concentrations of
HRG (3.12, 6.25 and 12.5 μg/mL (each in triplicate)) and STC2 (7.5, 15 and 30 μg/mL) were
injected after blank injections (phosphate-buffered saline; PBS) followed by regeneration
injections at pH 1 for 30 s. PBS was used as the running buffer for the blank injections and
to dilute HRG. Glycine (10 mM, pH 1) was used as the regeneration buffer. The biochemical
assay was carried out at a flow rate of 10 μL/min, at 22 ◦C and with a 500 s dissociation
time. The data were prepared by subtracting the blank injections from the HRG injections
using the Attana evaluation software (version 3.5.0.7, Attana AB Stockholm, Stockholm,
Sweden). The curve fitting was performed with Tracedrawer (Ridgeview Instruments AB,
Uppsala, Sweden), using the 1:1 global interaction model. The number of independent
experiments (mostly 3) performed are given in the figure legends.

2.5. Binding of HRG and STC2 to U937 Cells Treated or Not with Heparinase and Fixative

LNB-CC chips were pre-wet with HBS-T and then inserted into an Attana CellTM
200 (Attana AB, Stockholm, Sweden). When the signal was stabilized (<0.2 Hz), lectin
(50 μg/mL) was coupled by amine coupling. Cells were then seeded at a density of
2 × 105 cells per chip and left to settle for 45 min at room temperature. After seeding, the
cells were washed with PBS, stained with Hoechst 33342 solution for 15 min, and washed
three times, followed by imaging using a fluorescence microscope (Nikon Eclipse 80i,
Minato City, Tokyo, Japan). Next, the chips were inserted in the instrument (Attana CellTM
200, Stockholm, Sweden) and left to equilibrate (<0.2 Hz/min) under flow (RPMI 1640
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medium, 20 μL/min at 37 ◦C). STC2, HRG or a mix of the two (10 μg/mL) were injected
manually over the cells and the responses were recorded for 30 min. Between injections,
chip surfaces were regenerated using Glycine (10 mM pH 1) for 50 s for experiments
involving fixed cells.

When indicated, cells were treated with heparinase using a mixture of heparinase-I, -II,
and -III (IBEX Pharmaceuticals, Montreal, QC, Canada), which was added to the cultures
to a final concentration of 3.4 mU/mL for each enzyme for 1 h at 37 ◦C before seeding
the cells on the activated chips. The fixation of cells was performed just after seeding by
removing the PBS and adding 50 μL of a 3.7% formaldehyde solution. Subsequently, the
chips were incubated at 4 ◦C for 10 min followed by washing with PBS three times. The
data were prepared by subtracting the blank injections from the analyte injections using
the Attana evaluation software (version 3.5.0.7, Attana AB Stockholm, Stockholm, Sweden).
The signal output is given in frequency (Hz) and is directly related to changes in mass on
the sensor surface. The negative changes of resonance frequency are depicted. The curve
fitting was performed with Tracedrawer (Ridgeview Instruments, Uppsala, Sweden), using
the 1:1 or 1:2 binding models (only one component reported) and global interaction model.
At least two independent experiments were performed with 3 technical repeats within
each experiment.

3. Results

3.1. HRG Increases Phagocytosis by U937 Monocytes

First, the bioactivity of purified, recombinant STC2 and HRG preparations were
determined. To ensure that the recombinant proteins could form a complex, as previously
shown by co-immunoprecipitation from co-expressing cells [16], antibodies against STC2
were used for pull-down from a mixture of the two proteins, followed by immunoblotting
(Figure 1A; see Supplemental Figure S1 for uncropped blots). In parallel, a preparation of
HRG serendipitously denatured during purification, and was used as a negative control
(“inactive HRG”). Active HRG was efficiently co-immunoprecipitated with STC2 while the
inactive HRG was only inefficiently pulled down by STC2 (Figure 1B). Still, the inactive
HRG was detected by the polyclonal anti-HRG antibody upon immunoblotting, ensuring
that this preparation indeed consisted of HRG. The inactive HRG-preparation was used as
a negative control in subsequent experiments.

3.2. HRG and STC2 Interact with Nanomolar Affinity

HRG and STC2 are both secreted proteins, and therefore, it is not immediately ob-
vious how they exert their modulatory effects on inflammatory cells. To investigate the
interactions of the individual proteins and the complex with each other and with cells, we
employed QCM technology [25], which allowed for real-time and label-free evaluation of
the protein interactions in both a cell-free and cellular environment.

First, STC2 was immobilized on the QCM chip surface (Figure 2A). Next, the bind-
ing of increasing concentrations of HRG to the STC2-coated chip was analyzed using a
kinetic 1:1 global interaction model, which showed an association rate constant (Ka1) of
2.6 × 104 M−1·s−1 and dissociation rate constant (Kd1) of 1.4 × 10−3 s−1, resulting in an
estimated binding affinity of 55 nM between HRG and STC2 (Figure 2B). In contrast, the
inactive HRG failed to bind to the immobilized STC2 (Figure 2C). Moreover, when HRG
was immobilized on the grid, STC2 was not retained (Figure 2D). This result indicates that
the interaction between HRG and STC2 may be dependent on HRG’s conformation or
that a binding pocket in HRG, involved in the retention of STC2, was compromised when
HRG was immobilized onto the chip. HRG is classified as an intrinsically unstructured
protein [9], i.e., a protein that lacks a fixed three-dimensional structure, and it may therefore
be structurally less stable and, in particular, not retain a more complex binding epitope
upon immobilization.
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Phagocytosing cells

Figure 1. Recombinant HRG binds STC2 and modulates phagocytosis of bioparticles. (A) Co-
immunoprecipitation of HRG but not inactive HRG with STC2. Recombinant proteins (2 μg each)
were separated on SDS-PAGE as individual preparations (loading control) or after mixing and im-
munoprecipitation (IP) using antibodies against STC2, followed by immunoblotting (IB) as indicated.
(B) Ratio of HRG (active or inactive) band intensities in the STC2 immunoprecipitate normalized
to corresponding active and inactive HRG loading controls. Statistical analysis; Student’s t-test.
(C) Representative microscope images of U937 monocytes without (left) or with treatment with active
HRG (right) in the phagocytosis assay. Green cells have engulfed pH-sensitive fluorescent bioparticles.
Scale bar; 50 μm. (D) Quantification of phagocytosis efficiency in the different treatment conditions.
The proportion of positive (green) phagocytotic U937 cells to all cells per field of vision is shown in
relation to the positive cells/total cells in the vitD3 differentiated HRG-treated condition (set to 1).
Statistical analysis; Tukey’s multiple comparisons test (D). *** p < 0.001; **** p < 0.0001.

3.3. Live U937 Cells Bind HRG after vitD3 Differentiation

Next, we assessed binding of HRG, STC2 and the complex to live U937 cells, vitD3-
differentiated or not (Figure 3A). First, we confirmed the ability of U937 cells to differentiate
to monocytes on the chip surface in response to vitD3. Relative CD14 expression increased
>1000-fold after vitD3 treatment, ensuring that the cells indeed had differentiated to mono-
cytes in response to vitD3 (Figure 3B). This is in agreement with previously reported effects
of HRG treatment on CD14 expression in vitD3-induced U937 cells [15]. Binding of both
HRG and STC2 to the undifferentiated U937 cells was low and binding increased markedly
when cells were induced to differentiate by vitD3 treatment (Figure 3C–F). The association
rate constants of HRG and STC2 binding tested individually (Figure 3C–F) or in combina-
tion (Figure 3G,H) increased slightly with differentiation, in keeping with the increased
expression of a specific binding protein(s) expressed on the U937 surface in response to
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the vitD3 treatment. When a mixture of HRG and STC2 was tested on the differentiated
U937 cells, the binding affinity remained in the μM range, similar to that recorded for the
individual proteins (Figure 3G,H).
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Figure 2. Affinity determination of HRG’s binding to STC2 using QCM. (A) The immobilization
of STC2 on the QCM LNB sensor surface. (B) Sensorgram and kinetic analysis showing chip-
immobilized STC2 and binding of HRG at three different concentrations: 50, 100 and 200 nM.
Black lines: experimental curves. Red lines: fitted curves. For representative sensorgram shown,
three injections per concentration, two independent experiments. (C) Sensorgram showing chip-
immobilized STC2 and lack of binding of inactive HRG tested at three different concentrations:
50, 100 and 200 nM. For representative sensorgram shown, three injections per concentration, two
independent experiments. (D) Sensorgram showing chip-immobilized HRG and lack of binding
of STC2, tested at three different concentrations: 200 nM, 450 nM and 900 nM. For representative
sensorgram shown, two injections per concentration, three independent experiments.
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Figure 3. Binding of HRG and STC2 individually and together to live U937 cells. (A) Schematic outline
of the experimental setup. Undifferentiated or vitD3 differentiated U937 cells, immobilized on QCM
LNB chips with HRG, STC2 or a mix of the two, injected over chip surfaces. (B) Real-time qPCR data
of CD14 expression normalized to GAPDH on undifferentiated and vitD3 differentiated U937 cells
seeded on the QCM chip. Three independent analyses. (C–F) Representative sensorgram showing
frequency response from injections over undifferentiated (C,E,G) and vitD3 differentiated (D,F,H) live
U937 cells. Black lines: experimental curves. Red lines: fitted curves of the 1:1 interaction model. For
representative sensorgrams shown, three injections per concentration, two independent experiments.
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We conclude that both HRG and STC2 bound to U937 monocytes with affinities in the
μM range and with an estimated 1:1 interaction mode both for the individual proteins and
the mixture.

3.4. Binding of HRG to Fixed U937 Cells Is Independent of vitD3-Induced Differentiation

Due to the potential challenge in separating interaction properties from interaction-
induced changes in the live U937 monocytes immobilized on the QCM chip surface, cells
were then fixed, and the binding of HRG and STC2 was determined. As expected, inactive
HRG, used as a negative control, displayed no interaction with U937 cells, differentiated
or not, even at high concentrations (100 μg/mL) (Figure 4A). In addition, STC2 failed
to bind both to undifferentiated and differentiated cells in a specific manner, with the
response dropping down to baseline immediately after the end of injection (Figure 4B). In
contrast, bioactive HRG interacted with the fixed cells with an affinity around 3.5 nM to
undifferentiated cells and 166 nM to differentiated cells (Figure 4C,D) with a 1:1 interaction
mode. In combination, these data show very different properties for STC2 and HRG
interactions with fixed cells, as fixation exposed binding sites for HRG on undifferentiated
cells were recorded while not observed with live cells. However, we cannot categorically
exclude that the binding sites exposed upon fixation, at least in part, could represent
intracellular ligands for HRG [3], either proteinase K-resistant or -sensitive.

Instead, we hypothesized that these binding sites for HRG on undifferentiated, fixed
cells may involve heparan sulfate epitopes [6]. To investigate this possibility further, cells
were treated with heparinase before HRG binding. The treatment with heparinase changed
the dissociation curve to a 1:2 interaction mode [26]. The affinities for the two categories
of HRG binding to heparinase-treated undifferentiated cells were 88 nM and 0.84 μM,
respectively (Figure 4E). Heparinase-digestion of differentiated U937 cells on the other
hand revelated affinities for HRG of 0.03 nM and 0.4 μM, respectively (Figure 4F). We
suggest that this non-heparan sulfate-dependent, high-affinity binding of HRG to fixed,
differentiated cells may represent binding to a molecular entity responsible for transducing
the biological effects of HRG, such as increased phagocytosis.
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Figure 4. Affinity of HRG for binding to fixed U937 cells. (A) Sensorgram showing frequency
response to inactive HRG over vitD3 differentiated, fixed U937 cells. (B) Sensorgram showing
frequency response to four concentrations (125 nM, 250 nM, 500 nM, 1 μM) of STC2 over fixed,
undifferentiated (dashed lines) and vitD3 differentiated (straight lines) U937 cells. The mean of
two injections is shown. (C,D) Sensorgram and kinetic analysis show the binding of HRG at three
concentrations (25, 50 and 100 nM) to undifferentiated (C) or vitD3 differentiated (D), fixed U937
cells. Black lines: experimental curves. Red lines: fitted curves of the 1:1 interaction model. For
representative sensorgrams shown, three injections per concentration, three independent experiments.
(E,F) Sensorgram and kinetic analysis showing frequency response to three concentrations of HRG (25,
50 and 100 nM) to fixed, undifferentiated (E) or vitD3 differentiated (F) U937 cells after treatment with
heparinase. Black lines: experimental curves. Red lines: fitted curves of 1:2 interaction model. For
representative sensorgrams shown, three injections per concentration, three independent experiments.

4. Discussion

This study aimed to understand the binding properties of the soluble plasma proteins
HRG and STC2, motivated by their induction of gene regulatory programs that steer the
phenotype of the monocyte/macrophage towards pro- or anti-inflammatory activities. We
have previously shown that HRG, either administered as a recombinant protein, overex-
pressed by tumor cells, or delivered through adenovirus-mediated gene therapy, polarizes
monocytes/macrophages to an anti-tumor immune profile, allowing for the recruitment of
cytotoxic T cells to the tumor [1,16,24]. The effect of HRG is accompanied by tumor vessel
normalization and suppressed tumor growth [1,27]. In a screen to identify HRG binding
partners on the surface of monocytes mediating HRG’s gene regulatory effects, STC2 was
identified and shown to have broad effects on inflammatory gene regulation [16]. Here, we
asked whether HRG and STC2 bind to a common cell surface molecule (“receptor”) to steer
monocyte gene regulation in a concerted action, based on the characteristics of binding to
U937 monocytic cells.

To explore the binding properties of HRG and STC2, we employed a QCM biosensor
methodology using unmodified, label-free proteins. This is important as modifications such
as fluorescent peptide linkers or fusion partners, e.g., green fluorescent protein, can affect
the folding of the modified protein and cause unnatural protein interactions. Moreover,
radioactive labelling of proteins to determine protein interactions can harm the protein
through the harsh methods used to introduce the label. In QCM, a thin quartz crystal disk
is sandwiched between two electrodes. Changes in mass, e.g., upon binding of HRG to
the surface of immobilized cells, results in a mechanical deformation of the disk, which
mediates a frequency change in the quartz crystal that is proportional to the change in mass,
which allows for calculations of affinity [28,29]. The technology also allows for real-time
tracking of the kinetics of the interaction. However, the application of live cells, in particular
the issues with non-adherent cells undergoing a differentiation process, are not trivial for
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QCM analyses. The cells need to remain on the grid, unaffected by the flow of the medium
and pursue the differentiation program. By measuring CD14 expression, we could show
that the U937 cells on the grid indeed could be induced by vitD3 to differentiate towards
the monocyte lineage. However, as live cells may react to the binding component, in this
case, HRG and STC2, kinetic measurements may represent both interaction properties
and interaction-induced cell surface modifications. We, therefore, analyzed the binding
of HRG and STC2 also to fixed cells. The utilization of fixed cells allowed for repeated
measurements and different concentrations of analyte on the same cell surfaces. This
increases reproducibility and leads to more robust data. However, fixation may interfere
with protein–protein interactions and affect binding. The formaldehyde fixation utilized
here is a preferred fixative for preserved immunoreactivity [30]. Unexpectedly, upon
fixation of the cells, STC2 failed to bind to cells irrespective of the differentiation stage,
while HRG bound to fixed cells both with and without vitD3 treatment (Figure 4). We
therefore suggest that STC2 and HRG bind to distinct molecular entities on the U937 cells,
and that the STC2 interactive surface was denatured upon fixation, however, definite proof
for this assumption requires identification of the binding surfaces for HRG and STC2.

The binding of HRG to undifferentiated, fixed U937 cells may be due to fixation-
induced exposure of heparan sulfate. HRG is known to bind with heparan sulfate in a
Zn2+-dependent manner, and this interaction is required for the anti-angiogenic effects of
HRG [6]. We addressed the role of heparan sulfate by incubating cells with heparinase.
Although incomplete, as revealed by the remaining binding of HRG to undifferentiated
U937 cells, the digestion resulted in a change of the interaction mode from a 1:1 model with
linear dissociation curves to a 1:2 model. This change supports the hypothesis that HRG
binds to two classes of binding epitopes with different affinities—a lower affinity heparan
sulfate-dependent binding and a higher affinity binding epitope that we hypothesize
may represent the signal transducing cell surface expressed receptor mediating the gene
regulatory effects of HRG. Further studies include determining whether the interaction
between STC2 and HRG is Zn2+-dependent, to identify, in each protein, the minimal
binding stretch for their interaction and ultimately, to identify the cell surface expressed
binding proteins/receptors for HRG and STC2.

5. Conclusions

The main findings from this study are (1) HRG and STC2 promote distinct U937
differentiation programs as STC2 suppressed the HRG-induced increase in phagocytosis.
Moreover, (2) HRG and STC2 bind to each other with nanomolar affinity, and the interaction
is stable, as evidenced by the relatively slow dissociation rate. Both proteins also (3) bind to
differentiated, live U937 cells with μM affinities, i.e., to cells that, in response to vitD3, have
initiated a gene regulatory program similar to that accompanying monocyte differentiation
marked by the expression of CD14 [31]. It is possible that the binding of both HRG
and STC2 to live cells is, in part, heparan sulfate-dependent and that differentiation is
required to induce expression of a particular category of heparan sulfated proteoglycans.
Finally, (4) while STC2 fails to bind to fixed U937 cells, the high-affinity binding of HRG
to heparinase-treated fixed cells may represent the interaction with a specific cell surface
receptor mediating the biological effects of HRG. These results indicate that STC2 and HRG
interact with distinct rather than shared cell surface binding epitopes.

Supplementary Materials: The following supporting information can be downloaded at: https:
//www.mdpi.com/article/10.3390/cells11172684/s1, Figure S1: Uncropped blots corresponding to
Figure 1A. Uncropped immunoblots for HRG (top panel), STC2 (short exposure; middle panel) and
STC2 (long exposure, lower panel) were used to compose Figure 1A. Box 1, Box 2, Box 3 and Box 4 in
the three blots correspond to parts in the composite in Figure 1A as follows: Box 1; upper left part
of the composite, box 2; upper right, box 3; lower left, and box 4; lower right part of the composite,
respectively. Migration positions for HRG, STC2 and IgG heavy and light chains are indicated.
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Abstract: Chronic infection by high-risk human papillomaviruses (HPV) and chronic inflammation
are factors associated with the onset and progression of several neoplasias, including cervical cancer.
Oncogenic proteins E5, E6, and E7 from HPV are the main drivers of cervical carcinogenesis. In the
present article, we review the general mechanisms of HPV-driven cervical carcinogenesis, as well as
the involvement of cyclooxygenase-2 (COX-2)/prostaglandin E2 (PGE2) and downstream effectors
in this pathology. We also review the evidence on the crosstalk between chronic HPV infection and
PGE2 signaling, leading to immune response weakening and cervical cancer development. Finally,
the last section updates the current therapeutic and preventive options targeting PGE2-derived
inflammation and HPV infection in cervical cancer. These treatments include nonsteroidal anti-
inflammatory drugs, prophylactic and therapeutical vaccines, immunomodulators, antivirals, and
nanotechnology. Inflammatory signaling pathways are closely related to the carcinogenic nature of
the virus, highlighting inflammation as a co-factor for HPV-dependent carcinogenesis. Therefore,
blocking inflammatory signaling pathways, modulating immune response against HPV, and targeting
the virus represent excellent options for anti-tumoral therapies in cervical cancer.

Keywords: cervical cancer; human papillomavirus; chronic inflammation; oncogenic proteins;
cyclooxygenase-2; prostaglandin E2; cervical cancer treatment

1. Introduction

Cancer encompasses a group of complex diseases characterized by uncontrolled
growth, evasion of anti-growth signaling, resistance to cell death, and colonization of
distant niches by malignant cells. Cancer develops by a progressive multistep process from
normal diploid cells, which are spontaneously or carcinogen-transformed to cancer cells.
These initial cancer cells without a distinctive phenotype progressively evolve towards
a malignant phenotype by the driving force of DNA alterations or genetic instability [1].
Several factors are involved in the origin of cancer including chemical carcinogenesis,
radiation, air pollution, nutritional factors, and viral infection, among others. In this
regard, infections by a virus such as Epstein–Barr, human herpesvirus 8, hepatitis B and
C viruses, human T-lymphotropic virus type 1 and Merkel cell polyomavirus are linked
to Hodgkin lymphoma and Burkitt lymphoma, Kaposi’s sarcoma, liver cancer, adult T-
cell leukemia/lymphoma, and Merkel cell carcinoma, respectively [2]. Among causative
viruses of cancer, human papillomaviruses (HPVs) are associated mainly with cervical
cancer but also with neoplasias of the vulva, vagina, penis, anus, and oropharynx [2].

On the other hand, prostaglandin E2 (PGE2) is a lipid mediator of inflammation, which
is one of the hallmarks of cancer [3]. Chronic inflammation promotes tumor development
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by enhancing survival, proliferation, and spreading of transformed cells while promoting
tumor angiogenesis and evasion of tumor immune surveillance [3]. PGE2 bioavailability
and signaling are highly regulated processes, and disruption of this regulatory axis is
related to various human cancers, including cervical cancer [4]. This review is focused
on the molecular mechanisms of carcinogenesis driven by HPVs and the participation of
PGE2 signaling in cancer progression. Crosstalk between HPV infection and PGE2 is also
addressed in this review. Finally, therapeutic options in cervical cancer based on HPV and
PGE2 signaling are presented.

2. Cervical Cancer and Human Papillomavirus

Cervical cancer is by far the most clinically relevant HPV-related disease. In 2020,
more than 600,000 women were diagnosed with cervical cancer worldwide, and about
342,000 women died. Accordingly, cervical cancer is the fourth most prevalent cancer
among women globally, ranking after breast, colorectal, and lung cancer [5]. Although
cervical cancer is still a disease with high mortality rates in developing countries, in high-
income countries this type of cancer is one of the most preventable neoplasias, due to
cytological screening of the cervix and prophylactic vaccination against HPV.

2.1. The Human Papillomavirus Life Cycle

HPVs are DNA viruses that probably represent the most prevalent sexually transmitted
infection in both women and men worldwide. Based on their DNA sequence, more than
200 types of HPVs have been described; however, only a few HPV types are associated with
health problems. HPVs are considered cutaneous or mucosal types according to their ability
to infect epithelial cells of the skin or the inner lining of tissues. The last group of HPVs is
important for cancer biology because they infect the lining of the mouth, respiratory tract,
and anogenital epithelium. At least 20 HPVs are associated with lesions of the anogenital
tract, which are further categorized as low-risk HPV (LR-HPVs types 6, 11, 42, 43 and 44,
which cause benign warts) and high-risk HPVs (HR-HPVs types 16, 18, 31, 33, 34, 35, 39,
45, 51, 52, 56, 58, 59, 66, 68 and 70), which are associated with premalignant squamous
lesions that are precursors of cancer [6]. HR-HPVs are detected in about 99% of cervical
malignant lesions, HPV16 and HPV18 being responsible for at least 70% of all of them.
Infection with an HR-HPV is necessary but not sufficient to cause cervical cancer because
most HPV infections are efficiently cleared by the immune system without clinical disease.

HPVs are small non-enveloped double-stranded circular DNA viruses, in which only
one of the DNA strands is transcribed. HPV DNA comprises approximately 8 kb organized
into three functional regions: the early region encoding the non-structural proteins E1, E2,
E4, E5, E6, and E7 that regulate viral gene expression and some of them, such as E1 and
E2, also participate in DNA replication; the late region that encodes the structural proteins
L1 and L2, needed for the viral capsid, and a long control region (LCR) that contains the
regulatory sequences required for replication and transcription, namely, the origin of viral
replication and the early promoter [7].

Although HPV replication requires E1 and E2 proteins, the participation of host
proteins in this process are also required. HPVs infect only human epithelial cells, mainly
keratinocytes. Cells located in the basal layer of the mucosa are the only cell type with the
ability to divide and proliferate. This reservoir of basal cells is replenished by symmetric
cell division of basal cells. However, asymmetric division of these cells generates two cells,
one of them is used to renovate the basal cell population while the other one leaves the
lower layer. Basal cells selected for terminal differentiation exit the cell cycle and stop DNA
replication after they move out from the basal layer to the suprabasal layers. During this
upward journey, cells acquire specialized properties and die when they arrive at the skin
surface [8].

The HPV life cycle is closely linked with this renewal process occurring in the stratified
squamous epithelium of the cervix. Because HPV infection is sexually transmitted, the
viruses present in the anogenital region of HPV-infected men (mainly in the corona sulcus,
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glans, foreskin, and scrotum) are introduced in the inner female genital tract during sexual
intercourse. HPVs gain access to the deepest layer via microabrasions or via hair follicles,
finally reaching the single layer of epithelial cells located in the squamocolumnar junction
between the endocervix and ectocervix. There, basal cells are infected by HPVs through the
interaction of L1 capsid protein with heparan sulfate-containing proteoglycans which are
thought to be the main HPV receptor [9]. In addition, keratinocyte-secreted laminin 5 [10]
and cell adhesion α-6-integrin [11] also function as cellular co-receptors for HPVs. After
specific binding on the keratinocyte cell surface, viral particles are slowly internalized by an
actin cytoskeleton-dependent endocytic mechanism [12]. Inside basal cells, HPV capsid is
disassembled, the viral genome is coated with L2 protein, packed inside transport vesicles,
and delivered into the nucleus, whose envelope breaks down in early mitosis [13]. Like
other DNA viruses, after mitosis and subsequent reformation of the nuclear membrane,
the HPV genome-L2 protein complex harbored into the transport vesicles interact with
promyelocytic leukemia nuclear bodies (also known as promyelocytic oncogenic domains),
where transcription and replication take place [14,15].

In the initial phase of HPV replication, the viral genome in the form of episomes is
maintained at a low copy number in infected basal cells [16]. HPV DNA replication requires
the cooperation between the host DNA replication machinery and viral early proteins E1
and E2. HPV DNA replication starts with the binding of transcription factor E2 to specific
sites located on LCR DNA, which results in the recruitment of E1 DNA helicase to the viral
origin of replication, allowing the assembly of the DNA replication complex [17]. Initial
infection with HPV is characterized by a low copy number of HPVs genomes (50–100 viral
DNA copies per cell). An HPV persistent infection requires the production of a constant
number of viral DNA in the nuclei of undifferentiated host cells during the cell cycle.

When HPV-infected basal cells move towards the epithelium surface, high levels of
the HPV genome are synthesized, leading to the generation of progeny virions, which are
sloughed from infected epithelia in the form of virion-laden squames. However, the HPV
genome is often integrated into the host DNA in premalignant and malignant lesions of
the cervix. HPV DNA integration represents a dead-end for the viral life cycle because
infectious particles are no longer produced [6].

How does HPV maintain active DNA replication in arrested cell-cycle cells? HPVs
have evolved successful strategies to actively replicate in infected growth-arrested host
cells that are efficiently evading apoptotic signals. Among them, early proteins E5, E6,
and E7 combined function are critical drivers of persistent viral infection and cellular
transformation [18].

2.2. Mechanisms Underlying HPV-Driven Carcinogenesis

Unlike HPV E6 and E7 oncoproteins, little is known of the role of the E5 in the malig-
nant transformation of the cervical epithelium. E5 is a multifunctional small hydrophobic
polypeptide that is encoded by LR- and HR-HPVs and participates in key carcinogenesis
points. Table 1 summarizes the role of high-risk HPV E5 on transformation, tumorige-
nesis, apoptosis, and immune modulation in cervical cancer. As noted, E5 oncoprotein
contributes to cellular transformation driven by HPVs during the early stages of cervical
carcinogenesis [19]. HPV DNA integration into the host’s genome correlates with the loss
of E2, E5, and increased expression of E6 and E7 oncoproteins [19].
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Table 1. Summary of cancer-related processes triggered by high-risk HPV E5.

Process References

HPV16 E5 triggers malignant transformation of murine keratinocytes [20]

HPV16 E5 leads to cell growth in low serum and anchorage-independent growth of murine fibroblasts [21]

HPV16 E5 stimulates the transforming activity of the epidermal growth factor receptor and lengthens receptor
action by delaying its degradation [22,23]

HPV16 E5 gene cooperates with E7 to stimulate cell proliferation and increases viral gene expression [24]

HPV16 E5 enhances endothelin-1-induced keratinocyte growth [25]

HPV16 E5 inhibits endocytic trafficking [26]

HPV16 E5 impairs apoptosis in the early stages of viral infection in human keratinocytes [27]

HPV16 E5 protects human foreskin keratinocytes from UV radiation-induced apoptosis [28]

HPV16 E5 down-regulates surface HLA class I allowing persistent infection by avoiding host immune clearance [29]

EGFR cooperates with HPV16 E5 to induce hyperplasia in mice [30]

HPV16 E5 up-regulates COX-2 by a mechanism dependent on NF-kB and AP1 [31]

HPV16 E5 increases PTGER4 receptor for PGE2 in cervical cancer cells [32]

HPV16 E5 represses the expression of stress pathway genes -XBP-1 and COX-2 in genital keratinocytes [33]

HPV16 E5 synergizes EGFR signaling to enhance cell cycle progression and down-regulation of p27 [34]

HPV16 E5 inhibits apoptosis by proteasome-dependent degradation of Bax in human cervical cancer cells [35]

Expression of HPV16 E5 produces enlarged nuclei and polyploidy in human keratinocytes [36]

HPV16 E5 modulates the expression of host microRNAs miR-146a, miR-203, and miR-324-5p, and their target genes [37]

HPV16 E5 induces switching from FGFR2b to FGFR2c and epithelial–mesenchymal transition [38]

HPV18 E5 supports cell cycle progression and impairs epithelial differentiation by modulating EGFR signaling [39]

HPV16 E5 increases MET, a growth factor receptor critical for tumor progression in human keratinocytes [40]

HPV18 E5 cooperates with E6 and E7 in promoting cell invasion and in modulating the cellular redox state [41]

Both HR-HPV E6 and E7 are small proteins that cooperate together to keep HPV DNA
replication and prevent apoptosis while inducing genome instability and immortalization
of HPV-infected cells [7].

Transforming properties of HR-HPV E6 are closely linked to P53 activity, a tumor
suppressor gene mutated in nearly half of human cancers [42]. P53 suppresses tumor
development mainly by blocking the cellular proliferation of cells carrying damaged DNA
and by induction of apoptosis in cancer cells. When DNA is damaged in proliferating cells,
DNA repair is an essential process that prevents carcinogenesis. The lack of efficient DNA
repair triggered by P53 and the suppression of apoptosis in HPV-infected cells are largely
the main mechanisms of cellular transformation mediated by E6, resulting in damaged
DNA accumulation and genomic instability [43].

Normal cells maintain very low levels of P53 protein through proteasomal degrada-
tion mainly by the action of E3 ligase murine double minute 2 (MDM2) [44] (Figure 1a).
However, in response to genotoxic stress, several stimuli converge in the inhibition of
MDM2, resulting in P53 accumulation in the nucleus. Activated P53, by both acetylation
and phosphorylation, homotetramerizes and acts as a transcription factor that regulates
genes involved in cell death, DNA repair, and cell cycle arrest, among others (Figure 1b).
Hence, activation of the P53 pathway induces cell-cycle arrest at the G1 phase to provide
an opportunity for cells to repair damaged DNA; however, when extensive DNA damage
is detected, P53 activates apoptosis. HPV-infected cells cannot activate these anti-stress
cellular processes because P53 protein levels are always insufficient (Figure 1c). HPV
E6 binds to ubiquitin ligase E6-associated protein (E6AP), and this complex recruits P53,
stimulating its ubiquitinylation and further degradation in the proteasome [45]. The P53
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proteasomal degradation is not the only mechanism by which E6 abrogates P53 function.
It was described that E6 reduces P53 transcriptional activity by targeting the coactivator
CBP/p300 [46]. Thus, the presence of E6 on promoter regions switches CBP/p300 complex
from an activating mode to a repressing state, leading to inhibition of P53-dependent
transactivation [47]. Interestingly, in cells infected with types 5 and 8 HPV E6, the P53-
and p300-dependent gene Ataxia Telangiectasia and Rad3-related (ATR), encoding for
a phosphatidylinositol 3-kinase critical for the repair of UV-damaged DNA, is down-
regulated [48].

Figure 1. Role of P53 on normal cell physiology and during high-risk HPV infection. (a) In the absence
of stressors, the coordinated action of MDM2 and proteasome maintain very low P53 bioavailability.
(b) Stressor factors such as nutrient deprivation, genotoxic damage, and abnormal expression of
oncogenes inhibit MDM2 activity while other cellular factors stabilize P53 by post-translational
modification such as phosphorylation and acetylation. Acting as a homotetramer, P53 activates genes
favoring DNA repair, apoptosis, and cell cycle arrest, among other processes involved in tumor
development prevention. (c) Epithelial cells infected with HPV produce high levels of E6 oncogene,
which binds E6AP. The complex E6AP-E6 targets P53 for degradation in the proteasome. Using
this mechanism, E6 suppresses the protective response initiated by P53 against HPV infection. ub,
ubiquitin; P, phosphorylation; Ac, acetylation.

Given the potential association of types 5 and 8 HPVs with non-melanoma skin
cancer [49], it seems that E6 enhances the carcinogenic potential of UV radiation by down-
regulation of both P300 and ATR and the concomitant accumulation of thymine dimers
increasing DNA mutation rates.

HPV E6 is also required to extend the life span indefinitely in infected keratinocytes.
Immortalization properties of E6 are achieved by a range of cellular proteins. Both abroga-
tion of the retinoblastoma protein (pRB) pathway and overexpression of telomerase reverse
transcriptase (TERT) are the drivers for the immortalization of normal keratinocytes [50].
It was described in cervical cells that the TERT promoter is activated by E6 from onco-
genic HPVs [51], contributing in this way to the increase in TERT’s activity, needed for
cervical carcinogenesis [52,53]. Another critical oncogene involved in the malignant trans-
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formation of the cervical epithelium is E7. This oncoprotein is an essential regulator of
host transcription leading to cell cycle deregulation and immune evasion. E7 effects on
host gene expression patterns are mediated by its interaction with several components
of transcription and chromatin remodeling complexes, which are summarized in Table 2.
Through these interactions, E7 exerts a broad impact on the host gene expression programs.
Of particular importance is the interaction between E7 with members of the pRB family.
pRB tumor suppressor is considered a key regulator of cellular processes such as cell cycle
progression and apoptosis [54]. E7 targets pRB for proteasomal degradation [55], releasing
the transcription factor E2F, which in turn activates genes needed for cell cycle progression
into S-phase [56].

Table 2. Some interaction partners of high-risk HPV E7 oncoprotein.

Protein Name
(Symbol, Common Name)

Consequence of Interaction with E7 Reference

Cyclin-dependent kinase inhibitor 1B
(CDKN1B, p27)

A cyclin-dependent kinase inhibitor. Inactivation of p27 by E7
promotes cell cycle S phase entry [57]

Cyclin E1 (CCNE1, cyclin E)
A modulator of the cell cycle that functions as a regulatory subunit of
CDK2. Enhanced kinase activity mediated by E7 interaction favors

cell cycle G1/S transition
[58]

Cyclin-dependent kinase inhibitor 1A
(CDKN1A, p21)

Another cyclin-dependent kinase inhibitor. E7 interaction with p21
promotes pRB phosphorylation by activated CDK2-cyclin A, enabling

cell cycle progression
[59]

TATA-box binding protein (TBP, TFIID) A critical factor in transcription initiation. Interaction between E7 and
TBP participates in the transformation of epithelial cells [60]

Proteasome 26S subunit, ATPase 4 (PSMC4,
S4 subunit of the 26S proteasome)

An ATPase essential for protein turnover by the 26S proteasome.
Upon interaction with E7, this protein might participate in pRB

degradation by 26S proteasome favoring in this way the cell
cycle progression

[61]

Retinoblastoma (pRB)
RB transcriptional corepressor like 1

(RBL1, p107)
RB transcriptional corepressor like 2

(RBL2, p130)

Hypophosphorylated pRB, p107, and p130 tumor suppressors inhibit
E2F-mediated transcription initiation. Interaction of these proteins
with E7 alleviates transcriptional inhibition promoting premature

entry into the S-phase of the cell cycle

[62]

Fork head box M1 (FOXM1, fork head
domain transcription factor MPP2)

A transcription factor involved in cell proliferation regulation. E7
enhances the transactivation and transformation properties of matrix

metallopeptidase (MMP)-2
[63]

POU class 5 homeobox 1 (POU5F1, OCT4)
OCT4 is a transcription factor essential for stem cell pluripotency and

embryonic development. E7 expression in differentiated cells
stimulates OCT4 activity

[64]

Interferon regulatory factor 1 (IRF1, IRF-1)
A tumor suppressor gene with transcriptional regulation activity

involved in immune responses. E7 direct inactivation of IRF1
promotes immune evasion of HPV in cancer

[65]

E1A binding protein P300 (EP300,
Transcriptional coactivator P300)

A general transcriptional coactivator. By binding to P300, E7
impaired transcriptional regulation [66]

Lysine acetyltransferase 2B (KAT2B, PCAF) Another general transcriptional coactivator. E7 interaction reduces
acetyltransferase activity impairing transcriptional regulation [67]

Cyclin A2 (CCNA2, cyclin A)
A critical cell cycle regulator whose function activates

cyclin-dependent kinase 2 (CDK2). E7 promotes cell cycle transition
through G1/S and G2/M by activation of CDK2/cyclin A

[68]
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Table 2. Cont.

Protein Name
(Symbol, Common Name)

Consequence of Interaction with E7 Reference

E2F transcription factor 6 (E2F6,
transcription factor E2F6)

E2F6 is a transcription factor that negatively regulates transcription.
Interaction between E2F6 and E7 abrogates inhibitory action of E2F6,

which extends the S-phase
[69]

Rho GTPase activating protein 35
(ARHGAP35, p190RhoGAP)

A GTPase activating protein for RhoA. Binding of E7 alters actin
cytoskeleton dynamics and cell migration [70]

This mechanism and those summarized in Table 2 are responsible for the immortaliza-
tion of HPV-infected cells and the induction of tumorigenesis.

Thus, early proteins E5, E6, and E7 encoded by HPVs play a pivotal role in the HPV
life cycle and are required for the malignant transformation of the cervical epithelium
by increasing host genomic instability and by blocking pivotal cell cycle checkpoints [18].
Other HPV proteins have a small contribution to cervical transformation. For instance,
HPV16 E4 collapse the epithelial cell intermediate filament network in human keratinocytes
by specific interaction with cytokeratins [71]. The cumulative sum of cellular alterations
driven by HPV products leads to the onset of precancerous squamous lesions in the
cervical tissue known as low-grade squamous intraepithelial lesions [LSIL, or cervical
intraepithelial neoplasia grade I (CIN-I)], which can progress to high-grade squamous
intraepithelial lesions [HSIL, a histological stage that encompasses the former entities CIN-
2, CIN-3, moderate and severe dysplasia] and finally invasive squamous cell carcinoma [72].
Although the oncogenic role of HPV is well established, only a small number of HPV-
infected women develop cervical cancer. Other cancer risk factors that promote persistent
chronic HPV infection are cigarette smoking [73] and alcohol consumption [74]. Another
cofactor for cancer development is chronic inflammation caused by HPV [75]. Chronic
inflammation is considered a hallmark of human cancer, and proinflammatory factors are
involved in cancer development [76].

3. Role of the Axis Cyclooxygenases/PGE2 and Its Receptors in Normal Physiology
and Cancer

PGE2 exerts diverse physiologic and pathologic effects [77,78], regulating cellular
processes in the immune [79], renal [80], cardiovascular [81], gastrointestinal [82,83], respi-
ratory [84], and reproductive systems [85,86]. Additionally, PGE2 evokes important actions
in bone metabolism [87], hematopoiesis [88], and is a crucial mediator of inflammation,
fever, and pain [89–92].

3.1. PGE2 Biosynthesis and Metabolism

The prostaglandins (PGs) D2, E2, F2α, and I2 are eicosanoids that belong to the
prostanoid family, which also includes thromboxanes (TXs) and prostacyclins. The basic
chemical structure of prostanoids is a prostanoic acid with a cyclopentane ring and two
carbon chains. The precursor molecule for these lipid mediators is arachidonic acid (AA),
an essential polyunsaturated fatty acid that is stored in membrane phospholipids and
released by the action of phospholipase A2 (PLA2) (Figure 2) [93–95]. Several signals
activate PLA2, including phosphorylation by mitogen-activated protein kinase and an
increase in intracellular calcium [96].

AA is afterward bis-dioxygenated by cyclooxygenase (COX) enzymes COX-1 and COX-
2 (officially named prostaglandin endoperoxide synthases 1 and 2, respectively) to generate
hydroperoxy endoperoxide PGG2, which is then reduced to the intermediate prostaglandin
H2 (PGH2). COX-1 is constitutively expressed in most tissues and is responsible for
the production of ‘housekeeping’ PGs that control a wide range of physiological effects,
including maintaining homeostasis and gastrointestinal protection. On the other hand,
COX-2 isoform expression is inducible at sites of inflammation and vascular trauma by
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a range of pro-inflammatory stimuli such as cytokines, growth factors, and ulcerogenic
stimuli but particularly during infection and inflammation [97]. However, the COX-2
constitutive expression was also reported in selected organs in the absence of inflammation
in the kidneys, gastrointestinal tract, and brain [98]. COX-2 expression is regulated mainly
at the transcriptional level by inflammatory agents, cytokines, and growth factors [93].

Figure 2. PGE2 biosynthesis. Arachidonic acid (AA) is released from membrane phospholipids
by cytoplasmic phospholipase A2 (PLA2). The cyclooxygenase (COX) enzymes COX-1 and COX-2
convert AA to prostaglandin G2 (PGG2) and then prostaglandin H2 (PGH2). Subsequently, the
enzyme PGE2 synthase (PGES) converts PGH2 to prostaglandin E2 (PGE2).

Several specific isomerases and oxidoreductases convert PGH2 to the different types
of PGs, such as PGE2, PGD2, PGI2, PGF2α, and TXA2 [93–95]. Biosynthesis of these metabo-
lites depends on the tissue type and stimulus; specifically, PGE2, which is the most widely
produced prostanoid in the body, is synthesized by PGE2 synthases (PGES) in a broad range
of cell types [99]. After its synthesis, PGE2 is transported into the extracellular microenviron-
ment by multidrug resistance-associated protein 4 [100,101]. PGE2 is metabolized mainly
by nicotinamide adenine dinucleotide (NAD+)-dependent 15-hydroxyprostaglandin dehy-
drogenase to generate 15-keto-prostaglandin E2, which has significantly lower biological
activity [102].
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3.2. PGE2 Receptors

PGE2 performs its biological functions via interaction with four prostaglandin E re-
ceptor subtypes (PTGER1-4, also known as EP1-4) [103,104]. These receptors share around
30% sequence identity and belong to the G-protein-coupled, rhodopsin-type receptor
superfamily [104]. PTGER1, PTGER2, PTGER3, and PTGER4 are located on human chro-
mosomes 19, 14, 1, and 5, respectively [105–107]. The human PTGERs genes encode proteins
of 402, 358, 390, and 488 amino acids with molecular masses of 42, 53, 43, and 53 kDa,
respectively. PGE2 binds PTGER1, PTGER2, PTGER3, and PTGER4 with Kd values of 21,
40, 3, and 11 nM, respectively [104]. All of them exhibit differences in tissue distribution,
signal transduction, and expression regulation [104,108]. PGE2 also has an affinity for other
prostanoid receptors, such as the PGD2 DP1 receptor, and the PGF2α FP receptor [109].

Upon being activated by PGE2, PTGER1 couples with G proteins and the Gαq subunit
promotes the activation of phospholipase C (PLC), which hydrolyzes phosphatidylinositol
4,5-bisphosphate (PIP2) to diacylglycerol (DAG) and inositol 1,4,5-trisphosphate (IP3),
leading to intracellular calcium mobilization and activation of protein kinase C (PKC)
(Figure 3). Additionally, PKC activation induces desensitization of PTGER1, being PKC
an important feedback regulator of the signal transduction of PTGER1 [110]. The PTGER1
activation also increases intracellular calcium mainly due to extracellular calcium influx
through a pathway independent of PLC activation [110]. Both PTGER2 and PTGER4
are coupled to Gαs proteins to activate the adenylate cyclase (AC) enzyme increasing
intracellular cyclic adenosine monophosphate (cAMP) levels (Figure 3) [103,104,111].

Figure 3. PGE2 activates four receptors, PTGER1-4. Prostaglandin E2 (PGE2) binds to G protein-
coupled receptors identified as PTGER1-4. The binding of PGE2 to PTGER1 causes the exchange of
guanosine diphosphate (GDP) for guanosine triphosphate (GTP) in the Gαq subunit allowing its
dissociation from the βγ complex. The α subunit moves to phospholipase C (PLC) and activates
it. This enzyme catalyzes the cleavage of the membrane phospholipid phosphatidylinositol 4,5-
bisphosphate (PIP2) to produce two intracellular second messenger diacylglycerol (DAG) and inositol
1,4,5-trisphosphate (IP3). IP3 binds to specific calcium (Ca2+) channels releasing Ca2+ into the
cytosol. Both IP3 and DAG contribute to activating protein kinase C (PKC). Regarding PTGER2
and PTGER4, the activation of adenylate cyclase (AC) by Gαs causes an increase in the intracellular
cyclic adenosine monophosphate (cAMP) concentration formed from adenosine triphosphate (ATP).
In contrast, the binding of PGE2 to PTGER3 causes inhibition of the activity of AC, resulting in
diminished production of cAMP through the Gαi subunit. The activation of PTGER receptors
regulates many cellular processes.
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Even though fewer intracellular cAMP formation has been reported in cells expressing
PTGER4 than in those expressing PTGER2 [112], the desensitization and internalization of
PGE2-PTGER4 are faster than PGE2-PTGER2 [113].

PTGER2 and PTGER4 activate multiple signaling pathways; PTGER2, besides causing
AMP production and protein kinase A (PKA) activation, increases the epidermal growth
factor receptor (EGFR) and Src through its association with β-arrestin1, this leading to the
subsequent activation of H-Ras/extracellular signal-regulated kinases (ERK), and phos-
phatidylinositol 3 kinase (PI3K)/protein kinase B (AKT) [114]. PTGER4 also activates PI3K,
causing ERK phosphorylation [115]. PTGER2 is implicated in beneficial and adverse roles
in the central nervous system, female reproduction, vascular hypertension, tumorigenesis,
and peripheral diseases [116,117]. PTGER4 activation is associated with ductus arteriosus
closure and inflammation-associated bone resorption [117].

PTGER3 activation induces its coupling to Gαi proteins, which inhibit AC decreasing
intracellular cAMP concentration [103,104,111] (Figure 3). However, the splicing variants
of the PTGER3 are coupled to different signaling pathways that act to both increase or
decrease cAMP levels [104]. PTGER3 plays a crucial role in several biological events, such
as fever, gastric mucosal protection, pain hypersensitivity, kidney function, and anti-allergic
response [117]. Interestingly, PTGER3 expression is associated as a prognostic marker for
cervical cancer [118].

3.3. Role of the COXs/PGE2/PTGERs Axis in Human Cancer

The axis COX-2/PGE2/PTGERs is involved in cancer progression through multiple
pathways that regulate fundamental oncogenic process as cell proliferation, metastasis,
angiogenesis, immune evasion, and cell death (Table 3).

Malignancies linked to HPV infection as cervical cancer, present high levels of COX-
1/COX-2 and elevated synthesis of PGE2 [119,120]. In this regard, the incubation of
HeLa cells with seminal plasma, which contains high levels of PGE2, up-regulated COX-2
expression and mRNAs of PTGER1, PTGER2, and PTGER4 [121]. Interestingly, seminal
plasma alters vascular function by enhanced expression of angiogenic chemokines, such
as interleukin (IL)-8, and growth-regulated oncogene alpha by mechanisms dependent on
EGFR/ERK/COX and nuclear factor-kappa B (NF-κB) [122]. PTGER2 expression increases
while PTGER3 expression decreases during cervical neoplasia development [118,123],
suggesting these receptors might be considered as positive and negative prognostic markers
of cervical cancer lesions, respectively. PTGER2 expression is a prognostic factor for the
overall survival in the subgroup of negative PTGER3, and high galectin-3 expressed cervical
cancer patients [124]. PTGER3 signaling promotes the migration of cervical cancer cells
through the modulation of the urokinase-type plasminogen activator receptor [125]. Hence,
the COX-2/PGE2/PTGERs axis plays an important role in the inflammatory environment
seen in cervical cancer development.

Table 3. Participation of COX-2/PGE2/PTGERs axis in human cancer.

Cancer Type COX-2/PGE2/PTGER1-4 Tumorigenic Role Factors and Associated Genes References

Colorectal COX-2/PGE2/PTGER2 Angiogenesis VEGF and Ang-2 [126,127]

Colon COX-2/PGE2/PTGER2 Tumor microenvironment CXCL1, IL6, WNT (2, 2B, 5A),
MMP12 [128]

Gastric
COX-2/PGE2/PTGER4 Tumor microenvironment,

metastasis
ADAM metalloproteases,

EGFR ligands [129]

PTGER2/PTGER4 Cell growth inhibition [130]
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Table 3. Cont.

Cancer Type COX-2/PGE2/PTGER1-4 Tumorigenic Role Factors and Associated Genes References

Cervical

PTGER2 Prognostic marker of disease [123]

COX-2/PGE2/PTGER3 Metastasis uPAR [125]

COX-2/PGE2/PTGER4 Carcinogenesis [32]

Lung

COX-2 Tumor microenvironment and
inflammation Cancer promoting cytokines [131]

COX-2/PGE2/PTGER4 Cell migration [132]

COX-2/PGE2/PTGER1 Cell proliferation and
migration

ERK phosphorylation, β1
integrin activation [133,134]

COX-2/PGE2/PTGER3 Cell migration MMP 2-9 VEGF, TGFβ,
p-Smad 2-3 [135]

Breast

COX-2 Metastasis MMP1 [136]

Chemoresistance MFGE8, KLK5, and KLK7 [137]

PTGER3 Prognostic factor for
progression-free survival [138]

COX-2/PGE2/PTGER2/
PTGER4

Angiogenesis, cell proliferation
and stemness MMP 2-9 [139,140]

Nuclear PTGER1 Good prognosis marker [141]

Bladder COX-2 Stemness Oct3/4, CD44v6 [142]

Vulva COX-2/PGE2/PTGER4 Negative prognostic factor [143]

Bone

COX-2 Cell migration [144]

Cell growth and progression,
poor survival [145]

Liver COX-2 Activation of AKT and mTOR
oncogenic pathways

AKT, TET1, MTOR, LTBP1,
ADCY5 and PRKCZ [146]

Prostate COX-2/PGE2/PTGER4 Cell proliferation and
migration RANKL, RUNX2, MMP 2-9 [147]

Oral squamous
carcinoma COX-2/PGE2 Cell growth inhibition [148]

4. Crosstalk between HPV Infection and PGE2/PTGERs Signaling on Cancer Progression

A long-lasting infection can cause chronic inflammation, while inflammation by itself
is responsible for causing as much as 25% of human cancers [149,150]. HPV may induce
cancer through several mechanisms involving its viral oncoproteins, mainly E5, E6, and
E7. These mechanisms produce a pro-tumorigenic environment that eventually can cause
increased proliferation, inhibition of the host immune response, inactivation of tumor
suppressor genes, mutations/immortalization, and malignant transformation, which are
all considered hallmarks of cancer [151]. Notably, HPV carcinogenic mechanisms crosstalk
with inflammatory pathways, favoring the tumorigenic process. Carcinogenic pathways of
both the virus and inflammation intermingle at different points, involving distinct PGE2
receptors and viral oncoproteins that activate specific signaling pathways, as described in
detail as follows and in Figure 4.
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Figure 4. Crosstalk between HPV infection and PGE2 signaling on cancer progression. Cervical
neoplasia may be promoted by HPV infection or chronic inflammation, processes that greatly in-
teract to fuel tumorigenesis. HPV viral oncoproteins E5, E6 and E7 produce chronic inflammation
by up-regulating COX-2 expression and consequently prostaglandin E2 (PGE2) production. HPV
may also induce other inflammatory mediators such as reactive oxygen and nitrogen species (ROS,
RNS), and PGE2 receptors (PTGER) expression. Likewise, PTGER activation results in increased
expression/release of inflammatory cytokines (ICs) and metalloproteinases, as well as COX-2 activ-
ity/expression. Notably, ROS and RNS may cause DNA damage, facilitating HPV–DNA integration.
Another important oncogenic mechanism in cervical HPV-dependent neoplasia is immune response
evasion. Viral oncoproteins can drive dendritic cells (DCs) and lymphocytes towards a protolero-
genic phenotype, inhibiting the expression of Toll-like receptor 9 (TLR9), down-regulating ICs
such as interferon-gamma (IFNγ) while up-regulating immunosuppressive cytokines, including
interleukin-10 (IL-10) and transforming growth factor beta (TGFβ), allowing HPV to survive. Further-
more, increased inflammatory mediators were associated with the induction of immunosuppressive
myeloid-derived suppressor cells (MDSCs). Finally, known signaling pathways involved in the
crosstalk between HPV infection and inflammation include PI3K/AKT, the epidermal growth fac-
tor receptor (EGFR)/nuclear factor-kappa B (NF-κB), COX-2/PGE2/PTGERs, and the cyclic AMP
(cAMP)/cAMP-response element binding protein (CREB)/cAMP-responsive element (CRE).

4.1. Chronic Inflammation

The knowledge that chronic inflammation can predispose an individual to develop
cancer is now well established. A variety of factors can cause chronic inflammation, in-
cluding bacterial infections, oxidative stress, chemical insults, and viral agents. In the case
of HPV infection of neoplastic cervical epithelial cells, the viral oncoproteins E6 and E7
produce chronic inflammation by up-regulating COX-2 expression, and therefore PGE2
production [152]. The inductive effects of E6 and E7 were shown to be mediated by en-
hanced binding of activator protein-1 to the cAMP-responsive element (CRE) of the COX-2
promoter. E5 also up-regulates COX-2 expression but does so through EGFR/NF-κB sig-
naling [31]. Moreover, the HPV E5 oncoprotein is known to induce the expression of the
PTGER4 subtype in a cAMP-response element binding protein (CREB)/CRE-dependent
pathway, potentiating in this way the proinflammatory activity of HPV [32]. Notably, HPV
infection-dependent inflammation may generate reactive oxygen species (ROS) and nitro-
gen species (RNS), which can contribute to cancer initiation and progression by inducing
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DNA damage. Indeed, it was proposed that ROS and RNS generated by infection-related
inflammatory processes have the potential to create DNA strand breaks, facilitating HPV–
DNA integration, and contributing in this manner to carcinogenesis [153,154]. Therefore,
inflammation and oxidative stress are widely interconnected, being free radicals an active
component of both HPV infection and inflammation processes [149].

On the other hand, in the case of inflammation-induced carcinogenesis, known pro-
inflammatory mediators involved in this process include matrix metallopeptidases (MMPs),
cytokines such as tumor necrosis factor-alpha (TNFα), diverse interleukins, and COX-2.
In particular, proinflammatory cytokines’ constant release activates signaling pathways
that result in the formation of ROS and RNS [154]. Particularly in the setting of gyneco-
logical tumors, the COX-2-PGE2-PTGERs signaling is the central inflammatory pathway
involved in carcinogenesis [155]. In this regard, PTGER2/PTGER4 PGE2 receptors are of
clinical relevance in various tumors because of their involvement in stimulating COX-2
activity and/or expression and, consequently, PGE2 production [119], converging in this
manner with the effects of E6 and E7 oncoproteins. Due to PGE2 being a recognized
inflammatory prostaglandin, its role in maintaining chronic inflammation and creating
an oncogenic environment is at sight. Indeed, inflammation is considered a cofactor in
HPV-associated carcinogenesis [153]. PTGER2/PTGER4 mediate their effects on target cells
via activating AC, increasing cAMP intracellular levels, which in turn activate the PKA
pathway [121,155,156]. However, the PI3K/AKT signaling pathway was also linked to the
PTGER2/PTGER4-triggered COX-2 transcriptional induction after PGE2 stimulation of
cancer cells [157].

4.2. Immune Response Evasion

In cervical cancer, immune evasion is of the greatest importance for HPV to persist
and cause malignant transformation. Viral oncoproteins and inflammation can both cause
a local protolerogenic immune response, converging in the modulation of the activity of
antigen-presenting cells (APCs), such as DCs, which can polarize the immune response.
A tolerogenic immune response may help tumor cells and viral agents escape the immune
system, allowing them to survive and grow [158]. In this regard, E6 and E7 oncogenes
integrated into the host DNA of their target cells produce transcription products that inhibit
TLR9 expression in DCs, causing their impaired differentiation, and consequently, down-
regulation of immune surveillance. These HPV16 oncoproteins induce NF-κB to translocate
into the nucleus, down-regulating TLR9 expression [159]. TLR9 down-regulation by HPV
E7 oncoprotein was also demonstrated in HPV16-positive keratinocytes and cervical cell
lines, through a mechanism that combines epigenetic and transcriptional events [160,161].
TLRs are expressed on both immune and nonimmune cells and are important for host
defense activation because they can sense pathogen-derived products. Specifically, TLR9
is involved in sensing double-stranded DNA, such as that from HPVs. Furthermore,
HPV can inhibit interferon (IFN) synthesis and its antiviral duties through E6 and E7
oncoproteins [162,163].

Notably, E6 was also described to inhibit the migration of DCs by increasing PGE2 in
cervical lesions, which is another interconnecting point between HPV infection and PGE2
signaling [164]. In addition, E5 and E7 may block the activation of T lymphocytes, thus,
helping infected cells expressing these oncoproteins to escape cytotoxic T-lymphocytes
attack [165].

On the other hand, infected cancer cells per se also contribute to polarizing the tumor
immune milieu, as it was found that supernatants from HPV-transformed cell cultures
contained IL-10 and transforming growth factor (TGFβ), both immunosuppressive cy-
tokines, while the analysis of HPV-positive cervical cancer biopsies showed a predominant
immunosuppressive expression profile [158].

In a similar manner, in the case of inflammation, although counterintuitive to the
proinflammatory activity of PGE2, this prostaglandin is known to promote immune toler-
ance through PTGER2 and PTGER3 receptors by inducing secretion of IL-10 in DCs [166].
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Of note, upon PTGER2 and PTGER3 activation, the transcription factor CREB is phos-
phorylated. This suggests that both PTGER2 and PTGER3 induce cAMP mobilization,
even though PTGER3 is typically associated with cAMP inhibition, as depicted in Figure 3.
In addition, PTGER2 and PTGER4 are known to down-regulate the anti-tumor activity
of PTGER-expressing natural killer cells, which are a type of cytotoxic T-lymphocytes
(CTLs), by inhibiting their ability to kill tumor cells, cytokine synthesis, and chemotactic
activity; thus, contributing to the pro-tumorigenic environment [167,168]. High PGE2
levels and other inflammatory mediators were also associated with stimulation of COX-2
expression in monocytes, contributing to the induction and persistence of immunosup-
pressive myeloid-derived suppressor cells (MDSC), which highlights the central role of
COX-2/PGE2 signaling in tumor progression [169]. Indeed, MDSCs comprise a population
of immature myeloid cells involved in suppressing antitumor immunity while stimulating
cancer cell proliferation and tumor metastasis [170]. In particular, PGE2, via PTGER2 and
PTGER4 expressed on MDSCs, inhibits the development of CTLs, impairing T cell func-
tions [171]. As mentioned earlier, PGE2 is able to induce the rapid accumulation of cAMP, a
process coupled with PTGER2/PTGER4 receptors [121]. This is very relevant to explaining
the immunomodulatory effects of PGE2, given the well-known immunosuppressive effects
of cAMP [172].

Considering this all together, it is clear that the COX-2-PGE2-PTGERs axis and cAMP/
CREB signaling improve the oncogenic ability of HPV by promoting chronic inflammation
in cervical cancer. In addition, the immunodepression caused by both HPV infection
and inflammatory response is an additional pro-tumorigenic factor in cervical cancer
progression. Thus, inflammation and immune modulation remain the main targets for
therapies in cervical cancer.

5. Therapeutic Targeting of the COX/PGE2 Axis in Cancer

COX enzymes are the primary target of non-steroidal anti-inflammatory drugs (NSAIDs),
which are widely used to relieve pain, fever, and other inflammatory processes. These drugs
are classified according to their selectivity into non-selective NSAIDS and COX-2-selective
NSAIDs [97].

5.1. The Non-Selective NSAIDS as Antineoplastic Agents in Cervical Cancer

The non-selective NSAIDs inhibit both COX-1 and COX-2 enzymes, and it was demon-
strated that their long-term use may decrease the risk of colorectal, esophageal, breast, lung,
prostate, liver, skin, and cervical cancers [173], which is in accordance to the previously
discussed oncogenic role of inflammation. Regarding cervical cancer, few studies have
reported this relationship, and most of them include the use of aspirin, whose long-term use
is associated with decreased risk of cervical cancer [174]. Indeed, aspirin inhibits cervical
cancer cell proliferation and colony formation in a time- and concentration-dependent
manner, induces apoptosis, alters cell cycle distribution, and inhibits EGFR downstream
cell survival signaling pathways [175–177]. The combined treatment of aspirin with radi-
ation decreases cervical cancer cell proliferation to a greater extent than each condition
alone and induces apoptosis by bcl-2 repression and caspase-3 induction [176]. Ibuprofen
inhibits the growth and induces apoptotic cell death in cervical cancer cells while having
no significant cytotoxicity on non-cancerous cells [175,178]. Meclofenolic acid exhibits
great toxicity in cervical cancer both in vitro and in vivo, showing a significant reduction in
tumor growth and increased survival of tumor-bearing mice. Other non-selective NSAIDs
such as sulindac and indomethacin also inhibit cervical cancer cell proliferation and colony
formation in a time and concentration-dependent manner; while nimesulide shows partial
cytotoxicity [176,179].

5.2. COX-2 Selective NSAIDs as Antineoplastic Agents in Cervical Cancer

In addition to its typical therapeutical effects, some selective COX-2 inhibitors have
chemopreventive and chemotherapeutic effects [180]. The mechanism of action of celecoxib

438



Cells 2022, 11, 2528

to induce apoptosis could be independent of COX-2 inhibition, and rather the apopto-
sis may be due to the activation of caspase-8 and -9 with Bid cleavage and the loss of
mitochondrial membrane potential, using as a possible target NF-κβ [181]. In a pilot
study, it was determined that treating cervical cancer patients with celecoxib (400 mg
twice daily/10 days) decreased the expression of COX-2, Ki-67, PGE2, and microvessel
density in tumor biopsies [182]. Additionally, in a phase II randomized, double-blind
placebo-controlled trial of celecoxib in patients with moderate and severe cervical dyspla-
sia, the most of patients who received celecoxib had a good clinical response compared
to the placebo group [183]. In another clinical trial carried out in patients with CIN-3
lesions and elevated serum vascular endothelial growth factor (VEGF) levels, the treat-
ment with celecoxib showed greater regression than in the placebo group and decreased
expression of COX-2 in cervical biopsies from treated patients was observed [184]. More-
over, the combinatorial effect of celecoxib with chemo- and radiotherapy have resulted
in increased neoplastic cell sensitivity in different kinds of tumors [185,186], including
patients with locally advanced cervical cancer in which the combination was associated
with toxicity [187,188].

5.3. Corticosteroids in Cervical Cancer

Corticosteroids may inhibit the inflammatory process through modulating the tran-
scription of anti-inflammatory and pro-inflammatory genes, including the down-regulation
of COX-2 in monocytes and epithelial cells, so they are used to treat several inflamma-
tory and immune diseases [189]. Taking into account the benefits of corticosteroids as
anti-inflammatory agents in addition to their antiemetic effects, the synthetic corticos-
teroid dexamethasone was used as co-medication with radiotherapy in lymphoma and
solid tumors [190]. Moreover, the corticosteroids protect cardiomyocytes from apoptosis
induced by the cytotoxic doxorubicin, an antineoplastic drug known for its side effect
of inducing cardiomyopathy [191]. While corticosteroids generally support therapy of
lymphoid tumor cells, some studies describe interference of cancer therapy in cell lines of
solid tumors. In this regard, dexamethasone inhibits cisplatin and 5-fluorouracil-induced
apoptosis and promotes the growth of the majority of cells from solid tumors, but not of
lymphoid cells [192]. Additionally, dexamethasone inhibits radiation-induced apoptosis in
cervical carcinoma cell lines, which depends upon increased HPV E6 and E7; in contrast,
the glucocorticoid had no effect on apoptosis of cells that either lack HPV or in which
HPV E6 and E7 transcription is repressed by dexamethasone [193]. Part of the mechanism
involved in dexamethasone-mediated proliferation and survival of cancer cells from solid
tumors involves glucocorticoid receptor-mediated activation or suppression of target genes,
modulation of the P53-dependent miR-145 expression in HPV-positive cervical cancer cells,
and activation of HPV through the responsiveness of the upstream regulatory region (URR)
of the virus [194,195]. The URR is responsible for the transcriptional regulation of the
HPV major early promoter, which controls the expression of early genes of the virus, and
interestingly, the URR of HPV18 is inducible by dexamethasone [195].

6. Targeting the Human Papillomavirus in Cancer

Epidemiological studies have shown the presence of HPV in up to 99% of cervical
cancers and in a high percentage of other genital tract cancers [196]. Indeed, HPV is
considered the main causative agent of genital tract cancers; offering a unique opportunity
for infection prevention and treatment, which was addressed by the introduction of both
prophylactic and therapeutic vaccines, among other treatments.

6.1. Preventing HPV Transmission Using Prophylactic Vaccines

Prophylactic vaccines are prepared using purified virus-like particles (VLPs) self-
assembled by the major capsid protein L1, generating the recombinant proteins L1-VLPs,
which are morphologically and immunologically similar to HPV virions, but that do not
contain a viral genome. The LI-VLPs promote the generation of neutralizing antibodies
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directed against viral capsid proteins, blocking the adherence and internalization of HPV in
the basal cells of the epithelium [197]. Several prophylactic vaccines were introduced into
the market, including the bivalent, tetravalent, and nonavalent vaccines, named accordingly
to the number of HPVs that can neutralize [196]. The bivalent vaccine is composed of
the recombinant protein LI-VLPs of HPV16 and 18, the tetravalent contains LI-VLPs of
HPV6, 11, 16, and 18, and the nonavalent is formed by LI-VLPs of HPV31, 33, 45, 52, 58,
6, 11, 16 and 18 [198]. Although prophylactic vaccines are effective in preventing HPV
infection, they are not effective in eradicating it because they act by inducing neutralizing
antibodies against L1 viral capsid protein, which is lost when HPV integrates into the
host genome [196]. The problem that these vaccines have no therapeutic efficacy, the high
demand for an efficient way to clear an established HPV infection, as well as the interest
in the regression of precancerous and cancerous lesions have prompted the design of
therapeutic vaccines [198].

6.2. Therapeutic Vaccines Targeting HPV Oncoproteins

Vaccines made against HPV oncoproteins may induce an immune response able
to kill cervical cancer cells, representing a good therapeutic strategy and a promising
treatment alternative to clear HR-HPV infections and associated malignancies. Among the
proteins encoded by HPV, E6 and E7 are the main targets for the development of potential
therapeutic vaccines due to: (1) their constitutive expression in infected cells, (2) both
are functionally important for the development of tumor cells, and (3) they are readily
recognized by the adaptive immune system as tumor antigens [196,198]. Other targets
include E1, E2, and E5; however, their effectiveness is restricted because they are lost when
the viral genome is integrated. Regarding HPV-therapeutic vaccines, several strategies
were applied in their development, including the use of vectors (attenuated bacterial and
viral)-based, nucleic acid-based, peptide/protein-based, and cellular-based vaccines [198].

6.2.1. HPV-Therapeutic Vaccines Designed with Bacterial Vectors

Bacterial vector vaccines utilize attenuated bacteria to transport genes of interest into
the cell. The bacterial vectors include Lactobacillus casei, Listeria monocytogenes, Lactobacillus
lactis, Lactobacillus plantarum, and Salmonella species.

A recombinant Lactobacillus casei modified HPV16 antigen E7 vaccine completed the
phase I/IIa clinical trial in patients diagnosed with CIN-3 positive to HPV16; interest-
ingly, nine of these patients experienced disease regression to CIN-2, while five patients
remarkably regressed to LSIL [198]. Another immunotherapeutic bacterial vector is Listeria
monocytogenes (Lm), which is internalized via phagocytosis by APCs, where they can follow
two routes. In the first, most bacteria are killed, providing a source of antigens for major
histocompatibility complex (MHC) class II for activation of CD4+ helper T-cell. In the sec-
ond, Lm being inside of phagolysosome, secretes the listeriolysin O (LLO), a pore-forming
toxin that destroys the phagosomal membrane allowing it to escape and enter the cytosol,
where it can be degraded by the proteasome and loaded onto MHC class I molecules for
presentation to cytotoxic T cells [199]. The natural mechanism of infection of Lm was used
to develop the HPV therapeutic vaccine, Lm-LLO-E7 (ADXS11-001 or AXAL), engineering
by fusing HPV16 antigen E7 with a non-hemolytic fragment of LLO. The recombinant
Lm secrets the tumor-associated antigens HPV16 E7 as fusion proteins with Lm antigens
allowing both MHC class I and class II antigen presentation [196]. In a first study, mice
xenografted with a cancer cell line expressing HPV antigen E6 and E7 were vaccinated
with recombinant Lm expressing E7 alone or E7 as a fusion protein with LLO. Remarkably,
in the last case, complete regression of 75% of tumors was achieved [200]. Afterward,
numerous preclinical studies demonstrated Lm-LLO-E7 ability to induce regression of
HPV-transformed tumors, leading to its advancement into multiple clinical trials [200].
The safety of Lm-LLO-E7 was evaluated in fifteen patients with metastatic, refractory, or
recurrent invasive carcinoma of the cervix (ICC); the study showed that a live-attenuated
Lm is safe to be administrated to late-stage ICC patients and a reduction in total tumor size
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was observed in four patients [201]. After the promising safe results of this clinical trial,
multiple clinical trials followed, among them NCT02853604, an active phase III study of
ADXS11-001 administered following chemo-radiation as adjuvant treatment for high-risk
locally advanced cervical cancer, designed to compare the disease-free survival (study
completion on October 2024, https://www.clinicaltrials.gov/ct2/results?cond=cervical+
cancer&term=ADXS11-001+&cntry=&state=&city=&dist; accessed on 1 August 2022). The
GTL001 vaccine was designed to induce a T-cell immune response to HPV16 and HPV18
and prevent the development of high-grade lesions in infected women who still have
normal cervical cytology or minor abnormalities [202]. This vaccine was engineered by
fusing HPV16 and HPV18 antigen E7 proteins with the catalytically inactive AC from
Bordetella pertussis [203]. Bordetella pertussis secrets the AC-E7 protein fusion, which binds
to the αMβ2 integrin receptor on the cell membrane of DCs and delivers its N-terminal
catalytic AC domain into the cytoplasm, whose characteristic is used as the vector for
antigen delivery into APC and subsequent antigen presentation [204].

6.2.2. HPV-Therapeutic Vaccines Designed with Viral Vectors

Viral vectors are able to infect a variety of cell types and efficiently express encoded
antigens, which makes them attractive candidates for the development of therapeutic
HPV vaccines. Among the potential vectors evaluated in the development of therapeutic
vaccines are vaccinia virus, adenovirus, adeno-associated virus and alphavirus [205].

Vaccinia virus is used to deliver E6 and E7 antigens for therapeutic HPV vaccination.
Among the therapeutic vaccinia based-vaccine developed to treat genital cancers is the
tissue-antigen HPV vaccine (TA-HPV), which expresses modified forms of E6 and E7 fu-
sion proteins from HPV16 and HPV18, whose safety, immunogenicity, and efficacy were
confirmed in patients with clinical early and late-stage of cervical cancer as well as vulval
intraepithelial neoplasia and vaginal intraepithelial neoplasia [206–208]. The clinical bene-
fits of this vaccine were enhanced by combining it with other therapeutic vaccines [209,210],
local treatments such as surgery (NCT00002916), or immunomodulators (NCT00788164).
Other vaccinia-based vaccine expresses LLO fused to HPV16 E7, which induces a strong
immune response and causes the regression of established HPV16 immortalized tumors in
C57BL/6 mice [211]. Modified Vaccinia Ankara (MVA) virus serves as a powerful vector
system for developing vaccines against cancer, such as cervical cancer [212]. At this point,
a recombinant vaccine expressing the MVA virus and the bovine papilloma virus E2 (MVA-
E2) was created [213]. The orthotopic injection of MVA-E2 in murine models arrested tumor
growth or promoted tumor regression [213,214]. Similarly, in clinical studies, direct injec-
tion of MVA-E2 virus particles in precancerous lesions of the cervix, anus, vulva, urethra,
and uterus promoted their regression or complete elimination [215–217]. Additionally, the
treated patients exhibited viral load reduction or even total clearance, and induction of
long-lasting immune cytotoxic response correlating with no lesion recurrence [217]. An-
other recombinant MVA virus-based vaccine is MVA–HPV–IL2 (TG4001/R3484), which is
engineered to express HPV16 E6, E7, and IL-2. The immunization of CIN-2/3 patients with
this vaccine exhibited HPV16 clearance after 6 months of vaccination, and at 12 months,
seven out of eight patients had no signs of CIN-2/3 relapse or HPV16 infection [218].
Likewise, the vaccination of mice with a replication-deficient adenovirus vector expressing
calreticulin-HPV16 E7 fusion protein induced a stronger E7-specific immune response,
inhibited tumor growth in pre-vaccinated mice xenografted with E7-expressing TC-1 cells,
generating long-term memory against E7 and in established tumors resulted in complete
tumor regression in all animals [219].

6.2.3. Nucleic Acid-Based Vaccines against HPV

Nucleic acid vaccines are a method of immunization where DNA or mRNA sequences
are delivered into the body to generate proteins, mimicking pathogens’ antigens to stim-
ulate immune response [220]. VGX-3100 is a DNA-based vaccine consisting of two DNA
plasmids containing codon-optimized sequences corresponding to the E6 and E7 genes of
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HPV16 and HPV18, whose safety, tolerability, efficacy, immunogenicity, and durability of
response, were assessed in patients with HPV-related pre-cancerous conditions. VGX-3100
can drive the induction of robust immune responses to antigens from HR-HPV serotypes
and could contribute to HPV16 and HPV18 elimination with complete histopathological
regression of the dysplastic infectious process [221–223]. Other DNA-based vaccines target-
ing multiple HPV types are GX188E and pBI-1, which have completed phase I clinical trials
exhibiting positive results regarding tolerance, CIN regression, and HPV clearance [224].
Regarding GX188E, it was demonstrated that electroporation-enhanced immunization
with this vaccine, preferentially targeting HPV antigens to DCs, elicits a significant E6/E7-
specific IFNγ producing a T-cell response in all evaluated CIN-3 patients [225,226]. Al-
though different types of therapeutic vaccines exist, the best results have been achieved
with MVA-E2, VGX-3100, GX-188E, and pBI-11. Particularly, MVA-E2 and VGX-3100 have
reached phase III trials; however, their licenses are not yet authorized for marketing [224].
Other DNA-based vaccines candidates have also demonstrated a good safety and efficacy
profile, including pNGVL4a-Sig/E7(detox)/HSP70 and pNGVL4a-CRT/E7(detox) [198].

6.2.4. Peptide/Protein-Based Vaccines against HPV

Peptide-based vaccines have the potential to induce cellular immune responses mainly
by the induction of cytotoxic T cells, with the capacity to recognize non-auto immunogenic
cancer antigens eliminating malignant cells [227]. The peptide-based vaccine HPV-16-
SLP consists of nine HPV16 E6 and four HPV16 E7 synthetic long peptides (SLP), whose
immunogenicity and efficacy were investigated in HPV16-induced high-grade vulvar,
vaginal, CIN, and pre-malignant disorders of the uterine cervix. Several clinical trials
determined that the clinical responses to HPV-16-SLP correlated with the strength of
HPV 16-specific T-cell immunity [228–232]. A clinical trial carried out in patients with
HPV16 dependent vulval intraepithelial neoplasia (VIN) grade 3 exhibited increased clinical
response according to the time elapsed after the last vaccination, and approximately 50% of
them ended displaying a complete response, which correlated with kinetics and phenotype
of induced T-cell responses [228,229]. Another peptide-based vaccine is PepCan, which
consists of four synthetic peptides covering the HPV16 E6 protein and Candida skin test
reagents as an adjuvant, whose safety and biological response was demonstrated in a
clinical trial carried out in patients with CIN-2/3 lesions. This study demonstrated that
the vaccine is safe while inducing a detectable immune response to E6 in 65% of the
patients [233]. TA-CIN is a fusion protein vaccine that incorporates HPV-16 L2, E6, and E7,
for the treatment of HPV16-associated genital disease. Vaccination of healthy volunteers
with TA-CIN administrated without adjuvants reported no serious adverse events [234]
and induction of L2-specific serum antibodies that neutralized several papillomavirus
species [235]. The combination of TA-CIN with adjuvants elicited protective humoral and
cell-mediated immunity to a greater extent than TA-CIN alone [236]. To date, a current
pilot clinical trial is assessing the safety and feasibility of intramuscular administration of
the TA-CIN vaccine as adjuvant therapy for patients with a history of HPV16-associated
cervical cancer (NCT02405221).

These vaccines typically have increased stability during storage and transport as com-
pared to DNA vaccines; however, they induce lower immunogenicity and poor stability
in vivo, which remain their major drawbacks [227]. Additionally, other vaccines are cur-
rently under investigation, including DC-based vaccines, tumor cell-based vaccines, and T
cell-based vaccines [205].

7. Immunomodulators

Imiquimod, an imidazoquinoline amine, is an immunomodulator approved for the
treatment of external anogenital warts, small superficial basal cell carcinoma, and other ma-
lignancies [237,238]. Imiquimod activates innate and adaptive immune responses through
activation of the TLR7, leading to inflammatory cell infiltration within the application area
and apoptosis of diseased tissue [238]. The low patient compliance and high recurrence
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rate are significant problems for the treatment of genital warts by imiquimod; therefore,
the combined use of this drug with therapeutic vaccines was proposed. Regarding this, a
phase I clinical trial is currently studying the pNGVL4a-Sig/E7 (detox)/HSP70 DNA and
TA-HPB vaccines side effects, the best dose scheme and clinical outcome when given with
or without imiquimod in CIN-3 patients. The final data collection date for the primary
outcome measure is expected in July 2023 (NCT00788164). In another phase I clinical trial,
topic imiquimod was combined with GTL001 vaccine in patients infected with HPV16
or HPV18 with normal cytology, showing an acceptable safety profile and good antigen-
specific cellular immune response [202]. In addition, a similar clinical trial determined that
topical imiquimod with GTL001 vaccination induced antigen-specific CD8+ T cell responses
leading to tumor regression in a murine model [203]. Co-administration of imiquimod with
TA-CIN in VIN patients was investigated in a phase II clinical trial, showing significant
infiltration of CD4+ and CD8+ T-cells in lesion responders at week 20 of treatment while
complete lesion regression in 63% of patients was found at week 52 [239].

8. Chemical Antivirals

HPV DNA replication is an attractive target for HPV antivirals because its inhibition
would result in fewer genomes available for viral protein synthesis and integration, a
critical step in the development of HPV-dependent cancers [240]. Several studies and
clinical trials have identified and demonstrated the robust anti-HPV potential of certain
acyclic nucleoside phosphonates, antivirals targeting proteins encoded by HPV, and other
host proteins utilized by HPV as targets of antiviral therapy [198].

8.1. Acyclic Nucleoside Phosphonates

Among the acyclic nucleoside phosphonates, cidofovir and adefovir are acyclic analogs
of the corresponding monophosphates of deoxycytidine and deoxyadenosine. The active
dephosphorylated forms of these antivirals are deoxynucleoside triphosphate analogs,
potent inhibitors of viral DNA polymerases, reducing viral DNA synthesis [241]. Cidofovir
has broad-spectrum antiviral against cytomegalovirus, herpes viruses, poxviruses, and pa-
pilloma viruses [241]. In HPV16 transformed keratinocytes lacking a viral DNA polymerase,
cidofovir suppressed cell proliferation in a dose-dependent manner, induced DNA fragmen-
tation, reduced P21 levels, and inhibited cell cycle progression in S-phase [242]. In cervical
carcinoma and head and neck squamous cell carcinoma cell lines, cidofovir reduced E6 and
E7 expression, induced P21, P53, and pRB accumulation, promoted the cell cycle arrest,
reduced cyclin A, induced antiproliferative activity, triggered programmed cell death and
radio-sensitized HPV-positive cells [243,244]. Cidofovir exhibited antiproliferative effects
in HPV-positive and negative tumor cells, through its incorporation into DNA, causing its
damage [245]. In vivo studies demonstrated significant tumor reduction with cidofovir in
nude mice xenografted with HPV-positive cervical cancer cells [246]. Clinical trials have
evaluated topical cidofovir in the treatment of patients with CIN and VIN, where the 60.8%
and 46.1% of patients, respectively, were free of malignancy [247]. The antitumoral effect of
cidofovir was also evaluated in combination with chemotherapy and radiotherapy, among
others. In a phase I clinical trial carried out in patients with stage IB-IVA cervical cancer,
it was determined that cidofovir (5 mg/kg/week) combined with chemo-radiotherapy
appeared well tolerable and yielded significant tumor regressions [248]. On the other hand,
some pro-drugs of adefovir and tenofovir showed significantly more antiproliferative
activity against SiHa (HPV16), HeLa (HPV18), and C33A (HPV negative) cervical cancer
cells, in comparison to their parent compounds [241].

8.2. Other Antivirals Targeting HPV Proteins Interaction

HPV-E1 and -E2 proteins are excellent targets for developing antivirals; on one side,
HPV-E1 is an ATPase and helicase required for viral DNA replication, while on the other
hand, E2 is required for transcription activation and repression. E2 recruits E1 at the
beginning of replication, forming a ternary complex with viral DNA and the inhibition of
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this interaction blocks viral DNA replicating activity [17]. The indandiones are capable to
inhibit E1–E2 protein interaction, acting by binding to the E2 N-terminal transactivation
domain, the same protein region that interacts with E1. These antivirals display potent
activity against E2 proteins of HPV6 and HPV11 [249]. Other compounds that inhibit HPV
protein interaction are biphenylsulfonacetic acid and its derivatives, which are competitive
inhibitors of the ATPase activity of HPV6 E1 helicase, inhibiting ATP hydrolysis by an
allosteric mechanism involving tyrosine 486 [250].

9. Therapeutic Strategy against Cervical Cancer Using Nanoparticles and Gene Therapy

Nanotechnology is the approach to manufacturing nanoparticles, nanotubes, nanosheets,
and nanorods, with a size from 1 to 100 nm in at least one dimension [251]. The development
of nanotechnology drew attention to be used in medicine, with the idea of inserting
nanorobots into patients to treat several diseases, including cancer [252]. The application
of nanotechnology in cancer is named nano-oncology, which includes both diagnosis and
therapeutic, employing nanomaterials that increase drug absorption, delivery, specificity,
efficacy, and decreased side effects [252]. In cervical cancer, nanotechnology is being
explored to enhance early diagnosis and improve treatment and vaccine efficacy; while
HPV vaccines are usually delivered by intramuscular injection, nanotechnology offers a new
approach for delivering vaccines by microneedles patch that efficiently delivers the vaccines
into the epidermis and dermis region, which contain many Langerhans and DCs [251].
The microneedle array contains the vaccine antigen in the form of solution or suspension
encapsulated in nanoparticles that induces a robust immune response [253]. Regarding
this, in preclinical studies, the HPV vaccine Gardasil was intradermally delivered by
Nanopatch, which comprises 10,000 micro projections/cm2 each 250 μm long, enhancing
the antigenicity of the vaccine [254]. Additionally, in different preclinical studies, the
efficacy of nanoparticles loaded with siRNA against E6 and/or E7 HPV oncoproteins
was evaluated [255,256]. One of them assessed the efficacy of chitosan/HPV16 E7 siRNA
nanoparticles, which were efficiently delivered into CaSki cervical cells and were observed
to induce apoptosis [255]. Moreover, nanoparticles co-loaded with paclitaxel and E7 siRNA
were developed with the aim to be simultaneously delivered to preclinical models of
cervical cancer showing synergistic anti-tumor effect [257].

10. Conclusions

Standard treatments for advanced cervical cancer include surgery, radiotherapy, and
chemotherapy, some of which are invasive and others have adverse side effects. In HPV-
related malignancies such as cervical cancer, the COX-2–PGE2–PTGERs inflammatory
signaling pathway, together with the cAMP/CREB/CRE cascade, are closely intermingled
with the carcinogenic nature of the virus, highlighting inflammation as a co-factor for HPV-
dependent carcinogenesis. Furthermore, the attenuation of the immune response caused
by both the virus and inflammatory mediators represents an additional pro-tumorigenic
process involved with cervical cancer development. Therefore, inflammation and immune
modulation remain the main targets for anti-tumoral therapies in cervical cancer. In this
regard, accessible therapeutic options for cervical cancer treatment and prevention have
been developed in the last years. For instance, anti-inflammatory drugs constitute an
excellent therapeutic strategy in cervical cancer patients. Indeed, it was suggested that
some of these drugs may be re-purposed as antineoplastic agents, such as aspirin and
celecoxib. On the other hand, HPV infection is considered the leading causative agent
of genital tract cancers, representing an attractive therapeutic target for preventing and
treating cervical cancer. Prophylactic vaccines against HPV made with recombinant DNA
technology have been very effective in preventing persistent HPV infection and lesions
that lead to cervical cancer. Highly immunogenic prophylactic vaccines induce a strong
humoral immune response with the production of HPV-neutralizing antibodies that inhibit
viral infection. The development of therapeutic vaccines for cervical cancer is based on
activating cellular immunity against cancer cells instead of neutralizing antibodies. Among
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the different therapeutic vaccines developed against cervical cancer, the best results were
achieved with MVA-E2, VGX-3100, GX-188E, and pBI-11. Particularly, MVA-E2 and VGX-
3100 have reached the phase III trial; however, they have not been licensed for use yet.
Additionally, the clinical benefits of HPV-therapeutic vaccines were enhanced by combining
them with each other and local treatments or immunomodulators such as Imiquimod.
The potency of therapeutic vaccines has been increased in preclinical studies employing
nanotechnology, such as in the case of Nanopatch, which delivers a Gardasil prophylactic
vaccine intradermally using microneedles. Finally, another way to target HPV is through
antivirals, resulting in fewer genomes available for viral protein synthesis and integration,
a critical step in the development of HPV-dependent cancers.
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AA Arachidonic acid
AC Adenylate cyclase
AKT Protein kinase B
APC Antigen-presenting cells
ATR Ataxia Telangiectasia and Rad3-related
cAMP Cyclic adenosine monophosphate
CIN Cervical intraepithelial neoplasia
COX Cyclooxygenase
CRE cAMP-responsive element
CREB cAMP-response element binding protein
CTL Cytotoxic T-lymphocytes
DAG Diacylglycerol
DC Dendritic cells
EGFR Epidermal growth factor receptor
ERK Extracellular signal-regulated kinase
HPV Human papillomavirus
HSIL High-grade squamous intraepithelial lesion
IC Inflammatory cytokines
ICC Invasive carcinoma of the cervix
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IFNγ Interferon-gamma
IL Interleukin
IP3 Inositol 1,4,5-trisphosphate
LCR Long control region
LLO Listeriolysin O
Lm Listeria monocytogenes
LSIL Low-grade squamous intraepithelial lesion
MDSCs Myeloid-derived suppressor cells
MHC Major histocompatibility complex
MMP Matrix metallopeptidase
mTOR Mammalian target of rapamycin
MVA Modified Vaccinia Ankara
NF-κB Nuclear factor-kappa B
NSAIDS Non-steroidal anti-inflammatory drugs
PGE2 Prostaglandin E2
PGES Prostaglandin E2 synthase
PI3K Phosphatidylinositol 3-kinase
PIP2 Phosphatidylinositol 4,5-bisphosphate
PKA Protein kinase A
PKC Protein kinase C
PLA2 Phospholipase A2
PLC Phospholipase C
PTGER Prostaglandin E2 receptor
pRB Retinoblastoma protein
RNS Reactive nitrogen species
ROS Reactive oxygen species
SLP Synthetic long peptides
TERT Telomerase reverse transcriptase
TGFβ Transforming growth factor-beta
TLR Toll-like receptor
TNFα Tumor necrosis factor-alpha
TX Thromboxane
URR Upstream regulatory region
VEGF Vascular endothelial growth factor
VIN Vulval intraepithelial neoplasia
VLPs Virus-like particles
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