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Preface

Professor Duzheng Ye was an internationally acclaimed scientist and a primary founder of

modern meteorology in China. His profound contributions encompassed a wide spectrum of

Earth sciences, notably including pioneering work in Tibetan Plateau meteorology, the theory of

atmospheric longwave energy dispersion, and climate change adaptation theories. Recognized for

his groundbreaking insights, Prof. Ye was honored with prestigious accolades, including the 2005

State Preeminent Science and Technology Award as well as the 48th International Meteorological

Organization (IMO) Prize in 2003. The passing of this luminary in 2013 left an immense void that

continues to resonate.

This Topic, dedicated to the memory of Academician Duzheng Ye (1916–2013), serves a dual

purpose: to allow those who hold Prof. Ye in high regard not only to pay homage to his academic

legacy and charismatic personality but also to transmit their admiration for him to the forthcoming

generations.

In celebration of Professor Duzheng Ye’s remarkable contributions to Earth sciences, this

Topic comprises 31 original research manuscripts and reviews from 30 invited authors spanning

atmospheric dynamics and physics, synoptic weather patterns, climate change, and remote sensing

observations for weather and climate. The 30 distinguished invited authors are a harmonious blend of

luminaries from the Institute of Atmospheric Physics (IAP), Chinese Academy of Sciences, including

Academicians Guoxiong Wu and Ronghui Huang, as well as Drs. Hongbin Chen, Bin Wang, Yiming

Liu, and Zhongwei Yan. Additionally, this contingent features five esteemed professors and a scientist

from the United States: Professors William K. M. Lau, Zhengyu Liu, Zhanqin Li, Ming Cai, and

Zhaohua Wu, alongside scientist Xiaoxu Tian.

Complementing this assemblage are four notable scientists from the China Meteorological

Administration (CMA), including Academician Yihui Ding and Drs. Hongli Ren, Juan Li, and

Xiaoyong Zhuge. Further enriching this tapestry are three distinguished professors from Nanjing

University, China: Academicians Congbin Fu and Zhemin Tan, and Professor Kun Zhao. Fudan

University’s contribution features two prominent professors, Academician Mu Mu and Professors

Zhiwei Wu. Further diversity is introduced by Professor Jianfang Fei from the National University of

Defense Technology, China; Professor Jianhua Lu from Sun Yat-sen University; and Professor Shiqiu

Peng from the South China Sea Institute of Oceanology, Chinese Academy of Sciences, China.

Concluding this remarkable ensemble are five professors and an assistant professor from

Nanjing University of Information Science & Technology: Professors Xiaolei Zou, Yubao Liu, Wenjun

Zhang, Li Guan, Zhengkun Qin, and Assistant Professor Meirong Wang. It is a testament to their

collective dedication and expertise that they accomplished the formidable task of contributing to

this endeavor within a remarkably short span, from 27 June 2022 to 30 June 2023. To each of these

esteemed invited authors and their collaborators, we extend our heartfelt gratitude.

This book was supported by the National Key R&D Program of China (91937302).

Xiaolei Zou, Guoxiong Wu, and Zhemin Tan

Editors
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Editorial for the Topic “A Themed Issue in Memory of
Academician Duzheng Ye (1916–2013)”

Xiaolei Zou 1,*, Ming Cai 2, Guoxiong Wu 3 and Zhemin Tan 4

1 Joint Center of Data Assimilation for Research and Application, Nanjing University of Information and
Science & Technology, Nanjing 211544, China
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mcai@fsu.edu

3 State Key Laboratory of Numerical Modelling for Atmospheric Sciences and Geophysical Fluid
Dynamics (LASG), Institute of Atmospheric Physics (IAP), Chinese Academy of Sciences (CAS),
Beijing 100029, China; gxwu@lasg.iap.ac.cn

4 School of Atmospheric Sciences, Nanjing University, Nanjing 210023, China; zmtan@nju.edu.cn
* Correspondence: xzou@nuist.edu.cn

This Topic covers a wide range of topics, including atmospheric dynamics and physics,
synoptic weather, climate variability, climate change, and remote sensing observations for
weather and climate studies. There are a total of 29 research papers and two review papers
published in “A Themed Issue in Memory of Academician Duzheng Ye (1916–2013)”,
comprising 14 in Atmosphere [1–14], 2 in Climate [15,16], and 15 in Remote Sensing [17–31].

The first paper (Lu [1]) presents a chronological overview of Professor Ye’s remarkable
79-year research journey, spanning from preparatory years and graduate studies, through
pioneering breakthroughs in atmosphere dynamics, to a pivotal transition that encom-
passes global climate sciences and delves into the intricate interplay of climate change’s
societal impacts, culminating in a globally influential era, offering a comprehensive por-
trayal of his lifelong scholarly expedition. These prominent accomplishments encompass
pioneering seminal research on the Rossby wave dispersion theory and scale-dependent
theory of geostrophic adjustment; the establishment of a new meteorology subdiscipline,
Qinghai–Tibetan Plateau meteorology; groundbreaking research on the atmospheric gen-
eral circulation across East Asia and the globe; and visionary research on global changes
and their implications for socioeconomic and ecological welfare.

The following five papers in this themed Topic collectively further explore the impacts
of the Qinghai–Tibetan Plateau on shaping weather patterns, climate variability, and climate
changes across China, East Asia, and beyond. These contributions exemplify the continuous
growth and enrichment of our understanding of Qinghai–Tibetan Plateau meteorology,
a subdiscipline founded by Professor Ye. The study of Liu et al. [2] introduces a novel
circulation index to characterize the orographic potential vorticity (PV) forcing across
the Tibetan Plateau. The PV-based index demonstrates a connection to the interannual
variability of the East Asian monsoon. The underlying mechanism for this linkage is the
downstream influence of the orographic PV forcing across the Tibetan Plateau through the
vertical differential advection of PV, reinforcing upward motions and producing extensive
precipitation along the Jianghuai Meiyu front. Liu et al. [3] reveal the frequent occurrence
of large-scale Kármán vortex streets on the leeward side of the Tibetan Plateau under the
seasonally varying zonal mean flow. These vortex streets significantly impact the timing
of the seasonal migration and the strength of the rain band along the Meiyu Front to
the east of the Tibetan Plateau. Their findings add to the previously discovered roles of
the Tibetan Plateau in shaping the weather and climate in eastern Asia. Huang et al. [4]
provide a comprehensive review on the characteristics of the two prominent teleconnection
patterns, the East Asia/Pacific (EAP) pattern for meridionally propagating wave trains
and the “Silk Road” pattern for zonally propagating wave trains, and their impacts on the

Remote Sens. 2023, 15, 4586. https://doi.org/10.3390/rs15184586 https://www.mdpi.com/journal/remotesensing
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East Asian summer monsoon system and summer precipitation variability in China. This
paper also reviews the dynamic processes responsible for interdecadal oscillations of boreal
quasi-stationary planetary waves and their impacts on the variability of the East Asian
winter monsoon system. The study by Ding et al. [5] found that the Tibetan Plateau is the
source region of Rossby waves for synoptical disturbances downstream in boreal summer
through both vortex stretching and vorticity advection. The interdecadal variability of
the Rossby source over the Tibetan Plateau exerts a significant influence on the variability
of precipitation in the Huang-huai River Basin, South Korea, and Japan. Sun and Mu [6]
demonstrate the effectiveness of the conditional nonlinear optimal parameter perturbation
method in discerning the nonlinear characteristics of terrestrial ecosystems and its utility in
identifying physical parameters in ecosystem models that exhibit high sensitivity to climate
forcing, consequently addressing sources of significant uncertainties in ecosystem models.
Their study areas of ecosystems include the Inner Mongolia region, the north–south transect
of eastern China, and the Qinghai–Tibet Plateau region.

The common theme of the next four papers revolves around the presentation of
observational and modeling evidence highlighting climate changes across diverse regions
and varying temporal scales. The contribution from Liu [7] provides a comprehensive
review on the recent progress towards a better understanding of thermohaline instability
in observations and model simulations, which is a primary mechanism for abrupt climate
change as evidenced in paleoclimate proxy data. Lau et al. [8] investigated changes in the
characteristics of tropical extreme precipitation–cloud regimes in response to anthropogenic
radiative forcing, pinpointing increases in the surface moisture (temperature) as the key
driver leading to enhanced convective instability over tropical oceans (land). The paper
by Secor et a. [9] is an observational study that quantifies the change in amplitude of
synoptic-scale surface temperature variability across the U.S., finding a surge in the surface
temperature variability in the Rockies and surrounding regions but a reduction over low
land regions. Zhu et al. [10] report a comprehensive observational study on the seasonal
variation of the diurnal cycle of the surface sensible heat flux at different stations over the
Tibetan Plateau region, finding that the standard heat transfer coefficient used in models
tends to overestimate surface sensible heat flux.

The last four papers published in Atmosphere are devoted to new techniques for diag-
nosing the climate variability of the stratospheric polar vortex using a parametric model
of elliptic orbits [11], the development of a four-dimensional variational data assimilation
system using a neural network-based machine learning technique [12], improving tropical
cyclone track forecasts through assimilating Advanced Microwave Sounding Unit data
derived from satellites and large-scale flows derived from a global model [13], and im-
proving surface weather forecasts through applying the Grid-to-Point Deep Learning Error
Correction method [14]. The two papers published in Climate investigate the impacts of
El Niño–Southern Oscillation (ENSO) on the subseasonal variations in the North Atlantic
Oscillation (NAO) in winter seasons [15] and how the diversity of ENSO types further
complicates the ENSO-NAO relation [16].

The 15 papers published in Remote Sensing span a wide range of applications of remote
sensing observations. Utilizing high-density PM2.5 stations across eastern China and
machine learning models, Li et al. [17] demonstrate the indispensable utility of satellite-
derived aerosol optical thickness in accurately estimating surface PM2.5 levels, especially in
situations when monitoring sites are sparsely distributed. Via combining satellite-derived
vegetation images, meteorological observations, and reanalysis datasets, Mao et al. [18]
reveal that the normalized difference vegetation index (NDVI) of the vegetation on the
Tibetan Plateau is positively correlated with both the Indian summer monsoon (ISM)
and precipitation. The correlation between NDVI and ISM is higher than that between
NDVI and precipitation since the ISM can also influence the surface thermal conditions
favoring vegetation growth on the Tibetan Plateau. Based on the TRMM and ERA5 datasets,
Gao et al. [19] found that the spatial pattern of tropical latent heating (TLH) associated
with equatorially symmetric tropical surface temperature (TST) is nearly identical to the
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spatial pattern of TLH associated with equatorially antisymmetric TST. The results suggest
an urgent need for taking a whole-tropics perspective in understanding the variability of
tropical air–sea–land system.

The next three papers focus on applications of ground-based and satellite radar ob-
servations. The main finding of Teng et al. [20] is that turbulent mixing is an additional
cause of clear-air echoes besides atmobios migration in Chinese Doppler S-band Weather
Radar (CINRAD/SA) observations in Beijing. Specifically, about 58% of dual-wavelength
ratios between the CINRAD/SA S-band and the X-band observations from three X-band
dual-polarization (X-POL) radars falls within the range of 18 dB and 24 dB, which is quite
consistent with the Villars–Weisskopf turbulence theory. The diurnal variation in clear-air
echoes is also associated with turbulent mixing since excessive turbulence mixing weakens
clear-air echo signals. Yu et al. [21] explore the utility of a deep learning-based radar echo
reconstruction model for accurately monitoring severe convective weather over oceans
using Advanced Himawari-8 Imager (AHI) brightness temperature observations. Using the
precipitation products derived from the dual-frequency precipitation radar (DPR) onboard
the Global Precipitation Measurement core observatory (GPM) satellite, Wang et al. [22]
conducted a composite analysis of the precipitation structures and microphysical properties
in 6432 cases of the northeastern China cold vortex (NCCV) from 2014 to 2019. Their main
conclusion is that the precipitation associated with NCCV has a different mechanism for the
growth of hydrometeors above and below ~4 km altitude. The lower-level particles grow
through collision, whereas the upper hydrometeors grow through the Bergeron process.

The papers [23,24] are on the satellite data assimilation of microwave temperature
sounding observations with two different focuses. Zhu et al. [23] improve the method-
ology for assimilating long-existing instruments in a research data assimilation system,
whereas Li et al. [24] conduct an exploratory study on a newly launched satellite in an op-
erational system. Zhu et al. [23] propose a weighted average hypsometry as an observation
space localization method to improve AMSU-A radiance assimilation in an ensemble four-
dimensional variational (En4DVar) data assimilation system. As a result, the forecast skill
of the En4DVar-initialized model becomes comparable to the 4DVar-initialized forecast skill
in the southern extratropics and tropics. Li et al. [24] demonstrate that a direct assimilation
of Chinese early-morning polar-orbiting satellite FY-3E Microwave Temperature Sounder-3
(MWTS-3) radiance observations has a positive contribution to the China Meteorological
Administration Global Forecast System’s (CMA-GFS’s) global analysis and forecasts for the
Southern Hemisphere.

The next three papers deal with satellite data quality. Chen and Guan [25] assess the
quality of observations from the Hyperspectral Infrared Atmospheric Sounder-II (HIRAS-
II), which is an infrared hyperspectral instrument onboard the world’s first early-morning
polar-orbiting satellite FY-3E. They concluded that the performance of the HIRAS-II instru-
ment is consistently stable. The Geostationary Interferometric Infrared Sounder (GIIRS)
onboard FY-4A is the first infrared hyperspectral atmospheric vertical sounder onboard
a geostationary satellite. Yao and Guan [26] derive atmospheric temperature and humid-
ity profiles under all sky conditions from GIIRS-observed brightness temperatures using
three deep machine learning algorithms. As expected, the accuracy of the temperature
retrieval, validated against radiosonde observations, is the highest when the field of view is
completely clear. Shen et al. [27] apply an iterative principal component analysis method for
filling the data gaps of Advanced Microwave Scanning Radiometer (AMSR)-2 C-band data
in areas where the effect of radio frequency interference (RFI) is strong and thus removed.

Hu and Zou [28] employ brightness temperature (TB) observations at an infrared
channel (10.3 μm) of the Advanced Baseline Imager (ABI) onboard the U.S. 16th Geostation-
ary Operational Environmental Satellite (GOES-16) to directly determine tropical cyclone
(TC) center positions as well as the radii of inner (RIR) and outer (ROR) rainbands. The
root-mean-square differences for 108 cases between ABI-determined centers and the best
track centers are 45.35 and 29.06 km for tropical storms and hurricanes, respectively. Their
estimates of RIR and ROR can be used to determine storms’ annulus, which is defined as
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the area of asymmetric rainbands dominated by the azimuthal wavenumbers 1–3 from RIR
and ROR.

Aiming at applying satellite data for climate studies, Dong and Zou [29] examine
20 years of observations from 2003 to 2023 from the special sensor microwave imager
sounder (SSMIS) onboard Defense Meteorological Satellite Program (DMSP) F16, F17, and
F18. F16 was launched on 18 October 2003 and carried the first conical-scanning radiometer
SSMIS that combines the special sensor microwave/imager (SSM/I), the special sensor
microwave/temperature sounder (SSM/T), and the special sensor microwave/water vapor
sounder (SSM/T2) together. Having access to nearly two decades of F16 SSMIS data offers
abundant opportunities for studying the atmosphere at both the synoptic and decadal scales.
Unfortunately, data noise of complicated structures occurred in brightness temperature
(TB) observations at the lower atmospheric sounding (LAS) channels since 25 March 2013.
Due to noise interference, TB observations reflecting rain, clouds, tropical cyclone warm
core, temperature and water vapor distributions are not readily distinguishable, especial
in channels above the middle troposphere (channels 4–7 and 24), whose dynamic ranges
of TB are smaller than low tropospheric channels 1–3. Dong and Zou [29] not only found
that the data noise is around 1–2 K, occurs at certain cross-track wavelengths, and has
a latitudinal variation, but also developed an effective noise mitigation scheme. It was
shown that TB observations from conical-scanning radiometer SSM/T can directly capture
hurricane 3D structures. We may also investigate the decadal change in many features of
tropical cyclones derivable from these TB observations once the noise in F16 SSMIS LAS
channels from April 25 to the present are eliminated.

The second-to-last paper is on oceanic remote sensing data. Liu et al. [30] conducted
a study to find the decorrelation length scale of background errors is a key factor for the
two-dimensional variational method (2D-Var) to generate multi-satellite merged maps
of altimeters with an effective resolution capable of capturing meso-scale eddies in the
ocean. They conclude that having a higher proportion of small-scale signals and a smaller
proportion of large-scale dynamic signals result in a smaller decorrelation length scale of
background errors and thus a higher effective resolution of the merged altimeter data.

Finally, the paper from Zhao et al. [31] conducts an observation-based investigation of
the dynamics and microphysical characteristics of the extreme heavy rainfall on 20 July 2021
in Zhengzhou, China. The record-breaking hourly rainfall of 201.9 mm caused severe urban
flooding and human casualties. The synoptic flow was characterized by an erect updraft at
the low levels and an enhanced easterly inflow, which brought abundant moisture from
the oceans and converged at Zhengzhou. A slow-moving convective storm persisted for
an hour-long time over Zhengzhou and produced the extreme rainfall. The disdrometer
data reveal unusually high concentrations of all sizes of raindrops with both maritime and
continental convection properties, and the polarimetric radar data confirm the important
contributions of both ice-based and warm rain processes. Therefore, the extremely heavy
rainfall resulted from an interaction among convective-scale, mesoscale dynamics and
microphysical processes under favorable synoptic conditions.

In conclusion, many novel developments and advances in meteorology and oceanog-
raphy are represented in the publications in this Topic. We hope that this collection of
papers will stimulate further research in atmospheric and oceanographic sciences.
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Abstract: Duzheng Ye (Tu-cheng Yeh) was an active member of Rossby’s Chicago School, one of
the founders of modern meteorology in China since the 1950s, and a pioneer of global change
science in China and over the world. His achievements have been central to the development of
atmospheric and climate dynamics and global change studies in China, and many of them remain to
be fundamental in the context of global climate change. In this review, his lifelong research career is
divided into five periods: (1) the preparatory period (1935–1944); (2) the Chicago period (1945–1950);
(3) the period of breaking ground (1950–1966); (4) the period of transition (1972–1983); and (5) the
period of global change (1984–2013). The evolution of Yeh’s main achievements is described in the
context of the historical background of both China and the world. These well-known achievements
included the theory of energy dispersion in the atmosphere, the general circulation of the atmosphere
(GCA) over East Asia and the globe, Qinghai–Tibetan Plateau meteorology, the scale-dependence
theory of geostrophic adaptation (adjustment), and his pioneering ideas on global change. Special
emphases are put on some of Yeh’s investigations that were well ahead of his time, such as his
investigations on trade inversion, the GCA as an internally consistent whole, abrupt seasonal changes
in the GCA, the physical mechanism of atmospheric blocking, and orderly human activities.

Keywords: Duzheng Ye; energy dispersion; trade inversion; the general circulation of the atmosphere;
Qinghai–Tibetan Plateau meteorology; geostrophic adjustment; atmospheric blocking; global change;
orderly human activities

1. Introduction

Professor Duzheng Ye (21 February 1916–16 October 2013; also spelled as Tu-cheng
Yeh, and Yeh shall be used hereafter) was one of the active members in Rossby’s Chicago
School before his return to China and one of the founders of modern meteorology in China
since the 1950s. He was also one of the pioneers who initiated and steered international
global change research in the early 1980s [1–4].

The late Prof. Shiyan Tao, a lifelong colleague of Yeh’s since 1950, together with
Prof. Zhongxiang Hong, briefly summarized Yeh’s achievements from three perspec-
tives: (1) achievements in research and training; (2) the establishment of the Institute of
Atmospheric Physics (IAP) in the Chinese Academy of Sciences (CAS); (3) coordinating
international cooperation [5]. In terms of achievements in research and training, they men-
tioned energy dispersion, the adaptation (adjustment) of atmospheric motions, atmospheric
general circulation, Tibetan Plateau meteorology, and climate dynamics and global change.
This review addresses Yeh’s achievements in research only.

Although Yeh’s many accomplishments are well-known by scientific communities and
his cause is developing well both in China and worldwide, there is still a need to provide a
relatively thorough retrospective on the evolution of his scientific ideas and investigations
via a meta-analysis of his published works. The necessity comes from the fact that many of
Yeh’s investigations were highly prospective, with some of them well ahead of his time,
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and hence the aim of this review is not so much to honor the past achievements of a giant
in atmospheric sciences, but to inspire new scientific findings from Yeh’s previous works.

As an esteemed scientist, Yeh never put himself in a lofty position. On the contrary,
he always considered that these accomplishments were not just his, but also belonged to
his colleagues and the meteorological and climatic communities at large in China. He was
most proud not of the numerous prizes and honors he obtained, but that he could dedicate
his life and talent with his scientific endeavors to the advancement of science in China and
the civilization of the world. Therefore, it is appropriate to place this review in the broader
context of the historical background of both China and the world.

The organization of the review follows chronologically the five periods in Yeh’s lifelong
research career, which are named by the author of the review as follows: (I) the preparatory
period (1935–1944) in Section 2; (II) the Chicago period (1945–1950) in Section 3; (III) the
period of breaking ground (1950–1966) in Section 4; (IV) the period of transition (1972–1983)
in Section 5; (V) the period of global change (1984–2013) in Section 6. Each of the main
fields to which Yeh contributed will be described in one of the five periods for the sake of
narrative clarity. Section 7 is a brief summary.

2. Period I: The Preparatory Period (1935–1944)

During this period, Yeh initially enrolled as a Physics student at Tsinghua University
in 1935; then, he shifted his interest to meteorology in 1938 due to its crucial role in the
war against Japan’s invasion of China. In 1940, Yeh successfully graduated from the
Southwestern Associated University in Kunming, a united institution comprising Peking
University, Tsinghua University, and Nankai University. After a very short period of
teaching at a high school, Yeh became a graduate student of meteorology at Zhejiang
University, which moved westward to Guizhou Province in southwestern China during
the war. During this time, Yeh studied atmospheric electricity under the guidance of
Changwang Tu (1902–1962), a renowned meteorologist and central figure of modern
meteorological research and operational systems, and Ganchang Wang (1907–1998), a
former student of Lise Meitner and a pioneer of China’s nuclear science. Meanwhile, Yeh
published in 1942 his first research paper on isentropic analysis (Figure 1).

 

Figure 1. A picture of Yeh’s first paper, “Analysis on Isentropic Surfaces” in Memoir of the Division of
History and Geography of Zhejiang University, No. 2, 1942.

After completing his studies at Zhejiang University in the summer of 1943, Yeh joined
the Meteorological Institute, which was one of the first eight institutes in Academia Sinica
established in 1928, situated in Beibei, Chongqing during the war. Yeh served as a research
assistant there until his arriving at the University of Chicago in early 1945 as a doctoral
student under the supervision of C.-G. Rossby.

During this preparatory period, Yeh underwent comprehensive training in physics
and meteorology under the guidance of China’s finest mentors. His strong background
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in scientific education would play a pivotal role in shaping his subsequent career and
achievements.

3. Period II: The Chicago Period (1945–1950)

The Chicago School established by C.-G. Rossby, since his move to the University of
Chicago in 1940, was undoubtedly at the center of the explosive development of modern
meteorology after World War II. During this period, J. G. Charney, who had just finished
his Ph.D. thesis at UCLA and was to develop his quasi-geostrophic theory and baroclinic
instability theory and lead the Princeton project of numerical weather prediction, had
stayed in Chicago from 1946 to 47 and lectured hydrodynamics there [6]. E. Palmén, during
his extended stay in Chicago, engaged in stimulating debates with V. Starr on the respective
roles of the meridional Hadley circulation and transient eddies in momentum and energy
transport [7]. Prominent European meteorologists such as Tor Bergeron, Alf Nyberg, and
Halvor Solberg visited Chicago and sometimes taught classes [6]. Rossby, while being
occupied with his organizing duties [8], advanced his theory of the westerly jet based
on the mixing of vorticity [9]. He was also working on theoretical explanations for the
general circulation of the atmosphere (referred to as the GCA hereafter). David Fultz
was conducting his noteworthy dishpan experiment; during this period, Herbert Riehl,
returning from his work at the Institute of Tropical Meteorology located in Puerto Rico,
taught tropical meteorology in Chicago [7]. It was during these “great days of the Chicago
School” [8] that Yeh came to the very center of world meteorology and, as an active member
of the Chicago School, soon contributed to the explosive development of the field. Indeed,
this may also be considered as the formative period of Yeh’s entire research career.

3.1. On Energy Dispersion in the Atmosphere

Rossby initially introduced the concept of group velocity into meteorology [10] in 1945,
the same year that Yeh arrived at Chicago, and Yeh chose the topic of energy dispersion in
the atmosphere as his doctoral thesis. Before his graduation in 1948, part of his results had
been included in the seminal 1947paper, “On the General Circulation of the Atmosphere
in Middle Latitudes”, which was led by Rossby and Palmén, with Yeh being one of the
participants [11] (note: the reference numbers in bold indicate that Yeh was the author
or one of the authors of the publication). Figure 23 of [11], which was also included in
Yeh’s “energy dispersion” paper published one and a half years later (Figure 9 in [12]),
illustrated the establishing process of a one-dimensional stationary wave as a result of
the injection of cyclonic vorticity (wave source) at a prescribed longitude, based on the
theoretical calculation in [12]. More than thirty years later, Brian Hoskins and David Karoly
developed a theory for stationary Rossby wave propagation in a spherical atmosphere [13],
which can be considered a two-dimensional extension of Yeh’s one-dimensional theory.
Interested readers may refer to [14,15] for a better understanding of the role of energy
dispersion theory in atmospheric and climatic dynamics.

Indeed, the immediate and long-term applications of Yeh’s energy dispersion theory
went beyond this in stationary wave dynamics. It is interesting to consider Rossby’s
evaluation of Yeh’s thesis, which was submitted to the Journal of Meteorology on 27 April
1948, in his letter to George Platzman (Figure 2) on 29 October 1948:

“Who has gone through the analytical part of Yeh’s mathematics? Personally, I preferred
to have his paper devoted as much as possible to basic questions, relatively less attention
to detailed mathematical computations. The breakdown, dispersion, of a solitary ridge, is
of importance. The coastal effects should not be included. Please let Yeh understand that
for his own sake, overloading of the paper must be avoided. It will merely result in nobody
reading the paper. It must be recognized that Yeh’s thesis deals with the very heart of the
Princeton project and must be written so as to promote this development. Best wishes, C.
G. R.”
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Figure 2. The letter of C.-G. Rossby to G. W. Platzman regarding Yeh’s “energy dispersion” thesis.
The date of the letter was 29 October 1948. (Photo courtesy of Anders Persson.)

‘The Princeton project’ in Rossby’s letter refers to the numerical weather prediction
(NWP) project led by Charney and von Neumann [16]. The reason why “Yeh’s thesis deals
with the very heart of the Princeton project” was because the results in Yeh’s thesis were
essential to Charney’s choice of a minimum forecast area that could ensure the success of
the NWP project. N. A. Phillips, who was one of the team members of the project, later
further stated that if too small an area had been chosen, the failure of the NWP project
would have led to a ‘tremendous setback’ for Charney’s quasi-geostrophic theory [17] (p. 4).
Indeed, Rossby not only asked Charney to write a brief note to accompany Yeh’s paper [18]
(p. 126), but also wrote by himself another note in the first issue of the first volume of
Tellus, which was launched by Rossby in Sweden, to introduce Yeh’s paper to a broader
audience [19].

The importance of “the breakdown, dispersion, of a solitary ridge” that Rossby em-
phasized in his letter refers to Yeh’s theoretical analyses and calculations on the different
dispersive features of solitary waves at low, middle, and high latitudes (see Section 5 and
Figures 10–12 in [12]), which were used to understand fast dispersion at low latitudes and
the preferred occurrence and maintenance of blocking highs over high latitudes, as was
stated by Yeh himself in [12].

The abstract and main contents of [12] indicated that Yeh understand the potential
applications of his work well. The first application, “the formation of a new trough over
North America following an intense cyclogenesis in the Gulf of Alaska” [12], was soon
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visualized by E. Hovmöller in his troughs-and-ridges diagram [20] and was used to explain
recent extreme cold events [21]. In the second application, Yeh explained the formation of
blocking action at high latitudes by the dispersion of an initial solitary wave, in contrast to
Rossby’s earlier hypothesis based on the convergence of group velocity [10]. Later, during
the late 1950s and early 1960s, Yeh and his Chinese colleagues would conduct a systematic
survey and series of theoretical and numerical studies on blocking highs (see Section 4.4).

3.2. On Hadley Circulation, Trade Inversion, and the Motion of Tropical Storms

Yeh continued his pursuit of the general circulation over middle latitudes during
the period 1949–1950 after the energy dispersion paper was published. For example,
he discussed the maintenance of zonal circulation from the perspective of vertical and
meridional vorticity transport [22]. During this period (1949–1950), while Rossby spent
most of his time at Stockholm, Yeh joined Riehl’s group on tropical meteorology, in which
Yeh was second to Riehl [7]. Together with Riehl and the other team members, Yeh made
significant contributions to the field of tropical meteorology at its very beginning. One
of these contributions was the proof of the existence of the Hadley circulation. To settle
the debate between Palmén and Starr on the role of the Hadley circulation in the global
circulation system [7], Riehl and Yeh proved for the first time, by computations based on
data obtained from the climatic atlas, the existence of meridional Hadley circulation [23].

Following their work on the Hadley cell, they further explored the spatial structure
and the processes governing the balance of radiation, surface sensible and latent heat,
and momentum in the north-east trade wind of the Pacific Ocean. The resultant 1951
publication by Riehl, Yeh, J. Malkus (later J. Simpson), and N. La Seur [24] is widely
considered a seminal paper on the physics of tropical trade inversion and is one of the most
celebrated contributions to meteorology of the twentieth century [7]. Interested readers
may find a detailed observational and historical background for [24] in [7]. By carefully
reading the 29-page paper containing 24 figures, one cannot help feeling the comprehensive
and physically penetrating nature of the analyses that Riehl, Yeh, and their colleagues
conducted on the observations obtained from the five weather ships. They concluded that
the trade inversion is not a discontinuity separating the upper-layer dry air and lower-layer
moist air, and that downward mass transfer occurs through the inversion. Their conclusions
inspired the later development of theoretical and numerical models of trade cumuli, which
are essential to the parameterization of shallow convections in climate models [25,26].
Indeed, in the mind of the author of this review, the broad view presented by Riehl, Yeh,
and their colleagues in [24] may well help provide a better perspective on the relations
between clouds, circulation, the hydrological cycle, and global climate change.

Before Yeh’s return to China in 1950, he also conducted an investigation on the mech-
anism leading to the oscillating trace of tropical storms [27] and a survey on the rainfall
over the islands of Hawaii [28], which originated from the collaborative research between
Rossby’s School and the Pineapple Research Institute in Hawaii [8].

4. Period III: The Period of Breaking Ground (1950–1966)

The education and research in modern meteorology in China was relatively limited
in terms of scope and depth before 1949 [29]. The situation underwent a significant
transformation after the establishment of the People’s Republic of China. The former
Institute of Meteorology in Academia Sinica was reorganized as the Institute of Geophysics
and Meteorology (IGM) under the Chinese Academy of Sciences (CAS) in 1950, which was
the main body of meteorological and geophysical studies in China until 1966, when it was
separated into several institutes. Yeh and Chen-chao Koo [30], both protégés of Rossby
who returned to China in 1950 (Koo from Stockholm), were the two directors responsible
for leading the meteorological studies in the institute, under the leadership of their former
teacher, J. J. Jaw, who was the director-general of the IGM.

Indeed, in 1973, two renowned atmospheric dynamicists from the U.S., W. Blumen
and W. M. Washingtion, noted that, based on translated meteorological publications from
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China, there was ‘accumulated evidence’ suggesting that “the field of meteorology (in
China) had become a well established and continually growing scientific activity” between
1949 and 1966 [31]. They acknowledged the need for “a more exhaustive overview of the
contributions made by Chinese meteorologists to the theory of the general circulation” [31].
It is worth mentioning that the groundbreaking works undertaken by Yeh and his colleagues
at the IGM and in the universities played a pivotal role in this remarkable development.
It was their efforts that realized Rossby’s expectations [32] of an “extremely vigorous
development of Chinese meteorology” and “many significant realistic contributions” in a
relatively short span of approximately 16 years.

4.1. On the General Circulation over East Asia

Even prior to and, presumably, for his return to China, Yeh paid attention to the GCA
over China and East Asia and published in Tellus a paper titled “The circulation of the high
troposphere over China in the winter of 1945–46” [33]. Yeh unveiled, for the first time, the
profound influence of the Qinghai–Tibetan Plateau on the upper tropospheric circulation,
utilizing the best available data at that time. Within this seminal paper, Yeh observed
the abrupt appearance of a new westerly jet at the southern flank of the Qinghai–Tibetan
Plateau during mid-October, which merged downstream with the northern westerly jet
into one singular and robust jet stream extending beyond the edge of the continent [33].

Given the pivotal importance of comprehending the general circulation over East Asia,
which remained predominantly unexplored in 1950 both within China and worldwide,
Yeh and his colleagues (Figure 3) in the IGM embarked on a systematical investigation
of its three-dimensional structures, seasonal cycle, associated synoptic phenomena, and
underlying principles. This dedicated pursuit began with the establishment of the Section of
Synoptic and Dynamic Meteorology in the institute in 1950. A series of high-quality papers
were published, most of them in Chinese and some in English, during this groundbreaking
period.

Figure 3. Photos of Ye–Gu–Tao–Yang (Yeh–Koo–Dao–Yang), a legendary team leading the meteo-
rological research in the IGM, under the leadership of J.J. Jaw, the director-general of the institute,
during the period 1950–1966. Yeh and Koo were the two directors of the meteorological section in the
IGM. (Photos courtesy of the family members of Ye, Gu, Tao, and Yang.)

A synthesis of their findings was initially presented by Chen-chao Koo to the inter-
national meteorological community on the evening of 4 June 1957, during the Numerical
Weather Prediction Conference in Stockholm, through a seminar organized to showcase
the meteorological achievements in China [34]. The audience of the seminar comprised
C.-G. Rossby, J. G. Charney, B. Bolin, E. N. Lorenz, N. A. Phillips, and A. M. Obukhov,
among others. Parts I and II of a manuscript titled “On the general circulation over Eastern
Asia” [35,36] were submitted to Tellus on the following day of the seminar, with Part III [37]
being submitted four months later. In a groundbreaking move, Yeh and his colleagues
presented the international meteorological community with a systematic and physically co-
herent depiction of the GCA and weather systems over East Asia. This included elucidating
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their three-dimensional structures, seasonal disparities, oft-abrupt seasonal transitions, the
development of associated weather systems, and the discernable influence of the Qinghai–
Tibetan Plateau on circulation patterns and weather systems. These features were vividly
illustrated through the 27 meticulously crafted figures presented in Part I and II of the three
Tellus papers [35,36].

Yeh and his colleagues did not limit their attention to merely descriptive studies, but
sharply realized fundamental theoretical problems while analyzing the phenomenological
aspects of the general circulation over East Asia. These theoretical problems included,
but were not limited to, the thermal and dynamical effects of huge orographic features
on the general circulation, the role of the heat sources and sinks associated with the land–
sea distributions, the role of orography in determining the positioning of mean troughs
and ridges (now referred to as stationary waves), and the mechanism underlying abrupt
seasonal changes in the general circulation. For instance, Figures 3 and 4 in Part III [37]
of the three Tellus papers, obtained from a calculation applying the Green’s function
method to a steady, linearized Sawyer–Bushby model [38] forced by the topography of the
Qinghai–Tibetan Plateau and the distribution of heat sources and sinks over the Northern
Hemisphere, distinctively illustrated the respective roles of the topography and diabatic
heating in the formation of a deep wintertime trough along the East Asian coast.

4.2. On the Meteorology of the Qinghai–Tibetan Plateau

While previous research had predominantly focused on the mechanical influence
of topography on atmospheric circulation [39], Yeh and his colleague C.-C. Koo were
quick to recognize and emphasize, as early as 1955, the potential thermal impact of large-
scale topographic features, such as the Qinghai–Tibetan Plateau [40]. Through meticulous
calculations using available aerological and surface observations from 1955–1956, Yeh and
his two associates unequivocally stated in 1957 that the Qinghai–Tibetan Plateau acts as a
heat source during summer and likely a heat sink (except in the southeastern region of the
plateau) during winter [41]. This pioneering study stands as the first reliable calculation of
the thermal effect of the Qinghai–Tibetan Plateau. Subsequently, Yeh and his colleagues
devoted themselves to studying various aspects of the Qinghai–Tibetan Plateau’s role
in the GCA, climate, and weather, not only over China and East Asia, but also over the
entire globe. Their research ultimately led to the establishment of the field known as
“the Meteorology of the Tibetan Plateau” [42] or “the Meteorology of the Qinghai–Tibetan
Plateau” [43], as suggested by the two monographs published in 1960 and 1979.

The investigation of Qinghai–Tibetan Plateau Meteorology permeated Yeh’s lifelong
career, and he made many other contributions to this field. For the sake of narrative
clarity, I will briefly outline here his significant later contributions in this area, so as to
focus in the subsequent sections on the new fields he pioneered and influenced. Yeh
himself summarized the studies conducted by himself and his colleagues in this field in
English-language journals such as the Bulletin of the American Meteorological Society (BAMS)
in 1981 [44] and Meteorology and Atmospheric Physics in 1998 [45]. These review papers
provide in-depth insights into their research, and interested readers are encouraged to refer
to them for further details.

During the mid-1970s, Yeh and his colleagues conducted experiments by constructing
a rotating annulus with a heated “plateau” to investigate the thermal effects of the Tibetan
Plateau on the general circulation. Their research focused on various aspects such as
the vertical structures of horizontal circulation, the zonal and meridional overturning
circulations, the convective activities, and the movements of the Tibetan High over the
Plateau, as is well summarized in [46]. In 1979, Yeh and his colleague Youxi Gao led the
publication of [43], which provided a comprehensive summary of the achievements in this
field by the Chinese meteorological community up to that time.

During the 1980s, Yeh, along with his colleagues and students, expanded his research to
explore the influences of the Qinghai–Tibetan Plateau on the regions beyond East Asia [45].
Their work became particularly significant for current studies on polar climate change
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and the global effects of the Tibetan Plateau. In her doctoral thesis supervised by Yeh and
G. X. Wu, X. L. Zou discovered that wintertime planetary waves with low wavenumbers
(wave 1 and wave 2), induced by the mechanical forcing of the Tibetan Plateau (but not
the Rocky Mountains), could propagate northward into high latitudes and vertically into
the stratosphere [47,48]. This finding implied that the Tibetan Plateau plays a crucial role
in shaping the spatial structure of the climate over the high latitudes of the Northern
Hemisphere, affecting both its mean state and variations.

4.3. On the Scale-Dependence Theory of Geostrophic Adjustment

Geostrophic adjustment, known as “geostrophic adaptation” in China, has long been
an important theoretical issue in atmospheric and oceanic dynamics [49]. In contrast to
traditional wisdom, both Rossby in the 1930s [49] and Obukhov in 1949 [50] demonstrated
that during the process of geostrophic adjustment, the mass (pressure) field rapidly aligns
itself with the velocity field until the geostrophic balance is achieved. In 1957, Yeh was the
first to highlight that the direction of mutual adjustment between the velocity and mass
fields depends on the spatial scale of the initial geostrophic imbalance, as explicitly stated
in [51]:

“From the foregoing discussions we may give the following statement about the production
of quasigeostrophic motion: When due to some reason or other the quasigeostrophic
equilibrium breaks down, then for small scale motion (not so small that the earth’s
rotation may be neglected) it is the pressure field to fit the new velocity field to attain new
quasigeostrophic motion; for very large scale it is the velocity field which changes more to
give new quasigeostrophic motion; and for intermediate scale both fields will change.”

Later, Q. C. Zeng (T.-S. Tseng) mathematically proved that the initial scale of a non-
geostrophic disturbance determining the direction of geostrophic adjustment (adaptation)
between the mass and velocity fields is the Rossby radius of deformation [52,53]. Yeh’s
research served as inspiration for Chinese scientists, including some who worked directly
under Yeh’s influences, leading to a uniquely systematic investigation of this topic. The
findings of their research were summarized in a 1965 monograph titled “The Problems of
Adaptation in Atmospheric Motion”, authored by Yeh and his student M.-T. Li [54]. In
this monograph, they also explored the adjustment (adaptation) in meso-scale atmospheric
motion and the hydrostatic adjustment.

4.4. On the Dynamics of Atmospheric Blocking Highs

The slower dispersion of solitary waves at high latitudes, as described in the fifth
section of Yeh’s energy dispersion thesis in 1949 [12], remains a fundamental theoretical
paradigm for the dynamics of blocking highs, a concept that continues to be supported by
recent studies [55,56]. In the late 1950s and early 1960s, Yeh and his colleagues systemati-
cally investigated the climatology, synoptic features, numerical simulations, and dynamics
of atmospheric blocking over the Northern Hemisphere, based on a thorough survey of
85 wintertime blocking events (54 events over the region from the North Atlantic to the
Ural Mountains and 31 events over the North Pacific) that occurred between 1955 and 1960.
Two monographs were published in 1962 and 1963, respectively: one focusing on synoptic
and dynamical investigations [57], and the other on numerical simulations [58]. From their
survey and simulations, Yeh and his colleagues developed synoptic and conceptual models
for the onset, maintenance, and decay of blocking highs. This systematic investigation
into blocking highs was truly exceptional, as it took more than twenty years for another
comprehensive volume on the topic to be published internationally [59].

Yeh further discussed a possible physical mechanism for the onset and decay of
blocking highs. He emphasized the significant role played by the baroclinic instability of
long waves (approximately 5000 km or above in scale) in the onset of the meridional-type
circulation. Furthermore, he highlighted the importance of local conditions favoring the
appearance of highly non-geostrophic conditions in the cut-off process of a closed high
cell. Additionally, positive vorticity advection toward the blocking high leads to its decay.
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Furthermore, in an article published in 1963, Yeh explicitly emphasized the essential role of
nonlinear wave–wave interaction in the formation of blocking highs, as explicitly stated in
the abstract of [60]:

“. . .we shall keep in the vorticity and thermodynamic equations the nonlinear terms
which are dropped generally. This enables us to study the mutual interaction of the
disturbances. It will be shown theoretically that this mutual interaction is very important
in the formation of Ω-shaped blocking highs.”

4.5. On the Fundamental Problems of Global Atmospheric Circulation

Yeh’s theoretical interest in the GCA was not limited to that over East Asia, but he also
considered a more fundamental problem, i.e., the very nature of the global atmospheric
circulation as a whole. While the debates and investigations within Rossby’s Chicago
School, in which Yeh actively participated [7,23], influenced his early interest and perspec-
tive on this matter, Yeh and his colleagues in China soon independently developed their
own views through systematic research. Due to space limitations, I will only highlight two
examples of his work: his monograph on some fundamental problems of the GCA [61] and
his investigation on abrupt seasonal changes in the GCA [62].

4.5.1. On an Internally Consistent Picture of the General Circulation

From July to September 1957, only about one year after N. A. Phillips published
his seminal numerical experiment on the GCA [63], Yeh and his colleague Pao-chen Chu
conducted a series of seminars in Beijing. The content of these seminars revolved around
their initial draft on some fundamental problems of the GCA. Just one year later in 1958,
approximately nine years before E. N. Lorenz published his monograph on the nature and
theory of the GCA [64], Yeh and Chu’s monograph (a 159-page volume) was published.
Although the text was in Chinese, it included at the end of the book 16 pages of chapter
abstracts in English [61] (p. 144–159). B. Hoskins commented, “The chapter headings
give an idea of the broad sweep and ground-breaking nature of his (Yeh’s) ideas at this
time” [1], and the detailed chapter and section headings can be found in Figure 1 of [65].
A comparison between Yeh and Chu’s classic monograph and Lorenz’s indicates the
different styles and visions of the three authors regarding the GCA [66], while both books
demonstrated a penetrating depth of physical thinking.

In the final chapter of [61], Yeh and Chu made an effort to present an internally
consistent picture of the GCA. They emphasized that the GCA is a coherent system in
which various components and physical processes, influenced by external factors such as
radiation and the Earth’s rotation, are interconnected. Particularly, they emphasized the
central role of large-scale eddies in connecting these fundamental elements of, and key
physical processes in, the GCA (Figure 4, excerpts from Chapter XI). They analyzed how
and why the large-scale-eddy-induced angular momentum transport in the upper layer
and heat transport in the lower layer of the atmosphere should be considered an integrated
entity, and their analyses were qualitatively consistent with the Eliassen–Palm flux obtained
from the theory of wave–mean flow interaction by Andrews and McIntyre [67,68], which
was developed during the mid-1970s.
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Figure 4. Excerpts from the chapter abstract, originally in English, from Chapter XI in [61]
(pp. 153–156).

4.5.2. On Abrupt Seasonal changes of the General Circulation

While abrupt seasonal changes of the GCA had been observed over the southern Asian
monsoon regions and the Middle East, Yeh and his colleagues extended their studies to East
Asia and other regions of the Northern Hemisphere. They made a significant discovery,
which they explicitly stated in the Rossby Memorial Volume: that the abrupt seasonal change
could well be a global phenomenon [62]. Moreover, Yeh and his colleagues conjectured
that a certain type of ‘instability’ in the atmosphere could be the underlying mechanism:

“Concerning the cause of the abrupt changes, we shall only propose the following reasons
as a conjecture: From winter to summer the inclination of the sun over the Northern
Hemisphere gradually increases. With this increase the temperature contrast between the
equator and pole gradually decreases. When it has decreased to a certain value, a certain
type of ‘instability’ in the atmosphere appears and the abrupt change of the upper-air
circulation takes place. From summer to winter the reversed sequence of events would
occur.” [62]

Yeh further suggested a possible model experiment “to answer conclusively the above
conjecture”: “In a rotating half sphere or two coaxial cylinders [. . .] we heat differently the
inner and outer part, then gradually decrease or increase the heating difference and observe
whether we get the abrupt transition of the circulation as observed in the atmosphere.”.

It is remarkable that they took such a broad perspective on abrupt seasonal changes
of the GCA during a time when data were limited and model experiments were still in
their very early stages. Notably, their conjecture did not mention topography or land–
sea contrasts. Meanwhile, Yeh emphasized the central role of large-scale eddies in the
maintenance of the GCA (Figure 4); therefore, it is very likely that Yeh and his colleagues
believed that eddies would play a part in the speculated instability of the GCA. Interestingly,
only half a century later, similarly idealized experiments using general circulation models
(GCMs) were conducted, replacing the rotating half sphere or two coaxial cylinders used
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in Yeh and colleagues’ thought the experiment [69,70]. These GCM experiments revealed
that the abrupt seasonal change is caused by the rapid transition between two different
circulation regimes: the equinox regime controlled by eddy momentum transport, and
the monsoon regime driven directly by thermal forcing. If we interpret the “instability”
mentioned in Yeh and his colleagues’ conjecture as the instability of circulation regimes, then
Yeh’s idea aligns qualitatively with the recent findings in [69,70]. For a more comprehensive
perspective on the evolution of the theory regarding abrupt seasonal changes in the GCA,
refer to [65].

5. Period IV: The Period of Transition (1972–1983)

In 1966, the Institute of Atmospheric Physics (IAP) was established from the meteo-
rological section of the IGM, and Yeh’s research was stopped for several years due to the
Cultural Revolution. It was not until 1972 that Yeh resumed his research activities, and his
first project was the study of the GCA through the construction of a laboratory for rotating
fluid physics. The significant achievements of these experiments were discussed in the
section on Qinghai–Tibetan Plateau Meteorology (Section 4.2). During the period from
1972 to 1983, China underwent a transition from the turmoil of the Cultural Revolution to
the era of Reform and Opening-up. Yeh became the director of the IAP in 1978 and later
the vice-president of the CAS in 1981. With these roles, he took on more responsibilities in
leading scientific research and promoting international cooperation in China [5]. Simulta-
neously, there was also a transition in the focus of Yeh’s investigations from atmospheric
dynamics and general circulation to climate dynamics.

During this period, Yeh maintained his theoretical interests in atmospheric dynamics,
such as in his investigation of the multiple time-scale theory of atmospheric motions,
conducted collaboratively with his former student M.-T. Li [71]. As a collaborator with
younger theoreticians at the IAP, Yeh was supportive of the development of Q. C. Zeng’s
rotational adaptation (adjustment) theory, which focused on the adjustment of atmospheric
motions slower than the geostrophic adjustment [72]. Additionally, Yeh contributed to J. P.
Chao’s spiral-like planetary wave theory in a barotropic atmosphere [73]. Furthermore, he
continued to lead the research into Qinghai–Tibetan Plateau Meteorology in China [43].

During the late 1970s and onwards, Yeh’s primary focus shifted from atmospheric dy-
namics towards the field of climate dynamics. This transition coincided with the emergence
of global climate models in the 1970s; the publication of the Charney Report in 1979 [74]; and
the establishment of the World Climate Research Programme (WCRP) in 1980, of whose
joint scientific committee (JSC) Yeh became a member from 1982 to 1988 [3].

In 1981, during his visit to the Geophysical Fluid Dynamics Laboratory (GFDL) in
Princeton, Yeh collaborated with S. Manabe and R. T. Wetherald. Together, they conducted
idealized GCM simulations to investigate the short-term climate effects of snow-cover re-
moval and irrigation [75,76]. Their findings revealed that soil moisture anomalies resulting
from these land surface modifications can induce climate anomalies that persist for several
months, creating a cross-seasonal “memory” in the general circulation and climate. It is
worth noting that Yeh had already gained familiarity with surface and atmospheric energy
balance analysis through his earlier work on the northeast trade wind and his subsequent
studies on Qinghai–Tibetan Plateau Meteorology and the dynamics of the global circulation
as an internally consistent whole. Therefore, it is not surprising to find a unique clarity in
the physical insights derived from Yeh and his collaborators’ analyses of the surface energy
balance and the response of the global circulation to surface anomalies.

6. Period V: The Period of Global Change (1984–2013)

During the early 1980s, the international scientific community recognized the impor-
tance of the interaction between global biogeochemical processes and physical processes
in shaping global environmental and climate change. In response to this realization, the
International Geosphere-Biosphere Programme (IGBP) was launched in 1988, symboliz-
ing the establishment of global change science, also known as Earth system science [77].
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The concept of “global change” encompasses a wide spectrum of transformations in the
Earth’s environment, spanning changes in the solid earth, oceans, atmosphere, biosphere,
cryosphere, and more [77]. Yeh played a key role from 1984 as one of the pioneering figures
who led the launch of the IGBP [78], and he is regarded as the founder of global change
studies in China. His ideas, such as those on the sensitive zones of global change [3], were
reflected in the early projects of the IGBP. For a more comprehensive account of Yeh’s
involvement in the establishment of international global change studies, interested readers
may refer to [3,79]. However, in this discussion, the focus is only placed on two aspects of
Yeh’s contributions: the inherent connection between adaptation to global change and the
principles of sustainable development, and the concept of “orderly human activities”.

At the turn of the 21st century, Yeh recognized the imperative of establishing a strong
connection between adaptation to global change and sustainable development. In this
context, adaptation refers to the necessary adjustments in natural and human systems to
effectively respond to anticipated changes and their resulting impacts, with the aim of
minimizing harm and capitalizing on beneficial opportunities [4]. Yeh believed that the
lack of awareness among policymakers and the general public regarding global change
could impede the success of sustainable development in China. Therefore, he organized a
conference in Beijing to discuss how to link sustainable development and the adaptation
to global change, inviting about 30 leading scientists of various fields from China, and
Yeh’s thoughts on the issue were further distilled in [80] and in an interview featured in the
WMO Bulletin [4].

Yeh conveyed his views in [4,80] regarding the close connection between adapta-
tion to global change and sustainable development. He claimed that the adaptation to
global change must align with the principles of sustainable development. Otherwise, the
adaptation for temporary or local interests may only result in greater destructive change.
On the other hand, sustainable development will not achieve its goals without taking
future global change into account. Yeh also analyzed the systematic nature of both sustain-
able development and adaptation to global change. Yeh emphasized that adaptation to
global change must transcend the boundaries between regions, organizations, and business
sectors; meanwhile, the trend towards the integration of regional and global economies
concisely exemplifies the systematic nature of sustainable development [79].

Yeh and his colleagues further put forward the idea of “orderly human activities”,
which were defined as human activities that could ensure the maintenance of the life-
supporting environment as a whole without notable degeneration, or even with some
improvement, while meeting the demands of socio-economic development [81]. It is evident
that sustainable development serves not only as the objective of orderly human activities but
also as the criterion by which the orderliness of large-scale human activities is measured [3].
Yeh and his colleagues analyzed the attributes of orderly human activities, highlighting
their alignment with sustainable development, hierarchical structure, systematic nature,
and scale effect [81]. They further suggested an approach to investigating orderly human
activities in which scientists, policymakers, and stakeholders at different levels should be
closely integrated.

From a retrospective viewpoint twenty years since the publication of [80,81], one
can easily identify the visionary nature of Yeh’s thoughts on global change, sustainable
development, and orderly human activities.

7. Conclusions

In this review, Prof. Duzheng Ye’s (Tu-cheng Yeh’s) research career was divided
into five periods, namely: (I) the preparatory period (1935–1944); (II) the Chicago period
(1945–1950); (III) the period of breaking ground (1950–1966); (IV) the period of transition
(1972–1983); and (V) the period of global change (1984–2013). Figure 5 summarizes the
timeline of Yeh’s research career with the main foci and selected key publications for
each period included. The evolution of his main achievements is provided based on
a meta-analysis of his published works. Some of the evaluations of his work by his
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contemporaries are provided, and the influences of his achievements are reflected in the
literature mentioned here, which represents the advances in the relevant research fields.

Figure 5. The timeline of Yeh’s research career and the main foci and selected key publications for
each period.

Needless to say, his achievements after he returned to China in 1950 were not only his,
but also a part of ‘many significant realistic contributions’ [32] by the Chinese meteorologi-
cal community at large [30,82]. In the long course, Yeh played a central role in the explosive
development of atmospheric dynamics in China during the 1950s and 1960s, as well as in
climate change and global change science in China after the late 1970s. Yeh’s dedicated
efforts and leadership in the field of global change led to the establishment of a nationwide
and decade-long global change research program in China, and he also provided many
science-based suggestions on climate change policy to the leaders of China.

It is emphasized that many of Yeh’s ideas were very prospective, and hence this
review aimed to not only honor past achievements, but also inspire more new scientific
findings based on Yeh’s visionary ideas. Indeed, Yeh’s investigations on energy dispersion
in the atmosphere [12] and on the physical mechanism of atmospheric blocking [57,60]
are highly relevant to current research endeavors on the possible changes in Rossby wave
propagation [83–85] under global warming and the mechanisms of blocking and extreme
events [21,86–88]. His study on trade inversion in collaboration with Riehl et al. [24] remains
to be used as a mechanistic basis for very recent theoretical and modeling investigations on
the dynamics of trade cumuli [25,26]. Yeh’s proposal regarding the cause of abrupt seasonal
changes of the GCA [62] have been echoed by recent theoretical studies [69,70], and his
perspective on the atmospheric general circulation as an internally consistent whole [61]
remains the goal of theoretical efforts seeking a unified theory of the GCA [65]. Recent
progress on the global effects of the Qinghai–Tibetan Plateau can be found in [89,90].

While many of Yeh’s investigations were theory-oriented, Yeh’s theoretical investiga-
tions were firmly rooted in observations. The availability of observations was indeed very
limited in his time, such as during his investigations on the upper-tropospheric circulation
over China during the winter of 1945–46 [33], trade inversion [24], and the thermal effects
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of the Tibetan Plateau [41]. However, the combination of his physical intuition and insights
based on these limited data often led to groundbreaking new findings.

Finally, it should be noted that, due to the space limitations, many of Yeh’s scientific
contributions were not discussed here, and the emphases in the current review inevitably
reflected—and were limited by—the author’s understanding of Yeh’s works. Suffice it to
say, however, many of his scientific ideas are still very relevant to current pivotal issues,
such as the need for a universal law of the general circulations of the atmosphere, and
human responses to climate change. Therefore, there is no doubt that Prof. Duzheng Ye’s
works will continue to inspire generations of young scientists.
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Abstract: Based on the definition of potential vorticity substance (W) and its equation, an index “iPV”
representing the leading mode of the surface potential vorticity circulation (PVC) over the Tibetan
Plateau is defined to characterize the orographic potential vorticity (PV) forcing on the atmospheric
general circulation. The relationships between the iPV index and the East Asian monsoon in July,
as well as the Silk Road pattern in Eurasia, are investigated on an interannual time scale. Results
show that the iPV in July is closely related to the interannual variability of the East Asian monsoon.
Corresponding to the positive phase of iPV with negative (positive) PVC over the north (south) of
the plateau, strong positive PV anomalies and westerly flows develop in the troposphere over the
plateau. Consequently, in the downstream region, the zonal PV advection increases with height
just above the Jianghuai Meiyu front, which is conducive to the generation of upward movement.
Over the East Asian area, the upper troposphere is controlled by the eastward shifted South Asian
High. In the lower troposphere, the southwesterly flow anomaly on the northwestern side of the
strengthened western Pacific subtropical high transports abundant water vapor to the north, forming
a convergence in the Jianghuai area, leading to the formation of large-scale precipitation along the
Meiyu front. Results from partial correlation analysis also demonstrate that the link between the
variability of the East Asian monsoon in July and the plateau PV forcing is affected very little by the
Silk Road pattern, whereas the plateau PV forcing plays a key “bridging” role in the influence of the
Silk Road pattern on the East Asian monsoon.

Keywords: potential vorticity substance; potential vorticity circulation; East Asian monsoon;
Tibetan Plateau

1. Introduction

The East Asian summer monsoon (EASM) is a complex monsoon system composed of
multiple important components such as tropospheric upper circulations, lower circulations,
and precipitation. The seasonal evolution of the EASM is accompanied by the advance of
the rain belt from south to north and has significant differences in interannual variation
during different periods [1]. According to the definition of East Asian monsoon intensity [2],
there exist significant differences in the intensity and pattern of EASM in different months
of summer. Other studies even show that some factors that influence the interannual
variability of the EASM also exhibit intra-seasonal differences [3,4].

Previous studies have shown that the Tibetan Plateau has significant impacts on the
EASM through dynamical and thermodynamical effects. The dynamical forcing of the
plateau has a very important impact on the establishment, development, evolution, and
precipitation of the monsoon. The thermodynamic forcing mainly comes from the heating
of the plateau, which is the main driver of EASM precipitation [5]. Numerous studies have
been contributed to investigate the separate influence of either the dynamical forcing of
the Tibetan Plateau [6,7] or its thermal forcing [8–10] on the EASM. For example, Okajima

Atmosphere 2023, 14, 1038. https://doi.org/10.3390/atmos14061038 https://www.mdpi.com/journal/atmosphere
25



Atmosphere 2023, 14, 1038

and Xie [7] find that the uplifted terrain plays an important role in the formation of the
northwestern Pacific monsoon, while Duan and Wu [10] emphasize the role of the thermal
forcing of the Tibetan Plateau in influencing the summer climate patterns over subtropical
Asia. The study of the influence on the EASM of the combined mechanical and thermal
forcing of the Tibetan Plateau is rare.

As we all know, PV is defined as P = 1
ρ

→
ζ a·∇θ, where ρ is air density,

→
ζ a is three-

dimensional absolute vorticity, and θ is potential temperature. It is a physical quantity that
combines the intrinsic dynamic and thermodynamic characteristics of the atmosphere. The
huge uplift Tibetan Plateau has been proven the most important PV source in the world.
The surface PV over the Tibetan Plateau may better represent the plateau forcing and have a
closer relationship with the EASM. Sheng et al. [11,12] and He et al. [13] have demonstrated
that the surface PV over the Tibetan Plateau can have a significant impact on the interannual
variation of summer precipitation in East Asia via changing the atmospheric circulations.
In this study, we study the PV circulation (PVC) at the surface of the Tibetan Plateau, rather
than the PV within the surface layer, and reveal the relationship between the surface PVC
of the plateau and the EASM.

Interestingly, the circulation structure and precipitation anomalies over the EASM
region in July induced by the above-mentioned PVC forcing over the Tibetan Plateau
look similar to those associated with the “Silk Road” pattern (SRP) in summer over the
troposphere of Eurasia, which has been considered the main mode of the meridional wind
anomaly [14]. The quasi-stationary Rossby remote-correlated wave train over the Asian
troposphere in July in the Northern Hemisphere can affect the climate of a vast area along
the axis of the Asian subtropical jet stream (about 40◦ N) [15–17] and has a significant
impact on the circulation and precipitation of the tripolar type of the EASM [4,18,19]. The
Tibetan Plateau is located along the Rossby wave train induced by the SRP and upstream of
the EASM region. It is still unclear whether the Tibetan Plateau can modulate the effect of
the SRP on EASM or not. What role the Tibetan Plateau plays in the relationship between
the SRP and EASM needs clarification.

This paper aims to explore the influence on the EASM of the surface PVC forcing over
the Tibetan Plateau in July, and the relationship between the circulation anomalies induced
by the PVC forcing over the Tibetan Plateau and by the SRP. The context of the study is
arranged as follows: Section 2 introduces the data used for the study and the concept of
surface potential vorticity circulation (SPV). Section 3 demonstrates the July-mean global
distributions of SPV and its zonal deviation, and an index presenting the SPV forcing of the
Tibetan Plateau, i.e., iPV, is thereby introduced. By using this iPV index, the impact of the
SPV forcing of the Tibetan Plateau on the EASM is studied by using regression analysis in
Section 4. In Section 5, the influence on the EASM of the SPV forcing of the Tibetan Plateau
is compared with the impact on the EASM of the SRP forcing by using partial correlation
analysis. Conclusions are provided in Section 6.

2. Data and Methods

2.1. Data

The data of atmospheric variables used to calculate the surface PVC over the Tibetan
Plateau were obtained from the daily reanalysis data at the bottom (level = 72, σ = 0.993) of
the MERRA-2 (Modern-Era Retrospective Analysis for Research and Applications Version 2)
published by NASA [20]. The variables include the horizontal wind, temperature, and
pressure with a horizontal resolution of 0.625 × 0.5◦ (longitude × latitude). The atmo-
spheric data used in the diagnostic analysis of the atmospheric circulation are from monthly
data under the MERRA2 barometric coordinate system, including Ertel potential vorticity
(EPV), horizontal wind, geopotential height, specific humidity, and surface pressure with a
horizontal resolution of 0.625 × 0.5◦ (longitude × latitude). Precipitation data are monthly
averaged data provided by the Global Precipitation Climatology Project, version 2.3 [21]
with a horizontal resolution of 2.5 × 2.5◦ (longitude × latitude). The time span is from 1980
to 2019 for all datasets.
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To focus on the relationship between interannual variations, all variable data were
preempted with detrending and 2–9 year Lanczos bandpass filtering to preserve interannual
signals.

2.2. Partial Correlation Analysis

Partial correlation refers to the method of studying the correlation between only two
variables while another variable remains unchanged in a multivariate study [22]. In actual
research work, it is common to find that one of the three variables remains unchanged
and the correlation between the other two variables is explored. When the influence of the
sequence Z(t) is excluded, the partial correlation coefficient between the sequence X(t) and
Y(t) is calculated as follows:

rxy,z =
rxy − rxzryz√

(1 − r2
xz)(1 − r2

yz)

where rxy, rxz, and ryz are, respectively, the correlation coefficients between sequence X(t)
and Y(t), X(t) and Z(t), and Y(t) and Z(t); and rxy,z is the partial correlation coefficient, which
represents the correlation coefficient between sequence X(t) and sequence Y(t) after exclud-
ing the influence of time series Z(t). Student’s t-test is used to determine the confidence
level of the partial correlation coefficient, and the test statistic quantity t with a sample size
n is:

t =
r
√

n − 3√
1 − r2

2.3. Earth’s Surface PVC Forcing-SPV

PV substance (W) is defined as Refs. [23,24]:

W = ρP = ∇ · (
⇀
ζ aθ) (1)

The local variation equation for PV substance (also known as potential vorticity
density) can be rewritten in flux form:

∂W
∂t

= −∇ ·
[

W
⇀
V − (Q

⇀
ζ a + θ

⇀
F )

]
= −∇ · →J (2)

From Equations (1) and (2),

∇ · ∂

∂t
(
⇀
ζ aθ) = −∇ · →J (3)

Equation (2) shows that the local variation of PV substance is related to its advection,

diabatic heating, and friction. In Equation (3),
→
J represents the “effective potential vorticity

flux” that affects the local change of W.
By defining the PV circulation (PVC) as [25]:

→
JC = −

→
ζaθ =

ˆ t0+�t

t0

→
J dt +

→
C (4)

Then we have:
W = −∇ · (→JC) (5)

In the pressure coordinate system with unit vectors (
→
i ,

→
j ,

→
k ) pointing eastward,

northward, and downward, respectively,

→
JC = (Jx

C, Jy
C, Jp

C) = − ∂v
∂p

θ
→
i +

∂u
∂p

θ
→
j + ( f +

∂v
∂x

− ∂u
∂y

)θ
→
k (6)
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In Equation (4), the physical interpretation of PVC is the time accumulated effective
potential vorticity flux. Equation (5) indicates that the convergence (divergence) of PVC
corresponds to a positive (negative) PV substance (W). When we consider the total PV
substance of a global atmosphere covered by an upper boundary “top” of an isentropic
surface θT (e.g., 390 K), we need to perform a global integration for W. By employing the
Gaussian theorem to convert the global volume integration of W into a surface integration
of the crossing boundary PVC over the boundary surfaces (S) enclosing the global volume,
we can obtain:
˚

Globe

Wdv =

˚

Globe

−∇ · (→JC)dxdydp =

‹

S

−(
→
JC · →n )ds =

¨

top

Jp
Cdxdy +

¨

bot

−Jp
Cdxdy (7)

where S is the complete surface that surrounds the volume “Globe”, and
→
n is the outward

normal unit vector of the surface S. The lower boundary “bot” of the global column is the
surface of the Earth, and the upper boundary θT is a complete isentropic surface. According
to Stokes’ theorem, the integration on a surface of the normal component of relative vorticity
equals the closed-loop circulation along the boundary surrounding the surface. Since there
is no boundary for the upper surface θT, the first term on the right-hand side of Equation
(7) vanishes, and the total amount of W in the entire bounded atmosphere becomes:

˚

Globe

Wdv =

¨

bot

−Jp
Cdxdy =

‹
[−( f + ζs)θs]ds (8)

where the subscript “s” indicates the Earth’s surface, and [( f + ζs)θs] represents PVC at the
surface. Taking time difference on Equation (8) leads to:

˚

Globe

∂

∂t
Wdv =

‹
∂

∂t
[−( f + ζs)θs]ds (9)

Equation (9) indicates that increase in surface [−( f + ζs)θs] will lead to the increase in
the PV substance (W) of the atmosphere. Therefore, a new variable:

SPV = [−( f + ζs)θs] (10)

can be used as a factor to represent the PV forcing at the Earth’s surface on the PV substance
of the atmosphere.

3. Distributions of SPV and Index of the PV Forcing of the Tibetan Plateau

3.1. Global Distributions of SPV and Its Zonal Deviation

Figure 1 shows the spatial distributions of the climatic mean and the zonal deviation of
SPV [−( f + ζs)θs] in July, respectively. The climatic mean distribution (Figure 1a) is mainly
determined by the distribution of the Coriolis parameter f presenting a zonal orientation
feature and gradually decreasing from the south pole to the north pole. The zonal deviation
distribution (Figure 1b) is characterized by a weak anomaly over the ocean and a strong
anomaly over large terrain and plateaus, such as Greenland and the Rocky Mountains
in North America, the Andes Mountains in South America, the Alps in Europe, and the
Mongolia Plateau, Iranian Plateau, and Tibetan Plateau in Asia. Such a distribution of
SPV is related to the fact that elevated mountains penetrate more isentropic surfaces in
the lower troposphere and produce additional PV sources for the atmosphere [12]. The
most remarkable negative area is on the Tibetan Plateau, indicating that the summertime
negative SPV forcing is over land, particularly over the Tibetan Plateau.
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Figure 1. (a) Climatological July mean distribution of surface potential vorticity circulation (SPV,
[−( f + ζs)θs]) and (b) its zonal deviation. Unit: K s−1.

3.2. Index of the PV Forcing over the Tibetan Plateau

Figure 2 shows the first two empirical orthogonal function (EOF) modes of SPV on the
Tibetan Plateau area higher than 3 km in July. The explanatory variance of the first EOF
mode (EOF1) is 22.6%, showing a triple anomaly pattern of SPV with three anomalous
centers over the northern, central, and southern Tibetan Plateau. The explanatory vari-
ance of EOF2 is 13.2%, which approximately presents a north-south reversed distribution
across the plateau midline, implying a cyclonic circulation anomaly on the north and an
anticyclonic circulation anomaly on the south, or vice versa. This mode mainly reflects
the seesaw effect of SPV between the northern and southern Tibetan Plateau. To evaluate
the relationships between these modes and the EASM, the East Asian monsoon intensity
index is defined with reference to Wang et al. [2]: taking MV-EOF analysis on the three-
dimensional circulation and precipitation in the East Asia region (0–50◦ N, 100–140◦ E),
then define the principal component (PC) of the main mode as the intensity index of the
East Asian monsoon (iEAM) in July. As both PC1 and PC2 of the SPV exhibit interannual
variations, interannual relationships will be investigated in the following study.

The correlation coefficient between PC1 of the SPV and iEAM in July is only 0.05, be-
yond the 90% confidence level. As a result, PC1 and iEAM are approximately independent,
whereas the correlation coefficient between PC2 of the SPV and iEAM is 0.54, exceeding
the 99% confidence level based on Student’s t-test. The high correlation between PC2 and
iEAM indicates that the interannual variability of EASM is closely linked to the dipole
mode of SPV over the Tibetan Plateau. Therefore, PC2 of the SPV over the Tibetan Plateau
can be used to investigate the impacts of the PV forcing of the Tibetan Plateau on the EASM.
According to Equation (9), the change in [−( f + ζs)θs] will lead to the change of the PV
substance W in the atmosphere. PC2 of SPV over the Tibetan Plateau is thus defined as
the intrinsic PV forcing index of the plateau for the following study, which is abbreviated
as “iPV”:

iPV = PC2 o f [−( f + ζs)θs]over the Tibetan Plateau (> 3 km) (11)
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A positive iPV then corresponds to a positive (negative) PVC over the northern
(southern) Tibetan Plateau, with surface westerly flows passing through the central plateau
and affecting downstream circulations.

Figure 2. Spatial patterns of the first (a) and second (b) EOF modes of SPV on the Tibetan Plateau
area higher than 3 km in July. (c,d) are the corresponding principal components, respectively, to (a,b)
(black curve). The histogram in (c,d) represents the interannual variation after detrending during
1980–2019 and 2–9 years of bandpass filtering.

4. PV Forcing over the Tibetan Plateau on the EASM

The left column of Figure 3 shows the anomalies of the 200 hPa circulation and
geopotential height (Figure 3a) and the 850 hPa circulation and precipitation (Figure 3b)
regressed onto the iEAM index, representing the characteristic anomalous precipitation
and circulation in the upper and lower troposphere in July for the strong EASM years. Its
main characteristics are the presenting of a ray of circulation anomalies with anticyclone
and cyclone centers located, respectively, over Mid Asia, northern Tibetan Plateau, the
Jianghuai Basin, and Japan in the upper troposphere. The anticyclonic circulation anomaly
centered over the Jianghuai Basin indicates the eastward shifting of the South Asian High
at 200 hPa. In climatology, PV generally increases with latitude. The anomalous northerly
flow associated with the anticyclonic circulation anomaly over East Asia thus favors the
transport of positive PV anomaly to the Jianghuai region.

In the lower troposphere, the Jianghuai area is influenced by the enhanced Western
Pacific subtropical high. The associated southwesterly anomaly transports much more
water vapor and contributes to the positive precipitation anomaly over the Jianghuai
region. In addition, the associated southwesterly anomaly transports negative PV anomaly
to the Jianghuai area. Then the circulation background of PV advection increases with
height forms, which is conducive to the development of air ascent [26–28], whereas the
precipitation over the northern part of the South China Sea and near the Philippine Sea
shows significant negative anomalies. The right column of Figure 3 is for the same variables
but regressed onto the iPV index. The spatial anomalous patterns are very similar to their
counterparts in the left column, particularly in their prominent circulation anomalies in the
upper troposphere. This implies that there is an inextricable relationship between the in
situ PV forcing over the Tibetan Plateau and the intensity of the EASM.
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Figure 3. The 200 hPa wind (vector, unit: m s−1) and geopotential height (shading, unit: gpm)
anomaly (a,c) and the 850 hPa wind (vector, unit: m s−1) and precipitation (shading, unit: mm day−1)
anomaly (b,d) regressed onto the iEAM index (a,b) and onto the iPV index (c,d).

To explore this relationship, we first investigate how the PV in the atmosphere over
the plateau and the zonal PV flux downstream vary associated with the SPV over the
plateau by regressing these fields onto the iPV index. Because the sign of EOF2 of SPV over
the plateau is inverted on the northern and southern parts of the plateau (Figure 2b), the
analysis is performed in two zonal-vertical cross sections located along 34–36◦ N in the
north and 30–32◦ N in the south, respectively. As shown in Figure 4a,b, corresponding
to a positive iPV, positive PV develops over the whole plateau in the north (Figure 4a)
and its western part in the south (Figure 4b), presenting an upward and northward inten-
sification of PV. Meanwhile, westerly flow predominates over the whole plateau, which
will result in positive zonal PV advection in the upper troposphere and form a structure
of PV advection increasing with height over the EASM region (Figure 4c,d). According
to Hoskins et al. [26,27] and Wu et al. [28], air ascent will develop where PV advection
increases with increasing height. Consequently, upward motion and precipitation develop
over the EASM region.

Figure 5 presents the regression onto the iPV index of the vertically integrated (from
1000 to 300 hPa) water vapor flux and its divergence. The water vapor in the troposphere in
the whole East Asia region is mainly transported through the anomalous southwesterly and
westerly flow along the abnormal subtropical anticyclone over the northwestern Pacific.
Significant water vapor divergence anomaly occurs within the anomalous subtropical
anticyclone, whereas the anomalous southwesterly and westerly winds on the northwest-
ern side of the anomalous subtropical anticyclone bring much more water vapor to the
vicinity of the Jianghuai Basin, forming a large-scale water vapor convergence anomaly.
As mentioned above, this anomalous pattern indicates the stronger EASM years with
the strengthened western Pacific subtropical high which provides abundant water vapor
conditions for the positive precipitation anomaly downstream of the Tibetan Plateau.
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Figure 4. Zonal cross sections averaged over 34–36◦ N (a,c) and 30–32◦ N (b,d) of zonal circulation
(vector, unit: m s−1), and PV ((a,b); shading, unit: PVU, 1PVU = 10−6 K m2 s−1 kg−1) and zonal PV
advection ((c,d); shading, unit: 10−5 PVU s−1) regressed onto the iPV index.

Figure 5. The vertically integrated (from 1000 to 300 hPa) water vapor flux (vector, kg m−1 s−1) and
its divergence (shading, unit: 10−4 kg m−2 s−1) regressed onto the iPV index.
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The above analysis demonstrates that when the surface PVC over the Tibetan Plateau
is in its positive phase of EOF2 with positive SPV on its south and negative SPV on its north
(Figure 2b), prominent positive PV anomaly develops in the troposphere above the plateau
platform accompanied with abnormally intensified westerly flows, forming a structure
of zonal PV advection increasing with height in the troposphere of the downstream area,
which is conducive to the generation of upward movement over the Jianghuai region. The
upper troposphere over East Asia is controlled by the eastward-shifted South Asian High.
The southwesterly wind anomaly on the northwest side of the Western Pacific subtropical
high in the lower atmosphere transports abundant water vapor to the north, forming
a convergence above the Jianghuai region. This not only enhances the typical anomaly
of the three-dimensional circulation of the East Asian monsoon in July, but also further
strengthens the formation of the Meiyu front, the main component of the EASM in July.

5. Relationship with the Overland Silk Road Pattern

Figures 3c and 4a demonstrate that the in situ positive PV forcing over the Tibetan
Plateau corresponds well with the positive PV anomaly in the atmosphere over the plateau.
To identify the link of this positive PV anomaly with the upper layer general circulation,
the 200 hPa meridional wind distribution regressed onto the iPV index is shown in Figure 6.
Significant southerly and northerly anomalies are concentrated in the mid-latitudes of
Eurasia from the western Eurasian continent to East Asia. The structure of the merid-
ional wind anomaly is similar to the SRP which also appears as alternate southerly and
northerly anomalies along the mid-latitude Asian westerly jet from western Europe to
East Asia [14,16]. The correlation coefficient between the iPV and the index of SRP (SRPI)
is as high as 0.59, exceeding the significance level of 0.01.

Figure 6. The distribution of the meridional wind anomaly at 200 hPa (shading, unit: m s−1) regressed
onto the iPV index. Areas exceeding the 0.05 significance level are highlighted by black dots.

Previous studies have shown that, through the associated anomalous northerly wind
over East Asia, the summertime SRP has varying degrees of influence on the circulation
and the precipitation in the East Asian areas [4,15,18,19,29]. In order to better understand
the relationship between plateau PV forcing and the onland SRP in the influence of the
interannual intensity of the EASM, we conduct two sets of partial correlation analysis: one
by removing the linear influence of SRPI from that of iPV and the other by removing the
linear influence of iPV from that of SRPI, and the results are presented in Figures 7 and 8,
respectively.
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Figure 7. The distributions of circulation (vector, unit: m s−1) and geopotential height (shading, unit:
gpm) at 200 hPa (a,c) and the 850 hPa circulation (vector, unit: m s−1) and precipitation (shading,
unit: m day−1) (b,d) regressed onto the iPV index (a,b) and regressed onto the iPVr index (c,d).
iPVr represents the remaining time series after removing the linear correlation with SRPI from the
iPV index. Dotted regions indicate the geopotential height and precipitation exceeding the 95%
confidence level.

It can be seen from Figure 7 that when the linear influence of the SRP is removed, the
distributions of circulation and precipitation anomalies in the lower tropospheric layer
change little (Figure 7d) compared with the original distributions (Figure 7b). The main
changes in the upper troposphere circulation are the weakening and westward shifting of
the anomalous cyclone to the north of the Tibetan Plateau and its upstream anticyclonic
anomaly (Figure 7c), while the position and intensity of the anomalous anticyclone over
East Asia (Figure 7a) is almost unchanged (Figure 7c). The associated anomalous northerly
wind still prevails over East Asia. As mentioned in Section 4 and previous studies [4,15],
the northerly wind anomaly is a key factor that induces the precipitation anomaly over
the Jianghuai region. Consequently, the results shown in Figure 7 indicate that no matter
whether there is the influence of the SRP or not, PV forcing over the Tibetan Plateau
can directly influence the intensity of EASM. The correlation coefficient between iPVr
and iEAM is 0.49, which is only 0.05 lower than that between iPV and iEAM, but still
reaches a significance level of 0.01. On the contrary, when the influence of plateau PV
forcing is removed from the Silk Road tele-correlation, the regressed upper tropospheric
circulation undergoes remarkable changes (Figure 8c versus Figure 8a). The strong cyclone
anomaly to the north of the plateau (Figure 8a) becomes significantly weak and shifts
southward (Figure 8c). The anomalous westerly wind prevailing over the entire plateau
platform (Figure 8a) becomes much weaker and moves southward to the south of the
plateau (Figure 8c). The downstream anticyclone anomaly originally located over the
Jianghuai region moves northeastward and is located over Northeast China. The associated
anomalous northerly wind moves northeastward correspondingly. The Jianghuai region
is controlled by the easterly anomaly in the upper troposphere (Figure 8c). In the lower
troposphere (Figure 8b,d), the subtropical anticyclone circulation over the northwestern
Pacific is weakened, and no apparent precipitation anomalies occur in the Jianghuai area.
The correlation coefficient between SRPIr and the overall East Asian monsoon intensity
index iEAM drops to 0.01, which is almost independent. These results indicate that the SRP
cannot influence the EASM directly in July. PV forcing over the Tibetan Plateau may play a
role in “bridging” the connection between the EASM and the SRP.
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The above results suggest that PV forcing over the Tibetan Plateau can directly influ-
ence the East Asian monsoon’s variability. Such connection between the EASM and the
plateau PV forcing in July is affected little by the SRP, whereas the plateau PV forcing plays
a key role in “bridging” the SRP and the EASM precipitation. If the plateau PV forcing
disappears, the upstream SRP may not have a significant effect on the East Asian summer
monsoon.

Figure 8. The distributions of circulation (vector, unit: m s−1) and geopotential height (shading, unit:
gpm) at 200 hPa (a,c) and the 850 hPa circulation (vector, unit: m s−1) and precipitation (shading,
unit: m day−1) (b,d) regressed onto the SRPI index (a,b) and regressed onto the SRPIr index (c,d).
SRPIr represents the remaining time series after removing the linear correlation with iPV from the
SRPI index. Dotted regions indicate the geopotential height and precipitation exceeding the 95%
confidence level.

6. Conclusions

By integrating the PV substance and its local change equation over the global at-
mospheric volume bounded by an enclosed isentropic surface as the upper boundary, it
shows that the global gross PV substance equals the integral of the PV circulation (PVC)
at the earth’s surface of the whole globe. That means the gross source of PV substance
of the global atmosphere is located at the Earth’s surface. EOF analysis of the surface PV
circulation (SPV) over the Tibetan Plateau higher than 3 km in July indicates that PC2
can be used as an index to characterize effects on the EASM of the intrinsic plateau PV
forcing. By making partial correlation and regression analysis, this paper further studies
the influence mechanism of the plateau PV forcing on the interannual variability of the
EASM and its relationship with that of the onland SRP over Eurasia. The main conclusions
can be summarized as follows:

(1) When the second mode of SPV on the surface of the Tibetan Plateau platform is
in the positive phase (Figure 2b), with positive SPV on its south and negative SPV
on its north, a strong positive PV anomaly and strengthened westerly flow will
develop in the troposphere over the plateau, forming a structure of zonal PV advection
increasing with height in the troposphere over the downstream Jianghuai region,
which is conducive to the generation of air ascent. The upper troposphere over
East Asia is controlled by the strong positive anomaly of geopotential height due to
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the eastward shifting of the South Asian High. The associated northerly anomaly
favors the transport of positive PV anomaly to the Jianghuai region; whereas, in the
lower troposphere, the anomalous southwesterly flow on the northwestern side of
the enhanced western Pacific subtropical high transports not only abundant water
vapor, but also negative PV anomaly to the Jianghuai region, forming a circulation
background of PV advection increasing with height. This not only enhances the
three-dimensional circulation anomaly of the East Asian monsoon in July, but also
facilitates stronger precipitation along the Meiyu front;

(2) The link between East Asian monsoon variability and plateau PV forcing in July is
influenced very little by the SRP. The latter mainly impacts the wave position and
intensity in the upper troposphere to the west of the plateau, but has limited effect on
the spatial distributions of circulation and precipitation downstream of the plateau.
However, when the linear signal of plateau PV forcing is removed from the SRP
sequence, the cyclone anomaly to the north of the plateau is significantly weakened
and shifts southward. The westerly wind originally over the plateau becomes much
weaker and shifts to the south of the plateau as well. At the same time, the anticyclone
anomaly originally located over the Jianghuai region shifts to Northeast China. The
Jianghuai region is controlled by the easterly anomaly in the upper troposphere,
which weakens the circulation background of PV advection increasing with height.
Consequently, the positive precipitation anomaly over the Jianghuai region becomes
weak and the interannual variability of the SRP and the East Asian monsoon are no
longer correlated. These results indicate that the SRP cannot influence the EASM
directly in July. The plateau PV forcing plays a key role in “bridging” the influence of
the SRP to the East Asian summer monsoon: the PV forcing over the Tibetan Plateau
can modulate the influence of the SRP on the EASM by changing the position of the
anticyclone anomaly in the upper troposphere downstream of the Tibetan Plateau
which is critical for the development of air ascent and precipitation of the EASM.
When the influence of plateau PV forcing is removed, this anticyclone anomaly is
located over Northeast China, which has little impact on the EASM. However, when
the influence of plateau PV forcing is considered, the anticyclone anomaly shifts to
central China, contributing to a stronger EASM year. In other words, the influence
of the SRP in the Eurasian region on the East Asian monsoon in July is inseparable
from the involvement of the PV forcing over the Tibetan Plateau. In summary, it is
the surface PV forcing of the Tibetan Plateau that directly and significantly affects the
interannual variability of the EASM over the Jianghuai region.
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Abstract: Atmospheric vortex streets (AVSs) are often observed in the wake of the leeward side of
mountainous islands and are considered atmospheric analogs of the classic Kármán vortex street when
a fluid flows past a cylindrical obstacle. The prevailing westerlies were observed year-round around
the Tibetan Plateau. However, it remains to be understood whether the wake on the leeward side of
the Tibetan Plateau exhibits a stable AVS and how the AVS impacts precipitation over the downstream
region. In this study, the environmental meteorological factors, spatiotemporal characteristics, and
various properties of the AVS on the leeward side of the Tibetan Plateau were examined for the
period of 1979–2018 using global reanalysis datasets. The results show that the spatial structure of
these AVSs closely resembles that of the classic Kármán vortex street observed in the laboratory. The
meteorological factors satisfy the conditions in which a stable AVS can exist year-round. Moreover,
various properties of these AVSs, including the aspect ratio and Strouhal number, are similar to those
in previous studies of smaller obstacle caused AVS. Thus, these AVSs on the leeward side of the
Tibetan Plateau can be interpreted as the atmospheric analog of classic Kármán vortex streets. The
results further show that the spatiotemporal structure of precipitation over the wake of the Tibetan
Plateau was largely shared by the cyclonic activities in the AVS. Approximately 80–90% of the total
precipitation and heavy rain days in the main rainband over the wake of the Tibetan Plateau are
closely tied to the seasonal evolution of the AVS.

Keywords: atmospheric vortex street; Tibetan Plateau; precipitation; East Asia; Kármán vortex street

1. Introduction

When steady wind flows around an isolated obstacle, such as a mountain or a moun-
tainous island, atmospheric vortex streets (AVSs) can be generated on the leeward side of
the obstacle under favorable meteorological conditions. The AVS pattern exhibits a double
row of counter-rotating vortex pairs shedding alternately and resembles the classic von
Kármán vortex street [1–3], as schematically shown in Figure 1. Vortex streets have been
frequently observed in the atmosphere [4,5] and ocean [6–11]. These types of vortex streets
have significant weather and climate implications. Oceanic vortex trains could enhance
biological production and turbulent mixing, impacting fishing activities [12–15]. The atmo-
spheric vortex streets may modulate the cloud and wind patterns over the downstream
region [16].

The studies of AVS can be traced back to as early as the 1930s. Lettau [17] suggested
that AVSs could be shed by large islands. However, it was not until the early 1960s that
researchers observed AVS in cloud images taken by the first generation of earth-orbiting
satellites (e.g., [18–20]). These studies also revealed the properties of AVS, such as the
rate of vortex shedding eddy lifetime, eddy viscosity, and obstacle drag, from satellite
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imagery and suggested that the AVS on the lee side of obstacles can be interpreted as
the atmospheric analog of classic von Kármán vortex streets [18,20–26]. Further studies
analyzed the mechanisms and meteorological conditions under which a stable vortex on
the lee side of an obstacle can develop, e.g., Etling [27] conducted laboratory experiments
and found that a stable vortex street on the leeward side of an obstacle can exist when the
Reynolds number (Re) is larger than a particular value and the Froude number is smaller
than 0.4.

Figure 1. Schematic plot of a Kármán vortex street generated by wind passing a cylindrical obstacle
of diameter d. a is the vortex spacing and h is the width of the Kármán vortex street.

In addition to observational and laboratory studies, numerical studies have been carried
out to reveal more details of the formation of a vortex pair on the leeward side of the island
and its separation from the island. These studies are documented in the review paper of Young
and Zawislak [7]. To date, most numerical simulations of Kármán vortex shedding in the real
atmosphere have focused on islands in the Northeast Atlantic [5,28–30] or in the Northwest
Pacific [31]. Based on a numerical simulation model with a horizontal resolution of 2 km,
Nunalee and Basu [5] revealed that the whole region in the satellite image with a cellular
stratocumulus cloud pattern was disturbed by Kármán vortex shedding. Li et al. [31]
simulated the observed AVS using an MM5 model and estimated a vortex-shedding rate
of 1 h.

It is noted here that previous observations of AVS, including those mentioned above,
focused on AVS at a spatial scale of approximately a few hundred kilometers that can be
captured in a non-merged satellite image. For AVS of these spatial scales, the Reynolds
number, the ratio of inertial forces to viscous forces within a fluid, is usually between 50 and
500 [25]. From a theoretical perspective, given that the Reynolds number is proportional to
the spatial size of the obstacle, a stable vortex street can exist when the Reynolds number is
as high as 105 [25,32], as demonstrated in laboratory experiments. However, there have
been few observational studies on that scale. It is indeed this hidden possibility that is one
of the reasons for us to explore whether the Tibetan Plateau, standing in strong seasonally
varying westerlies, can cause AVS of similar spatial scales on its leeward side.

The Tibetan Plateau, located over South-Central Asia, is the world’s highest plateau
above sea level, with an average elevation of approximately 4500 m (approximately one-
third of the tropospheric height). Prevailing year-round lower tropospheric westerlies flow
over or flow around the Tibetan Plateau and are divided into two branches after passing
by the Tibetan Plateau [33,34], with the portion of flow around being dominant in the
low- to mid-tropospheric region [35–37]. Yeh noticed, as early as the 1950s, that a pair of
vortices appeared frequently on the east sides of the Tibetan Plateau [33]. The southern
vortex is cyclonic and associated with low surface pressure and is termed the southwest
China vortex [38]. The downstream propagation of southwest China vortices can result in
substantial precipitation in downstream regions [39,40]. The northern vortex is anticyclonic
and called the little northwest high [41]. However, whether the downstream mesoscale
vortices are indeed AVS and how they are directly tied to seasonally varying westerlies
have not received much attention from researchers.

This study aims to answer the following questions by analyzing high-resolution
reanalysis data: (1) Can the mesoscale systems on the leeward side of the Tibetan Plateau
be interpreted as the atmospheric analog of classic von Kármán vortex streets? Do the
surrounding meteorological factors and properties of the AVS satisfy conditions in which a
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stable vortex on the lee side of an obstacle can exist? (2) If so, does the AVS on the lee side
of the Tibetan Plateau impact the precipitation and heavy rain days over the wake of the
Tibetan Plateau?

The paper is organized as follows: Section 2 describes the reanalysis datasets and
precipitation data used. Section 3.1 gives an overview of the seasonal variability of the
meteorological situation of the Tibetan Plateau and demonstrates whether the meteorolog-
ical factors satisfy the conditions under which a stable vortex AVS can exist. Section 3.2
demonstrates the similarity between the AVS on the lee side of the Tibetan Plateau and
the vortex street recorded in the laboratory experiment. Section 3.3 calculates some AVS
properties, such as the aspect ratio and the Strouhal number identified directly from the
reanalysis datasets. Section 3.4 reveals the impact of the AVS on precipitation over the
wake of the Tibetan Plateau. Finally, Section 4 summarizes our results and discusses the
relationship between AVS and the meteorological systems controlling precipitation over
the wake of the Tibetan Plateau.

2. Materials and Methods

2.1. Data

Daily and 6-h horizontal winds and air temperature were derived from the reanalysis
of the European Center for Medium-Range Weather Forecasts (ECMWF) interim reanalysis
(ERA-Interim) products [42], spanning the 40-yr period from 1979 to 2018. The dataset
we obtained is a spatially gridded one that has a fixed horizontal resolution of 1◦ × 1◦
and 37 vertical levels. Daily and 6-h horizontal winds and air temperature (2.5◦ × 2.5◦
and 17 vertical levels) were also obtained from the National Centers for Environmental
Prediction and National Center for Atmospheric Research (NCEP/NCAR) [43] for the
period of January 1979–December 2018. It is noted that the key results presented later in
this paper are not sensitive to the selection of reanalysis datasets. Following Curio et al. [44],
the relative vorticity was calculated from the wind field and was employed to represent the
vortices. Interpolation methods were used to obtain a spatial resolution of 1◦ × 1◦ and a
temporal resolution of 1 h, if necessary.

The daily precipitation in East Asia for the period of 1 January 1979 to 31 December 2018
was obtained from the CPC precipitation dataset [45]. We selected this period to match the
duration of the ERA-Interim and NCEP/NCAR datasets. The APHRO_MA_025deg_V1003R1
product based on the APHRODITE rain gauge data precipitation dataset for the 1979–2015
period was also used in this study [46]. Both precipitation datasets have a fixed horizontal
resolution of 0.5◦ × 0.5◦. In the following section, we will demonstrate that the results
relevant to precipitation are not sensitive to the selection of the precipitation datasets.

2.2. Spatial Fourier Transform to Derive the AVS Pattern

The relative vorticity and horizontal wind field were divided into the AVS-related
component and other wave-related components using the Fourier transform, which has
been widely applied in wave analysis [47,48]. In this study, the spatial lowpass filtered
relative vorticity captured the AVS related to the Tibetan Plateau. The spatial domain
was 60◦ E–120◦ W, 10◦ S–80◦ N. The components with a meridional wavelength shorter
than 7–9◦ and a zonal wavelength shorter than 14–18◦ were filtered out. We chose these
thresholds due to the distances between neighboring vortices in the AVS being longer than
these wavelength thresholds.

2.3. The AVS-Related Precipitation and Heavy Rain Days

Mesoscale cyclonic activities could trigger substantial precipitation. Previous studies
have attempted to determine the precipitation associated with mesoscale cyclonic activities.
Some studies use a fixed-radius scheme to identify the precipitation related to mesoscale
cyclonic activities [44,49]. However, other studies use the outermost closed contour (OCC)
to detect the affected precipitation [50]. The domain of mesoscale cyclonic activities is
naturally defined by the region covered by the outermost closed contour (OCC) in the
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potential height or relative vorticity fields. In addition, the precipitation within the coverage
of the OCC is defined as related to mesoscale cyclonic activities.

To determine the precipitation associated with the AVS, in this study, following Hanley
and Caballero [50], we used the region covered by the OCC instead of a fixed radius
to detect the precipitation affected by cyclonic activities in the AVS. The OCC of the
AVS was defined as the contour where the spatial Fourier-filtered relative vorticity was
zero. The AVS-related precipitation was determined over 110–120◦ E, 125–130◦ E, and
130–145◦ E, respectively. These three regions represent East China, the Korean Peninsula,
and Japan, respectively.

3. Results

3.1. Topography of the Tibetan Plateau and Surrounding Meteorological Conditions

The Tibetan Plateau spans the region of approximately 26~40◦ N, 73~105◦ E. The grid
of (40◦ E, 32◦ N) is located upstream of the Tibetan Plateau with an elevation of only 500 m
and serves as a reference coordinate grid for the Tibetan Plateau. Figure 2 displays the
mean seasonal cycle of the zonal wind at that grid. Strong westerlies prevail over the
upstream region and over almost the whole troposphere from 1000 hPa to 100 hPa for a
whole year. The minima of the westerlies occurred over the boreal summer.

 
Figure 2. Vertical-temporal distributions of climatological mean values of the zonal wind at the grid
(40◦ E, 32◦ N) during 1979–2018 (unit: m/s).

To determine whether meteorological conditions around the Tibetan Plateau favor the
generation of vortex street shedding, two dimensionless indices were employed here to
measure the basic flow parameters: the Froude number (Fr) and Reynolds number (Re).
Etling [27] showed that a stable vortex street on the lee side of an obstacle can exist when the
Froude number (Fr) is smaller than 0.4 and the Reynolds number (Re) falls in a particular
range. The particular range of Reynolds numbers (Re) for the generation of vortex street
shedding was suggested to be 50–105 for different horizontal sizes of the obstacle [25].

The Froude number is the dimensionless ratio of flow inertia to gravitational forces.
The parameter is relevant in the description of stratified atmospheric flows. Here, we calcu-
late the streamlines of the air parcels that flow over and around the obstacle separately [51].
The flow below the level of the partitioning streamline, referred to as dividing streamline
height, is regarded as a quasi-2D streamline in horizontal planes.
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When the vertical profile of wind speed and stratification is given, the dividing stream-
line height hc can be calculated based on an implicit expression derived by Snyder et al. [51]:

0.5U2(hc) =
∫ hm

hc
N2(z)(hm − z)dz (1)

where U(z) is the vertical profile of upstream wind speed, hm is the average height of the
Tibetan Plateau that is felt by the large-scale flow (average height of Tibetan Plateau plus
its boundary layer depth), which is approximately 5000 m, and N(z) is the Brunt-Väisälä
frequency. The dividing streamline height hc is then used to calculate the Froude number
in the slowly varying (approximated as constant) upstream velocity and stratification [27]:

Fr = 1 − hc

hm
(2)

Note that this equation of Fr is different from its glossary definition; this equation of
Fr is derived based on laboratory experiments [51] and was recommended to calculate Fr in
the real atmosphere [27]. Figure 3 plots the climatological mean of the dividing streamline
height hc for various seasons. The dividing streamline height hc falls in the range of 3500 m
to 4000 m (approximately 600–700 hPa), indicating that the Froude number varies from
0.2 to 0.3 and falls in the range of Froude numbers that could support vortex shedding
year-round. The value of dividing streamline height coincides well with the results revealed
by numerical experiments, which illustrates that the westerly flowing around the Tibetan
Plateau dominates the flowing over in the middle-low troposphere [52]. At the dividing
streamline height level, the diameter of the Tibetan Plateau is approximately 1000 km
year-round. The upstream velocity for the Tibetan Plateau at that level is observed to be
approximately 8 m/s in summer and 15 m/s in other seasons.

 
Figure 3. Red line: The seasonal variation in the climatological mean of the height of the dividing
streamline hc of the Tibetan Plateau (unit: m). Black lines mark 1 standard deviation. The blue line is
the threshold above which the stable AVS could exist.

Using the above values, we can estimate the Reynolds number, the dimensionless ratio
of inertial force to viscous force, for various seasons. The Reynolds number is defined as:

Re =
Uod

υ
(3)
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where Uo is the upstream velocity, d is the obstacle (cylinder) diameter, and ν is the
kinematic viscosity of the fluid. A value of ν = 1000 m2/s was used in this study, as
suggested by Thomson et al. [25]. The estimated Re is approximately 1.5 × 104 in winter
and 0.8 × 104 in summer. The estimated Re is below the upper threshold (105) at which the
vortex street with a predominant frequency can exist, suggesting that the Reynolds number
falls in the range of Reynolds numbers that could support vortex shedding year-round.

3.2. Characteristics of the AVS on the Leeward Side of the Tibetan Plateau

The analysis in Section 3.1 revealed that the meteorological conditions around the
Tibetan Plateau are favorable for the generation of vortex street shedding year-round. What
are the characteristics of the AVS on the leeward side of the Tibetan Plateau? In this study,
the focus is placed on the downstream AVS, far beyond the sharp downhill region.

To answer this question, in Figure 4a–d, we display four cases of the spatial structure
of the Fourier-filtered relative vorticity and horizontal wind over the leeward side of the
Tibetan Plateau. These four cases are displayed for the spring, summer, autumn, and winter
seasons. Clearly, the Fourier-filtered relative vorticity fields in various seasons all bear close
resemblance to that of the classic von Kármán vortex-street patterns observed in laboratory
flow experiments and illustrated in Figure 1. The double row of counter-rotating vortex
pairs appears on the leeward side of the Tibetan Plateau, confirming a well-defined AVS
pattern related to the Tibetan Plateau. The cyclonic vortices and anticyclonic vortices in
the wake of the Tibetan Plateau are generated over the Sichuan Basin and Gansu Province,
respectively, and then both propagate eastward toward the Pacific Ocean, with the trail
persisting a considerable distance downstream of the Tibetan Plateau. Note that the AVSs
discussed here are mostly generated by the portion of the mean flow split horizontally
by the Tibetan Plateau at the upstream and merged downstream, not by the portion that
overflows the Tibetan Plateau.

The spatial structures of the AVS showed seasonal variations. A common feature
that emerged between spring and winter is that the centerlines connecting the centers of
a cyclonic-anticyclonic vortex pair all have an approximately west-east orientation. The
propagating direction of rotating vortex pairs in these seasons follows that of westerlies,
consistent with the results in Horváth et al. [16]. However, the centerlines connecting the
centers of a cyclonic-anticyclonic vortex pair in summer and early autumn have a southwest-
northeast orientation. Notably, a strong anticyclonic circulation was located over the
western Pacific (Figure 4b,c), which was termed the western Pacific subtropical anticyclone
(WPSA). The WPSA penetrates northwards in summer, and the strong southwesterlies
along its western edge may favor the southwest-northeast propagation direction of the AVS
in summer and early autumn. Thus, the differences in the centerline orientation among
various seasons may be related to the difference in the position of the WPSA.

A question that naturally follows is whether the AVS pattern was simply a coincidence
or a consequence of using Fourier filtering. Our further analysis of the historical data
without filtering eliminates the possibility of these artifacts. Figure 4e,h displays the spatial
structure of the raw relative vorticity field of the four cases listed in Figure 4a–d. The AVS
structure can still be distinguished in the raw field of these cases. The spatial patterns of
unfiltered relative vorticity share similar spatial structures of their corresponding filtered
field, with the filtered field explaining approximately 66% to 76% of the raw field among
various seasons (Figure 4e–h vs. Figure 4a–d).

Figure 5a–c displays the spatiotemporal evolution of daily relative vorticity at 700 hPa
(without filtering) over the downstream region of the Tibetan Plateau (110–120◦ E) from
February to April of 1981, 1984, and 1992. The AVS structure remains robust in the raw
data; the double row of counter-rotating vortex pairs alternately appeared in the region
between 25–40◦ N, with the centerline located at 32◦ N, which is the central line of the
Tibetan Plateau (Figure 5a–c). In this double-row pattern, each vortex is opposite the center
of the spacing between the two vortices in the other row, and the lateral spacing is roughly
equal to the cross-stream diameter of the Tibetan Plateau. Another noticeable feature is that
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the vortex pairs are generated at a predominant period of approximately 3–4 days and then
propagate downstream to the Pacific at a similar, steady speed (Figure 5a–f). The above
features suggest that the double row of counter-rotating vortex pairs over the leeward side
of the Tibetan Plateau in the unfiltered field exists in various seasons, and this structure also
bears a close resemblance to that of the classic von Kármán vortex-street patterns observed
in laboratory flow experiments and illustrated in Figure 1.

Figure 4. (a–d) Fourier filtered horizontal structure of 4 cases in daily relative vorticity at 700 hPa for the
period of boreal (a) spring (16 March 1992), (b) summer (1 August 1991), (c) autumn (15 September 2002),
and (d) winter (15 February 2005) (unit: s−1). The green line marks the topography of the Tibetan
Plateau. The vector exhibited the Fourier filtered 700 hPa horizontal wind field. (e–h) Same as (a–d) but
for the unfiltered field replacing the Fourier filtered field.

3.3. The Properties of the AVS on the Leeward Side of the Tibetan Plateau

To further confirm that the AVSs developing on the leeward side of the Tibetan Plateau
can be interpreted as the atmospheric analog of the classic von Kármán vortex street,
various properties of AVSs were calculated to compare with those in previous studies of
smaller obstacle caused AVS. These properties are summarized in Tables 1 and 2.

45



Atmosphere 2023, 14, 1096

 

Figure 5. (a–c) Hovmöller diagram of daily relative vorticity at 700 hPa averaged over 110–120◦ E
(unit: 10−5 s−1) for the period of February to April (winter to spring) in (a) 1981, (b) 1984, and (c) 1992.
The straight line in panel a is used to represent 32◦ N, which is roughly the central line of the Tibetan
Plateau. Precipitation averaged over 110–120◦ E was also exhibited by the purple lines (2 levels of
5 mm/day and 15 mm/day). (d–f) Hovmöller diagram of daily relative vorticity at 700 hPa averaged
over 28–32◦ N from March to April in (a) 1981, (b) 1984, and (c) 1992 (unit: 10−5 s−1).

Table 1. Characteristic values for the vortex streets of the leeward side of the Tibetan Plateau for
12 cases in spring and winter. The characteristic values include vortex spacing a, vortex width h, and
aspect ratio h/a, AVS vortex shedding period Te, the propagation velocity of the AVS patterns Ue, the
undisturbed wind velocity Uo, the Reynolds number Re, and the Strouhal number S.

Date a (km)
h

(km)
h/a Ue

(m/s)
Uo

(m/s)
Te

(hour)
Re S

1981/3/18 2791 1196 0.462 5.66 7.28 137 7.28 × 103 0.279
1981/4/8 3074 525 0.201 10.40 19.40 82 1.24 × 104 0.273
1981/4/19 2478 1458 0.588 8.39 9.99 82 1.56 × 104 0.216
1981/4/24 3440 741 0.217 11.12 20.74 86 1.59 × 104 0.204
1984/3/14 3087 1083 0.381 7.20 10.27 119 8.58 × 103 0.272
1984/4/7 3195 1088 0.343 17.78 28.38 50 2.27 × 104 0.245
1984/4/21 2622 982 0.366 9.11 13.27 80 1.70 × 104 0.205
1984/4/25 3036 989 0.326 10.27 17.29 82 1.22 × 104 0.278
1992/3/23 3538 1023 0.327 13.83 23.28 71 1.97 × 104 0.198
1992/2/15 3807 1298 0.241 12.95 24.14 86 2.41 × 104 0.133
1992/4/1 3576 1066 0.313 9.20 17.15 108 1.71 × 104 0.150
2004/2/15 2987 1211 0.268 8.43 15.72 108 1.57 × 104 0.164

The aspect ratio h/a (see Figure 1) is a basic property of an AVS. Laboratory experi-
ments show that a stable vortex formed on the lee side of an obstacle is characterized by
0.28 < h/a <0.52 [19]. The aspect ratio h/a of AVS recorded in previous studies falls in the

46



Atmosphere 2023, 14, 1096

range of 0.15–0.8 [25]. Rows 2–4 in Table 1 display the vortex spacing a, vortex width h,
and aspect ratio h/a, respectively. In this study, the dimensions of the AVS can be measured
directly based on the position of extreme points. Considering that the longer shedding
period may cause an increasingly disordered AVS structure, only the two westernmost
vortex pairs in each case were used to calculate the aspect ratio h/a. The aspect ratio h/a
in the 12 AVS cases listed in Table 1 mainly falls into the range of 0.2 to 0.59, which is
comparable to that observed by previous studies. From Table 1, one can see that the vortex
spacing a varies from 2478 km to 3807 km. Moreover, the average AVS width h is 1055 km,
which is roughly equal to the cross-stream diameter of the Tibetan Plateau.

Another property that can be identified directly is the AVS vortex shedding period Te
(Figure 5a–c). Te was defined as the difference between the timing of the maximal value in
consecutive cyclonic vortices in the relative vorticity field at 700 hPa in the latitude-time
diagram (row 7 of Table 1). Three properties of AVS can be calculated based on Te: (1) The
propagation velocity of the AVS patterns, Ue, (2) the ratio between the vortex propagation
velocity Ue and the undisturbed wind velocity Uo (referred to as Ue/Uo below), and (3) the
Strouhal number S.

Following Chopra and Hubert [20], The AVS propagation velocity Ue is defined as:

Ue =
a
Te

= a f (4)

where f is the vortex shedding rate (or frequency), Ue is the vortex propagation velocity
and is defined as a divided by Te, and Te is the vortex shedding period. From Table 1, one
can see that the vortex shedding period Te falls in the range from 50 to 137 h, and these
values are also approximately one to two orders of magnitude greater than those observed
by previous studies. From Table 1, Ue was estimated to fall into the range between 5.7 m/s
and 17.8 m/s. These values are comparable to those observed in previous studies.

Table 2. Characteristic values for the vortex streets of the leeward side of the Tibetan Plateau for
12 cases in summer. The characteristic values include vortex spacing a, vortex width h, and aspect ratio
h/a, AVS vortex shedding period Te, the propagation velocity of the AVS patterns Ue, the undisturbed
wind velocity Uo, the Reynolds number Re, and the Strouhal number S.

Date a (km)
h

(km)
h/a Ue

(m/s)
Uo

(m/s)
Te

(hour)
Re S

1981/8/12 1392 825 0.594 5.95 7.08 65 8.66 × 103 0.493
1981/8/16 2270 842 0.376 5.84 8.33 108 7.45 × 103 0.345
1981/8/20 1978 911 0.465 6.96 8.87 79 1.17 × 104 0.300
1981/8/24 1795 1070 0.600 5.60 6.65 89 1.04 × 104 0.299
1984/7/2 2520 1472 0.591 6.09 7.25 115 1.02 × 104 0.236
1984/7/6 1842 841 0.475 3.60 4.56 142 4.63 × 103 0.422
1984/7/10 1790 826 0.469 3.50 4.46 142 4.82 × 103 0.406
1984/7/14 2024 563 0.291 5.98 11.14 94 7.25 × 103 0.407
1992/7/2 2204 1008 0.457 4.90 6.30 125 9.13 × 103 0.243
1992/7/6 1483 824 0.552 4.21 5.10 98 4.92 × 103 0.576
1992/7/10 1383 877 0.635 2.49 2.92 154 3.49 × 103 0.517
1992/7/14 1687 1293 0.767 3.04 3.45 154 3.45 × 103 0.523

The ratio Ue/Uo is a common choice to estimate Uo when directly measuring Uo is
difficult. Following Chopra and Hubert [20], as well as Li et al. [4], the ratio Ue/Uo and the
aspect ratio h/a satisfy the following equation:

(2B − A)(Ue/Uo)
2 + (2A − 3B)

(
Ue

Uo

)
+

(
B − A +

B
4A

)
= 0 (5)
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where A =coth (πh/a) and B =πh/a. The analytical solution shows that the ratio Ue/Uo equals
0.75 if the aspect ratio h/a is close to 0.39. In previous studies, the ratio Ue/Uo fell in a range
of 0.7 to 0.85 [25]. In our study, the ratio Ue/Uo in the 12 AVS cases mainly falls into the
range of 0.54 to 0.88, and the estimated Uo varies from 7.3 m/s to 28.4 m/s (Table 1).

The Strouhal number, S, is an essential dimensionless quantity in the description of
oscillating flows. It can be considered a normalized shedding frequency, defined as:

S =
d

TeUo
(6)

where Uo is the upstream velocity, d is the crosswind island diameter at dividing streamline
height hc, and Te is the shedding period between two consecutive like-rotating vortices.
Laboratory experiments show that the Strouhal number S varies from 0.12 to 0.21 when
the Reynolds number Re is smaller than 104 [53]. In this study, the Strouhal number S
fluctuated within the broad range of 0.13–0.28, which is consistent with the conclusions in
previous studies.

In a nonrotating, unstratified fluid, the nature of the wake only depends on the
Reynolds number, which is the dimensionless ratio of inertial force to viscous force. In
Section 3.1, the Reynolds number, Re, was estimated to be O (104). In this study, the
Reynolds number Re fluctuated within the broad range of 0.73 × 104–2.41 × 104, which is
consistent with our previous estimation.

When the wake on the leeward side of the Tibetan Plateau was characterized by an
AVS with a southwest-northeast orientation, many AVS properties changed considerably
(Table 2). The distinctions in the AVS properties for these two periods can be summarized
as follows: (1) The aspect ratio h/a in the subtropical AVS increased to 0.38–0.77. The
increases in the aspect ratio h/a were mainly caused by the shortening of vortex spacing
a. (2) The AVS propagation velocity Ue declined to 2.5–7.0 m/s, which mainly resulted
from the decrease in upstream velocity in boreal summer. The Reynolds number, Re, was
thereby decreased to 0.35 × 104–1.17 × 104, and the average AVS vortex shedding period
Te increased to 114 h.

Thus, the above results indicate that the AVS on the leeward side of the Tibetan
Plateau can be interpreted as the atmospheric analog of classic von Kármán vortex streets
in various seasons.

3.4. Impacts of the AVS on Precipitation over the Wake of the Tibetan Plateau

Obviously, cyclonic activities in the AVS caused substantial precipitation (Figure 5a–c). A
question that naturally follows is how much precipitation over the wake of the Tibetan
Plateau can be closely tied to the AVS. To answer this question, we compared the spatiotem-
poral evolution of precipitation and cyclonic activities and calculated the relationship
between heavy rain days and AVS-related cyclonic activities over East China, Japan, and
the Korean Peninsula.

Figure 6 exhibits the seasonal variation in the climatological mean of the rainband
and positive vorticity over 110–120◦ E, 125–130◦ E, and 130–145◦ E for the whole year.
The rainband with precipitation exceeding 4 mm/day over these three regions began in
the temporal span of March to September and the spatial span of the south to 32◦ N, and
then the rainband penetrated northwards in the subtropics, propagating from 25◦ N to
40◦ N. Such a spatiotemporal structure was largely shared by that of positive relative vor-
ticity. The correlation coefficients for the spatiotemporal domain were 0.178 (5691 samples,
p < 0.01), 0.133 (p < 0.01), and 0.124 (p < 0.01).

The similarity between the seasonal evolution of the climatological mean was further
supported by a single case. Figure 7 presents the seasonal meridional evolution of the
rainband and positive vorticity over 110–120◦ E for the period from February to September
1983. The spatiotemporal structure of the rainband bears a close resemblance to that of
positive vorticity. The correlation coefficients for the spatiotemporal domain were 0.164
(5691 samples, p < 0.01).
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Figure 6. Hovmöller diagram of (a–c) daily precipitation derived from CPC datasets (unit: mm)
and (d–f) daily relative vorticity at 850 hPa (unit: 10−6 s−1) averaged over (a,d) 110–120◦ E,
(b,e) 125–130◦ E, and (c,f) 130–145◦ E. The results were smoothed by a pentad temporal domain. Gray
represents missing records.

 
Figure 7. Hovmöller diagram of (a) daily relative vorticity at 850 hPa (unit: 10−6 s−1) and (b) daily
precipitation derived from CPC datasets (unit: mm) for the period from February to September 1983
averaged over 110–120◦ E. The results were smoothed by a pentad temporal domain.
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How much precipitation and how many heavy rain days can be closely tied to the
AVS in the leeside wake of the Tibetan Plateau? Figures 8 and 9 present the proportion
of precipitation (Figure 8) and heavy rain days (Figure 9, defined as daily precipitation
exceeding 8 mm/day) that can be closely tied to AVS (characterized by positive vorticity in
the Fourier filtered field). A common feature that emerged in these three regions is that
80–90% of heavy rain days were accompanied by positive vorticity in AVS, which means
that the seasonal variations in AVS are closely tied to the heavy rain days in the main
rainband. Moreover, 80–90% of the total precipitation in the main rainband is closely tied to
the seasonal variations in AVS. Our study reveals that the impact of the Tibetan Plateau on
precipitation can be in a larger region (a scale of a few thousand kilometers) downstream
of the Tibetan Plateau and that this impact is facilitated by the AVS. The AVS provides a
favorable cyclonic environment for precipitation. When other low-value weather systems
march to the cyclic vortex region of the AVS, precipitation can significantly increase.

 
Figure 8. Hovmöller diagram of the (a–c) monthly precipitation and (d–f) the ratio of the monthly
precipitation closely tied to AVS to the total monthly precipitation averaged over (a,d) 110–120◦ E,
(b,e) 125–130◦ E, and (c,f) 130–145◦ E. White represents missing records of land precipitation.
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Figure 9. Hovmöller diagram of (a–c) the yearly frequency of heavy rain days (defined as daily
precipitation exceeding 8 mm/day) and the ratio of (d–f) the number of heavy rain days closely tied
to AVS to the total number of heavy rain days averaged over (a,d) 110–120◦ E, (b,e) 125–130◦ E, and
(c,f) 130–145◦ E. White represents missing records of land precipitation.

4. Conclusions

The atmospheric vortex street (AVS) is a common phenomenon recorded on the
leeward side of mountainous islands. The prevailing westerlies were observed year-round
around the Tibetan Plateau, which is the world’s highest plateau above sea level. However,
it remains unknown whether the wake on the leeward side of the Tibetan Plateau exhibits
a stable AVS and how the AVS impacts precipitation over the downstream region. In this
study, we present evidence that the wake on the leeward side of the Tibetan Plateau can
be interpreted as the atmospheric analog of classic von Kármán vortex streets. Further
analysis measured the percentage of precipitation over the wake of the Tibetan Plateau
closely tied to seasonal variations in AVS. The major findings are summarized below.

(1) The meteorological factors around the Tibetan Plateau satisfy conditions in which a
stable vortex street on the lee side of an obstacle can exist for the whole year. The
Froude number varies from 0.2 to 0.3 and falls in the range of Froude numbers that
could support vortex shedding for the whole year, whereas the Reynolds number
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was estimated to be 0.7 × 104–2.4 × 104 in winter and 0.4 × 104–1.2 × 104 in summer.
Both of these dimensionless indices fall in the range of meteorological conditions
summarized by previous studies [27].

(2) The spatiotemporal structures indicate that the wake on the leeward side of the
Tibetan Plateau showed seasonal variations. The wake was characterized by a stable
vortex street with a southwest-northeast orientation in summer and early autumn
but with a west-east orientation in other seasons. The differences in the centerline
orientation among various seasons may be related to the difference in the position of
the Western Pacific Subtropical Anticyclone. The wake in the Tibetan Plateau bears a
close resemblance to that of the classic von Kármán vortex-street patterns observed in
laboratory flow experiments. Moreover, various properties, including aspect ratio,
Strouhal number, etc., calculated for these AVSs are in the same range as previous
studies. Thus, the wake on the leeward side of the Tibetan Plateau can be interpreted
as the atmospheric analog of classic von Kármán vortex streets in various seasons.

(3) We further show that the spatiotemporal structure of precipitation was largely shared
by that of cyclonic activities in the AVS, both in the climatological mean and case study.
Approximately 80–90% of the precipitation and heavy rain days in the main rainband
over the wake of the Tibetan Plateau are closely tied to the seasonal evolution of
the AVS.

Previous studies have suggested that the subtropical convergence zone (the Meiyu-
Baiu-Changma frontal zone) is a key circulation system dominating summer precipitation
over the wake of the Tibetan Plateau. In this study, the AVS in the subtropics was found
on the leeward side of the Tibetan Plateau, spatiotemporally coinciding well with the
subtropical convergence zone. Thus, the AVS can be regarded as the dominating mechanism
of the subtropical convergence zone. Exploring the underlying relationship between
the large-scale circulation and the AVS would help to improve the simulating skill of
precipitation over East Asia in numerical simulations in the future.
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Abstract: This paper is written to commemorate the 10th anniversary of academician Ye Duzheng
(Yeh T.C.) pass away and his great contributions to the development of atmospheric dynamics.
Under the inspiration and guidance of the theory of Rossby wave energy dispersion, remarkable pro-
gresses have been made in research on planetary wave dynamics and teleconnections of atmospheric
circulation anomalies. This paper aims to make a brief review of the studies on the propagating
characteristics of quasi-stationary planetary waves in a three-dimensional spherical atmosphere and
the dynamic processes of the interannual and interdecadal variabilities of the East Asian summer
and winter monsoon systems. Especially, this paper systematically reviews the progresses of the
studies on the impacts of the interannual and interdecadal variabilities of the East Asia/Pacific (EAP)
pattern teleconnection wave train propagating along the meridional direction over East Asia and
the “Silk Road” pattern teleconnection wave train propagating along the zonal direction within the
subtropical jet from West Asia to East Asia on the East Asian summer monsoon system and the
summer precipitation variability in China, under the guidance of the theory of Rossby wave energy
dispersion. Moreover, this paper reviews the dynamic processes of the impact of the interannual and
interdecadal oscillations of the propagating waveguides of boreal quasi-stationary planetary waves
on the variability of the East Asian winter monsoon system.

Keywords: Rossby waves; energy dispersion; East Asian monsoon system; dynamic processes;
planetary wave train

1. Introduction

It has been 10 years since academician Duzheng Ye left us. His pass away was
a great loss not only to the atmospheric science community in China but also to the
international atmospheric science community. This article is written to commemorate
the 10th anniversary of his pass away and to remember his great contributions to the
development of atmospheric dynamics.

It is well known that the theory of Rossby wave energy dispersion [1] proposed
by Duzheng Ye more than 70 years ago is one of the classical theories of atmospheric
dynamics. The theory of Rossby wave energy dispersion is not only widely used in weather
forecasting but also inspire the development of planetary wave dynamics, especially the
study on the propagating characteristics of quasi-stationary planetary waves in two- and
three-dimensional spherical atmosphere [2–11] and the teleconnection mechanism of global
atmospheric circulation anomalies [12–20]. Under the guidance of the theory of Rossby
wave energy dispersion proposed by academician Ye, the research on the dynamic processes
of the variability of the East Asian monsoon system has been made in recent years. In
particular, our research group studied the dynamic processes of the impacts of the East
Asian/Pacific (EAP) and Silk Road (SR) pattern teleconnection wave trains on the variability

Atmosphere 2023, 14, 962. https://doi.org/10.3390/atmos14060962 https://www.mdpi.com/journal/atmosphere
55



Atmosphere 2023, 14, 962

of the East Asian summer monsoon system [16,21]. In addition, significant progress has
achieved in the studies on the dynamic processes of the variability of the East Asian winter
monsoon system due to the oscillations of the propagating waveguides of quasi-stationary
planetary waves in the three-dimensional spherical atmosphere [22–25]. Thus, this paper
presents a brief review of the recent studies on the dynamic processes of the interannual and
interdecadal variabilities of the East Asian summer monsoon system and the dynamical
impact of the interannual and interdecadal oscillations of the propagating waveguides
of quasi-stationary planetary waves on the East Asian winter monsoon system. Besides,
under the guidance of the theory of Rossby wave energy dispersion, some studies in China
and abroad related to the dynamic processes of the East Asian monsoon system are simply
reviewed in this paper. Many figures in this paper are the result of our recent analysis using
60-year reanalysis data and summer precipitation data in eastern China for 1961–2020.

2. The Guiding Role of the Theory of Rossby Wave Energy Dispersion in the Study
on Quasi-Stationary Planetary Wave Propagation in a Three-Dimensional
Spherical Atmosphere

The theory of Rossby wave energy dispersion proposed by academician Ye has not
only benefited the study on the two-dimensional propagation of quasi-stationary planetary
waves in the spherical atmosphere but also played a guiding role in the study on the three-
dimensional propagation of quasi-stationary planetary waves in the spherical atmosphere
during boreal winter.

2.1. Study on the Propagating Waveguides of Quasi-Stationary Planetary Waves in the Spherical
Atmosphere during Boreal Winter

After academician Duzheng Ye proposed the theory of Rossby wave energy disper-
sion, many meteorologists focused on the energy dispersion of planetary waves in the
vertical direction of the atmosphere. For example, several meteorologists [26,27] applied
the concepts of the wave refraction index and energy, respectively, to study the vertical
propagating characteristics of quasi-stationary planetary waves in the basic flow with a
vertical wind shear. Later, Dickinson [5] applied the concept of waveguides to study the
vertical propagating characteristics of quasi-stationary planetary waves in the ideal basic
flow in boreal winter and proposed that quasi-stationary planetary waves can propagate
from the troposphere to the stratosphere over high latitudes, which is called the polar
waveguide. After the Dickinson’s study, Matsuno [6,7] studied the vertical propagation
of quasi-stationary planetary waves from the troposphere to the stratosphere in the actual
basic flow in boreal winter and proposed the dynamic mechanism of the stratospheric
sudden warming. He noted that the propagation of tropospheric quasi-stationary planetary
waves into the stratosphere and their interaction with the stratospheric basic flow leads to
the stratospheric sudden warming in boreal winter. Thus, the theory of Rossby wave energy
dispersion guided the study on the propagating characteristics of quasi-stationary planetary
waves in the atmosphere from the troposphere to the stratosphere, which established the
theoretical basis for the study on the mechanism of tropospheric-stratospheric interactions.

Guided by the theory of Rossby wave energy dispersion and based on the studies
made by Matsuno [6,7], Huang and Gambo [10,11] systematically studied the characteristics
of the three-dimensional propagations of quasi-stationary planetary waves in a spherical
atmosphere using the wave refraction index and the E-P flux, respectively.

Huang and Gambo [11] studied the characteristics of three-dimensional propagation
of quasi-stationary planetary waves in the actual basic flow using the wave refraction index.
Figure 1 shows the vertical distribution of boreal winter Q0 and a schematic diagram of
the propagating waveguides of quasi-stationary planetary waves in the three-dimensional
atmosphere, where Q0 = Qk + k2/cos2ϕ (Qk is the square of the refraction index for
wavenumber k, calculated from the basic flow and related parameters; k is the wavenumber,
and ϕ is latitude). In Figure 1, we can see that the propagations of quasi-stationary planetary
waves in the three-dimensional atmosphere in boreal winter exist two waveguides. The
first waveguide is called the polar waveguide [5], i.e., quasi-stationary planetary waves
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can propagate from the troposphere to the stratosphere at high latitudes through this
waveguide. Similarly, Figure 1 shows that quasi-stationary planetary waves can also
propagate from the lower troposphere at mid-latitudes to the upper troposphere at low
latitudes through the second waveguide. This propagating waveguide over low latitudes
is called the “low-latitude waveguide” or “alternate waveguide”. As shown in Figure 1,
if there is a quasi-stationary planetary wave generated by a forcing source at low or
mid-latitudes, it cannot propagate directly from the troposphere to the stratosphere at
mid-latitudes but can propagate quasi-horizontally from the troposphere at low or mid-
latitudes to high latitudes and then to the stratosphere at high latitudes through the polar
waveguide, and it can also propagate to the upper troposphere at low latitudes through
the low-latitude waveguide. This schematic picture indicates that the propagations of
quasi-stationary planetary waves in the three-dimensional atmosphere in boreal winter
are not limited to the propagation through polar waveguide but also exist the propagation
through the low-latitude waveguide.

Figure 1. The vertical distribution of Q0 (refraction index, dashed lines) and a schematic diagram of
the waveguides of the three-dimensional propagations of quasi-stationary planetary waves in boreal
winter (from Huang and Gambo [11]).

2.2. Waveguides of Quasi-Stationary Planetary Wave Propagation Characterized by the E-P Flux

The characteristics of three-dimensional propagations of quasi-stationary planetary
waves in the atmosphere over the Northern Hemisphere can also be studied in terms of
the wave energy flux. Eliassen and Palm [27] studied the vertical propagation of waves
using the concept of energy flux, which was generalized by Andrews and McIntyre [28] in
the 1970s, and they proposed the E-P flux under the β-plane approximation. Later, Edmon
et al. [29] extended it to a sphere under the assumption that Δf/f is small within the Rossby
deformation radius.

Since the E-P flux of quasi-stationary planetary waves is parallel to the group velocity
of the wave, meaning the E-P flux can represent the propagation of wave energy. Therefore,
the E-P flux can be used to graphically characterize the propagations of quasi-stationary
planetary waves in the three-dimensional atmosphere. Figure 2 shows the distributions
of the E-P fluxes of quasi-stationary planetary waves averaged for 60 winters which were
recently calculated by using the NCEP/NCAR reanalysis data from 1961 to 2020. As clearly
shown in Figure 2, there are two propagating waveguides of quasi-stationary planetary
waves in the three-dimensional atmosphere in boreal winter. The first waveguide is the
propagation of planetary waves from the troposphere to the stratosphere at high-latitudes
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via the polar waveguide, while the other is the propagation of planetary waves from
the mid-latitude region to the upper troposphere at low latitudes via the low-latitude
waveguide. Comparing Figures 1 and 2, the propagating characteristics of quasi-stationary
planetary waves in the spherical atmospherie during boreal winter (as shown in Figure 2)
are consistent with the results analyzed earlier using the wave refraction index.

Figure 2. E-P flux cross sections (vector scale: m3 s−2; Y-axis denotes vertical levels, units: hPa) of
quasi-stationary planetary waves averaged for 60 winters from the NCEP/NCAR [30] reanalysis data
for 1961–2020.

2.3. Study on the Propagation of Quasi-Stationary Planetary Waves in the Three-Dimensional
Atmosphere during Boreal Summer

There are few studies on the propagating characteristics of quasi-stationary planetary
waves in the three-dimensional atmosphere during boreal summer. Huang and Gambo [31]
studied the three-dimensional propagating characteristics of quasi-stationary planetary
waves in the actual flow during boreal summer using the wave refraction index and E-P
flux and noted that quasi-stationary planetary waves can propagate quasi-horizontally
from the subtropical region to the middle and high latitudes during boreal summer, but
not to the stratosphere.

3. The Guiding Role of Theory of Rossby Wave Energy Dispersion in the Study on the
Dynamical Processes of the Variabilities of the East Asian Summer Monsoon System

Under the guidance of the theory of Rossby wave energy dispersion, the research on
the dynamical processes of the variabilities of the East Asian summer monsoon system has
been in recent years, especially on the interannual and interdecadal variabilities of the EAP
pattern and “Silk Road” teleconnection wave trains and their effects on the variability of
summer monsoon precipitation in eastern China.

3.1. The Guiding Role of the Theory of Rossby Wave Energy Dispersion in the Study on the
Dynamical Processes of the Interannual Variability of the East Asian Summer Monsoon System
3.1.1. Dynamical Influence of the EAP Pattern Teleconnection Wave Train on the
Interannual Variability of the East Asian Summer Monsoon System

In summer, the monsoon is prevalent in East Asia. Due to the obvious interannual vari-
ability of the monsoon, severe droughts and floods often occur in the eastern part of China.
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Therefore, the causes of the interannual variability of the East Asian summer monsoon
system and summer monsoon precipitation in China are important research topics.

The dynamical processes of the interannual variability of the East Asian summer
monsoon system have been an interesting research topic for many scholars in East Asia
since the 1980s. Nitta [13] firstly proposed that there is an anti-correlated oscillation, or
the Pacific-Japan (PJ) oscillation, between the summer atmospheric circulation anomalies
over the tropical western Pacific around the Philippines and those around Japan. Kosaka
and Nakamura [20,32] also investigated the dynamics of the PJ oscillation. Under the
guidance of the theory of Rossby wave energy dispersion, our research group [14–17,33]
systematically studied the influence of strong heat sources formed by convective activities
and the SST in the tropical western Pacific Ocean around the Philippines on the East Asian
summer monsoon system and summer precipitation in eastern China from observational
facts, theory and numerical simulations, respectively. These studies show that there is a
distribution of teleconnection wave train of atmospheric circulation anomalies over the
tropical western Pacific Ocean through East Asia and the Okhotsk Sea to Alaska and the
west coast of North America in summer, which is referred as the East Asia/Pacific (EAP)
pattern teleconnection wave train. These studies revealed that, as shown in Figure 3a, when
the western Pacific warm pool is in a warm state and the convective activities over the
tropical western Pacific around the Philippines are strong, there is a cyclonic circulation
anomaly over the tropical western Pacific around the Philippines. Meanwhile, there is
an anticyclonic circulation anomaly over Japan and the Yangtze and Huaihe River basins
in China, i.e., the western Pacific subtropical high shifts northward. There is a cyclonic
circulation anomaly that extends from north China towards the Okhotsk Sea. Under
this condition, the plum rains over the Yangtze and Huaihe River basins are weak. In
contrast, when the western Pacific warm pool is in a cold state and the convective activities
over the tropical western Pacific around the Philippines are weak, as shown in Figure 3b,
there is an anticyclonic circulation anomaly around the Philippines. There is a cyclonic
circulation anomaly over Japan and the Yangtze and Huaihe River basins in China; that is,
the West Pacific subtropical high shifts southward. In this configuration, strong plum rains
often cause floods in the Yangtze River and Huaihe River basins. Due to the EAP pattern
teleconnection wave train, the summer monsoon precipitation anomalies in eastern China
often show a distribution of “+, −, +” or “−, +, −” tripole pattern wave train from south
to north.

Figure 3. Schematic map of the relationships among the thermal state of the West Pacific warm pool
(0◦–14◦ N, 130◦–150◦ E), the convective activities around the Philippines, the West Pacific subtropical
high and the summer monsoon rainfall anomaly in the Yangtze River and the Huai River valleys in
the (a) warm and (b) cooling states of the West Pacific warm pool (From Huang and Sun [17]).
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It can also be studied from the EOF analysis of summer monsoon precipitation that
the distributions of summer precipitation anomalies in eastern China are similar to the
EAP pattern teleconnection. Our research group recently conducted the EOF analysis
of the summer precipitation in eastern China using data for 60 years from 1961 to 2020.
Figure 4a–d show the spatial distribution and corresponding temporal coefficients of
summer precipitation in eastern China from 1961 to 2020, respectively. As shown in
Figure 4a, the first mode of summer precipitation in eastern China shows a meridional
tripole structure, which is similar to the EAP pattern. Additionally, as shown in Figure 4c,
the first main mode of the variability of summer monsoon precipitation in eastern China
shows a 2–3 year period. This is closely related to the meridional tripole distribution of the
first mode of zonal water vapor transports in East Asia in summer [34].

Figure 4. (a,b) Spatial distributions and (c,d) corresponding time coefficient series of the first and
second components of EOF analysis of summertime (JJA) rainfall in eastern China for 1961–2020. The
sold and dashed lines in Figure 4a,b indicate positive and negative values, respectively, and EOF1
and EOF2 explain 11.1% and 8.8%, respectively.

Huang et al. [35] used the EAP pattern teleconnection of atmospheric circulation
anamolies to further explain the causes of the interannual variability of the summer precip-
itation in eastern China. This study showed that the spatial distribution of the variabilities
of summer precipitation and East Asian summer monsoon water vapor transport fluxes
in eastern China appears a meridional tripole distribution with a quasi-biennial period.
The interannual variability with the quasi-biennial period maybe caused by the planetary
wave train (i.e., EAP pattern teleconnection wave train) generated by the interannual varia-
tion of thermal forcing over the tropical western Pacific warm pool. Figure 5 shows the
distribution of 500 hPa geopotential height anomalies regressed from the PC1. As shown in
Figure 5, we can see that the summer monsoon circulation anomalies over East Asia and
the tropical western Pacific exhibit a meridional tripole structure from south to north, and
this distribution resembles the EAP pattern teleconnection wave train.
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Figure 5. Distribution of summertime 500 hPa height anomalies over East Asia regressed by the time
coefficients of EOF1 of summertime 500 hPa height for 1961–2020. Solid and dashed lines indicate
positive and negative height anomalies, respectively, and areas with confidence level over 95% are
shaded. Data of geopotential height fields is from the NCEP/NCAR reanalysis data [30].

To reflect the interannual variability of the EAP pattern teleconnection wave train and
its influence on the interannual variability of summer monsoon precipitation in the Yangtze
and Huaihe River basins, Huang G. [36] defined an EAP index from the distribution of
the EAP pattern teleconnection wave train. This index is calculated with the standardized
seasonal-mean (June-July-August) 500 hPa height anomaly at three different grid points
(20◦ N, 125◦ E; 40◦ N, 125◦ E; 60◦ N, 125◦ E), which can well measure the strength of
the East Asian summer monsoon and describe the interannual variability of summer
rainfall and surface air temperature in East Asia. This index has a significantly negative
correlation not only with summer monsoon precipitation in the Yangtze and Huaihe River
basins in China but also with summer precipitation in Korea. Moreover, this index has a
positive correlation with summer precipitation in North and South China. This shows that
this index can describe the interannual variability of precipitation caused by East Asian
summer monsoon. Figure 6 shows the wavelet analysis of the EAP index for 60 summers
(June to August) recently calculated by using the definition of Huang G. [36] and the
NCEP/NCAR reanalysis data from 1961 to 2020. From Figure 6, it can be seen that this
index shows the interannual variability with the 2–3 year period from the 1970s to the
late 1990s and from 2015 onward, which indicates that the interannual variability of East
Asian summer monsoon precipitation with the 2–3 year period is closely related to the
interannual variability of the EAP pattern teleconnection wave train.

Figure 6. Wavelet analysis (Y-axis denotes periods, units: year; the curve on the right panel denotes
the global wavelet spectrum; shading depicts power spectrum significant beyond 95% level based on
the Chi-square test) of the EAP index calculated by using the definition in Huang G. [36] and 500 hPa
height fields of the NCEP/NCAR reanalysis data [30] for 1961–2020.
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3.1.2. Dynamical Influence of the “Silk Road” Pattern Teleconnection Wave Train on the
Interannual Variability of the East Asian Summer Monsoon System

The variability of the East Asian summer monsoon system is influenced not only by
the heat of the tropical western Pacific but also by the subtropical jet over Asia. The results
studied by previous studies [18,19,21] demonstrated the existence of a wave train in the
meridional wind variability in the upper troposphere from West Asia to East Asia. Later,
Enomoto et al. [37] referred to this teleconnection wave train as the “Silk Road” pattern
teleconnection. Therefore, the anomalies of East Asian summer monsoon precipitation with
the meridional tripole or meridional dipole distribution may be influenced not only by the
EAP pattern teleconnection but also by the Silk Road pattern teleconnection propagating
along the upper tropospheric subtropical jet stream from West Asia to East Asia. Tao and
Wei [38] suggested that the “Silk Road” pattern teleconnection has an important influence
on the northward or southward movement of the western Pacific subtropical high and
the East Asian summer monsoon rainfall belt. Hsu and Lin [39] and Kosaka et al. [40]
also suggested that the Silk Road pattern teleconnection has an important influence on the
western Pacific subtropical high and the northward or southward movement of and the
summer monsoon rainfall belt. Hsu and Lin [39] and Kosaka et al. [40] further noted that
the distribution of the summer precipitation anomalies with the tripole pattern is related
not only to the EAP pattern teleconnection but also to the Silk Road pattern teleconnection
propagating along the subtropical jet over Asia. Huang et al. [41] studied the dynamical
processes of the variability of East Asian summer monsoon precipitation in terms of water
vapor transports and showed that the variability of the East Asian summer monsoon
precipitation is driven by a combination of the EAP pattern teleconnection wave train and
the Silk Road pattern teleconnection wave train.

3.2. The Guiding Role of the Theory of Rossby Wave Energy Dispersion in the Study on the
Dynamical Processes of the Interdecadal Variability of the East Asian Summer Monsoon System

The East Asian summer monsoon system not only has significant interannual variabil-
ity but also obvious interdecadal variability. Due to the influence of interdecadal variability
of the East Asian summer monsoon system, there is significant interdecadal variability in
summer precipitation in eastern China. The result studied by Huang et al. [41] showed
that the summer monsoon precipitation in eastern China experienced three significant
interdecadal variations from the 1970s to the beginning of the 21st century. Recently, our
research group analyzed the interdecadal variability of summer precipitation in eastern
China using the summer precipitation data from 1961 to 2020 (Figure 7). The result shows
that during 1961–1976, the summer precipitation anomalies in eastern China exhibited
a “+, −, +” meridional tripole distribution from south to north, i.e., there was more pre-
cipitation in southern and northern China and less precipitation in the Yangtze River
basin. However, during 1978–1992, the summer precipitation anomalies in eastern China
appeared to have the opposite meridional distribution to those during 1961–1976. In the
period from 1977 to 1992, the summer precipitation anomalies in eastern China appeared
to have the opposite distribution of the meridional tripole pattern from 1961 to 1977, i.e.,
the meridional tripole pattern of “−, +, −”, when the summer precipitation in southern
and northern China decreased, while the summer precipitation in the Yangtze River basin
increased. However, from 1999 to 2010, the summer monsoon precipitation anomaly in
eastern China changed from a meridional tripole distribution to a meridional dipole distri-
bution, i.e., appeared a feature with floods in southern China and droughts in northern
China. Recently, our analysis also shows that there has been an additional variation in the
interdecadal variability of summer precipitation pattern in eastern China since 2011, the
summer precipition anomalies appear a meridional “+, −, +” tripole, i.e., more summer
precipitation in northern and southern China and less summer precipitation in the Yangtze
and Huaihe River basins.
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Figure 7. Distribution of summertime (JJA) rainfall anomalies (percentage) averaged for 110◦–120◦

E in eastern China with latitude and time. Solid and dashed lines indicate positive and negative
anomalies, respectively, and positive anomalies are shaded. Data of precipitation is from the dataset
of precipitations at 822 observational stations in China.

Huang et al. [41] investigated the dynamic process of the interdecadal variability
of summer precipitation in eastern China and noted that the interdecadal variability of
summer precipitation in eastern China is closely related to the interdecadal variability of
the teleconnection wave trains of the summer atmospheric circulation anomalies over East
Asia, especially in regards to the interdecadal variability of the EAP pattern teleconnection
wave train, which plays an important role in the variabilities of summer precipitation in
eastern China. Recently, it is analyzed that the interdecadal variability of summer whole-
layer water vapor transport fluxes between 1000 and 300 hPa using the NCEP/NCAR
reanalysis data of water vapor transport fluxes over the Eurasian region from 1961 to 2020.
Figure 8a–d show the 1000–300 hPa whole-layer water vapor transport fluxes averaged for
the summers of 1977–1992, 1993–1998, 1999–2010, and 2011–2020, respectively. In Figure 8a,
the anomalies of water vapor transport fluxes over Southeast Asia and East Asia appeared
as a “cyclone-anticyclone-cyclone” tripole anomaly pattern during 1977–1992, i.e., there
was an EAP-like pattern teleconnection wave train. And there was a strong southward
water vapor transport anomaly in the eastern part of China. This finding indicates that
the East Asian summer monsoon weakened. In addition, the anomalies of water vapor
transport fluxes from the Caspian Sea through central Asia to North China appeared the
distribution of “cyclone-anticyclone-cyclone”, those are similar to the distribution of the
Silk Road-like pattern teleconnection wave train. In contrast, the anomalies of summer
water vapor transport fluxes over East Asia during 1993–1998 (see Figure 8b) showed a
somewhat different distribution from Figure 8a, i.e., anomalies of water vapour transport
fluxes over Southeast Asia and East Asia appeared the dipole pattern distribution of
“anticyclone-cyclone”. This finding indicates that the East Asian summer monsoon became
stronger during this period. Moreover, the “anticyclone-cyclone-anticyclone-cyclone”
pattern anomalies of water vapour transport fluxes from the Caspian Sea to North China
were similar to the Silk Road pattern teleconnection wave train. However, comparing
Figure 8c with Figure 8a,b, it is obvious that the distributions of the anomalies of water
vapor transport fluxes along the zonal direction over Eurasia or along the meridional
direction over East Asia significantly changed during the period from 1999 to 2010. During
this period, the anomaly distribution of water vapor fluxes over East Asia appeared the
meridional dipole pattern, and the anomaly distribution of water vapor fluxes over Eurasia
showed an “anticyclone-cyclone-anticyclone-cyclone” pattern, which is similar to the Silk
Road pattern teleconnection wave train. In addition, Figure 8c shows that there was the
southward water vapor transport flux anomalies extending from the northeast region to the
southwest region of China, which indicates that the East Asian summer monsoon became
weak again during this period, which weakens the water vapor transport to the northeast
and north China. Therefore, the persistent droughts occurred in these regions in different
degrees during summer. However, there was a strong northward water vapor transport
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flux anomaly from the southeast coastal area of China to the east of the Huaihe River basin,
which caused significant increase of the summer precipitation and severe floods in these
regions during this period. Recently, the result analyzed by our research group shows
that during 2011–2020, as shown in Figure 8d, the southward water vapor transport flux
anomalies over the northeast to southwest region of China were smaller than those during
1999–2011, while the northward water vapor transport fluxes over the southeast coast of
China to the Yellow River and Huaihe River regions in China were strengthened. This
caused the increase of the summer precipitation in northern China and the water vapor
transport flux anomalies from Southeast Asia to the northeast region of China along the
eastern part of China. The water vapor transport flux anomalies from Southeast Asia
along the eastern part of China to the northeast part of China appeared the distribution of
“anticyclone-cyclone-anticyclone”, which is similar to the EAP-like pattern teleconnection
wave train. And the water vapor transport flux anomalies from the Caspian Sea to East
Asia appeared the “anticyclone-cyclone-anticyclone-cyclone” distribution, which is the Silk
Road-like pattern teleconnection distribution.

Figure 8. Anomaly distributions of summertime (JJA) water vapor transport fluxes integrated
from 1000 hPa to 300 hPa over the Eurasian continent, averaged for (a) 1977–1992, (b) 1993–1998,
(c) 1999–2010, and (d) 2011–2020. Data of water vapor and wind fields are from the NCEP/NCAR
reanalysis data for 1961–2020 [30].

From the above analyses of the spatial distribution of the interdecadal variability of
summertime water vapor transport fluxes over Eurasia, we can see that the interdecadal
variability in summer monsoon precipitation over eastern China since the 1970s is closely
related to not only the interdecadal variability of the distribution of the EAP pattern
teleconnection wave train propagating along the meridional direction in East Asia but
also related to the interdecadal variability of the Silk Road teleconnection wave train
propagating along the subtropical jet in the upper troposphere over the Eurasian subtropics.
Both wave trains are formed by the propagations of quasi-stationary planetary waves in
the spherical atmosphere.

In summary, the interannual and interdecadal variabilities of summer monsoon pre-
cipitation and whole-layer water vapor transport in eastern China may be result of joint
action of the interannual and interdecadal variabilities of the EAP pattern teleconnection
wave train propagating along the meridional direction over East Asia and the Silk Road
pattern teleconnection wave train propagating along the subtropical regions from West
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Asia to East Asia. Therefore, the theory of Rossby wave energy dispersion proposed by
academician Ye provides an important scientific basis for short- and medium-term weather
forecasting but also a new idea for short-term summer climate prediction.

4. The Guiding Role of the Theory of Rossby Wave Energy Dispersion in the Study on
the Dynamic Processes of the Variability of the East Asian Winter Monsoon System

The variability of the winter climate in China is controlled by the East Asian winter
monsoon system. The interannual and interdecadal variabilities of the East Asian winter
monsoon system is the main cause of winter rain, snow, and ice disasters in China [42].
However, there are few studies on the dynamic processes of interannual and interdecadal
variabilities in East Asian winter monsoon system. Under the guidance of the theory
of Rossby wave energy dispersion, some studies on the dynamic processes of the East
Asian winter monsoon system have been carried out in recent years. Especially, some
meteorogists in China have paid a special attention to the impacts of the interannual
and interdecadal variations of quasi-stationary planetary waves in the three-dimensional
spherical atmosphere on the East Asian winter monsoon system and the low-temperature
rain, snow, and ice disasters in China.

4.1. The Guiding Role of the Theory of Rossby Wave Dispersion in the Study on the Dynamical
Processes of the Interannual Variability of the East Asian Winter Monsoon System

The winter monsoon prevails in East Asia, and due to the interannual variability
of the winter monsoon system, winter temperature and precipitation in China show the
significant interannual variability. Occasionally, severe low-temperature and snow disasters
frequently occur in winter, such as the freezing event occurred in January 2008. Due to the
anomalously strong East Asian winter monsoon, the severe low-temperature and snow
disasters occurred in southwest, central and southern China, which caused economic losses
of more than 150 billion yuan [42].

The dynamical processes of interannual variability of the East Asian winter monsoon
system are closely related to the interannual oscillations of these two propagating waveg-
uides of quasi-stationary planetary waves during boreal winter. Previous studies [22,23,43]
proposed that the variability of these two waveguides exists an opposite oscillation on the
interannual time scale. The above studies suggest that the interannual variability of the East
Asian winter monsoon system is significantly related to the interannual oscillation of the
propagating waveguides of quasi-stationary planetary waves. When the polar waveguide
strengthens, then the low-latitude waveguide weakens, and anomalously strong quasi-
stationary planetary waves in the troposphere will propagate towards the stratosphere
through the polar waveguide, while the propagation of quasi-stationary planetary waves
towards the upper troposphere near the low latitudes through the low-latitude waveguide
will be weakened. In contrast, when the polar waveguide weakens, then, the low-latitude
waveguide strengthens, and anomalously strong quasi-stationary planetary waves in the
troposphere will propagate from middle latitudes towards the upper troposphere at low
latitudes through the low-latitude waveguide. In this case, the propagation of anomalously
strong quasi-stationary planetary waves in the troposphere from middle to high latitudes
towards the top of the troposphere over low-latitude region via the low-latitude waveguide
is stronger, while the propagation of quasi-stationary planetary waves to the stratosphere
through the polar waveguide is significantly weaker.

Huang et al. [24] studied the influence of the interannual oscillations of the propagating
waveguides of quasi-stationary planetary waves in the three-dimensional atmosphere
on the interannual variability of the East Asian winter monsoon system and analyzed
the relationship between the East Asian climate anomalies and boreal quasi-stationary
planetary wave activity during the winters of 2005 and 2006. In the winter of 2005, the
temperature from Western Europe through the Urals to Siberia and East Asia was lower
than normal, and the temperature in the east side of the Urals and the northwest side of
the Mongolian Plateau was more than 2 ◦C lower than normal, which resulted in the cold
winter and frequent cold waves outbreaked in China. This in turn led to anomalously
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strong snow in Northwest and Northeast China as well as strong precipitation in the
Yangtze River basin. However, in the winter of 2006, the temperature in the Siberia and
East Asia was higher than normal, and the temperature in Europe from the Urals to Baikal
Lake was more than 2 ◦C higher than normal, resulting in a warm winter in China.

The obvious difference between the winter climate in Eurasia in 2005 and that in 2006
was closely related to the oscillation of the propagating waveguides of quasi-stationary
planetary waves in the Northern Hemisphere during these two winters. Figure 9a,b show
the E-P fluxes and the scatterplot distributions of the quasi-stationary planetary waves
during the boreal winters of 2005 and 2006, respectively. As shown in Figure 9a, the
polar waveguide of the boreal quasi-stationary planetary wave propagation in the winter
of 2005 was strong, while the low-latitude waveguide was weak, i.e., the propagation
of quasi-stationary planetary wave along the polar waveguide to the stratosphere was
enhanced. This caused that the convergence of planetary wave E-P fluxes was enhanced in
the upper troposphere at high latitudes and weakened the convergence of planetary wave
E-P fluxes in the upper troposphere in the subtropics, i.e., enhanced divergence of the E-P
fluxes in this region, which caused the weakening of the boreal polar frontal jet and the
strengthening of the subtropical jet. This can facilitate the development of high pressure
systems over the Siberia and the strengthening of the East Asian winter monsoon. As
shown in Figure 9b, the polar waveguide of quasi-stationary planetary wave propagation
in the winter of 2006 was weak, while the low-latitude waveguide was strong, i.e., the
propagation of quasi-stationary planetary waves along the low-latitude waveguide was
enhanced in the upper troposphere at low latitudes. This caused that the convergence
of planetary wave E-P fluxes was enhanced in the upper troposphere in the subtropical
region, while the convergence of planetary wave E-P fluxes in the upper troposphere at
high latitudes was weakened, i.e., the divergence of the E-P fluxes was enhanced. This
caused the strengthening of the boreal polar jet and the weakening of the subtropical
jet, which was detrimental to the development of the Siberian high and brought about
the weakening of the East Asian winter monsoon. As shown in Figure 9c, the difference
between the propagations of quasi-stationary planetary waves in these two boreal winters
was also evident.

Figure 9. Composite distributions of the E-P fluxes (multiplied by ρ−1 for displaying purpose) (vec-
tors, units: m3 s−2) of quasi-stationary planetary waves for wavenumbers 1–3 and their divergence
(shaded, units: m3 s−1 d−1; Y-axis denotes vertical levels, units: hPa) over the Northern Hemisphere
in the winters of (a) 2005 (December 2005 to February 2006) and (b) 2006 (December 2006 to February
2007), and (c) the difference between them. Solid and dashed lines indicate positive (divergence) and
negative (convergence) of planetary wave E-P fluxes, respectively. And the divergence/convergence
regions of the E-P flux are shaded with red/blue colors (from Huang et al. [24]).
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4.2. The Guiding Role of the Theory of Rossby Wave Energy Dispersion in the Study on the
Dynamic Processes of the Interdecadal Variability of the East Asian Winter Monsoon System

Wang et al. [25] have proposed that the East Asian winter monsoon system has not
only significant interannual variability but also significant interdecadal variability. From
the 1970s to the beginning of the 21st century, winter temperatures in China experienced
two significant interdecadal variations. During the period from 1976 to 1987, the East Asian
winter monsoon was strong, the winter temperature in China was generally low, and the
frequency of cold wave outbreaks in China was high. However, during the period from
1988 to 1998, the East Asian winter monsoon was weak, the winter temperature in China
was generally high, the frequency of cold wave outbreaks was significantly low, then, the
warm winter frequently occurred. The result studied by Huang et al. [42] showed that
during 1999–2010, winter temperatures in China changed significantly again, the colder
temperature occurred in north China and warmer temperature appeared in south China.
Moreover, temperature changed to a meridional oscillation pattern, and the interannual
variability of winter temperatures changed from a 3–4 year cycle to a 2–8 year cycle.
Our recent analysis shows that the variability of the East Asian winter monsoon during
2011–2020 was roughly similar to that during 1999–2010, and no a significant interdecadal
variability occurred. During this period, several cold waves occurred in China, such as
21–25 January 2016, and 28–31 December 2020, where many regions in China experienced
severe cooling and occurred low-temperature and snow disasters. These disasters caused
severe economic losses.

The dynamic processes of interdecadal variability of winter climate in China and the
East Asian winter monsoon system have been studied [25,42]. The results showed that
the interdecadal variability of the East Asian winter monsoon system occurred in the mid-
late 1980s and late 1990s, which was closely related to the interdecadal oscillation of the
propagating waveguides of quasi-stationary planetary waves in boreal winter. Recently, it
is analyzed that the interdecadal oscillations of propagating waveguides of quasi-stationary
planetary waves in the Northern Hemisphere using the NCEP/NCAR reanalysis data from
1961 to 2020. Figure 10a–c show the composite distributions of the E-P fluxes of quasi-
stationary planetary waves for wavenumber 1–3 and their divergences over the Northern
Hemisphere averaged for the winters of 1976–1987, 1988–1998, and 1999–2020, respectively.
From Figure 10a, it can be seen that during the period of 1976–1987, the polar waveguide
of quasi-stationary planetary waves for the boreal winters was strong, i.e., the propagation
of planetary waves was strong along the polar waveguide up to the stratosphere over 60◦
N and weak along the low-latitude waveguide to the upper troposphere over low latitudes.
These caused strong convergence of the E-P flux of planetary waves in the troposphere
and stratosphere over high latitudes of the Northern Hemisphere and weak divergence of
the E-P fluxes in the middle and upper troposphere over the subtropical region near 30◦
N. Moreover, as shown in Figure 10b, during the period of 1988–1998, the propagation of
the boreal winter quasi-stationary planetary waves changed. Compared with Figure 10a,
the polar waveguide of the boreal winter quasi-stationary planetary waves was weak
during this period, while the low-latitude waveguide became strong. In other words, the
propagation of planetary waves towards the stratosphere along the polar waveguide over
high latitudes became weaker in the winters of 1988–1998, comparing with that in the
winters of 1976–1987. And the propagation of planetary waves to the upper troposphere
over low latitudes along the low waveguide became stronger, comparing with that in the
winters of 1976–1987, which caused the E-P fluxes of the quasi-stationary planetary waves
over high latitudes during winters of 1988–1998 were weaker than those during 1976–1987.
This means that there was a positive difference of the divergence. But the divergence
of the E-P fluxes of quasi-stationary planetary waves in the upper troposphere over the
subtropical region became stronger in the winters of 1988–1998 than that in the winters
of 1976–1987. In addition, as shown in Figure 10c, the polar waveguide of propagation
of the boreal quasi-stationary planetary waves was again stronger and the low-latitude
waveguide was weaker in the winters from 1999 to 2020. This means that the propagation
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of planetary waves became stronger along the polar waveguide up to the stratosphere at
high latitudes and weaker towards the upper troposphere of the subtropical region near 30◦
N via the low-latitude waveguide. The convergence of E-P fluxes of planetary waves in the
upper troposphere and stratosphere at high latitudes was stronger than that in the winters
of 1988–1998, but the divergence of planetary wave E-P fluxes in the upper troposphere
over the subtropical region near 30◦ N was weaker than that in the winters of 1988–1998.

Figure 10. Composite distributions of E-P fluxes of quasi-stationary planetary waves for wave
numbers 1–3 and their divergences (shaded, units: m3 s−1 d−1; Y-axis denotes vertical levels, units:
hPa) over the Northern Hemisphere averaged for the winters of (a) 1976–1987, (b) 1988–1998 and
(c) 1999–2020. Solid and dashed lines indicate positive (divergence) and negative (convergence)
divergence of E-P fluxes. Data of wind fields and temperature are from the NCEP/NCAR reanalysis
data [30].

4.3. Dynamic Effect of the Propagating Waveguide Oscillations of Quasi-Stationary Planetary
Waves on the Variability of the East Asian Winter Monsoons

The above results show that the boreal winter quasi-stationary planetary waveguides
in the three-dimensional atmosphere have not only significant interannual oscillations but
also significant interdecadal oscillations. Moreover, two significant interdecadal oscillations
of the propagating waveguides of the boreal winter quasi-stationary planetary waves
occurred since the 1970s. These oscillations of the propagating waveguides of quasi-
stationary planetary waves caused the variability of the divergence or convergence of the
E-P fluxes of quasi-stationary planetary waves. According to the wave-flow interaction
equation for the spherical atmospheric planetary waves derived by Edmon et al. [29], the
variation of the divergence of the E-P fluxes of quasi-stationary planetary waves will cause
the variation of the zonal mean flow during boreal winter and the variation of the Arctic
Oscillation (AO) index. According to previous studies [44,45], if the AO index is negative
in a winter, the winter monsoon in East Asia is strong in the winter; conversely, if the AO
index is positive in a winter, then the winter monsoon in East Asia is weak in the winter.
Therefore, the interannual and interdecadal oscillations of the propagating waveguides
of quasi-stationary planetary waves in the boreal winter will affect the interannual and
interdecadal variabilities of the East Asian winter monsoon system.

It may see from the above studies that under the guidance of academician Ye’s theory
of Rossby wave dispersion, some studies on the dynamic processes of the variabilities of
the East Asian winter monsoon system have been carried out. In particular, the study on
the dynamic processes of the influence on the interannual and interdecadal oscillations of
the propagating waveguides of quasi-stationary planetary waves on the East Asian winter
monsoon variations has achieved an important progress.
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5. Conclusions and Discussion

The theory of Rossby wave energy dispersion proposed by academician Ye in the
1940s not only improves the study on the characteristics of two-dimensional and three-
dimensional propagations of quasi-stationary planetary waves in the spherical atmosphere
but also provides a scientific basis for the study on the mechanisms related to the anomalies
of global atmospheric circulation. And this theory also lays the theoretical basis for the study
on the dynamic processes of tropospheric-stratospheric interactions and their mechanisms.
This paper reviews the guiding role of the theory of Rossby wave energy dispersion in
the studies on the characteristics of three-dimensional propagation of quasi-stationary
planetary waves in the spherical atmosphere and their impacts on the dynamic processes
of the interannual and interdecadal variabilities of the East Asian summer and winter
monsoon systems. In particular, this paper reviews the impacts of the interannual and
interdecadal variabilities of the EAP pattern teleconnection wave train propagating along
the meridional direction over East Asia and the Silk Road pattern teleconnection wave train
propagating along the zonal direction in the subtropical jet from West Asia to East Asia
on the variabilities of the East Asian summer monsoon system. This paper also reviews
the studies on the dynamical processes of the impacts of the interannual and interdecadal
oscillations of the propagating waveguides of quasi-stationary planetary waves on the
variabilities of the East Asian winter monsoon system.

The energy dispersion of waves is an important theoretical problem in the fluid
dynamics, academician Ye first applied it to the study on the mechanisms of atmospheric
circulation variability. His research inspired the study on the dynamics of the two- and
three-dimensional spherical propagations of quasi-stationary planetary waves, and guides
the study on the dynamical processes of the variabilities of the East Asian winter and
summer monsoon systems.

Under the guidance of academician Yeh’s theory of Rossby wave energy dispersion,
our research group has investigated the dynamical processes of the interannual and inter-
decadal variabilities of the East Asian winter and summer monsoon systems. The results
show that the variabilities of the East Asian winter and summer monsoon systems are
the variablities of circulation seeing from their phenomena, but these variabilities are also
the variations of quasi-stationary planetary waves according to their mechanisms. Cur-
rently, this theory is developing and expanding, and it has wide applications not only in
the study on atmospheric circulation dynamics at middle and high latitudes but also in
the study on the dynamics of typhoon genesis and evolution in tropical regions [46–51].
Moreover, the nonlinear effects of the energy dispersion of Rossby wave in atmosphere and
the nonlinear interactions of different quasi-stationary planetary wave trains also need to
be further investigated.
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Abstract: The wave activity flux representing the energy propagation direction of planetary Rossby
wave generally originates from a large wave source area. This study investigates the interdecadal
variability and formation mechanism of Rossby wave source over the Tibetan Plateau (TP-RWS) and
its impact on the atmospheric circulation and precipitation pattern in East Asia based on the ERA-20C
reanalysis dataset in summer (June–July–August) during 1900 to 2010. Results show that the region
with the maximum variabilities of Rossby wave source (RWS) in the past 110 years appears over
the Tibetan Plateau (TP) during boreal summer, and the TP-RWS shows prominent characteristics
of interdecadal oscillation. Secondly, the TP-RWS is mainly composed of the vortex stretching
term (RWS-S1) and the absolute vorticity advection term (RWS-S2). The interdecadal TP-RWS is
a synergistic result of the snow cover over northwestern TP associated with the RWS-S1, and the
deep convection over southeastern TP associated with the RWS-S2. Furthermore, the interdecadal
TP-RWS can lead to an alternatively positive and negative pattern of geopotential height anomalies
from the northwestern TP to the North Pacific, which has a great climate effect on the precipitation
in Huang-huai River Basin, South Korea and Japan Island. Under the guidance of the anomalous
cyclonic circulation in East Asia, the prevailing southerly and easterly winds occur over the West
Pacific and the Huang-huai River Basin, which lead to the water vapor convergence and upward
movement at middle and lower troposphere.

Keywords: Rossby wave source; Tibetan Plateau; interdecadal variation; precipitation anomaly in
East Asia

1. Introduction

The Rossby wave (RW) propagation caused by external forcing is one of the mecha-
nisms leading to the configuration of wave trains called teleconnection. In the northern
hemisphere (NH), a favorable area with RW-forming dynamic conditions is located in East
Asia [1,2]. The Rossby wave pattern at the upper troposphere generally manifests as Rossby
wave train of atmospheric response to one or more local wave sources [3–5]. In the NH
midlatitudes, the source of RW may be related to topography, marine–terrestrial contrast, or
transient baroclinic systems [6]. Ye and Zhu [7] believe that both topographic and diabatic
heating play an important role in the climatological atmospheric teleconnections along
the westerly jet stream, especially the large troughs over East Asia and the east coast of
North America. Previous studies of Rossby wave source (RWS) have shown that most of
the strong RWS are located in the subtropical zone on the seasonal timescales, although
most of the upper divergent flow regions are located near the equator. Because the diver-
gent flow is greater at the edge of the greatest divergence zone and the absolute vorticity
gradient is larger at higher latitudes [2,8,9], these all provide conditions for RWS formation
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in the subtropics. Therefore, RWS may be associated with both local forcing and absolute
vorticity advection caused by atmospheric diabatic heating. Plumb [10] shows that the
main forcing of the quasi-stationary wave originates from the topographic influence over
the Tibetan Plateau (TP), as well as interaction of the diabatic heating with transient flows
over the Pacific, Northwest Atlantic, and Siberia by diagnosing the wave activity flux in
the NH winter.

Ye [11] first applied the RW energy dispersion theory to the study of the atmospheric
circulation change mechanism. Previous studies have shown that the energy propagation
process of Rossby waves along the westerly jet in the NH summer is an important dynamic
mechanism for the development of high-latitude trough in East Asia, and its downstream
effect is also an important driver of flood disasters in China [12–15]. On the interdecadal
timescale, there is a Rossby wave train in the midlatitudes. The eastward propagation of
wave energy has a significant impact on the precipitation pattern in the middle and lower
reaches of the Yangtze River basin [16,17]. The Tibetan Plateau, as the steepest and most
complex terrain on the Earth and the region with the strongest land–atmosphere interaction
in the NH midlatitudes, has a great influence on regional and global climate [18–20]. More-
over, its local thermal forcing can directly affect the downstream atmospheric circulation
and rainfall pattern [21–23]. Previous studies have shown that the surface turbulent heat
flux in the southeastern TP plays an important role in regulating Meiyu and rainstorm in
the Yangtze River Basin [24–27]. There is also a close relationship between the variation
of snow cover in different regions of the TP and the atmospheric circulation [28–31]. In
addition, the anomalous diabatic heating over the TP can trigger Rossby waves propagating
westward and eastward along the extratropical westerly jet to change the large-scale climate
on the interannual scale [32–34].

The above studies on the impact of RWS mainly focus on the seasonal and interannual
timescales and discuss the RW role on persistent circulation anomaly and corresponding
precipitation pattern in East Asia. However, where is the key area of RW energy dispersion
in the NH summer on interdecadal scale? What is the physical mechanism of the Rossby
wave train excited from the TP on the precipitation anomaly in East Asia? All these are
worthy of further discussion. Thus, we analyze the interdecadal variability and spatial
distribution of the TP-RWS in summer during 1900 to 2010. In addition, the causes of the
TP-RWS and its effects on the anomalous circulation in East Asia are discussed so as to
understand the physical mechanism of precipitation anomalies associated with TP-RWS.
Section 2 of the manuscript introduces the data and methods used. Section 3 analyzes the
interdecadal variability of the TP-RWS and its impact on the East Asia Circulation Pattern.
Conclusions and discussion are shown in Sections 4 and 5, respectively.

2. Data and Methods

The atmospheric data used in this paper are from the ERA-20th Century (ERA-20C)
monthly reanalysis dataset provided by the European Center for Medium Range Weather
Forecasting (ECMWF) for 1900 to 2010 [35]. In order to compare the calculation results,
we also use monthly atmospheric variables of the 20th Century Reanalysis (NCEP-20C)
from the National Center for Environmental Prediction/National Center for Atmospheric
Research (NCEP/NCAR) for 1836 to 2015 [36]. The horizontal resolution of the two datasets
is 1◦ × 1◦, and the rectilinear grid numbers are 181 × 360. The data include wind field (V),
temperature (T), geopotential height (H), vertical velocity (ω), and specific humidity (q)
of 27 layers from 1000 hPa to 100 hPa. In addition, the surface sensible heat flux (SHTFL),
total cloud cover (TCC), snow albedo (ASN), and surface pressure are used. The centennial
precipitation data used in our study are based on the global terrestrial meteorological grid
dataset established by the University of East Anglia (CRU_ts4) from 1901 to 2010, with
a horizontal resolution of 0.5◦ × 0.5◦. The monthly land precipitation data provided by
the Global Precipitation Climatology Centre (GPCC) for 1900–2010 are also used, with a
horizontal resolution of 0.25◦ × 0.25◦. The 2500 m terrain height is selected as the criteria
for calculating the regional average over the TP. In this study, interdecadal variation denotes
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the time series of TP-RWS and other physical quantities remove the linear trend during
1900 to 2010 in summer, and then perform 10-year low-pass filtering.

According to the derivation of Sardeshmukh and Hoskins [4,8] based on the nonlinear
vorticity equation, the Rossby wave source (RWS) on a horizontal level can be calculated as:

RWS = −∇·( f + ζ)Vχ = −( f + ζ)D − Vχ·∇( f + ζ) (1)

where the RWS represents Rossby wave source. The f and ζ are planetary vorticity and
relative vorticity, respectively, and absolute vorticity is the sum of the two. D represents
the horizontal divergence ∂u

∂x + ∂v
∂y and Vχ is the divergent component of the horizontal

wind. The divergent wind component is calculated by inverting the Laplacian operator
in spherical harmonic space after computing the divergence. The Formula (1) shows that
time-averaged vorticity can be considered as a combination of the vortex stretching term
(RWS-S1) produced by local strong divergence and the absolute vorticity advection term
(RWS-S2) caused by large-scale divergent flow [2]. When an anomalous vorticity diverges
outward, the local vorticity decreases, and this vorticity divergence center is called the
vortex source region. The converse is the vortex sink area. Therefore, analyzing the RWS
distribution and its variability can help to understand the origin and physical mechanism
of planetary wave generation and atmospheric changes [37].

The method of calculating Q1 in this study is based on the inverted algorithm of
Yanai et al. [38]:

Q1 = CP

[
∂T
∂t

+ V·∇T +

(
P
P0

)k
ω

∂θ

∂P

]
(2)

where T is temperature, V is horizontal wind vector, ω is vertical velocity, and θ is the
potential temperature. k = R/Cp, where R and CP are dry atmospheric constant and isobaric
specific heat capacity, respectively. All these variables are in p co-ordinates; thus, Q1 at
each isobaric layer can be calculated.

In addition, the three-dimensional T-N wave flux derived by Takaya and Naka-
mura [39,40] based on the Plumb wave flux [10] is used in our study to describe the
Rossby wave energy propagation. These elements are able to better describe the Rossby
wave disturbance along the westerly jet in zonal inhomogeneous flow [41]. The formula is
expressed as follows:

W =
p cos ϕ
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[
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where the ϕ, λ, Φ, and a represent the latitude, longitude, geopotential, and radius of the
Earth, respectively. z is the vertical co-ordinates of the log p. ψ′ = Φ′

f is the disturbance of
quasi-geostrophic stream function relative to the climatology. The basic flow U represents
the climate average.

3. Results

3.1. Interdecadal Variation in Rossby Wave Source over the Tibetan Plateau

In the June–July–August (JJA) period, a Rossby wave source clearly appears along the
upper tropospheric westerly jet over East Asia and the extratropical Pacific, which is much
stronger than that in the tropics (Figure 1a). In the North Hemisphere (NH), the Asian
Monsoon–Tibet Plateau region exhibits a strong negative RWS and the North Africa and
Mediterranean Sea are positive RWS regions. In addition, the eastern subtropical Pacific
and the Atlantic Ocean showed weak RWSs. The RWSs in the Southern Hemisphere are
mainly located over the South Indian Convergence Zone, South Pacific, and South Atlantic.
These are consistent with previous studies [2,9,42]. For the JJA mean, the intertropical
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convergence zone moves towards the Northern Hemisphere, and its associated heavy
rainfall (Figure 1b) extends northeast from East Asia and the Northwest Pacific. Meanwhile,
there is a strong divergent flow and velocity potential center over the Asian monsoon
region, which corresponds to its strong convection. The divergence flow radiates outward
from East Asia and extends into Eurasia and the Pacific. The concurrence of large-scale
divergence at 200 hPa and deep convection indicates that the velocity potential center
at the upper troposphere in the NH is largely caused by diabatic heating over the Asian
monsoon region [43], while North Africa occurs as a net radiation sink in summer, resulting
in continuous cooling as a powerful cold source [44]. This distribution of heat and cold
sources forms a divergent/convergent field center over the Asian monsoon region and
the Mediterranean Sea. According to Formula (1), negative RWS sources over the Asian
summer monsoon region in Figure 1a are formed. Previous studies have shown that
these large-scale heating forcings and their RWSs play important roles in forming and
maintaining atmospheric circulation over East Asia and the North Pacific [45,46].

Figure 1. Distribution of global (a) Rossby wave source (shading; unit: 10−10 s−2) and divergent
wind component (vectors; unit: m·s−1), and (b) precipitation (unit: mm·day−1) in June−August of
1900−2010. The green contours in (a,b) represent the 2.5km topography height of the Tibetan Plateau.

How the RWSs have changed during boreal summer over the past 110 years and what
physical processes they are associated with are the main concerns in this study. The NH
summer RWS variability has exhibited prominent differences, as exemplified by the RWS
variance patterns on interannual and interdecadal timescales in Figure 2. Notably, the
maximum variability of RWSs on both timescales occurs over the northwestern TP, and
the fluctuations are also large over the northeast of China and near the Mediterranean Sea.
The interdecadal spatial distributions of NH RWS variabilities are very consistent with
those on the interannual timescale. Furthermore, the TP-RWS variance on interdecadal
timescale accounts for 22.3% of that in raw from 1900 to 2010. All these indicate that the
northwestern TP, including most parts of the Eurasian continent, is the anomalous RWS
fluctuation region. As the largest plateau and strongest heat source in boreal summer,
the changes in TP thermal conditions may lead to the interdecadal RWS anomalies over
this region.

Figure 3 shows the JJA interannual and interdecadal RWS time-series over the TP
(topographic height above 2500 m) of 200 hPa from 1900 to 2010. It can be seen that the
TP-RWS in the upper troposphere is characterized by multidecadal variations. From the
perspective of intensity changes, the TP-RWS showed continuous strong periods during
the early 20th century, the 1920s to 1940s, the 1950s to 1970s, and after 2000. Accordingly,
the temporal series turned into weak periods during the 1910s to 1920s, 1940s to 1950s,
and from the 1970s to the end of the 20th century. Moreover, the TP-RWS variation shows
multidecadal differences in the recent 110 years. In the first half of the 20th century, it
oscillated in longer periods and, after the late 1950s, decadal variations were more evi-
dent. These may be affected by the joint influence of various internal forcing oscillations,
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as well as the increasing instability of the climate system since global warming [47,48].
The NCEP-20C datasets from 1900 to 2015 are also used to calculate TP-RWS time evolu-
tion in order to reduce the uncertainty of calculation results from different datasets. The
temporal correlation of TP-RWS between ERA-20C and NCEP-20C datasets reaches 0.72
on the interannual scale, which is 0.69 on the interdecadal scale, and they both pass the
99% confidence test. Therefore, the selected ERA-20C data in this paper can accurately
reflect the variations in TP-RWS. Furthermore, in order to explore the spatial distribution
characteristics with the TP-RWS interdecadal evolution in the past 110 years, we calculate
one-point correlation between the TP-RWS anomalies and large-scale divergent flow in the
NH summer (Figure 4). When the interdecadal intensity of TP-RWS increases, the corre-
sponding maximum RWS area appears over the northwestern TP, which is accompanied
by a strong divergence center at the upper troposphere. Meanwhile, the RWS in the south
of the TP, especially in the northwestern Indo–China Peninsula, shows a weakly negative
correlation with the RWS in the whole plateau. The above results show that, as a key area
of the interdecadal RWS fluctuations in boreal summer, the causes of the TP-RWS and its
influences are worth studying.

Figure 2. Spatial distribution of the RWS variance (unit: 10−10 s−4) during boreal summer of
1900–2010 (a) on an interannual timescale and (b) on an interdecadal timescale (black box indicates
the key area of the RWS variance 65–90◦ E, 30–45◦ N).

3.2. The Mechanisms Contributing to Interdecadal Variations in the TP-RWS

Since the large-scale divergent flow is directly related to anomalous diabatic heating
of the atmosphere, we calculate the correlation map of the atmospheric heat source (Q1)
with the TP-RWS in order to explore the possible causes of the TP-RWS interdecadal
variations (Figure 5). It is worth noting that two Q1 key areas occur over the plateau,
which are located in the northwestern TP (Pamirs plateau) and southeastern TP. When
the interdecadal TP-RWS intensifies, the atmospheric heating characteristics over the
two regions are significantly different, that is, the anomalous Q1 in northwestern TP is
mainly found between the near-ground plateau and 300 hPa in the troposphere, while the
Q1 in southeastern TP is more pronounced from 500 hPa to 200 hPa. The regional climate of
Pamir Plateau and Tarim Basin are mainly characterized by drought, with less rainfall due
to the faint water vapor imported from the tropical Indian Ocean. Meanwhile, the giant
mountains in southeastern TP are mainly affected by the monsoon and moist water vapor
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from the tropical ocean in summer, resulting in abundant water vapor being lifted here,
which is conducive to the occurrence of deep convection [49,50]. Therefore, dynamical
mechanisms contributing to the interdecadal variations in TP-RWS may be different in
northwestern and southeastern TP.
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Figure 3. The standardized time series of Rossby wave source over the TP (*−1; dotted lines) and its
10−year low−pass filtering value (solid lines) in summer of 1900−2010. The red and black lines are
results from the ERA−20C and NCEP−20C reanalysis datasets, respectively. The RWS*−1 represents
the intensity of negative Rossby wave source over the TP.

Figure 4. Regression coefficients between interdecadal TP−RWS series (the same as Figure 3) and
the RWS (shading) and divergent wind component (vectors; unit: m·s−1) derived from ERA−20C
during 1900−2010. The cross−hatched areas indicate coefficients above the 95% confidence level.
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Figure 5. (a) Spatial correlations between interdecadal TP−RWS series (the same as Figure 3) and
the atmospheric heat source (Q1) derived from ERA−20C during 1900−2010. (b) Vertical profile of
correlation coefficients between the TP−RWS and the Q1 over northwestern TP (red solid line) and
the Q1 over southeastern TP (blue solid line). The cross−hatched areas indicate coefficients above
the 95% confidence level. The black rectangles in (a) denote the northwestern and southeastern TP.

The components of RWS, i.e., the vortex stretching term (RWS-S1) and the absolute
vorticity advection term caused by divergent flow (RWS-S2), can be used to determine
the causes of interdecadal TP-RWS during 1900 to 2010. From Formula (1), RWS-S1 is
mainly determined by absolute vorticity and strong divergence, and the RWS-S2 is directly
related to absolute vorticity gradient and the divergent wind component. In general, strong
atmospheric heating can lead to circulation changes, which can be understood as the local
influence of the RWS-S1 term on Rossby wave source. Moreover, other regions also can
affect the RWS through large-scale divergent flow, which can be used as a horizontal dis-
tribution rebalancing of absolute vorticity by RWS-S2 term. The time series of TP-RWS
sub-items have obvious interdecadal changes in summer from 1900 to 2010 (Figure 6).
Both RWS-S1 and RWS-S2 are closely related to TP-RWS on the interdecadal scale, with
correlation coefficients of 0.81 and 0.67, respectively. By comparison, RWS-S1 seems to
play a more dominant role. However, the correlation coefficient between RWS-S1 and
RWS-S2 is only 0.14, which indicates that their interdecadal evolutions are independent of
each other. Furthermore, we find that the interdecadal Q1 fluctuations over northwestern
and southeastern TP also represent significant differences with correlation coefficient of
−0.05 only. Meanwhile, similar interdecadal temporal variations exist between TPRWS-S1
and northwestern TP-Q1 and between TPRWS-S2 and southeastern TP-Q1, with the correla-
tion coefficients reaching 0.60 and 0.51, respectively. These results show that the TPRWS-S1
and TPRWS-S2, which cause interdecadal variation of TP-RWS, have independent changes
along with the related atmospheric diabatic heating in different regions over the TP. There-
fore, the interdecadal TP-RWS can be regarded as a result of the joint contribution of Q1
over northwestern and southeastern TP by different dynamical mechanisms.

Next, we calculate correlation maps between the two sub-terms of RWS and multiple
meteorological elements on the interdecadal scale. As shown in Figure 7, the contribution
of TPRWS-S1 to TP-RWS mainly occurs over the Pamir Plateau, which is characterized
by both strong divergence and anomalous absolute vorticity. In addition, significant
negative snow albedo and increased surface sensible heat flux are observed along the
northwestern TP. Since the albedo of snow cover is significantly greater than that of other
underlying surfaces (e.g., soil, forest, grass, and water), the albedo decreases when the
snow melts, resulting in more solar radiation absorbed by the ground and the net radiation
increases. The processes enhance surface sensible heat flux and lead to an increased Q1 over
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northwestern TP in the middle and lower troposphere. Therefore, the main contribution
component of TP-RWS in northwestern TP is TPRWS-S1, which is caused by interdecadal
variations in snow cover. In addition, we find that the snow albedo associated with the
TPRWS-S1 shows a spatial east–west dipole-like pattern over the TP. This feature has also
been observed in the study of the plateau snow cover [51,52]. In contrast, the main effect of
TPRWS-S2 on TP-RWS is manifested in southeastern TP (Figure 8) due to the strong absolute
vorticity advection caused by deep convection. A strong divergence is accompanied by the
meridional northward flow in southeastern TP. This process excites disturbance in vorticity
field, which is conducive to the RWS-S2 formation at the upper troposphere. Thus, the
interdecadal TP-RWS variations during boreal summer are a synergistic result of the snow
cover related to the vortex stretching term in northwestern TP and the deep convection
related to the absolute vorticity advection term in southeastern TP.

Figure 6. The standardized interannual and interdecadal time series of TP−RWS components
(*−1; red lines) and the Q1 over the northwestern and southeastern TP (black lines) in summer
of 1900−2010. (a) The vortex stretching term RWS−S1 and the northwestern TP−Q1 (60–80◦ E,
32–45◦ N), (b) the absolute vorticity advection term RWS−S2 and the southeastern TP-Q1 (80–105◦ E,
27–35◦ N).

In summary, the interdecadal variation in TP-RWS is closely related to atmospheric
diabatic heating over northwestern and southeastern TP. The interdecadal variations in
snow cover over the TP result in divergence and absolute vorticity anomalies by affecting
atmospheric heating from TP surface to the middle troposphere, and then contribute to
the TP-RWS by vortex stretching term. On the other hand, due to latent heat release of
deep convection in southeastern TP, the TP-RWS can be formed and maintained through
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absolute vorticity advection caused by large-scale divergent flow in the middle and upper
troposphere. Therefore, although the TP-RWS manifests as a whole, the causes of its
interdecadal variations are not the same in northwestern and southeastern TP.

Figure 7. The correlation coefficients between interdecadal TPRWS−S1 series (the same as Figure 6a)
and (a) the RWS (shading) and divergent wind component (vectors), (b) the divergence (shading) and
absolute vorticity (contours) at 200 hPa, (c) snow albedo, (d) surface sensible heat flux derived from
ERA−20C during 1900−2010. The cross-hatched areas indicate coefficients above the 95% confidence
level. The black rectangles represent the northwestern TP.

Figure 8. The correlation coefficients between interdecadal TPRWS−S2 series (the same as Figure 6b)
and (a) the RWS, (b) divergent wind component (vectors) and absolute vorticity gradient (shading) at
200 hPa, (c) precipitation, (d) total cloud cover derived from ERA−20C during 1900−2010. The cross-
hatched areas indicate coefficients above the 95% confidence level. The black rectangles represent the
southeastern TP.
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3.3. Impacts of the Interdecadal TP-RWS on East Asia Circulation Pattern

The interdecadal TP-RWS in JJA have a significant impact on the downstream atmo-
spheric circulation and precipitation. From the correlation maps between TP-RWS and the
land precipitation (Figure 9), an enhanced RWS corresponds to more JJA rainfall over the
TP, especially in the southeastern and northwestern TP. These two regions are consistent
with the atmospheric diabatic heating areas in the above section. For East Asia, the TP-RWS
interdecadal variation corresponds to a clear tripole rainfall pattern. When the intensity of
TP-RWS is relatively strong, the regions from the Huang-huai River Basin to the southern
Korean Peninsula and the southern part of the Japan Island are accompanied by moisture
anomalies, while the South China and North China are usually dry. By comparing different
reanalysis results of TP-RWS and precipitation datasets, we find that there are significant
relationships between the interdecadal TP-RWS and the precipitation in the Huang-huai
River Basin. All the results show that the JJA rainfall in the north of the Yangtze River
increases, while the precipitation in South China is suppressed.

Figure 9. The correlation coefficients between interdecadal TP−RWS (same as Figure 3) and global
terrestrial precipitation. The interdecadal TP−RWS in (a,c) and (b,d) are from ERA−20CR and
NCEP−20C, respectively. The precipitation data in (a,b) and (c,d) are from CRU_ts4 and GPCC,
respectively. The cross−hatched areas indicate coefficients above the 95% confidence level. Black
boxes indicate the key areas of interdecadal precipitation.

In order to reveal the causes of the close relationship between TP-RWS and precipi-
tation in East Asia, the Asia–Pacific atmospheric circulation anomaly associated with the
TP-RWS is further discussed and analyzed in this study. As shown in Figure 10, significant
negative geopotential height anomalies are observed at the middle and low troposphere
over northwestern TP, Huang-huai River Basin, and the southern part of Japan, while
positive geopotential heights appear over the southeastern TP and the northwestern Pacific
Ocean. The stream function field at 850 hPa in the southern TP and East Asia is domi-
nated by anomalous cyclonic circulation, and the centers are located in eastern India and
Bangladesh, the Indochina Peninsula, and the Huang-huai River Basin. The prevailing
southerly and easterly winds in the northwestern Pacific Ocean and the Huang-huai River
Basin are attributed to the anomalous cyclonic circulation at the lower troposphere in East
Asia, which lead to the water vapor convergence and upward movement at the middle
and lower troposphere. The above circulation pattern provides favorable water vapor
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transmission and dynamic conditions for the occurrence of precipitation in these regions,
which increase the precipitation in the Huang-huai River Basin, South Korea, and Japan.

Figure 10. The correlation coefficients between interdecadal TP-RWS (same as Figure 3) and
(a) geopotential height (shading) and water vapor transport flux (vectors) at 600 hPa, (b) stream func-
tion (shading) and horizontal wind field (vectors) at 850 hPa from 1900 to 2010. The cross−hatched
areas indicate coefficients above the 95% confidence level.

We further discuss the spatial distribution of the relationship between interdecadal
TP-RWS and related wave-activity flux. A prominent characteristic is that the TP-RWS
triggers a zonal wave train along the northwestern TP to the North Pacific (Figure 11a).
The geopotential height in northwestern TP, eastern TP, East Asia, and the northwestern
Pacific Ocean correspond to negative, positive, negative, and positive wave train anomalies,
respectively. As shown in Figure 11b, strengthening TP-RWS is accompanied by an anoma-
lous wave activity flux originating over the northwestern TP and propagating eastward
along the westerly jet stream to the East Asia and northwestern Pacific. This anomalous
wave flux also has a tendency to spread southward but to a lesser extent. Moreover, we
investigate the vertical structure to further explore the teleconnection pattern associated
with interdecadal TP-RWS. A significant zonal wave train can be seen from the TP to the
northwestern Pacific, and the strongest wave flux is located over the western TP, accom-
panied by a Rossby wave spreading downstream to East Asia and the North Pacific. In
addition, the TP-RWS teleconnection pattern exhibits an equivalent barotropic structure at
the vertical profile. It is worth noting that the anomalous wave activity excites from the
TP has obvious characteristics of propagating from the upper troposphere to the lower
troposphere over East Asia. Accompanied by the low pressure over the Huang-huai River
Basin to Japan Island, the TPRWS-excited teleconnection is conducive to the strengthening
ascent movement at the middle and lower troposphere.
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Figure 11. (a) The correlation coefficients between interdecadal TP−RWS (same as Figure 3) and the
geopotential height (shading) and T−N wave flux (vectors) at 200 hPa. Vertical profiles of correlation
coefficients between interdecadal TP-RWS and (b) the geopotential height and T−N wave flux,
(c) the vertical velocity averaged along 28−45◦ N from 1900 to 2010. The cross-hatched areas indicate
coefficients above the 95% confidence level.

Previous studies have shown that the Atlantic multidecadal oscillation (AMO) can
modulate the intensity of the East Asian summer monsoon by exciting teleconnection
wave train [53–56]. The interannual variation in deep convection in the southeastern TP
is also closely associated with the AMO [57,58]. In order to distinguish the effects of
TP-RWS and AMO on East Asia, we calculate the partial correlation between interdecadal
TP-RWS and the atmospheric circulation without AMO series in the Northern Hemisphere
(Figure 12). Consistent with Figure 11, the zonal wave train excited by interdecadal
TP-RWS propagating from northwestern TP to East Asia is still clear and the corresponding
circulation intensity over East Asia and Northwest Pacific is significantly strengthened.
Therefore, it is reasonable to believe that the TP-RWS during 1900 to 2010 can stimulate
an equivalent barotropic zonal wave train that travels eastward along the westerly jet to
the northwest Pacific and exhibits “low-high-low-high” geopotential height anomalies at
the vertical profile. Furthermore, the pattern is conducive to the upward movement and
precipitation over the Huang-huai River Basin.
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Figure 12. (a) Partial correlation coefficients between interdecadal TP−RWS (same as Figure 3)
and the geopotential height (shading) and T−N wave flux (vectors) at 200 hPa (remove inter-
decadal AMO). Vertical profiles of partial correlation coefficients between interdecadal TP−RWS and
(b) the geopotential height and T−N wave flux, (c) the vertical velocity averaged along 28−45◦ N
from 1900 to 2010. The cross−hatched areas indicate coefficients above the 95% confidence level.

4. Conclusions

Using the ERA-20C monthly reanalysis datasets in summer (June–July–August)
from 1900 to 2010 and a variety of global precipitation data, our manuscript studies the
multidecadal variations in Rossby wave source over the Tibetan Plateau, the corresponding
energy transmission, and its impact on atmospheric circulation pattern over East Asia. The
conclusions are summarized as follows:

(1) There is a strong negative RWS over the TP during boreal summer. In the recent
110 years, the RWS variability has shown great regional differences in the NH midlati-
tudes. The regions with large interannual and interdecadal variability occur over the
northwestern TP, the northeast of China to the Korean Peninsula, and areas near the
Mediterranean Sea along the westerly jet, among which the variability over the TP is
the largest.

(2) The TP-RWS during 1900 to 2010 is characterized by multidecadal variations. From the
perspective of intensity changes, it showed continuous strong periods during the early
20th century, the 1920s to 1940s, the 1950s to 1970s, and after 2000. Correspondingly,
the temporal series turned into weak periods during the 1910s to 1920s, 1940s to
1950s, and from 1970s to the end of the 20th century. When the interdecadal TP-RWS
intensifies, it is accompanied by strong divergence flow at the upper troposphere.
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(3) The two sub-items TPRWS-S1 and TPRWS-S2, which constitute the TPRWS have
independent interdecadal variations. Meanwhile, similar interdecadal temporal varia-
tions exist between TPRWS-S1 and northwestern TP-Q1 and between TPRWS-S2 and
southeastern TP-Q1. The interdecadal variations in snow cover over the TP cause the
divergence and absolute vorticity anomalies by affecting atmospheric heating from TP
surface to the middle troposphere, and then contribute to the TP-RWS. On the other
hand, due to latent heat release of deep convection in southeastern TP, the TP-RWS
can be formed through absolute vorticity advection caused by large-scale divergent
flow in the middle and upper troposphere. Therefore, although the TP-RWS manifests
as a whole, the causes of its interdecadal variations are not the same in northwestern
and southeastern TP.

(4) The interdecadal TP-RWS has a great climate effect on the atmospheric circulation
and precipitation pattern in Huang-huai River Basin, South Korea, and Japan Island.
The enhanced TP-RWS can excite an anomalous wave active flux originating from the
northwestern TP and propagating eastward along the westerly jet to East Asia and
the Northwest Pacific. The TP-RWS teleconnection exhibits an alternatively positive
and negative pattern of geopotential height anomalies from the northwestern TP to
the North Pacific, which has an equivalent barotropic structure at vertical profile.
Under the guidance of the anomalous cyclonic circulation in East Asia, the prevailing
southerly and easterly winds over the West Pacific and Huang-huai River Basin are
conducive to the water vapor convergence and precipitation anomaly.

5. Discussion

By calculating the components of RWS equation and the three-dimensional T-N wave
flux, we analyze the causes of TP-RWS and discuss the influence of TP-RWS on the precipi-
tation and atmospheric circulation pattern in East Asia on an interdecadal timescale. The
above conclusions are of great significance for further understanding the variabilities and
maintenance mechanisms of Rossby wave sources in the NH summer. Considering that
the linear detrending may not fully remove the influence of external forcing, the variations
in TP-RWS are also modulated by a variety of external forcing factors. While the tropical
cumulus convection and heavy rainfall also play a role in the formation of the steady vortex
source and the RWS energy propagation during boreal summer. How the interdecadal
variations in sea surface temperature in the three oceans will affect the TP-RWS and how the
corresponding physical mechanism is are questions worth studying. We will use numerical
models to further explore this issue in future work. Due to the limited space, this paper
does not elaborate too much.
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Abstract: In this paper, recent research on terrestrial ecosystem predictability using the conditional
nonlinear optimal parameter perturbation (CNOP-P) method is summarized. The main findings
include the impacts of uncertainties in climate change on uncertainties in simulated terrestrial
ecosystems, the identification of key physical parameters that lead to large uncertainties in terrestrial
ecosystem modeling and prediction, and the evaluation of the simulation ability and prediction skill
of terrestrial ecosystems by reducing key physical parameter errors. The study areas included the
Inner Mongolia region, north–south transect of eastern China, and Qinghai–Tibet Plateau region.
The periods of the studies were from 1961 to 1970 for the impacts of uncertainties in climate change
on uncertainties in simulated terrestrial ecosystems, and from 1951 to 2000 for the identification
of the most sensitive combinations of physical parameters. Climatic Research Unit (CRU) data
were employed. The numerical results indicate the important role of nonlinear changes in climate
variability due to the occurrences of extreme events characterized by CNOP-P in the abrupt grassland
ecosystem equilibrium state and formation of carbon sinks in China. Second, the most sensitive
combinations of physical parameters to the uncertainties in simulations and predictions of terrestrial
ecosystems identified by the CNOP-P method were more sensitive than those obtained by traditional
methods (e.g., one-at-a-time (OAT) and stochastic methods). Furthermore, the improvement extent
of the simulation ability and prediction skill of terrestrial ecosystems by reducing the errors of the
sensitive physical parameter combinations identified by the CNOP-P method was higher than that
by the traditional methods.

Keywords: CNOP-P; model uncertainties; predictability; terrestrial ecosystem

1. Introduction

As a part of the Earth system, terrestrial ecosystems interact and couple with the
atmosphere through water cycling and energy exchange, so terrestrial ecosystems have
important impacts on weather and climate systems [1–3]. However, there are large uncer-
tainties in current terrestrial ecosystem simulations and predictions, and these uncertainties
affect our quantitative estimates of terrestrial ecosystem carbon flux and carbon storage and
are an obstacle to the simulation and prediction of weather and climate events. Therefore,
it is essential to conduct studies on uncertainties in terrestrial ecosystem simulations and
predictions [4–8].

Model errors are one of the factors that contribute to uncertainties in the simulation
and prediction of terrestrial ecosystems [9,10]. Model errors include climate forcing errors,
uncertainties in the physical processes of models, and errors in the physical parameters
of models. Climate change is an important factor that can induce variations in terrestrial
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ecosystems, especially under the background of global warming [11–13]. Climate change is
reflected not only in variations in climatology but also in climate variability. However, in
previous studies, linearly increased temperature and precipitation changes were employed
to assess the impacts of uncertainties in climate change on uncertainties in simulated
terrestrial ecosystems [14].

Recently, many studies have found that climate variability plays a key role in the
variation in terrestrial ecosystems [15]. For example, Botta and Foley [16] demonstrated that
climate variability resulted in changes in ecosystem structure, soil carbon, and vegetation
carbon. Mitchell and Csillag [17] also emphasized that climate variability could influence
the stability of grasslands and result in high uncertainty in estimating the net primary
production (NPP) of grasslands. Zaghloul et al. [18] investigated the impact of climate
change on river flow and showed that early spring warming caused water flow to increase
in cold climate regions of Canada due to snowpack melting and gradual glacier melting.
Li et al. [19] explored the climatic impact of vegetation spring phenology in China and
provided important support for modeling vegetation phenology and growth in northern
China. Dastour et al. [20] showed that the seasonal cycles of vegetation and climate were
generally coherent but there was a time delay. Their wavelet methods also considered the
observational uncertainties. Although the effects of climate variability change on terrestrial
ecosystems have been investigated, the extreme effects of uncertainties in climate variability
change on uncertainties in simulated terrestrial ecosystems are often neglected [21–23].

Moreover, the uncertainties of physical parameters in numerical models are a major
factor contributing to the uncertainties in terrestrial ecosystem simulations and predic-
tions. Reducing the errors of physical parameters in numerical models is an effective
way to improve the simulation ability and forecasting skills of terrestrial ecosystems. The
simulation ability and forecasting skill of terrestrial ecosystems can be improved by ad-
justing the model parameters. For example, by assimilating the parameters in the model,
Rayner et al. [24] found that the model could match the seasonal cycle and annual variation
in CO2 well with the observation with the Biosphere Energy Transfer Hydrology (BETH)
model. Mo et al. [25] optimized the physical parameters of the boreal ecosystem productiv-
ity simulator (BEPS) model using the ensemble Kaman filter and found that the simulation
abilities of total primary productivity, total ecosystem respiration, and net ecosystem pro-
ductivity were improved. From these results, it was found that the simulation capability of
terrestrial ecosystems could be improved by adjusting the parameters in numerical models.

Numerical models contain a large number of parameters in dynamic vegetation
models, which simulate carbon storage and cycling in terrestrial ecosystems. There are
three categories for the above parameters in numerical models. The first is related to
the discrete format of the model, which is independent of observations; the second is for
parameters that can be determined from direct observations; and the third is for parameters
that can be determined from indirect observations. For example, the random number
seed parameter in the Lund–Potsdam–Jena (LPJ) numerical model [26] belongs to the
first type; the co-limitation shape parameter obtained directly from observations belongs
to the second type [27]; and the temperature sensitivity parameter to the Q10 obtained
from indirect observations belongs to the third type [28]. The latter two types of physical
parameters determined by direct and (or) indirect observation (PDOs) are the focus of
attention in the above studies.

The numerical model contains a large number of PDOs, and reducing the errors of all
PDOs at the same time would be very costly. Identifying which PDO errors should be re-
duced first is critical, and this question involves identifying the sensitivity and importance
of the physical parameters. There has been ample research on how to identify the sensi-
tivities of physical parameters in numerical models. For example, Pitman [29] analyzed
the sensitivities of 18 physical parameters in the Biosphere Atmosphere Transfer Scheme
(BATS) model using the one-at-a-time (OAT) method. When the sensitivity of one of the
parameters was analyzed, the remaining 17 physical parameters remained unchanged.
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However, the OAT approach ignores the interaction of physical processes characterized by
physical parameters [30,31].

The above sensitivity analysis method was also used to analyze the sensitivity of the
parameters. However, this method is based on the assumption of linearity and can be used
to explore only small parameter errors and short integration times and is not valid for
large parameter errors and long integration times. To consider the interaction of physical
processes, some scholars have conducted sensitivity analysis of parameters with finite
parameter error samples using the multiobjective generalized sensitivity analysis (MOGSA)
method, Monte Carlo method, and extended Fourier amplitude sensitivity test (EFAST)
method [32]. Zaehle et al. [28] applied the Monte Carlo hierarchical sample method to
identify the sensitivity of model parameters. Bastidas et al. [33] used the MOGSA method
to analyze the sensitivity of parameters according to different significance levels. These
aforementioned methods were characterized by their low computational cost due to the
use of limited samples in the parameter space to identify the sensitivities of physical
parameters. However, there were certain limitations; for example, either the interaction
among all physical parameters was not considered, or the sensitivity of physical parameters
was identified within the parameter space using finite samples.

The responses of terrestrial ecosystems to uncertainties in climate change and physical
parameters are a component of predictability studies. Although many studies have been
conducted on the uncertainties of terrestrial ecosystem simulations and predictions in terms
of uncertainties in climate change and physical parameters, the maximum extent of their
uncertainty has rarely been determined. The conditional nonlinear optimal perturbation
(CNOP) approach [34,35] is a powerful tool to study predictability. The CNOP approach is
related to initial errors (CNOP-I) and model errors (CNOP-P) and has been widely applied
to predictability studies in atmospheric and oceanic sciences [36–42].

In this study, the applications of the CNOP-P method to predictability studies of terres-
trial ecosystems are introduced. The content includes the maximum extent of uncertainties
in climate change on the simulation uncertainties in terrestrial ecosystems using the CNOP-
P method. Second, key physical parameters and combinations of physical parameters that
lead to uncertainties in terrestrial ecosystem simulations and predictions are identified
using the CNOP-P method. Furthermore, the degree of improvement in terrestrial ecosys-
tem simulations and projections is assessed by reducing the errors of sensitive physical
parameter combinations identified by the CNOP-P method. These works are reviewed
mainly to demonstrate the usefulness and adaptability of nonlinear optimization methods
(e.g., the CNOP-P method) in terrestrial ecosystem predictability studies. Furthermore, it
provides an outlook for more scholars to use this method to conduct uncertainty studies on
numerical simulations and predictions of terrestrial ecosystems using the method.

This paper is organized as follows: studies on the influence of grassland ecosystem
equilibrium on moisture index perturbation are introduced in Section 2.1. The impact of
uncertainties in climate change on the uncertainties in simulated terrestrial ecosystems is
presented in Section 2.2. In Section 2.3, the impact of uncertainties in physical parameters
on the terrestrial ecosystem is introduced; in Section 3, the summary and conclusion
are provided.

2. Results of Reviews

2.1. The Impact of Moisture Index Perturbation on the Stability of Grassland Ecosystem Equilibrium

To investigate the stability of grassland ecosystem equilibrium to climate perturbation,
Sun and Mu [43] used the CNOP-P method and a five-variable grassland ecosystem
model. For a grassland equilibrium state (GES) and a desert equilibrium state (DES)
within the five-variable grassland ecosystem model, moisture index perturbations were
generated using the CNOP-P method, and these perturbations represented the climate
perturbation. They first found that the variations in the moisture index resulting from
CNOP-P showed nonlinear characteristics. For instance, for the GES, the humidity index of
CNOP-P gradually decreased when the amplitude of the moisture indices was small, while
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when the amplitude of the moisture indices was large, the humidity index of CNOP-P
showed a “decreasing–increasing–decreasing” pattern and changed sharply at the end of
the period. The variation in the GES also exhibited nonlinear characteristics due to the
above humidity index variations.

With the small amplitude of moisture indices, grassland ecosystems returned to the
grassland equilibrium state under the influence of the CNOP-P-type humidity index. There
were different times required for recovery for different amplitudes of moisture indices.
However, grassland ecosystems gradually evolved toward the desert equilibrium state with
abrupt changes in the larger amplitude of moisture indices. Numerical results indicated that
grassland ecosystems eventually evolved toward a desert state with nonlinear instability
when subjected to sufficiently large climate changes. For the DES, Sun and Mu [43] also
demonstrated a nonlinear character similar to that of the GES.

To further explore the nonlinear characteristics of the stability of the GES and DES to
different types of climatic disturbances, Sun and Mu [43] analyzed the nonlinear evolution
of grassland ecosystems under the influence of nonlinear and linear climatic disturbances
(Table 1). To interpret the differences between the two, they created two linear climate
perturbations that could be distinguished in light of their linear slopes, which were zero
or nonzero. For the GES, they found that nonlinear climate change had a severe impact
on grassland ecosystems. Grassland ecosystems degraded to a desert equilibrium state
and tended to be nonlinearly unstable under the influence of the CNOP-P-type moisture
indices. For the DES, they found that nonlinear moisture indices had a severe impact on
desert ecosystems. The desert ecosystem influenced by the CNOP-P-type moisture index
degenerated into the grassland equilibrium state and became nonlinearly unstable. All of
the above work suggests that nonlinear changes in climate variability play an important
role in abrupt changes in the equilibrium state of grassland ecosystems.

2.2. The Impact of Uncertainties in Climate Change on the Uncertainties in Simulated
Terrestrial Ecosystems

Soil carbon, as a large carbon sink, plays an important role in the carbon cycle in ter-
restrial ecosystems [14,44]. Changes in soil carbon can cause large changes in atmospheric
CO2, which may further accelerate global warming. It is therefore necessary to determine
the uncertainty in modeled soil carbon. Sun and Mu [45] used the CNOP-P method to
analyze the maximum degree of uncertainty in the contribution of soil carbon to climate
change uncertainty (both climatological change and climate variability) in China (Table 1).

Table 1. Summary of the studies of terrestrial ecosystem predictability using the CNOP-P method.

Sources of Uncertainty Descriptions/Limitations Reference

Moisture index Stability analysis of grassland ecosystem equilibrium was shown due to moisture
index perturbation using CNOP-P method. A theoretical model was employed. Sun and Mu [43]

Climate condition Uncertainties in simulated soil carbon due to temperature and precipitation
perturbations were estimated using the CNOP-P method. Sun and Mu [45]

Physical parameters

A new parameter sensitivity analysis method based on CNOP-P was proposed.
The new method was applied to identify the most sensitive physical parameters
set to uncertainties in simulated NPP in China. The improvement extent by
reducing the errors of sensitive physical parameters set determined by the new
method was evaluated.

Sun and Mu [46]

Physical parameters
The new parameter sensitivity analysis method based on CNOP-P was applied to
identify the most sensitive physical parameters set to uncertainties in simulated
soil carbon in China.

Sun and Mu [47]

Physical parameters

The new parameter sensitivity analysis method based on CNOP-P was applied to
identify the most sensitive physical parameters set to uncertainties in simulated
ET over the TP. The improvement extent by reducing the errors of sensitive
physical parameters set determined by the new method was evaluated.

Sun et al. [48]
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Under the background of global warming, they provided a nonlinear climate change,
i.e., CNOP-P-type climate change, and a linear climate change. The key difference between
the CNOP-P-type climate change and the linear climate change was whether there was
a change in temperature or precipitation variability compared to a reference temperature
or precipitation variability. Sun and Mu [45] showed that there were different regional
responses to uncertainties in simulated soil carbon caused by CNOP-P-type and linear
temperature changes.

By exploring three components of soil carbon in the LPJ model, namely, rapidly
decomposing soil carbon, slowly decomposing soil carbon, and subsurface apoplastic
material, they found that the decrease in subsurface apoplastic matter was probably the
main reason for the decrease in soil carbon in arid and semiarid zones as a result of the two
temperature climate changes. The different effects of the two temperature climate changes
in southern China may be caused mainly by the rapid decomposition of soil carbon. The
uncertainties in simulated soil carbon caused by the two precipitation climate changes
were similar. In the arid and semiarid zones, both precipitation and climate changes led to
increased uncertainty in the simulated soil carbon. This research implied that the variation
in temperature variability played a crucial role in the variations in soil carbon and its
components in the study region.

2.3. The Impact of Uncertainties in Physical Parameters on the Terrestrial Ecosystem
2.3.1. The Sensitivity Analysis Method Based on CNOP-P

The numerical model contains a large number of physical parameters. Finding the
key physical processes and physical parameters in the numerical model is an important
way to improve simulation capabilities and prediction skills. To find the most sensitive
physical parameters, Sun and Mu [46] proposed a sensitivity analysis (SA) method based
on CNOP-P (Figure 1, Table 1). For the SA method based on CNOP-P, there were two
steps. First, some insensitive physical parameters were eliminated using the CNOP-P
method. Next, among the remaining physical parameters, the combination of relatively
sensitive and important physical parameters was judged using the idea of combination
and the CNOP-P method. In the second step, the sensitivity of a single parameter was
identified using the CNOP-P approach, which in theory was the optimal way to ensure
the ranking of every parameter in terms of its sensitivity. Obviously, this method fully
considered the nonlinear synergistic effects between physical parameters. Moreover, this
method identified relatively sensitive and important combinations of physical parameters
in the whole physical parameter space.

Figure 1. Flowchart depicting the steps involved in the SA method based on CNOP-P (From research
findings by Sun and Mu [46]).
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2.3.2. Identification of Sensitive Physical Parameters

Model errors are a critical source affecting the uncertainty in simulated terrestrial
ecosystems. It is important to determine which parameter errors should be reduced to
improve the simulation ability of terrestrial ecosystems. Sun and Mu [47] used the SA
method based on CNOP-P to identify the most sensitive physical parameters to soil carbon.
To compare the sensitivity of the parameter combination, the one-at-a-time (OAT) approach
was also applied to judge the sensitivity of each parameter.

Sun and Mu [47] noted that the most sensitive parameters to soil carbon varied between
plant functional types (Figure 2, Table 1, and the physical meanings of the parameters can
be found in Table S1). For example, for C3 perennial grasses under semiarid conditions,
the uncertainty in hydrological processes was also critical for modeling soil carbon.C3
perennial grasses are cool season grasses and are great at fixing CO2 at cooler temperatures.
However, at higher temperatures, e.g., above 90 degrees F, they are not as efficient. The most
sensitive parameter combinations using the SA method based on CNOP-P differed from
the highest rank of sensitivity for each parameter using the OAT method. This difference
suggested that the nonlinear effects of parameter combinations were key to determining
sensitive parameter combinations (Figure 3, and the physical meanings of the parameters
can be found in Table S1).

Figure 2. The sensitivity of each parameter for the simulated soil carbon using the CNOP-P method
(From research findings by Sun and Mu [47]. Parameter corresponding to the number can be found
in studies by Sun and Mu [47] and Table S1 in Supplementary Materials).
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Figure 3. The sensitive parameter combination for the simulated soil carbon using the SA method
based on CNOP-P (From research findings by Sun and Mu [47]. Parameter corresponding to the
number can be found in studies by Sun and Mu [47] and Table S1 in Supplementary Materials).

Numerical simulations and predictions of carbon fluxes (net primary production, NPP)
on the Qinghai–Tibet Plateau (TP) are still subject to large uncertainties. To reduce the
uncertainty in numerical simulations and improve the predictive power of simulated NPP,
Sun et al. [48] identified the key physical processes associated with uncertainty at nine
stations on the TP using the SA method based on CNOP-P. In the mid-precipitation region
of the Tibetan Plateau, the parameters related to photosynthesis were the main factors
contributing to the large uncertainty in the NPP simulations; in regions with low and high
precipitation on the Tibetan Plateau, the combined effects of the parameters related to
hydrological processes and photosynthesis played an important role (Figures 4 and 5, and
the physical meanings of the parameters can be found in Table S2). All the above results
showed that the SA based on the CNOP-P method could reasonably identify relatively
sensitive and important combinations of parameters and was more physically meaningful.
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Figure 4. The sensitivity of each parameter using CNOP-P method over the TP (From research
findings by Sun et al. [48]. Parameter corresponding to the number can be found in studies by
Sun et al. [48] and Table S2 in Supplementary Materials).

2.3.3. Evaluation of Simulation Ability and Prediction Skill by Reducing the Errors of
Sensitive Physical Parameters

An important objective of finding the sensitive parameter subset is to improve the
simulation ability and prediction skill of terrestrial ecosystems. Sun et al. [48] designed an
ideal numerical experiment to reduce the uncertainty in the simulation of NPP over the TP
(Table 1). To explore the benefits of modeling NPP while reducing the parameter errors
associated with the most sensitive parameter subset, an experiment was implemented
as follows:

τ =
‖MT(U0, P + p)− MT(U0, P)‖ − ‖MT(U0, P + (1 − α)p)− MT(U0, P)‖

‖MT(U0, P + p)− MT(U0, P)‖ × 100% (1)
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where τ represents the benefit of modeling NPP based on reducing the parameter errors
of the sensitive parameter subset. A larger τ value indicates a better improvement in
the NPP simulation. P is the reference state of the sensitive parameter subsets. p is the
CNOP-P, which is related to the errors of five sensitive parameter subsets. α (=0.2, 0.4, 0.6,
and 0.8) represents the extent of the error reduction for the correct parameters due to data
assimilation or observation.

Figure 5. The sensitive parameter combination using the SA method based on CNOP-P over the TP
(From research findings by Sun et al. [48]. Parameter corresponding to the number can be found in
studies by Sun et al. [48] and Table S2 in Supplementary Materials).

Sun et al. [48] demonstrated that eliminating the errors associated with the most
sensitive and important parameter subset with the SA method based on CNOP-P led
to the maximum benefit in terms of reducing the uncertainty of simulated NPP when
compared to that obtained using the traditional method. For all cases over the TP in the
studies of Sun et al. [48], the numerical results showed that the simulation abilities of NPP
were improved by reducing the uncertainties in sensitive physical parameters identified
by the CNOP-P method compared to the OAT method. In addition, for some cases, the
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extent of improvement in the simulated NPP by reducing the uncertainties in sensitive
physical parameters identified by the CNOP-P method was distinctly better than that by
the OAT method [48]. For example, for the Ngari site, the extent of the improvement in the
simulated NPP was 34.3% using the CNOP-P method and 28.6% using the OAT method.
This study suggested that we should prioritize reducing the uncertainty of relatively
sensitive parameter combinations among all physical parameters to improve the prediction
or simulation ability of NPP over the TP. Sun et al. [48] also emphasized the importance of
nonlinear interactions among sensitive parameter sets for uncertainties in the simulation
ability and prediction skill of terrestrial ecosystems.

3. Discussion

Although the CNOP-P method has been studied in terms of uncertainties in terrestrial
ecosystem modeling and prediction, more research should be conducted. It is not enough
for studies to consider only the effects of a 2 ◦C temperature increase on terrestrial ecosys-
tem variations. Climate change with multimodel prediction results should be considered.
Additionally, ideal numerical experiments are implemented when studying sensitive com-
binations of physical parameters. In the future, studies of sensitive physical parameter
combinations can be conducted with observational data. Finally, the study of the CNOP-P
method in terrestrial ecosystem predictability is not limited to the above two aspects.

On the one hand, ensemble forecasting is one of the methods that can be used to
improve the simulation and prediction of terrestrial ecosystems, and research on the
CNOP-P method is worth exploring land carbon cycle ensemble predictions (LEPS). On the
other hand, the impacts of extreme events (e.g., droughts, high temperatures, and fires) on
terrestrial ecosystems have received increasing attention from scholars. Studies of terrestrial
ecosystem responses to climate change imply that this approach can be used to carry out
research on the effects of extreme events on terrestrial ecosystems.As the underlying surface
of the Earth system, terrestrial ecosystems affect local and global climate change through
land–atmosphere interactions. The impact of terrestrial ecosystems on regional and global
climate change will be discussed in the future using the CNOP-P method, especially for
studies of extreme events. The results reviewed in this article may not be sufficient to
conclude significant findings that are part of uncertainties in simulated and predicted
terrestrial ecosystems over multiple years. In this study, uncertainties in simulated and
predicted terrestrial ecosystems were shown using the nonlinear optimization method
(CNOP-P method). These results encourage us to further research the uncertainty and
predictability of terrestrial ecosystems.

4. Conclusions

In this paper, the applications of CNOP methods in terrestrial ecosystem predictabil-
ity studies are reviewed. The paper contained two main parts. First, using the CNOP
method, climate changes were given where both climate state changes and climate variabil-
ity changes were considered. The numerical results showed that the nonlinear changes in
climate variability were considered to show more significant changes in terrestrial ecosys-
tems. This result shows the important role of nonlinear variations in climate variability in
terrestrial ecosystem changes.

Additionally, to overcome the limitations of traditional methods in studying the
identification of key physical parameters for terrestrial ecosystem simulation and prediction
uncertainty, a CNOP-P-based SA method for identifying combinations of sensitive physical
parameters was proposed. This method can consider both the nonlinear interactions among
physical parameters and the sensitivity of the parameters in the whole physical parameter
error space. The sensitive physical parameter combinations identified by the CNOP-P-
based SA method for identifying sensitive physical parameter combinations were more
sensitive than those identified by the traditional methods. Furthermore, reducing the errors
of sensitive physical parameters identified by the CNOP-P-based SA method resulted in a
higher degree of improvement in terrestrial ecosystem simulation and prediction. All of
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these applications imply that the CNOP method is an important theoretical tool that can be
used to study the uncertainties in terrestrial ecosystem simulations and predictions.

Supplementary Materials: The following supporting information can be downloaded at: https:
//www.mdpi.com/article/10.3390/atmos14040617/s1, Table S1: The chosen physical parameters in
studies of Sun and Mu [46,47]; Table S2: The chosen physical parameters in studies of Sun et al. [48].
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Abstract: The Atlantic Meridional Overturning Circulation (AMOC) has changed dramatically
during the glacial–interglacial cycle. One leading hypothesis for these abrupt changes is thermohaline
instability. Here, I review recent progress towards understanding thermohaline instability in both
observations and modelling. Proxy records available seem to favor thermohaline instability as the
cause of the abrupt climate changes during the glacial–deglacial period because the deep North
Atlantic water mass and AMOC seemed to have changed before the North Atlantic climate. However,
most fully Coupled General Circulation Models (CGCMs) so far seem to exhibit monostable AMOC,
because (1) these models have failed to simulate abrupt AMOC changes unless they are forced by an
abrupt change of external forcing and, (2) these models have shown opposite freshwater convergence
from the current observations. This potential model bias in the AMOC stability leaves the model
projection of the future AMOC change uncertain.

Keywords: thermohaline instability; model bias; abrupt changes

1. Introduction

Paleoclimate proxies suggest that the Atlantic Meridional Overturning Circulation
(AMOC) and global climate have experienced abrupt changes of millennial time scales [1,2].
Figure 1 shows multiple proxies relevant to the AMOC, its forcing and its climate impact, for
the last 80,000 years [3]. The meltwater flux to the North Atlantic is characterized by strong
millennial changes superimposed on the last glacial–deglacial cycle, as seen in the oxygen
isotope ratio δ18O (~18O/16O) over the North Atlantic surface (Figure 1c). A more depleted
(lower) surface water δ18O indicates a greater meltwater flux, due to the contribution
of more meltwater from ice sheets that have all been very depleted δ18O relative to the
average ocean water (−30‰ vs. 0‰). Similarly, large variability is also evident in two
proxies of deep water masses (δ13C, εNd in Figure 1d,e) and three proxies of circulation
(231Pa/230Th, δ18O, grain size, Figure 1f–h). The carbon isotope composition 13C/12C,
expressed as δ13C, and the neodymium isotopic composition 143Nd/144Nd, expressed
as εNd, from the shells of benthic foraminifera are two proxies for deep water masses,
because their value in the deep water is determined by the competition between the high
δ13C/low εNd North Atlantic Deep Water (NADW) source water and the low δ13C/high
εNd of the Antarctic Bottom Water (AABW) source water [4–6]. The different behavior of
uranium decay-series nuclides of protactinium and thorium, expressed as 231Pa/230Th,
from sediments in the North Atlantic is considered a proxy of the rate of deep Atlantic
circulation, because 231Pa has a longer residence time than 230Th (111 years vs. 26 years)
such that the sediment 231Pa/230Th decreases with increased export of Atlantic deep
water [7]. The variability of benthic calcite δ18Oc is related to sea water temperature and
salinity, and is therefore related to density anomaly and, in turn, ocean current strength
through the thermal wind relation [8]. The grain size in the deep western boundary current
region (DWBC) is a proxy of DWBC strength because a coarser grain size is likely to be
caused by a stronger current. Finally, large variability is also found accompanying deep
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ocean changes in the proxy for surface air temperature in Greenland and Antarctica ice cores
as indicated in the stable water isotope composition in precipitation δ18O, which represents
annual temperature via the “temperature effect” associated with Rayleigh distillation [9]
(Figure 1a,b).

Figure 1. North Atlantic water-mass and circulation proxy records over the Heinrich events, along
with temperature proxies over Greenland and Antarctica. (a) Greenland ice core δ18O. (b) Antarctica
δ18O. (c) The oxygen isotope ratio in the planktonic foraminifer Neogloboquadrina pachyderma from
the western North Atlantic; low values reflect the presence of glacial meltwater. (d) Mean and 2-sigma
standard-error δ13C values (thick and thin lines, respectively) for the deep North Atlantic (>2 km).
(e) The deep (4.55 km) Nd isotope ratio (εNd) at the Bermuda Rise. (f) The Pa231/Th230 ratio, which
can reflect changes in deepwater residence time, from the deep North Atlantic at the Bermuda Rise.
(g) The ice-volume-corrected oxygen isotope ratio of benthic foraminifera on the Florida Margin,
which can reflect changes in the density structure in the Florida Straits and the strength of the upper
branch of the Atlantic meridional overturning circulation (AMOC). (h) The mean sortable silt grain
size along the western boundary of the North Atlantic at the depth of today’s North Atlantic Deep
Water, which can indicate the current speed on the deep western margin; a large mean size indicates
a vigorous flow. See [3] Figure 4 for more details on the figure. (Courtesy of J. Lynch-Stieglitz).

After the discovery of abrupt changes in events of Dansgaard–Oeschger (DO) oscil-
lation in Greenland ice cores and their links to North Atlantic water masses in the 1980s,
AMOC instability associated with basin-wide positive salinity feedback [10,11] has been
proposed as one leading mechanism for the millennial climate variability [12–14]. Green-
land stadial and NADW reduction have been further found to be associated with massive
ice rafting of the Heinrich events [15,16]. The direct link of abrupt climate changes with the
AMOC intensity was further found in the proxies sensitive to the AMOC intensity, notably
sediment 231Pa/230Th [7,17,18], δ18Oc gradient for Florida Current [8] and sortable grain
size for DWBC current speed [19]. Furthermore, the greatest AMOC reduction and the
coldest stadial intervals were found to be concurrent with the largest iceberg discharges
during Heinrich events [3,18,20,21] and the AMOC reductions associated with the Heinrich
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stadial also coincide with intervals of rising atmospheric CO2 [22], suggesting a potential
influence of deep ocean circulation on atmospheric CO2 [23]. Within the chronology un-
certainty, these AMOC changes were found to be concurrent with climate variability in
most records. In the real world, abrupt climate change could have been caused by ice-sheet
instability as well as thermohaline instability. If the thermohaline instability is the cause
of abrupt changes, AMOC changes likely occurred before climate changes. On the other
hand, if the ice-sheet instability is the cause, the climate likely has changed with ice sheet
before the AMOC. This observed concurrence of AMOC variability and climate variability,
therefore, has left the origin of the abrupt climate change still wide open: is it of the ocean
origin from AMOC instability, or the ice-sheet origin from ice-sheet instability?

Observations of abrupt climate changes have stimulated intensified modelling studies
on AMOC instability first in ocean-alone models with mixed boundary conditions [24–27]
and then a Coupled General Circulation Model (CGCM) [28] and, most comprehensively,
in earth system models of intermediate complexity (EMICs) [29,30]. The AMOCs in most
EMICs have been found in a bistable regime [31], associated with the positive salinity
feedback [10] in the Atlantic basin [32,33]. Therefore, abrupt climate change events similar
to DO and Henrich events have been simulated in these models even under a gradual
change in external forcing [27,29,30,34]. In the state-of-the-art CGCMs, however, what is
the current status of AMOC instability and how is the model AMOC instability compared
with observations?

In this paper, I will review recent progress in observations, modelling and understand-
ing of AMOC instability. Given extensive reviews on this topic, especially related to the
theoretical aspect [35–38], I will focus on some recent progress in paleo observations and
potential bias in CGCMs.

The review is arranged as follows. In Section 3, I will review the current status of
AMOC instability in CGCMs. In Section 4, I discuss some personal perspective on the
relevance of AMOC instability to the present and future climate changes. A summary and
perspective are given in Section 5.

2. Materials and Methods

All materials are derived from published papers where the detailed methods are described.

3. Results

3.1. Paleo Evidence of AMOC Instability

Evidence of an ocean origin of the abrupt change in AMOC, or thermohaline instability,
requires a clear lead of the AMOC change over the ice sheet and the resulting meltwater
flux and ice rafting. Similarly, an ice-sheet origin of abrupt change via ice-sheet instability
requires a clear lead of the ice-sheet and meltwater changes over the AMOC. Recent
paleo observations seemed to favor an ocean origin, although not yet unambiguously.
These analyses were carried out on multiple proxies in the same sediment core, such
that the relative phasing was accurate among different variables, saving the potentially
different preservation times of different proxies. Ref. [21] analyzed ice rafting debris and
AMOC strength in the subpolar North Atlantic and showed a lead of ~200–300 years of
the AMOC weakening prior to ice rafting events for most Heinrich events, demonstrating
clearly that AMOC collapses were not triggered by icebergs. This result was consistent
with reconstructions of the subsurface temperature in the North Atlantic, which showed
warming leading to ice rafting events by hundreds of years for the most recent Henrich
events [39,40].

However, it remains possible that the AMOC weakening was triggered by the initial
meltwater flux from ice-sheet instability [41] if the iceberg export occurred later than the
initial melting. There are no records that can clarify this point unambiguously. However,
ref. [18] so far likely provides the clearest evidence suggesting AMOC change preceding
North Atlantic climate change. Ref. [18] performed a lagged correlation between multiple
proxies and the Greenland temperature proxy (δ18Op) in a sediment core over the Bermuda
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Rise. Relative to the Greenland temperature, this analysis showed a clear lead of 200 years
for the benthic δ13C (purple), accompanied by an almost in phase AMOC strength proxy
−231Pa/230Th (green, the legend should be of a minus sign) and North Atlantic SST
(red) (Figure 2). At face value, this analysis suggested that the NADW was enhanced
(represented by a positive δ13C anomaly) before the enhancement of the AMOC intensity
(represented by more negative 231Pa/230Th or more positive −231Pa/230Th), North Atlantic
SST and Greenland temperature. Allowing for a century scale response time of sediment
231Pa/230Th after the AMOC change, the AMOC strength likely has changed preceding
Pa/Th with its phase close to the NADW [18]. Thus, the AMOC likely has changed
before the temperatures over the North Atlantic region, precluding the AMOC change
as a response to climate change, which would otherwise have led to an AMOC response
lagging surface temperature. This analysis so far provides the strongest evidence favoring
the oceanic origin of AMOC collapse. This analysis, however, has left the question open as
to why the temperature changed after the AMOC, as opposed to synchronously (within
data resolution time scale of decades) with the AMOC and the associated heat transport.

Figure 2. Cross-correlation of NGRIP ice core δ18O with CDH19 CaCO3 flux (orange), Pa/Th of bulk
sediment from CDH19 (green), δ13CBF from CDH19 (purple), Sea Surface Temperature (SST, ◦C) from
Bermuda Rise sediment core MD95-2036 (red). A lead (positive) refers to the lead of the proxy relative
to Northern Greenland Ice Project (NGRIP) ice core. See [25] for details. Adapted from [18]. (Note:
the legend for Pa/Th should be of minus sign −Pa/Th, J. McManus, personal communication.)

Regardless of the AMOC instability, even the concurrent variability of the AMOC
and climate implies a robust positive feedback between the AMOC and ice-sheet change.
Proxy evidence [39,40] and modelling studies [42–44] suggested a subsurface warming
accompanying the surface cooling in the subpolar North Atlantic in response to a meltwater
flux, weakened deep convection and AMOC. This subsurface warming would promote
ice-sheet calving and further melting and, in turn, a further weakening of the AMOC [44].
This positive feedback suggests a coupled AMOC–ice-sheet instability that depends on the
coupling of both components, even if either component alone is stable. This is analogous
to the case of El Nino, which is caused by a positive coupled ocean–atmosphere feedback,
or instability, while the atmosphere or ocean alone is stable when the other component
is fixed.

Finally, it should be noted that some abrupt transition can occur within decades. For
example, the termination of the Younger Dryas event (YD, 12,900–11,600 years ago) has
been observed to occur within 40 years in the stable water isotope signals in Chinese cave
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records [45,46]. It remains challenging to interpret such a rapid transition in terms of
AMOC instability. Other mechanisms, notably those related to sea ice changes, may be
responsible for such rapid transitions.

3.2. AMOC Instability in CGCMs

In most CGCMs so far, the AMOC seemed stable. This statement, however, remains
highly uncertain, because, unlike EMICs, CGCMs are computationally too expensive to
perform comprehensive sensitivity experiments over thousands of years under different
perturbation forcing. Instead, so far, AMOC stability in most CGCMs has been assessed in
two approaches. The first approach is the direct perturbation experiment, but mostly of a
short duration of hundreds of years. In response to a meltwater pulse, the AMOCs in most
CGCMs have been found to recover after the termination of the freshwater forcing for the
Present Day (PD) [47] and LGM [48]. In response to long term CO2 rise, CGCMs so far also
show gradual responses [49]. Similarly, in response to a rapid rise of atmospheric CO2, the
AMOC also tended to decline gradually (instead of abruptly), including the simulations in
IPCC reports [50], followed by slow recovery at millennial time scales [49,50]. These short
experiments have led to the impression of a monostable AMOC, although it is possible that
the perturbations might not have been strong or long enough to push the AMOC out of the
stability attractor [32]. This impression was corroborated by a few long simulations of past
climate changes in a small subset of models. Therefore, in most current CGCMs, abrupt
climate changes could be generated only by abrupt changes in the forcing ([51–55]).

There are a few CGCMs (without flux adjustment) that exhibited AMOC instability
in idealized paleo climate modelling. In a coarse resolution model, the AMOC seemed to
be locked in a broad bistability regime such that the AMOC changed abruptly to another
state in response to a gradual change in ice-sheet topography, atmospheric CO2 or orbital
forcing [56–58]. Furthermore, AMOC instability and the resulting millennial variability
tended to occur for intermediate levels of glacial ice sheet and CO2, consistent with the
observations that the strongest millennial variability occurred in Stage 3 in the last glacial–
interglacial cycle (Figure 1). Nevertheless, temperature variability over Greenland was
underestimated in this model relative to reconstructions [59]. In several CGCMs, the
AMOC seemed to transition to an unstable state of strong millennial variability in response
to perturbation climate forcing [60–64]. In one version of the Community Earth System
Model version 1 of the modified ocean diffusivity coefficient, the AMOC in the LGM setting
exhibited DO-like variability of about 700 years of duration after being triggered by a
strong meltwater pulse [60,61]. Why the change in diffusivity caused the change in AMOC
stability, however, remains unclear. Oceanic diapycnal mixing has been suggested to
enhance AMOC instability in some theoretical models and EMICs [65,66], but to suppress
AMOC instability in a CGCM [67] and not to qualitatively affect the AMOC stability
in an EMIC [68]. Overall, it remains unclear why these few CGCMs that do not exhibit
monostable AMOC are different from most CGCMs that seem to exhibit monostable AMOC,
given their comparable resolution and complexity of model physics.

The second approach was an indirect approach in which AMOC stability was inferred
from a diagnostic indicator Mov,S that represents the southward freshwater export by
the zonal mean overturning circulation across ~30◦ S in the Atlantic [11]. The AMOC is
inferred bistable for freshwater exporting Mov,S < 0, because a weakening AMOC leads
to a freshwater pileup in the Atlantic, and then a further weakening of the AMOC. This
indicator has been found to be remarkably successful in EMICs [32,33,69–71], and even in
a few CGCMs [72,73], in the sense that its sign was consistent with the AMOC stability
tested in direct simulations. It should also be noted that the fidelity of the indicator seemed
to be improved substantially after a refinement to include the AMOC freshwater transport
across the northern boundary of the North Atlantic Mov,N as the net freshwater import
ΔMov = Mov,S − Mov,N [68,74]. For example, almost all CMIP5 models responded to
increased CO2 with a gradual slowdown, likely implying monostable AMOC, even though
40% of the models were inferred as bistable in terms of Mov,S(< 0) [75–78]. However, in
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terms of ΔMov, most models were indeed inferred as stable [79] (Figure 3), suggesting the
non-negligible role of Mov,N . An additional improvement can be further made to take into
account the slow temporal evolution of the AMOC [76,77]. The most valuable aspect of
this indicator was its applicability to present observations. All the observational data sets
showed a net freshwater export Mov,S < 0 or ΔMov < 0, implying a bistable regime of
the present AMOC [24,32,38,72,78–81] (Figure 3). If this indicator is indeed correct, the
real-world AMOC would be unstable at the present and most CGCMs are too stable and
thus might have underestimated the likelihood of abrupt climate changes [80,81].

Figure 3. AMOC stability in the modern climate as assessed by stability indicators. The indicator
values in the modern climate are shown in solid circles with color for 4 reanalysis data sets, in gray
triangles for the CMIP5 model simulations, and in blue and red diamonds for the CCSM3 before
(CTL) and after (ADJ) flux adjustment. A positive or negative indicator implies that the AMOC
resides in a stable or bistable regime. Note that for CMIP models, about 40% shows Mov,S < 0, but all
show ΔMov > 0. Adapted from [72].

Given the potential importance of this stability indicator, it is interesting to ask why
most CGCMs have shown a net AMOC freshwater import, opposite to current observa-
tions, while EMICs have shown an AMOC freshwater export as in current observations.
The biased freshwater transport in CGCMs has been found to be caused mainly by the
salinity bias in the South Atlantic, especially the fresh bias of the surface subtropical wa-
ter [38,82,83]. From the oceanic perspective, this surface fresh bias could be caused by
the deficient ocean model, such as the coarse model resolution and the deficient Agulhas
Retroflection [37,38,84]. Yet, even with similar coarse resolution ocean models, EMICs were
able to simulate the freshwater export as in observations. This seemed to suggest that
the salinity bias in the CGCMs were caused by certain model biases common in CGCMs,
but not in EMICs. One such bias was suggested to be the tropical bias of the double
Intertropical Convergence Zone (ITCZ) [81], which has been a persistent bias in almost
all CGCMs [85,86], especially over the tropical Atlantic sector [87]. This southward bias
of ITCZ would lead to excessive rainfall and surface freshening in the surface subtropical
South Atlantic [81,83]. This hypothesis has been tested systematically in one CGCM using
flux-adjustment sensitivity experiments [81]. While the original CCSM3 model was indeed
monostable under direct meltwater perturbation, consistent with ΔMov > 0, the model
after flux adjustment is changed to being bistable in terms of both direct perturbation
experiment and ΔMov < 0 (Figure 3). This hypothesis appeared to also be consistent in
another two CGCMs, in which the model without flux adjustment is monostable but the
model with flux adjustment is bistable [88,89]. However, a systematic study is still lacking
across models on the role of flux adjustment on AMOC stability.

The tropical bias hypothesis seemed to offer an explanation as to why EMICs tended to
be more unstable than CGCMs. Due to the simplified atmospheric physics in EMICs, their
model climatology is generated with some information on the present climatology of wind
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and/or SST. Thus, all EMICs could be considered as models after flux adjustment. Another
hypothesis is that the salinity bias was contributed by the model bias of the Antarctica
Intermediate Water (AAIW) [90]. However, for most CGCMs, the AAIW was more saline
than observations, which would have favored freshwater export, instead of import, in these
CGCMs [91].

The key question still remains open as to how correct the indicator is, in CGCMs and
ultimately the real world. Physically, the freshwater budget of the North Atlantic and the
final salinity feedback with the AMOC can be affected by the AMOC freshwater transport
as well as other processes, such as the azonal gyre transport Maz, atmospheric feedback on
evaporation minus precipitation and wind stress (and in turn gyre transport) and oceanic
mixing processes (see [37,84] for comprehensive reviews). Indeed, there are at least two
CGCMs showing AMOC instability, but without flux adjustment, they are inconsistent
with this indicator ([72], but see an alternative explanation by [92,93]).

3.3. Relevance to the Present and Future

AMOC instability is highly relevant to the future climate state and abrupt changes [94],
which remain highly uncertain [95]. AMOC instability can be state dependent such that the
AMOC stability differs in different times, glacial periods, Holocene, the present and future.
What is then needed is the understanding of how the AMOC stability changes with climate
state. In spite of the uncertainty, the stability indicator can serve as a useful starting point.
The indicator implies an unstable AMOC in observations at the present time. This unstable
AMOC, however, seems to contradict the lack of abrupt events in the Holocene (except
for the modest 8.2 ka event, [96]), if the Holocene is taken as an analogue of the present.
Alternatively, this lack of large abrupt changes in the Holocene could be caused by the lack
of a strong trigger in the Holocene.

If we take the evidence of a likely unstable AMOC in the glacial cycle and assume
the indicator is correct for the present period, most current CGCMs would be too stable,
implying an underestimation of the possibility of abrupt climate changes in the future [79].
This over-stable AMOC is consistent for most recent CGCMs without flux adjustment, in
which the AMOC responded gradually to the future rise of CO2 [49]. There are, nevertheless,
three exceptions for CGCMs without flux adjustment that show abrupt collapse in hundreds
of years, as presented in ref. [57,93,97]. The evolution of the AMOC in the future will be
affected further by the melting of ice sheets in Greenland and Antarctica in the long run.
It therefore remains highly uncertain how the AMOC will change in the future. It should
be kept in mind that abrupt changes in models with flux adjustment should be treated
with great caution [37], because of the potential distortion of the AMOC stability by flux
adjustment, as analyzed in simple models [98]. Equally, however, it should be realized that
there is no reason to trust the projections more from those current models without flux
adjustment, as long as these models still suffer from severe salinity bias and, in turn, the
AMOC freshwater transport, even if the stability indicator may not be perfectly correct.

4. Discussion

Recent progress in paleoceanographic proxies seem to favor the oceanic origin of
AMOC instability as the cause of the abrupt climate changes during the glacial–interglacial
period. Most CGCMs, however, seem to be over-stable, judging from the limited sensitivity
experiments available, as well as the stability indicator ΔMov, although it remains uncertain
how correct this indicator is across CGCMs and in the real world.

Further paleo proxy records, especially those with high-temporal resolution, are
needed to distinguish the AMOC instability from the ice-sheet instability as the origin
for abrupt climate changes. These records may further include those outside the North
Atlantic, say, in the North Pacific [99], because of their potential links to the abrupt changes
in the AMOC.

Even more challenging is the assessment of the AMOC instability in the real world
for the present and future. For the present, it has remained difficult to detect the AMOC

109



Atmosphere 2023, 14, 1011

response to the global warming of rising CO2. This is because the direct instrument
measurement of AMOC transport has only been available for two decades. This short
record can be significantly distorted by multidecadal variability and therefore is too short
to detect the trend response to CO2 rise. Observational evidence of deep warming in the
Atlantic and Southern Ocean [100–104] is not good evidence of the AMOC response either.
Besides also being too short, the deep warming could be caused simply by the advection of
the mean circulation, notably, the deep western boundary current [105], instead of a change
in the AMOC circulation. Nevertheless, a recent study of two AMOC fingerprints in the
North Atlantic surface temperature [106,107] and South Atlantic surface salinity [108,109]
seemed to provide the clearest evidence so far of the AMOC slowdown response to global
warming. This slowdown response, if true, could be simply the forced response of the
AMOC, even without instability.

Finally, it is certainly worrisome, to say the least, that the state-of-the-art CGCMs
still show the opposite AMOC freshwater transport, which is potentially related to the
salinity feedback and in turn, AMOC instability. A diagnostic indicator, even if imperfect,
provides the only way that the AMOC stability can be assessed for the present day real
world, which then can be compared with models. Given all the odds of potential feedback
beyond a simple conceptual model, it is already surprising that the indicator ΔMov even
works in many EMICs and some CGCMs. In EMICs, this indicator has been shown to
represent the physical process of basin-wide salinity feedback associated with perturbation
flow on mean salinity, while the gyre-induced freshwater transport is not sensitive to
AMOC changes [32,33]. These feedback processes may be altered in CGCMs, especially
in high-resolution models, leading to inconsistency between the indicator and AMOC
stability [37,73,110]. Is it then possible to derive an improved stability indicator? For
example, should the AMOC freshwater transport be calculated at a latitude other than 30◦
S, such as the intergyre boundary where the gyre transport change seems to be weak [73,90]?

5. Conclusions

Ultimately, AMOC instability, including any potential instability indicator, should be
studied in the most realistic models without flux adjustment: high-resolution models with
little bias in model climatology. This poses several challenges. First, the high-computational
cost for the eddy resolving high-resolution models makes it difficult to perform extensive
and long simulations that are needed to test any stability indicator. Second, if the indicator is
related to a certain model bias, such as the tropical bias, these biases need to be significantly
reduced in these CGCMs for a credible test of the indicator. The reduction of this bias,
however, will be challenging because some biases are stubborn, notably the tropical bias
which has been one of the most stubborn biases in CGCMs. Finally, AMOC instability may
involve different feedback on different time scales, which may also be related to various
transient behaviors of the AMOC responses, the latter being more relevant in the near
future of climate change [93,97,110–112]. The different transient behaviors may be related to
the basin-wide salinity feedback [35], as well as other feedback, such as the local convective
feedback in the subpolar North Atlantic [113], feedback with atmosphere and sea ice [114],
and the salinity feedback between the tropical and North Atlantic [89].
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Abstract: In this study, we investigated the changing characteristics of climatic scale (monthly)
tropical extreme precipitation in warming climates using the Energy Exascale Earth System Model
(E3SM). The results are from Atmospheric Model Intercomparison Project (AMIP)-type simulations
driven by (a) a control experiment with the present-day sea surface temperature (SST) and CO2

concentration, (b) P4K, the same as in (a) but with a uniform increase of 4K in the SST globally,
and (c) the same as in (a), but with an imposed SST and CO2 concentration from the outputs of the
coupled E3SM forced by a 4xCO2 concentration. We found that as the surface warmed under P4K
and 4xCO2, both convective and stratiform rain increased. Importantly, there was an increasing
fractional contribution of stratiform rain as a function of the precipitation intensity, with the most
extreme but rare events occurring preferentially over land more than the ocean, and more so under
4xCO2 than P4K. Extreme precipitation was facilitated by increased precipitation efficiency, reflecting
accelerated rates of recycling of precipitation cloud water (both liquid and ice phases) in regions with
colder anvil cloud tops. Changes in the vertical profiles of clouds, condensation heating, and vertical
motions indicate increasing precipitation–cloud–circulation organization from the control and P4K
to 4xCO2. The results suggest that large-scale ocean warming, that is, P4K, was the primary cause
contributing to an organization structure resembling the well-known mesoscale convective system
(MCS), with increased extreme precipitation on shorter (hourly to daily) time scales. Additional
4xCO2 atmospheric radiative heating and dynamically consistent anomalous SST further amplified
the MCS organization under P4K. Analyses of the surface moist static energy distribution show that
increases in the surface moisture (temperature) under P4K and 4xCO2 was the key driver leading
to enhanced convective instability over tropical ocean (land). However, a fast and large increase
in the land surface temperature and lack of available local moisture resulted in a strong reduction
in the land surface relative humidity, reflecting severe drying and enhanced convective inhibition
(CIN). It is argued that very extreme and rare “record-breaking” precipitation events found over land
under P4K, and more so under 4xCO2, are likely due to the delayed onset of deep convection, that
is, the longer the suppression of deep convection by CIN, the more severe the extreme precipitation
when it eventually occurs, due to the release of a large amount of stored surplus convective available
potential energy in the lower troposphere during prolonged CIN.

Keywords: climate-scale extreme tropical precipitation; stratiform and convective precipitation;
precipitation efficiency; meso-scale convective complex; surface warming vs. moistening; convective
inhibition over land

1. Introduction

Recent reports of devastation resulting from record-breaking heavy precipitation
around the world have provided strong indications that humanity is already experiencing
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the disastrous effects of increased extreme precipitation, i.e., flash floods, soil erosion, land-
slide, degradation of the eco-system, destruction of properties and loss of lives, attributable
to anthropogenic greenhouse warming. Without a timely reduction in the emissions of
greenhouse gases, the current trend in extreme precipitation will continue, and adverse
impacts on the socio-economic system are likely to become worst [1]. Extreme precipitation
in the tropics not only adversely affects the livelihood of more than 40% of the world popu-
lation but is also a primary driver of global climate variability and change [2–5]. Hence, a
better understanding of the physical processes underlying tropical extreme precipitation
and its global impacts is paramount for the development and implementation of effective
adaptation and mitigation strategies for global climate variability and change.

In the tropics and subtropics, climatologically strong surface heating and low-level
moisture convergence lead to increased convective instability, enhancing heavy precipi-
tation preferentially in regions with a warm surface temperature, i.e., the Inter-Tropical
Convergence Zone (ITCZ), monsoon regions, and the maritime continent [6–9]. Changes in
precipitation under global warming generally follow a geographic distribution pattern of
“wet-gets-wetter” and “warmer-gets-wetter” [10–15]. A necessary condition for precipita-
tion is the formation of clouds. Both precipitation and clouds, and their associated temporal
and spatial distributions, are strong functions of atmospheric heating/cooling and moisten-
ing/drying processes, modulated by the surface temperature, heat and moisture fluxes,
cloud microphysics, convection, and large-scale circulation [16–22]. Previous research on
precipitation and clouds under climate variability and change have emphasized: (a) re-
gional extreme precipitation events, cloud microphysics, and latent heating and forcing by a
mesoscale convective system (MCS) [23–29], and (b) radiation heating feedback by various
cloud types in determining global climate sensitivities [30–37]. While much knowledge has
been gained and both approaches need to be continued in order to narrow down uncertain-
ties, an emerging paradigm is that a deeper understanding of the myriad factors leading
to extreme precipitation under climate change is predicated on a more comprehensive
approach based on the broader context of interactions and enhanced by feedback processes
involving cloud radiation, convection, and large-scale circulation [38–44].

Previous observational and climate modeling studies have shown that under global
warming, the rate of increase in the top 0.1% of tropical daily precipitation has been es-
timated to be near 10% K−1, significantly higher than those in the extratropics, which
is limited by a thermodynamic rate of 6–7% K−1, governed by the Clausius–Clapeyron
relationship for atmospheric saturated moisture and temperature [2–5]. Models and ob-
servations have also shown that as Earth’s surface and the atmosphere warm up under
anthropogenic CO2 radiative forcing, convection becomes more vigorous, and clouds grow
faster, wider, and taller, producing more extreme precipitation [45]. An increasing number
of recent studies [5,46–48] have shown that extreme precipitation events attributable to
GHG warming tend to occur preferentially in tropical/subtropical regions with a strong
and sustained organization of deep convection embedded in extended areas of high anvil
clouds associated with long-lived strong mesoscale convective systems (MCS). Even though
such long-lived MCS occur in less than 5% of the tropical precipitation events in preferred
climatological wet regions, they account for more than 40% of the extreme precipitation
amount [49]. This could mean that extreme precipitation, which occurs on hourly/daily
time scales, could have organization signals on monthly and longer time scales over specific
land or oceanic regions, and even over the entire tropics.

In spite of the increasing reports on devastating and destructive impacts on populated
land regions, the scientific question of whether extreme cloud–precipitation organization
is (a) fundamentally different and (b) more or less intense and/or frequent over land vs.
ocean on climatic time scales remains uncertain. In this paper, we focus on addressing these
questions and the scientific rationales underlying them based on general circulation model
(GCM) simulations. However, because of the GCM’s coarse resolution (>50–100km), MCS
are not explicitly resolved and not well simulated in traditional GCM cloud–precipitation
parameterizations. More recently, MCS-like features have been simulated and tracked in a
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moderate resolution (50 km) GCM, with improved physical cloud–precipitation parameter-
ization that includes organization features occurring across the scales [50]. In this study,
we conducted AMIP (Atmospheric Model Intercomparison Project)-type [51] simulations
using the Department of Energy’s Exascale Energy Earth System Model (E3SM), which
includes an improved unified parameterization of clouds and precipitation types, to ex-
amine its capability in simulating MCS-like features and contributing to extreme tropical
precipitation on climatic time scales. See a further discussion on the E3SM model’s physics
in Section 2.

Specifically, we disentangled the effects of surface warming vs. atmospheric heating
and moistening by increased CO2 radiation forcing, leading to an occurrence of extreme
precipitation–cloud regimes, with respect to changes in the stratiform vs. convective
precipitation, precipitation efficiency, and thermodynamic vs. dynamical forcing over
land and ocean. The organization of the paper is as follows. In Section 2, we describe the
methodology, including the key physical parameterizations of the clouds and precipitation
processes and the experimental design of the E3SM model experiments. In Section 3, we
present the key results of the experiments. The conclusions and scope of continuing work
are discussed in Section 4.

2. Model Description and Methodology

The U.S. Department of Energy (DOE)’s Energy Exascale Earth System Model Version 1
(E3SMv1) [52] was developed with the aim of addressing the grand challenge of actionable
prediction of the Earth system’s variability and changes to meet scientific and societal
needs. The E3SMv1 is a fully coupled ocean–atmosphere–land–biosphere model, developed
on the foundation of the Community Earth System Model version 1 (CESM1), but it
includes adaptations and improvements to optimize the computational performance and
science/application requirements of the DOE.

For clouds and precipitation, the E3SM atmospheric model (EAM) uses an improved
version of Cloud Layers Unified by Binormals (CLUBB), which includes a third-order
turbulence closure parameterization that unifies the treatment of boundary-layer clouds,
shallow and deep convection, and cloud microphysics [53,54]. In the E3SM, improving
the model of shallow cumulus clouds and stratocumulus clouds and precipitation was
achieved by optimizing the scale dependence of the CLUBB parameterization for a diurnal
cycle of precipitation over land [55]. Deep convective clouds and precipitation are based
on the improved version of the Zhang and McFarlane (1995) [56] scheme, which included a
recent update on the bulk parameterization of updraft processes (entrainment, detrainment,
condensation, and precipitation) and downdraft processes (entrainment and evaporation
of falling rain) from both liquid- and ice-phase precipitation [57]. Aerosol and cloud
microphysics interactions in stratiform clouds are included in an updated version of
the Modal Aerosol Module (MAM4) [58], which predicts the concentrations of major
aerosol species (sulfate, black carbon, primary and secondary organic matter, mineral dust,
and sea spray). The Morrison and Gettelman Version 2 [59] aerosol–cloud microphysics
parameterization, coupled with CLUBB and MAM4, was used for the generation of shallow
and stratiform clouds. The implementation of a convective gustiness adjustment to CLUBB
significantly improved the simulation of stratiform and shallow clouds over the tropical
ocean, where the climatological surface mean winds are weak [60]. Radiation–cloud–
convection–circulation interaction (RC3I) processes in the EAM have also been significantly
improved by better microphysics-based treatment of wet scavenging and re-suspension
of evaporating precipitation, which affect the abundance and size of cloud condensation
nuclei for liquid- and ice-phase precipitation, respectively [61]. In addition, this study used
a variant of EAMv1 that adopted a consistent set of parameter adjustments, including
sub-grid scale wind variance, resulting in better simulations of cloud properties [55].

Based on the Community Land Model (4.5) of CESM2, the land model (ELM) of the
E3SM includes improvements in the representation of the water cycle processes of soil
hydrology, river routing, coastal erosion, and biogeochemistry fluxes [52]. A new river
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routing Model for Scale Adaptive River Transport (MOSART) was implemented, with
particular emphases on human activities, including the management of water availability
from river flow and the mitigation of floodplain inundation [62–64]. Two-way coupling
between the MOSART and ELM was implemented to estimate the amount of water available
from precipitation, river run-off, and storage in reservoirs for irrigation.

A key motivation for our analytical approach was to assess the degree to which the
E3SM parameterization of fast and subgrid-scale cloud microphysical processes reflect
the important contribution of mesoscale convective systems (MCS) to extreme cloud–
precipitation organization on climatic (monthly and longer) time scales. Key features
of MCS producing heavy precipitation over the ocean and land have been well docu-
mented [24,65]. During peak MCS development, a deep core with intense convective
precipitation is coupled with extensive anvil clouds in the downwind regions, where
stratiform precipitation dominates (Figure 1a). In the stratiform region, condensation heat-
ing associated with increased precipitation by active ice-phase microphysics (deposition,
riming, and aggregation) causes a large-scale ascent in the upper troposphere above the
freezing level (0 ◦C isotherm) near 500 hPa. At the same time, evaporative cooling by
falling rain results in a large-scale mean descent in the lower troposphere. For tropical
extreme precipitation events, the associated MCS life cycle may consist of multiple clusters
of MCS complexes at various stages of development, starting with predominant convective
precipitation and evolving to an increased contribution from stratiform precipitation. The
results of cloud-resolving model simulations have shown that for non-MCS (100% con-
vective) precipitation, the heating profile has a maximum near 500 hPa, while for “pure”
stratiform precipitation, the heating profile shows a dipole structure with maximum heat-
ing (cooling) in the upper (lower) troposphere (Figure 1b). As a result, the degree of MCS
development is reflected in the elevation of the level of maximum condensation heating,
relative to that of convective (non-MCS) precipitation. However, it is important to note
that the presence of an active convective core coupled with a substantial fraction of the
stratiform (anvil cloud) region is essential for the development and maintenance of an
MCS. A stratiform anvil cloud–precipitation regime decoupled from its convective core
lacking in a sustained supply of ice-phase condensates from the convective core region
represents a decaying MCS that readily dissipates and ceases to rain [24]. Hence, while the
proportion of stratiform rain in a developing and active MCS is expected to increase with
increasing extreme precipitation, it is unlikely to be close to 100% over the life cycle of the
development of multiple organized MCS systems in extreme precipitation [65].

Figure 1. (a) Schematic showing organization of convective and stratiform cloud precipitation
associated with a mesoscale convective system (adopted from Houze et al., 1989 [24]). Formation of
water droplet and precipitation ice are denoted as • and *, respectively. (b) Idealized vertical profiles
of latent heating as a function of stratiform precipitation fraction from simulations of cloud-resolving
models (adopted from Sui et al., 2020 [66]).

For model integration, the control experiment was represented by an equilibrium
solution of an AMIP-type 10-year integration of the E3SM with a 100 km latitude–longitude
resolution, and 72 layers with variable thickness in the vertical direction, with a top at 60 km,
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under present-day sea surface temperature (SST), sea-ice conditions, and an atmospheric
concentration of CO2. To disentangle the effects of surface warming vs. CO2 radiative
forcing, equilibrium solutions based on two separate AMIP simulations identical to the
control were conducted. First, the SST was increased by including an idealized plus-4K
(P4K) anomaly uniformly across the globe. Second, an SST anomaly (SSTA) and CO2
radiative forcing were imposed based on the climatology of the last 30-year simulation of
an abrupt 4 times CO2 (4xCO2) experiment with the coupled ocean–atmosphere version of
the E3SM, as part of the Coupled Model Intercomparison Project phase 6 (CMIP6) [67,68].
Changes in the tropical cloud precipitation characteristics for extreme precipitation were
compared among the control, P4K, and 4xCO2 simulations. Emphases were placed on a
better understanding of the forcing and competing influences and feedback arising from
surface warming vs. atmospheric heating and moistening processes. The realism of the
model parameterization of the MCS and extreme precipitation, in terms of the changes in
stratiform vs. convective precipitation, precipitation intensity, and large-scale circulation,
was evaluated.

3. Results

3.1. Stratiform vs. Convective Precipitation

Since climate models do not resolve clouds explicitly because of their coarse resolution,
model precipitation is classified as “convective” if they are produced by the subgrid-
scale parameterization of deep convection, and as “stratiform” precipitation if they are
produced by condensation processes of the large-scale (LS) circulation represented by the
cloud microphysics parameterization. In this paper, for convenience, we use the term
LS rain fraction (LSRF) in the model as synonymous with stratiform rain fraction. The
variations in the LSRF (Figure 2a) as a function of the monthly precipitation from January
to December (J2D) show that there was an increasing contribution of LS rain as a function
of the precipitation intensity (P) over the entire tropics in the control, P4K, and 4xCO2
simulations, respectively. The LS rain fraction increased faster (steeper rise) in the order
of control, P4K, and 4xCO2. For very extreme precipitation (P > 30 mm/day), the LS
rain fraction rose to above 50%, reaching a maximum of ~70%, for P > 40 mm/day under
P4K and 4xCO2. For convenience, the unit for P is omitted hereafter. In comparing the
same plots but separated into ocean and land, it is clear that for P < 30, most of the
increase in the LSRF came from the ocean (Figure 2b). This is not surprising because of
the much larger area of ocean compared to land in providing precipitable water to the
atmosphere. Over the ocean, increases in the LSRF as a function of P were more robust
under 4xCO2 compared to P4K, with the former showing a steady increase up to P < 30, and
the latter showing a peak in the LSRF at P~20. As explained in later sections, the stronger
signal under 4xCO2 was likely due to stronger dynamical feedback under a physically
consistent SSTA and additional CO2-induced radiative forcing and response compared
to the idealized uniform SSTA-only forcing under P4K. Most interestingly, in comparing
the LSRF variation over land (Figure 2c) to those over land and ocean (Figure 2a) and
over ocean only (Figure 2b), it is clear that almost all of the very extreme precipitation
(P > 30), while occurring rarely, were found only over tropical land regions. Worth noting
is that the LSRF seldom reached above 0.7 even over land, indicating that the generation
and transport of ice-phase condensate by deep convection to the upper troposphere are
essential in order for ice-phase microphysics generating stratiform rain to take place under
the extended anvil clouds (see Figure 1a). Anvil clouds will dissipate quickly without the
sustained generation of ice-phase condensation from the convective core [65,66].
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Figure 2. Stratiform rain fraction as a function of precipitation rate (mm day−1) over (a) entire tropics,
(b) ocean-only, and (c) land-only, for control (black), 4xCO2 (red), and P4K (blue). Gray shading and
red vertical bars represent a 1-s standard deviation for control, and 4xCO2, respectively. Standard
deviations for P4K are similar to 4xCO2, and are not shown for clarity. J2D stands for monthly data
taken from January to December.

A breakdown of the cumulative frequency of occurrence (FOC) of extreme monthly
precipitation in terms of the total number of model grid points exceeding a given precipita-
tion threshold (Table 1) shows that there was a rapid drop-off in the FOC with increasingly
extreme precipitation. In the control climate, the FOCs of very extreme precipitation
(P > 25–35) were indeed rarely (fewer than 1 in 1000) occurring preferentially over land,
and rare or absent over the ocean. The FOCs of P > 30 increased by 3–5-fold under P4K and
4xCO2 compared to the control and were stronger for the latter than the former. Analysis
of the precipitation intensity threshold as a function of the top-percentile (PCT) rain rates
showed similar signals, indicating more extreme heavy rain over land than the ocean (see
Table S1). The preference for very extreme precipitation over land compared to the ocean
appears to be an intrinsic property of the tropical ocean–land–atmosphere system, which
was already present in the control, amplified under P4K, and even more so under 4xCO2.

Table 1. Frequency of occurrence (FOC) measured in total number of model grid points over the entire
tropics (30◦ S–30◦ N) as a function extreme monthly precipitation (P) exceeding a given threshold
intensity, for control, P4K, and 4xCO2 over land, ocean, and land + ocean, respectively. Quantities in
bracket in first column show total number of grid points over the entire tropics (30◦ S–30◦ N). Unit of
P is mm day−1.

P > 15 P > 20 P > 25 P > 30 P > 35

Ocean
(192984)

Control
P4K

4xCO2

555
2357
5555

149
322

1012

27
43

161

6
6

36

0
0
3

Land
(66216)

Control
P4K

4xCO2

840
1172
1739

283
276
581

104
111
244

39
27

117

13
13
51

Ocean+
Land

(259200)

Control
P4K

4xCO2

1395
3529
7294

432
598

1593

131
154
405

45
33

153

13
13
54

The spatial distributions of the frequency of occurrence (FOC) of extreme precipitation
based on the rain rate for the top 1 percentile (PCT01) and top 5 percentile (PCT05) rainfall
were computed. To facilitate comparison, the thresholds for the control for ocean + land
were used to compute the FOC geographical distributions for P4K and 4xCO2. The PCT01
(P > 13) rains (Figure 3a) occurred over limited areas within the climatological rainy regions
of the Asian monsoon, the maritime continent/Pacific warm pool (SST > 302K), and the
equatorial East Pacific ITCZ, with isolated signals over land regions in equatorial South
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America and Africa. Under P4K (Figure 3b), the warm pool areas expanded substantially,
covering much of the tropics. The PCT01 rain areas also expanded, but were still anchored
to the climatological wet regions within the much warmer SST (SST > 304K). The increased
PCT01 precipitation over the equatorial land region was more prominent compared to the
control. Worth noting is that under P4K, except for the expansion of wetter areas, there were
no fundamental changes in the spatial structure of tropical rainfall distribution compared to
the control, suggesting a strong wet-getting-wetter (WeGW) scenario [10,11]. Under 4xCO2
(Figure 3c), the areal extent of the Pacific warm pool was further expanded compared to P4K,
covering the entire tropical ocean (25◦ S–25◦ N). Over the aforementioned WeGW regions,
PCT01 rain FOCs were further enhanced and expanded compared to P4K. Additionally,
prominent centers of action for PCT01 precipitation were found over the equatorial Indian
Ocean, and over the equatorial Atlantic Ocean under 4xCO2. that is, the expanded PCT01
rain areas exhibited not only WeGW but also a warmer-getting-wetter (WaGW) pattern [12].
Overall, the tropical SST was warmer by 1.85 K under 4xCO2 compared to P4K.

Figure 3. Spatial distribution of SST and frequency of occurrence (FOC) for top 1% precipitation
(PCT01) in fractional units, based on monthly rainfall data from January through December (J2D),
for (a) control, (b) P4K, and (c) 4xCO2, with warm pool SST (302K) outlined in red. Corresponding
distributions for stratiform (large-scale) rain in fractional units are shown in (d–f), respectively.

Under the control climate, close matches between the areas of PCT01 rain (Figure 3a)
and regions of an enhanced LSRF were discernable over the Asian monsoon land, the
maritime continent, and the eastern Pacific ITCZ (Figure 3d). The sparse spatial extent of
the PCT01 LSRF signals the rarity of such events in the control. Under P4K, the regions of
enhanced FOC (Figure 3b) were well co-located with those with a large LSRF (>45–50%)
over the Asian monsoon region, the maritime continent, the SPCZ, and the northern edge
of the ITCZ over the eastern Pacific (Figure 3e). Under 4xCO2, the co-location of high
FOCs of PCT01 rain (Figure 3c) with an increased LSRF (Figure 3f) could be seen over the
aforementioned regions, as well as the land regions of equatorial Africa and the Amazon,
consistent with the WeGW and WaGW patterns. Similar patterns of the FOC for PCT05
(P > 10) and an enhanced LS rain fraction were computed, indicating increasing contribu-
tions from LS (stratiform) rain types in more expansive regions of a high FOC compared to
PCT01 (see Figure S1).
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3.2. Precipitation Efficiency and MCS Organization

Recent model simulations and observations have shown that increased precipitation
intensity is highly correlated with enhanced precipitation efficiency (PE), that is, an en-
hanced rate of microphysical auto-conversion of cloud water (liquid and ice phase), as the
surface temperature rises [4,66,69–71], and it is a key driver of the large-scale circulation
sustaining tropical heavy precipitation under global warming [72,73]. Here, we define the
PE as the ratio of precipitation to the column integration of the total cloud water (TCW),
including liquid and ice, as simulated by the microphysics parameterization of clouds and
precipitation used in the E3SM (see discussion in Section 2).

PE = P/TCW (in units of s−1). (1)

Physically, the inverse of PE (τ = PE−1) represents a characteristic residence time scale
for the total condensed cloud water in an atmospheric column undergoing precipitation
for a given precipitation rate. A high value of PE (low value of t) reflects vigorous water
recycling within the atmosphere, converting cloud liquid and ice water into precipitation,
while maintaining an abundant stock of the TCW in the atmosphere through enhanced
surface moisture flux and low-level moisture convergence [66,74].

Figure 4a shows a nearly linear increase in the PE as a function of P over the entire
tropics, with a faster rate (steeper gradient) of increase in the PE for extreme precipitation
from the control to P4K to 4xCO2. The typical range of values of PE (0.02–0.2) is from τ = 50
to 5 minutes, that is, there is a 10-fold reduction in the residence time scale of the TCW in the
atmosphere, from light to the most extreme precipitation in the tropics. These values of τ
can be considered a crude estimate of increasingly fast cloud–water–precipitation recycling
time scales in MCS-like organization systems, contributing to the extreme precipitation in
the E3SM model. Compared to the ocean-only plot (Figure 4b), it can be seen that most of
the PE increase for P < 30 represents contributions mainly from oceanic precipitation, with a
faster increase in the order of control, P4K, and 4xCO2. However, very extreme precipitation
(P > 30) with high PE (PE > 0.1) was not found over the ocean. In contrast, the rate of
increase in the PE as a function of P (Figure 4c) was faster over land than over the ocean
for all precipitation rates. For extreme precipitation (P > 30) over land, the rate of increase
in the PE was clearly accelerated compared to lower rain rates (Figure 4c). Comparing
Figure 4a–c, it can be seen that almost all of the very extreme tropical precipitation (P > 30)
and high PE (>0.1) events came from the land.

Figure 4. Precipitation efficiency (minute−1) as a function of the precipitation rate (mm day−1) for
January through December, for (a) land + ocean, (b) ocean-only, and (c) land only, based on monthly
data from January through December (J2D). Gray shading and red vertical bars represent 1 s standard
deviation for control and 4xCO2, respectively. Standard deviations for P4K are similar to 4xCO2, but
are not shown for clarity.

The geographic distributions of the PE of PCT01 rainfall for the control, P4K, and
4xCO2 (Figure 5a–c) show strong similarities to the pattern of outgoing longwave radiation
(OLR), indicating an abundance of cold anvil clouds with low OLR (<190 Wm−2) in regions
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with enhanced PE (Figure 5d–f). Under P4K and 4xCO2, more so in the latter than the
former, higher PE with lower OLR (more elevated clouds with colder tops) were found over
the Asian monsoon, maritime continent, and equatorial Africa and South America regions.
In contrast, over the open oceans of the Pacific ITCZ, the tropical western Pacific, and the
South Pacific Convergence Zone (SPCZ), extreme precipitation was derived mostly from
increased PE in regions with OLR >215 Wm−2, consistent with an increased abundance of
warm rain as a key signal of climate warming [69,75]. For moderately extreme precipitation
(PCT05), the areal extent of high PE and low OLR increased substantially in conjunction
with the expansion of the tropical SST warm pool (see Figure 3). Overall, the PE and OLR
distributions for PCT01 and PCT05 exhibited the WeGW pattern under the control and
P4K, and the WeGW + WaGW under 4xCO2, similar to those for the LSRF (see discussion
about Figure 3).

Figure 5. Spatial distribution of SST and precipitation efficiency (PE) for top 1% precipitation (PCT01)
in units of minute−1, based on monthly rainfall data from January to December (J2D) for (a) control,
(b) P4K, and (c) 4xCO2, with respective warm pool SST outlined in red. Corresponding distributions
for outgoing longwave radiation (OLR) in units of Watt m−2 are shown in (d), (e), and (f) respectively.

Next, we explored the capability of the E3SM in simulating MCS-like extreme pre-
cipitation organization, with regard to an increased contribution from stratiform (anvil)
rain, enhanced PE in the production by freezing, and the removal of cloud ice by melting
and precipitation fallout. Specifically, we computed composite change patterns of P4K and
4XCO2 relative to the control and that of 4xCO2 relative to P4K in the vertical profiles of
key MCS quantities, i.e., cloud ice concentration, condensation heating, and large-scale
vertical velocity, as a function of the precipitation intensity of the entire tropics, separately
for land and ocean. Over the ocean, the level of maximum cloud ice can be seen to shift
upward relative to the control as precipitation increases under P4K (Figure 6a), starting
at P~10 and continuing up to P > 25–30. The negative (positive) values of cloud ice sig-
nals accelerated the removal (accretion) of cloud ice below (above) 300 hPa by enhanced
precipitation (condensation) relative to the control. Given the co-location of the regions of
enhanced precipitation (PCT01) and the increased LSRF (Figure 3), as well as the increased
PE and low OLR values (Figure 5), the cloud ice features are consistent with the enhanced
model of MCS-like organization compared to the control and analogous to those shown in
Figure 1a. Under 4xCO2 (Figure 6b), the cloud ice anomaly pattern is similar to that under
P4K, indicating the primary importance of ocean warming in initiating the MCS organi-
zation. However, the MCS structure appears to be more robust under 4xCO2 compared
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to under P4K. The stronger organized MCS development under 4xCO2 can also be seen
in the difference plot of 4xCO2-minus-P4K (Figure 6c), indicating a stronger removal of
cloud ice by precipitation near 400–250 hPa, and increased melting due to the warming
of the middle and lower troposphere, coupled with enhanced cloud ice formation near
250–150 hPa. These likely reflect the effect of increased CO2 radiative heating in the lower
troposphere, enhancing convective instability in the upper troposphere [76]. Over land
(Figure 6d,e), the changes in the cloud ice in the upper troposphere reflecting the increasing
MCS organization under P4K and 4xCO2 are similar to those in the ocean, as is evident
by the strong removal of cloud ice near 500–350 hPa and the accumulation of cloud ice
above (250–150 hPa) associated with anvil cloud development. Under P4K and 4xCO2
(Figure 6d,e), the MCS organization over land shows less cloud ice loading (solid contours)
but a more vertically confined region of negative anomalies, indicating stronger cloud
ice removal compared to over the ocean. However, very extreme precipitation P ≥ 30–35
occurred only over land in 4xCO2, but not over the ocean (solid contours in Figure 6b,e).
The additional radiative heating effect due 4xCO2 further enhanced the MCS precipitation
organization over land compared to P4K (Figure 6f).

Figure 6. Vertical profiles of anomalous cloud ice contents (10−6 kg/kg, ice mass per kilogram of
air mass) as a function of precipitation intensity (mm day−1) over ocean for (a) P4K-minus-control,
(b) 4xCO2-minus-control, and (c) 4xCO2-minus-P4K, from January to December (J2D). Panels (d), (e),
and (f) are the same as (a), (b), and (c), respectively, but over land. Contours show the mean profiles
of condensation heating for the minuend (first term of the subtraction) indicated in the respective
subpanel labels. Regions with statistical significance exceeding 95% confidence are highlighted by
green dots.

Over the ocean, the condensation heating profiles as a function of P for P4K and
4xCO2 (Figure 7a,b) reveal an essential feature of MCS organization, that is, the elevation of
the level of condensation heating is characterized by positive (negative) anomalies above
(below) 300 hPa as the precipitation intensifies (cf. Figure 1b). This is consistent with
the increase in the LSRF (see Figure 2) and PE (see Figure 4), as discussed previously.
Strong cooling found near the freezing level at 500 hPa and regions slightly above signals
enhanced melting and evaporation of falling rain. The MCS organization appears to be
stronger under 4xCO2 relative to P4K, with more condensation heating above (below)
250hPa (Figure 7c). Over land, the condensation heating profiles (Figure 7d,e) exhibit
similar features to their ocean counterparts, but with more robust MCS-like features, that
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is, elevated condensation heating, strong cooling at the mid-troposphere freezing level and
regions below (Figure 7d,e), and a stronger response in 4xCO2 compared to P4K (Figure 7f)
due to the additional radiative heating of the atmospheric CO2.

Figure 7. Vertical profiles of anomalous condensational heating (K day−1) as a function of precip-
itation intensity (mm day−1) over ocean for (a) P4K-minus-control, (b) 4xCO2-minus-control, and
(c) 4xCO2-minus-P4K, from January to December (J2D). Panels (d), (e), and (f) are the same as (a),
(b), and (c), respectively, but over land. Contours show the profiles of condensation of the minuend
(first term of the subtraction) indicated in the respective subpanel labels. Regions with statistical
significance exceeding 95% confidence are highlighted by green dots.

For the large-scale vertical velocity over the ocean under P4K and 4xCO2 (Figure 8a,b),
increased upward (downward) motions in the upper (middle-and-lower) troposphere are
evident and consistent with the condensation heating (cooling) changes (see Figure 7). The
decrease in the upward vertical motion in the mid-troposphere is indicative of the MCS
organization, pertaining to an increased melting of cloud ice at the distinctive freezing level
near 500 hPa and increased downdraft associated with evaporative cooling in the regions
of falling rain (cf. Figure 1a). Again, the effects are stronger under 4xCO2 compared to
P4K (Figure 8c). Over land (Figure 8d,e), the changes in the large-scale vertical motions
are similar to those in the ocean, except they appear more muted under both P4K and
4xCO2, with the latter only slightly stronger than the former (Figure 8f). The stronger
MCS-like signals over the ocean, especially the strong, distinctive cooling at the freezing
level compared to over land, reflect the direct effects of stronger forcing over the ocean
from the SSTA, as well as positive feedback from changes in the large-scale circulation.
Importantly, the anomalous large-scale vertical motions over land shown here are likely
attributable to not only the MCS organization but also changes in the large-scale Walker
Circulation, driven by an east–west SST gradient and the land–sea thermal contrast, further
modulating changes in the MCS convective updraft over land [77,78].
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Figure 8. Vertical profiles of anomalous upward vertical velocity (Pa/s) as a function of precipitation
intensity (mm day−1) over ocean for (a) P4K-minus-control, (b) 4xCO2-minus-control, and (c) 4xCO2-
minus-P4K, from January to December (J2D). Panels (d), (e), and (f) are the same as (a), (b), and
(c), respectively, but over land. Contours show the profiles of condensation of the minuend (first
term of the subtraction) shown in the respective subpanel labels. Regions with statistical significance
exceeding 95% confidence are highlighted by green dots.

3.3. Convective Inhibition (CIN) and Extreme Precipitation

In this subsection, we explore further the fundamental reason why very extreme but
rare (record-breaking) precipitation tends to occur over land rather than the ocean. Under
GHG warming, the convective available potential energy (CAPE) is expected to increase
due to the relative fast rate (~7% K−1) of increase in the atmospheric saturated moisture
with higher temperature. However, convective inhibition (CIN), that is, near-surface
negative buoyancy, is known to be enhanced under global warming over land, resulting in
increased drying (sub-saturation) of the near-surface air due to a lack of moisture supply
relative to the fast land warming [79,80]. CIN drying is reflected in reduced low-level
relative humidity, a higher lifting condensation level (LCL), and an elevated level of free
convection (LFC), inhibiting deep convection [81].

To illustrate the effect of CIN under P4K and 4xCO2 and its relationship with extreme
precipitation, an analysis of the surface moist energy budget follows. The convective
instability of the atmosphere is controlled by the vertical gradient of the moist static energy
(MSE), with

MSE = CpT + Lq + gz, (2)

where Cp is the thermal capacity at a constant pressure, T is the surface air temperature, L is
the latent heat of condensation, q is the specific humidity, g is the gravitation constant, and
z is the geopotential height. A negative MSE vertical gradient (high—below, low—above)
implies convective instability and vice versa for stability. For CIN, we focused on the first
two terms (1) near the surface, that is, the lowest model level, where gz is negligibly small.

Under P4K (Figure 9a), the near-surface CpT anomalies (relative to the control) in-
creased nearly uniformly (~4–5 kJ/kg) over the entire tropical ocean, following closely
that of the imposed idealized 4K uniform SST warming. The CpT increase over land was
stronger (~5–7kJ/Kg) compared to over the ocean because land has a lower thermal capac-
ity than water. As a result, the land temperature rises faster and higher than that of the
ocean with the same amount of heat input. In addition, the lack of land moisture sources
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results in less evaporative cooling. Hence, under global warming, the land temperature
has to rise much higher compared to the ocean temperature to enhance outgoing longwave
radiative cooling, which is needed to balance the land heating from the CO2 greenhouse
effect and increased downward solar radiation from reduced clouds due to drying. The
surface Lq (Figure 9b) followed a similar change pattern to CpT and was clearly the dom-
inant forcing (~8–15kJ/kg), stronger than that of CpT by 2–3 times. This is because of
the well-known exponential increase in the atmospheric saturated moisture content as a
function of temperature, governed by the Clausius–Clapeyron relationship. Over the ocean,
due to the readily available moisture from below, the near-surface relative humidity (RH)
remained close to the saturation values. As a result, the anomalous relative humidity under
P4K vs. the control was positive but small (<2–4%) over the ocean (Figure 9c). However,
over land, because of the larger increase in the CpT, the additional moisture required to
reach saturation far exceeded that which could be derived from local moisture sources. As
a result, there was a distinctive reduction in the RH (~3–6 %), indicating drying over land
under P4K relative to the control (Figure 9c) and signaling increased CIN [81]. However,
as the land temperature rises and CIN increases under P4K, the triggering of convection
induced by mesoscale convergence, episodic outflow from land–sea breeze, and forced
lifting from surface inhomogeneity and/or orographic may lead to an explosive growth of
convection, releasing a large amount of stored CAPE during CIN [81]. The delayed onset
of deep convection due to increased CIN could facilitate the occurrence of very extreme
but rare precipitation in a warming climate, specifically over land. The stronger and longer-
lasting the CIN, the more CAPE builds up in the lower troposphere, and the more extreme
the precipitation when it eventually occurs, releasing a large amount of built-up CAPE
during CIN [82–85].

Figure 9. Spatial distribution of surface anomalous (a) CpT (kJ/kg), (b) Lq (kJ/kg), and (c) relative
humidity (%) for January to December (J2D) under P4K. Panels (d), (e), and (f) are the same as in (a), (b),
and (c), respectively, but under 4xCO2. Panels (g–i) are the same as (a–c) but for 4xCO2-minus-P4K.

Under 4xCO2 (Figure 9d), the near-surface anomalous CpT warming over land was
much larger (>8–15 kJ/kg) than over the ocean (~5–7 kJ/kg). Again, the increase in the
surface Lq (Figure 9e) over the tropical oceans followed the corresponding increase in the
SST, consistent with 4xCO2 forcing and indicating enhanced warming and moistening of
the surface air over the tropical ocean, following the Clausius–Clapeyron relationship. The
differential magnitude of the anomalous Lq and CpT resulted in a large contrast in the
relative humidity (RH) between the ocean and land, that is, increased RH over the tropical
ocean, and decreased RH over land (Figure 9f), further enhancing the land–sea contrast, as
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noted in P4K (Figure 9c). Judging from the 4xCO2-minus-P4K pattern in CpT (Figure 9g), it
can be seen from the near uniform and small values (<3 kJ/kg) over the ocean that the P4K
SST warming was a reasonable analog of the SST surface thermal forcing under 4xCO2.
However, the surface moisture forcing Lq reveals more regional features with higher values
(>6–10 kJ/kg) over oceanic regions near the equator and subtropical monsoon regions
adjacent to land in 4xCO2 compared to P4K (Figure 9h). Clearly, enhanced atmospheric
warming by 4xCO2 further exacerbated the surface RH reduction over land compared to
P4K (Figure 9i). This is likely due to enhanced land–atmosphere feedback arising from
4xCO2, radiative forcing of the atmosphere and facilitated by cloud–convection–circulation
interactions [19] under dynamically consistent SSTA forcing, increasing CIN, and the
occurrence of very extreme but rare precipitation already operative under the control, but
enhanced by P4K, and further amplified under 4xCO2.

4. Concluding Remarks

Based on the AMIP-type model simulations using the Exascale Energy Earth System
Model (E3SM), we investigated the changing characteristics of climate-scale (monthly)
tropical extreme precipitation in a warming climate. Three ten-year-long AMIP-type model
simulations were carried out: (1) a control, with the present-day SST, and CO2 atmospheric
concentration, (2) P4K, the same as the control but with a forced idealized uniform 4K
increase in the SST globally, and (3) 4xCO2, the same as the control but with SSTA derived
from coupled model simulations under a four-times-higher atmospheric CO2 concentration,
including the corresponding 4xCO2 radiative heating of the atmosphere. The key results of
this study include the following:

• In a warming tropical climate, while both convective and stratiform rain increase, there
is an increasing contribution from the stratiform rain fraction to extreme precipitation,
with the most extreme but rare precipitation occurring preferentially over land com-
pared to the ocean. However, the stratiform rain fraction approaches an upper limit
of approximately 0.7, indicating that a deep convection core is essential to provide
ice-phase condensate for stratiform rain even for the most extreme precipitation.

• The distributions of extreme precipitation (top 1% and 5%) generally follow the
paradigms of wet-getting-wetter (WeGW) under the control and P4K, but both show
WeGE and warmer-getting-wetter (WaGW) within an expanded tropical SST warm
pool, and regional SST warming under 4xCO2.

• Extreme precipitation is facilitated by increased precipitation efficiency (PE), reflecting
an accelerated rate of recycling of precipitation and total cloud water (both liquid and
ice phases) in regions of strongly reduced outgoing longwave radiation (<190Wm−2),
associated with colder (higher) anvil cloud tops.

• The increase in PE associated with the extreme precipitation under P4K and 4xCO2 is
reflected in a more MCS-like organization structure over land and ocean compared
to the control, including (a) increased ice-phase upper-level clouds, (b) an elevated
level of condensation heating in the upper troposphere and strong cooling from
the enhanced melting of ice near the freezing level and altitudes below from the
evaporation of falling rain, and (c) an increased ascent (descent) of large-scale vertical
motion in the upper (lower) troposphere.

• Analysis of the surface moist static energy distribution revealed that moisture forcing
(Lq) from an increased higher SST is the primary driver of extreme precipitation
over the ocean, in accordance with the Clausius–Clapeyron relationship. However,
surface temperature forcing (CpT) is more important over land, as reflected in the
much higher land surface temperature due to the smaller heat capacity of land and a
lack of moisture sources from land.

• The high surface temperature over land leads to enhanced convective inhibition
(CIN), that is, the drying of the land surface, reflected in reduced relative humidity of
the near-surface air over land under P4K and 4xCO2, more so in the latter than the
former. We argue that the very extreme but rare precipitation over land is likely due
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to increased CIN, delaying the triggering of deep convection, while building up the
convective available energy in the lower atmosphere associated with the warming
climate. When deep convection is triggered eventually through moisture advection
from episodic small-scale atmospheric eddy processes associated with land–sea breeze,
thunderstorms, and orography, an explosive growth of MCS-like organization occurs
preferentially over land, releasing extra amounts of convective available potential
energy (CAPE) stored during CIN, and resulting in very extreme “record-breaking”
precipitation over land, as global climate warming continues unabated.

The similarities in MCS extreme precipitation development over ocean and land
and between 4xCO2 and P4K underscore the importance of SST warming as the primary
forcing in the development of MCS-like organization, leading to extreme precipitation.
However, non-uniform SSTA based on ensemble coupled models together with dynamically
consistent CO2 radiative forcing of the atmosphere is needed to produce stronger and
presumably more realistic regional characteristics of extreme precipitation in the warming
climate of a future world through dynamical adjustments and feedback processes in the
coupled atmosphere–ocean–land system. For a better understanding of the effects of CIN
in staging very extreme “record-breaking” regional precipitation events over land, intrinsic
land–atmosphere feedback processes and impacts by concomitant changes in the tropical
large-scale circulation, land–sea contrast, and under P4K and 4xCO2, comparisons with
CMIP6 model outputs, and multiple sources of precipitation and cloud observations are
being investigated in our ongoing research.

Finally, we note that high-resolution MCS resolving meso-scale (10–20 km) and cloud-
scale (<5–10 km) models are required to conduct studies of extreme precipitation events
on hourly/daily time scales over limited spatial/time domains. Cloud-scale GCM and
coupled GCMs are certainly desirable for better simulations of MCS over the global domain.
However, such GCM simulations are highly labor-intensive and expensive for climate-scale
long-term integrations. That is why most long-term GCM climate experiments, such as
in CMIP6, are still expected to run at moderate-to-low resolution (>50–100 km) in the
foreseeable future. Here, we show important results indicating that improved cumulus
parameterization in a state-of-the-art GCM with moderate resolution can show MCS-like
organization features for extreme tropical precipitation, on monthly time scales. Such an
approach allows for the physics of extreme precipitation, such as MCS-like organization,
to be explored and evaluated by precipitation and cloud observations on a global climatic
scale, bridging the gap between meso-scale and low-resolution climate models.
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monthly precipitation; Table S1. Extreme tropical monthly precipitation intensity threshold (mm/day) as a
function of top-percentile rain rate for the entire tropics (30◦ S–30◦ N).
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Abstract: In recent decades, the United States has experienced changing patterns of extreme tempera-
ture. Although much progress has been made, delineating the change in synoptic surface temperature
variability (SSTV) and understanding its potential causes remain to be pursued. In this study, we seek
to provide a quantitative description of the change in SSTV in the past seven decades across the US
and its potential relevant physical factors. To achieve this goal, we develop a spatiotemporally local
analysis method based on the ensemble empirical mode decomposition that bypasses the stationary
assumption and makes it possible to continuously track the change in SSTV in the spatiotemporal
domain. We have found that the change in SSTV across the US is spatially inhomogeneous and
temporally non-uniform. The change in the SSTV amplitude ranges from −36% to 39% across the
continental United States, Northern Mexico, and surrounding oceans. Higher altitudes and sur-
rounding regions generally see an increase in variability, while elsewhere over land, a reduction
is observed, creating a three-band zonal structure across the continental United States. Generally,
increases in variability are observed in the subtropics. The shape of the spatiotemporal evolution
of SSTV implies that the topography of the United States may play an important role in altering
synoptic-scale variability.

Keywords: synoptic surface temperature variability (SSTV); amplitude change in SSTV; global
warming; topography

1. Introduction

With the continuing human-produced greenhouse gas input into the atmosphere, the
Earth’s climate has been warming at an unprecedented pace and in a spatiotemporally
non-uniform fashion [1–3], especially in the high-latitude regions where warming is the
most dramatic [4–7]. Associated with this slowly spatiotemporally varying warming,
synoptic-scale weather variability at the mid-latitudes has also been changing, and with
the reduced meridional temperature gradient caused by polar warming amplification, the
synoptic variability generated by meridional advection is anticipated to reduce as the
globe continues to warm [8–10]. However, the precondition that led to the theoretical
arguments in these studies [8–10] is that the enhanced polar warming is not caused by
the meridional heat transport materialized by the synoptic-scale variability. If the latter
is the major contributor to the polar warming amplification [5], a valid counterargument
may also be that increased synoptic variability is necessary to maintain the polar warming
amplification. The conflict between these two arguments remains to be resolved. Adding
to this challenge is the fact that the change in the synoptic variability may be spatially
non-uniform.

It is indeed these difficulties that led to this study. However, this study is not tar-
geted at resolving the two contradicting arguments; rather, it is focused on quantifying

Atmosphere 2023, 14, 979. https://doi.org/10.3390/atmos14060979 https://www.mdpi.com/journal/atmosphere
137



Atmosphere 2023, 14, 979

the spatiotemporal change in the synoptic surface temperature variability (SSTV) using a
newly developed nonlinear nonstationary method based on multi-dimensional ensemble
empirical mode decomposition (MEEMD) [11–13]. Previous studies have chronicled future
changes in temperature variability in a multitude of ways, from calculating the standard
deviation of monthly temperature anomalies [14] to feature tracking algorithms [15]. These
methods generally contain piece-wise stationary assumptions, and the results may be
significantly distorted by the multi-decadal variability contained in both the SSTV ampli-
tude variability and the multi-decadal variability of the surface temperature itself. With
MEEMD, we can track the variability and change in the amplitude of SSTV and obtain the
temporal evolution of the SSTC itself. By applying a nonlinear nonstationary trend-defining
method [16], we can extract the spatiotemporal evolution of the amplitude of SSTV. The fine
structure of the amplitude evolution of SSTV obtained will help us to determine some physi-
cal factors that contribute to the variability and change in the amplitude of SSTV, potentially
providing observational evidence to verify the correctness of competing theories.

An additional purpose of this study is to commemorate Prof. Duzheng Ye (also
known as Tu-Cheng Yeh), one of the founding fathers of modern meteorological and
climate sciences in China and one of the pioneers who initiated the global collaboration in
understanding climate change and its impact on future human wellness. Prof. Ye was a
student of Carl-Gustaf Rossby and widely considered one of the main figures of the famous
Chicago School of Meteorology. His legendary works include, but are not limited to, studies
on the development of mid-latitude waves (synoptic variability) and their propagation,
the role of topography, especially the Tibetan Plateau in shaping the weather and climate
of eastern Asia, and how global climate change has been modulating the weather and
climate. All authors of this study can be considered academic descendants of his and have
benefitted either directly or indirectly from his guidance. This study, to a significant degree,
touches all these aforementioned areas. Other papers in this collection may introduce some
other renowned works of Prof. Ye.

2. Data and Method

2.1. Data

This study has two sets of data: surface air temperature (SAT) and surface topog-
raphy. The temperature data are from the daily averaged NCEP/NCAR Reanalysis 1
project available through NOAA’s Physical Sciences Laboratory (PSL) website (https:
//psl.noaa.gov/data/gridded/data.ncep.reanalysis.html) (accessed on 1 September 2019).
The horizontal resolution is 2.5◦ × 2.5◦ [17]. The region of interest for this study covers a
region bordered by 20◦ N and 50◦ N lines in the meridional direction and 60◦ W and 140◦
W lines in the zonal direction, encompassing the continental United States as well as parts
of the surrounding oceans, Canada, and Mexico. Our analysis uses the data from 1 January
1948 to 31 December 2018, a span of 71 years.

The topography data were obtained from the European Centre for Medium-Range
Weather Forecasts (ECMWF) ERA-Interim 1 reanalysis project [18]. The data cover the
entire globe, with a resolution of 0.125◦ × 0.125◦. These data were averaged over the
2.5◦ × 2.5◦ grid spacing, consistent with the spatial locations of the temperature data.

2.2. Method

A challenging question that remains in our research community is how to quantify
systematic change (the monotonic trend) in synoptic variability. Traditionally, we calculate
statistical quantities, such as variance or standard deviation, for this purpose. However,
this approach leads to a dilemma: to track the non-stationarity of synoptic variability
and its potential influence by global climate change, we calculate statistical quantities
from either piece-wised sections or running sections of a prescribed length of a time
series of synoptic variability. It is well known that even for a stationary time series that
contains randomness, the statistical quantities calculated from a limited number of samples
can contain uncertainty, as the law of large numbers has stated, let alone nonstationary
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time series. To some degree, this is a manifestation of Heisenberg’s uncertainty principle
when the principle is applied to statistical studies. Therefore, when a prescribed piece-
wised section of a limited number of samples is applied, the obtained statistical quantities
often contain large variability of different timescales caused by the randomness of weather
variability and are sensitive to the length of the sections one selects or prescribes, even in the
case of stationary processes. The selection of a longer section can reduce the variability and
uncertainty of the calculated statistics for stationary processes but leads to the calculated
statistical quantities not extending to the two data ends. The longer the data section, the
larger the portion of undefined statistical quantities. For non-stationary series, this approach
can cause even larger uncertainty. Thus, alternative methods need to be developed.

The method developed here takes advantage of the recent advancements in the adap-
tive and temporally local analysis of nonlinear nonstationary time series, the empirical
mode decomposition (EMD) [11]-based methods [12,13,16]. In this study, EEMD [12] is
applied to an SAT time series of a given spatial grid. This time series is decomposed in
terms of a set of oscillatory components and a monotonic trend. All these oscillatory compo-
nents are natural waves of different timescales with amplitude and frequency modulations.
Since EEMD is an effective dyadic filter bank, usually, the first component has an averaged
period of 3 data points governed by the added white noise in the EEMD algorithm, the
second has 6 data points, and so on. Figure 1 presents an example of such a decomposition
of the SAT time series near Boston, Massachusetts, USA. The first component, to a signifi-
cant degree, captures the day-to-day variability [19,20] contained in the SAT time series,
while the second, which is highlighted in red and overlapped by a shining blue line, is the
synoptic variability with an average period of 6 days. The following four components are
sub-seasonal variability, followed by the seasonal cycle, and the lumped inter-annual and
longer time scale variability (including the trend).

Figure 1. The decomposition of the SAT near Boston, MA, USA. The top navy-blue line is the original
SAT time series, and the black and red lines are individual EEMD components of the SAT with their
mean periods from about three days and up. In the figure, the amplitude of different timescale
variability is in proportion, and each component has a zero mean. The shining blue line that connects
the maxima of the second component is the amplitude of the second component.
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The EEMD decomposition enables us to isolate typical SSTV, the second component of
SAT. Since EMD/EEMD is based on defining upper and lower envelopes that pass-through
maxima and minima of a time series, respectively, the varying amplitude of SSTV that
encompasses the length of a time series can be well defined. However, this amplitude still
contains variability of timescales at least double that of SSTV. Thus, refining needs to be
carried out. To achieve this goal, we applied EEMD to this amplitude again, which is shown
in Figure 2. After all the oscillatory components of different times scales were removed,
we obtained the nonlinear trend [16] that is either monotonic or contains only one internal
extremum, as the bold red line for Boston SSTV, which is also shown in the enlarged
Figure 3. It can be verified that the mean value of the trend of the amplitude is about
1.13 times the standard deviation of the overall synoptic component, and this proportional
number fits the ratios of the amplitude and the standard deviation for individual piece-
wised sections well, provided all sections are a few decades long. In this sense, our new
method overcomes the dilemma that traditional statistical methods face. It is also noted
that the extracted trend in Figure 3 is also visually appealing to the human eye, which
serves as the first judgment of the correctness of data analysis.

Figure 2. The decomposition of the amplitude of synoptic variability. The shining blue line is the
amplitude, the black lines are all EEMD components of the SSTV amplitude, and the red line is the trend.
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Figure 3. The enlarged top section of Figure 2.

It is noted again that the trend in this study is nonlinear and nonstationary [2,16], not
a traditional linear trend. The time-varying nature of this secure trend allows us to derive
the accumulated change of any given time with respect to a reference time, as well as the
changing rate of the secure trend at any given time. With this isolated trend, denoted as
A(t), we can now systematically quantify how synoptic variability has been evolving by
defining a standardized amplitude change ratio, i.e.,

P(t) =
A(t)− A(tr)

A(tr)
(1)

where tr represents a reference time selected. In this study, this reference time is selected as
1 January 1948, the starting date of the reanalysis data.

The above calculation procedure is applied to all the spatial grid points within the
selected domain to obtain the spatiotemporal evolution of the SSTV amplitude evolution.

3. Results

Figure 4 plots the normalized accumulated SSTV amplitude change, P(t), for the
decades following the referenced decade, 1948 to 1958. By 1968, we can already see an
emerging spatial pattern that persists throughout later decades. In the zonal direction,
this pattern is marked by an increase in variability over the ocean off the western coast
of the US, a decrease over California and Baja California, an increase over much of the
Rocky Mountain region, a decrease in the central longitudinal regions of the US, and an
increase again over the southeast US. In the meridional direction, the pattern shows a
north–south contrast. In the subtropical region, an increase in SSTV amplitude prevails,
while in the mid-latitude, a decrease in SSTV amplitude extends from the Great Plains to
the Great Lakes.
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Figure 4. The normalized accumulated SSTV amplitude change, P(t), from the referenced decade
ending in 1958. The year label on each panel represents the end of a decade. All panels used the same
color scheme of percentage-wise reduction/increment scale.

The pattern continues to develop with time, with small-spatial scale structures fading
and those of larger spatial scale becoming more dominant. One of the more notable regions
is the southeast US, where the increase in SSTV amplitude in earlier decades transitions to
a reduction in SSTV amplitude by 2018. The result of this reversal is that almost all land to
the east of the Rocky Mountains is dominated by a decrease in SSTV amplitude, though a
notable exception occurs near the Appalachian Mountains, where the early period increase
in SSTV amplitude, though reduced compared to early decades, persists.

From 1948 to 2018, there is a significant reduction in SSTV amplitude over much of
the central United States, extending northward into Canada, a trend that began in 1968 and
has persisted through to 2018. The entire eastern half of the continental United States has
seen a reduction in variability over these seven decades. The largest reduction of 36.5%
occurs just off the coast of Washington. The reduction in variability is not confined to the
eastern US, as reductions are observed along much of the west coast as well. Among the
regions with the greatest reductions are the Great Lakes, Northeast, and Southern Plains.
Notably, this does not include Mexico, Arizona, or the Rocky Mountain region, where an
intensification of a region of increasing variability has occurred. Overall, the total change
in variability from 1948 to 2018 over the entire area analyzed is a reduction of 3.33%, due to
much of the regional increases/decreases canceling each other out.

The continuous change in SSTV variability, as illustrated by the bold red line in
Figure 3, provides an opportunity to quantify the instantaneous change rate of SSTV
amplitude, dP(t)/dt, by taking the temporal derivative of the normalized amplitude
change rate. Since the SSTV amplitude trend at any spatial grid is slowly varying, dP(t)/dt
can be well approximated by [P(t + Δt/2)− P(t − Δt/2)]/Δt, where Δt is one decade.
Figure 5 presents the instantaneous change rate of SSTV for the years 1963, 1973, 1983,
1993, 2003, and 2013. Again, a large-scale spatiotemporal evolution pattern emerges. Of
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the surrounding oceans of the continental US, the Pacific Ocean experienced a sharp SSTV
amplitude increase in the 1960s and a reduced increasing rate in the 1970s and the 1980s,
followed by a mild SSTV amplitude reduction and an intensified SSTV amplitude reduction.
This change contrasts with the Atlantic Ocean, where initial changes in both directions
are observed, gradually transitioning to a large region of increased variability. Over the
continental US, the increment in the SSTV amplitude has been generally steady in the
Rocky Mountain region through all decades, although the area of increment expands in all
directions. The southeast US shares a similar evolution of SSTV amplitude to the Pacific
Ocean, but generally with smaller changing rates, apart from the strong reductions in 2013
covering much of South Carolina. In the regions of the continental US, other than the Rocky
Mountains and the southeast US, the changing SSTV amplitude changing rates are mostly
negative and mild. The maximum decadal change rate of amplitude is about 12% in the
Pacific Ocean region off the west coast of the US.

Figure 5. The decade-wise normalized accumulated SSTV amplitude change for the years 1963,
1973, 1983, 1993, 2003, and 2013. All panels used the same color scheme of percentage-wise reduc-
tion/increment scale.

The results presented in both Figures 4 and 5 point to the topography of the United
States affecting the SSTV amplitude evolution over the past seven decades. To quantify this,
we calculated the correlation between the accumulated SSTV amplitude rate of change (the
bottom right panel of Figure 4) and the topography of the continental US, which is shown
in Figure 6. The correlation coefficient is 0.52. To test whether this correlation coefficient is
statistically significant, we designed a Monte Carlo method by repeatedly randomizing
either spatial topography data or the normalized accumulated SSTV amplitude changes
and calculating the correlation coefficient. The result showed that the correlation coefficient
of 0.52 is statistically significant at the 99% confidence level.
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Figure 6. The topography of the continental US. The unit in the color bar is meters above sea level.
It is noted that the slight mismatch of the coastal line with the topography display is caused by the
grossed horizontal resolution of the topography.

4. Summary and Discussions

In recent years, the world has been experiencing a significant increase in extreme
weather events. It is widely suspected that these events are tied closely to global warming
in the past century, with a significant number of diagnosis and modeling studies supporting
this argument. However, most of these studies used traditional statistical methods that
have deficiencies in terms of quantifying the nonlinear nonstationary synoptic variability.
An improvement in the methodologies can significantly reduce uncertainty.

In this study, we developed a new analysis method to quantify the nonstationary
change in synoptic temperature variability in the last seven decades. The method takes
advantage of the most recent progress in nonlinear nonstationary time series analysis,
especially the EEMD-based methods for isolating spatiotemporal evolutions of spatiotem-
poral fields of different spatiotemporal scales. By applying the newly developed method
to surface temperature data, we first isolated the nonstationary synoptic-scale surface
temperature variability, then tracked its spatiotemporal evolution, and finally extracted
important factors that may contribute to the observed SSTV change.

We found that the SSTV change over the US is spatially inhomogeneous and tem-
porally non-uniform. The accumulated maximum changes with respect to the late 1940s
reached levels of a 39% increase in the mountainous regions and a 36% reduction in the
lowlands. The spatial structure appears to have a zonal three-band structure across the
continental United States. In addition to this, increases in variability are observed in the
subtropics. We also calculated the correlation between the change in SSTV amplitude and
the topography over the USA and found that this relationship is robust. The evolution of
the SSTV amplitude is significantly different over land and oceans, with the former regions
steadier and the latter region containing a significant change in the changing rate over time.

The most important role of synoptic variability in the mid-latitudes is to provide a
carrier to transport heat from low latitudes to high latitudes, and its amplitude is modu-
lated by the meridional temperature gradient. It is also known that the polar region has
warmed much more than the lower latitudes in the past seven decades as the globe contin-
ues to warm. This inhomogeneous global warming reduces the meridional temperature
gradient and infers a reduction in the amplitude of synoptic variability. This result has
been confirmed in the lowlands of the continental US but not in the mountainous regions
in our study, implying that the evolution of regional synoptic variability in the presence
of warming is beyond our current understanding. While our study provides a piece of
unambiguous evidence that topography and land–sea contrast are key factors to modify
the above dynamical argument, how topography and land–sea contrast affects the SSTV
amplitude remains to be investigated.
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Abstract: The characteristics of diurnal variation of the surface sensible heat flux (SH) over the
Tibetan Plateau (TP) are comprehensively investigated by using the long-term dataset of integrated
land–atmosphere interaction observations (2006–2016) on the TP. Results show that the diurnal
variation of SH shows obvious seasonal variabilities in terms of amplitude, duration, and peak
time. At the Muztagh Ata Westerly Observation and Research Station (MAWORS), the Ngari Desert
Observation and Research Station (NADORS), and the Qomolangma Atmospheric and Environmental
Observation and Research Station (QOMS), the SH diurnal amplitude is consistently the largest in
spring, followed by summer and autumn, and the smallest in winter, with a peak at 15:00. However,
for the Southeast Tibet Observation and Research Station (SETORS), the amplitude in winter is rather
violent with the peak at 12:00. We find that positive SH at most stations has the longest duration from
May to August. Moreover, the peak time fluctuates from month to month, even showing a shift at the
QOMS before and after 2015, and the double-peak phenomenon of SH mainly occurs in spring and
autumn. Additionally, magnitudes of calculated SH with the conventional heat transfer coefficient
(CDH) of 0.004 are about 64% to 100% larger than those of directly observed SH at the QOMS and the
Nam Co Monitoring and Research Station (NAMORS). We here additionally recommend a new CDH

values of about 2.24 × 10−3 in spring and 2.78 × 10−3 in summer, respectively, to more accurately
calculate the TP SH.

Keywords: Tibetan Plateau; surface sensible heat flux; diurnal variation; seasonal variability; heat
transfer coefficient

1. Introduction

The Tibetan Plateau (TP) occupies about a quarter of the land area of China, with an
average elevation of more than 4000 m. It is well known as “the roof of the world” and
“the third pole of the Earth” [1]. Surface sensible heat flux (SH), as one of the significant
parameters to characterize the strength of the interaction between surface and atmosphere,
accelerates the updraft in spring and summer, which can directly act on the middle tropo-
sphere and modulate the atmospheric circulations to affect the Asian summer monsoon
variabilities [2–5] and even the development of tropical ENSO and the air–sea interaction in
the mid-latitude Pacific [6]. Duan et al. [7] have pointed out that the SH from April to June
over the TP can be used as an effective predictor of precipitation in July in the Jianghuai
valley of China. Moreover, the abnormal spatial distribution and temporal evolution of
SH will also lead to more abnormal characteristics of climate in China [8,9]. Ma et al. [10]
demonstrated that the SH over the TP shows obvious change rules in multiple time scales
of interannual, interdecadal, seasonal, and diurnal variations, which further jointly act on
the weather and climate in local and remote regions [11–14].
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In terms of the diurnal variations, Ma et al. [15] suggested that the meadow surface
over the northern TP was a strong heating source for the atmosphere in the day and a weak
cold source at night. Liu et al. [16] noted that the exchange of the SH between land and
atmosphere on the slopes of Mt. Everest mainly occurred in the afternoon. Duan et al. [14]
revealed that the SH of dry and wet phases at Shiquanhe and Linzhi station changed
with a single peak in the day, but the specific variation characteristics were different. As
one of the vital parameters for calculating SH, the heat transfer coefficient CDH also has
obvious diurnal variation because it is largely affected by the stability of the atmosphere.
Li et al. [17] calculated the CDH at Gaize and Shiquanhe over the western TP by using the
profile-flux method, and the CDH showed diurnal variation characteristics with different
amplitudes and phases in winter and summer, respectively. Generally, the CDH is large and
stable in the day, but small and fluctuating at night [18].

However, due to the lack of observational data over the TP, especially those with high
temporal resolutions, more studies are still needed to investigate the diurnal variation of the
SH over the TP. Furthermore, an accurate estimate of SH is always a challenge. In this study,
based on a long-time dataset with a high temporal resolution (hourly) from 2006 to 2016,
the diurnal variation characteristics of the observed SH over the TP are quantitatively
analyzed. Furthermore, it is worth noting that numerous studies related to TP SH have
been conducted, generally based on the calculated SH, in which the magnitude of the heat
transfer coefficient CDH is vital and has not been determined. Wang et al. [19] pointed out
that the parameterization of the regional CDH ranged from 2.5 × 10−3 to 5 × 10−3 over
the TP based on the GIMMS-NDVI dataset. The CDH estimated by the CHEN-WONG
scheme [20] is about 3.6 × 10−3, depending on the averaged wind speed, which was
applied to reveal the TP SH interannual variation and its response to climate change [12].
However, in the majority of previous studies [21–26], they basically recommended to take
CDH as 4 × 10−3 when calculating the TP SH. Therefore, we will additionally discuss the
differences between the calculated SH and the directly observed SH on a daily scale, and
potentially provide a more suitable CDH for improving the accuracy of the SH calculations.

This paper is organized as follows: Section 2 presents the data and methods; Section 3
describes the annual and seasonal mean of the SH diurnal variations over the TP; Section 4
investigates the monthly changes of the SH diurnal variation over the TP; and Section 5
introduces the effect of the CDH on SH diurnal variation. A Conclusions and Discussion
are provided in Section 6.

2. Data and methods

2.1. Data

The hourly integrated land-atmosphere interaction observation dataset from the Na-
tional Tibetan Plateau Science Data Center (2005–2016) (http://data.tpdc.ac.cn/zh-hans/
data/b9ab35b2-81fb-4330-925f-4d9860ac47c3, accessed on 15 March 2020) [27,28] is em-
ployed as observations in this study, including meteorological gradient data, radiation data,
and soil and turbulent flow data. The directly observed SH in this study comes from the
turbulent flow data during the period 2006–2016, sampled by the open-path Eddy Covari-
ance (EC) turbulent flux measurement system consisting of an ultrasonic anemometer and
an infrared gas analyzer [28]. This dataset contains 6 stations (Figure 1 and Table 1), which
are the Muztagh Ata Westerly Observation and Research Station, the Chinese Academy
of Sciences (MAWORS), the Ngari Desert Observation and Research Station (NADORS),
the Nagqu Station of Plateau Climate and Environment (BJ), the Nam Co Monitoring and
Research Station for Multisphere Interactions (NAMORS), the Qomolangma Atmospheric
and Environmental Observation and Research Station (QOMS), and the Southeast Tibet
Observation and Research Station for the Alpine Environment (SETORS). Additionally,
wind speed, air temperature, and surface temperature, derived from the meteorological
gradient data in this dataset at these six stations, are also used in this study.
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Figure 1. Geographical distributions of the six meteorological stations over the TP and the time series
of the annual mean SH (units: W m−2) at these six stations during the period 2006–2016. The blue
dotted lines indicate the decreasing and increasing trends at MAWORS and SETORS, respectively.

Table 1. List of the stations in the hourly integrated observational dataset, including the station names,
latitudes, longitudes, time periods, and the time difference between local time and Beijing time.

Station Latitude Longitude Time Period
Time Difference between Local Time and Beijing Time

(Local Time Is Later than Beijing Time)

BJ 31.37◦ N 91.90◦ E 2011–2016 1 h 52 min late
QOMS 28.36◦ N 86.95◦ E 2007–2016 2 h 12 min late

SETORS 29.77◦ N 94.73◦ E 2007–2016 1 h 41 min late
NAMORS 30.77◦ N 90.98◦ E 2006–2016 1 h 56 min late
NADORS 33.39◦ N 79.70◦ E 2010–2016 2 h 41 min late
MAWORS 38.41◦ N 75.05◦ E 2012–2016 3 h 00 min late

2.2. Methods

For the calculation of the SH, the bulk transfer equation has been widely used [22,29–32]
with the formula as:

SH = ρCpCDHV10(Ts − Ta) (1)

where ρ is the density of air, taken as a constant value of 0.8 kg m−3 [33]; Cp is the specific
heat of dry air under constant pressure, which is 1005 J Kg−1 K−1; CDH refers to the heat
transfer coefficient, which is usually prescribed as a constant magnitude of 4 × 10−3; V10 is
the wind speed at the height of 10 m; Ts is the ground surface temperature; and Ta refers
to the air temperature at the height of 1.5 m. In the following, only the calculated SH at
QOMS and NAMORS can be obtained by using Equation (1) based on wind speed, ground
temperature, and air temperature, respectively, owing to the limitation of data.

Additionally, unitary linear regression analysis is applied in this study to calculate the
trend in SH:

xi = a + bti (i = 1, 2, · · · , n) (2)

149



Atmosphere 2023, 14, 128

where xi denotes the meteorological variable with the sample size of n, and ti is the time
corresponding to xi, and the linear regression equation between xi and ti can be solved
as follows: ⎧⎨⎩b =

∑n
i=1 xiti− 1

n (∑n
i=1 xi)(∑n

i=1 ti)
∑n

i=1 t2
i − 1

n (∑n
i=1 ti)

a = x − bt
(3)

where a is the regression constant and b is the regression coefficient. The x is the average
value of the meteorological variable xi, and t is the average value of the time.

The root mean square error (RMSE) denotes the extent to which the data deviate from
the true value and tends to be applied for assessing the data reliability, which is used in
Section 5 to evaluate the accuracy of new SH calculated by using new CDH.

RMSE =

√
∑N

i=1(yi − xi)
2

N
(4)

where N is the total number of samples, and xi and yi denote the observed samples and the
calculated samples, respectively.

3. Annual and Seasonal Mean of the SH Diurnal Variations over the TP

3.1. Annual Mean

Firstly, the annual mean time series of the observed SH at six stations are shown
in Figure 1. Although the data length is not uniform for each station (Table 1), we can
still see their common features. SH shows obvious interannual variabilities, especially in
NADORS and NAMORS, while SH in MAWORS and SETORS displays a clear decreasing
and increasing trends with −0.94 and 1.67 W m−2 yr−1, respectively. This may be the result
of multiscale variabilities in SH, in which the effect of diurnal variation may be important.

The general characteristics of the diurnal variation in the observed SH over the TP
can be understood from its climatic state (Figure 2). The magnitudes of annual mean
SH at each station are basically negative at night with no clear fluctuations, while they
are positive in the day with larger magnitudes and obvious variations, and their peaks
appear in the afternoon, which confirms previous results [22,32,34]. Of course, the SH
diurnal variations over the TP also show some discrepancies, with different amplitudes
and peak timings at those six stations. This results presumably from differences in the
underlying surface, altitudes, and climate conditions among these stations. QOMS, with
sparse and short surface vegetation, has the largest diurnal amplitude of SH, reaching
a peak of 184.35 W m−2 at 15:00, while MAWORS, influenced by the westerly wind all
year round and being surrounded by large-scale modern glaciers, shows the smallest
SH amplitude, with the peak value only reaching 112.49 Wm−2 at 15:00. Three other
stations (BJ, NADORS, and NAMORS), with altitudes higher than 4000 m, have similar SH
amplitudes to the average mean of those six stations, but the peak timing at BJ is earlier, at
14:00. Additionally, SETORS, which is located in a forested valley, close to the southeastern
TP, deviates from the average mean, and it has a weak amplitude comparable to that of
MAWORS, but its peak occurs much earlier (about 12:00) than other stations. Obviously,
six stations distributed along the east–west direction are scattered sparsely across the entire
TP, and the time difference of 2–3 h among them cannot be ignored (Table 1). If the Beijing
time of all stations is changed to local time, then we will find that the peaks of most stations
appear around 12:00 or 13:00 (local time), except SETORS, which is covered by dense
vegetation (mainly temperate needleleaf trees and alpine meadows), whose peak timing is
around 10:00 (local time) (The following times are Beijing time unless otherwise specified).
The conditions of the underlying surface may change the upward radiation flux, affect
the peak timing of the diurnal variation in surface net radiation, and then affect the peak
timing of SH. Further examination (figure omitted) confirms that the peak timing of the
net shortwave radiation flux in SETORS is indeed much earlier (about 13:00) than that
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of other stations (about 14:00 and 15:00), which is consistent with the peak timing in SH
diurnal variation.

Figure 2. Climatological annual mean of diurnal variations of the observed SH (W m−2) at six stations
over the TP during the period 2006–2016. The colored lines represent SH at the six stations, respec-
tively, and the black line indicates their average. The time in x axis is Beijing time.

3.2. Seasonal Mean

Figure 3 shows the seasonal mean of SH diurnal variations at the six stations, which
indicates that the diurnal variations in four seasons generally have similar peak timing
but different diurnal amplitudes at each station. The peak timing of SH in four seasons is
mostly at 15:00 in MAWORS, NADORS, QOMS, and NAMORS, and at 14:00 and 12:00 at
BJ and SETORS, respectively, which is consistent with Section 3.1 above.

Figure 3. Climatological seasonal mean of the diurnal variation of the observed SH (solid lines,
W m−2) at (a) BJ, (b) MAWORS, (c) NADORS, (d) SETORS, (e) QOMS, and (f) NAMORS, and the
calculated SH (dashed lines, W m−2) at (e) QOMS and (f) NAMORS.
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The diurnal amplitudes of SH at three stations (MAWORS, NADORS, and QOMS) are
consistently largest in spring, followed by summer and autumn, and smallest in winter,
which is consistent with previous studies [19,34]. In contrast, winter SH amplitudes at two
other stations (BJ and SETORS) are exceptionally strong; the strongest being in SETORS.
Both stations are located in the eastern TP and are well covered by vegetation, which allows
the surface to capture more net radiation absorption in winter, resulting in stronger SH and
latent heat [35]. In spring, the precipitation at SETORS accounts for 25.4% of the whole
year, which is 14–18% higher than that of two other stations (QOMS and NAMORS), which
measured precipitation by the same method. In a word, more precipitation in spring will
weaken the SH to a large extent. Moreover, the amplitudes of BJ and SETORS in summer are
the weakest throughout the year; the stronger relative humidity (up to 63.22% and 80.45%)
at these two stations and the resulting larger evapotranspiration will probably weaken the
SH to a great extent, resulting in an abnormal small amplitude in diurnal variation of the
summer SH. For NAMORS, the amplitude of SH diurnal variation in winter is stronger
than that in autumn, which may be related to the similar diurnal variations of the difference
between surface temperature and air temperature in winter and autumn at this station.

In the past, due to the lack of flux observations over the TP region, most studies on
SH were based on the calculated SH by using Equation (1) or reanalysis datasets [36,37],
but uncertainties and biases always existed. The diurnal variations of the calculated SH
and the observed SH at QOMS and NAMORS are also displayed in Figure 3e,f to detect
the bias between them. We find that the diurnal variation of calculated SH shows similar
seasonal distribution with the observed one, showing the greatest amplitude in spring
and the smallest in winter at QOMS, and an abnormally stronger amplitude in winter
at NAMORS. However, significant differences exist in the diurnal variation amplitude
between calculated SH and observed SH; that is, the former is about 64–100% larger than
the latter, which suggests that the calculated SH over the TP used in previous studies may
be largely overestimated. Additionally, the peak timing of the calculated SH also shows
different features compared with that of observed SH, mainly in that the latter is at 16:00,
which is one hour later than the former at QOMS, suggesting that a significant phase shift
occurs between the calculated SH and observed SH, while this phenomenon is not evident
at NAMORS.

4. Monthly Changes of the SH Diurnal Variation over the TP

In order to further understand the SH diurnal variation over the TP in detail, we need
to shorten the time scale to obtain the monthly mean of the SH diurnal variation.

4.1. Monthly Changes of the Diurnal Variation in Observed SH

Figure 4 shows the monthly mean of the diurnal variation of the observed SH. Obvi-
ously, it can be seen that the diurnal amplitudes of the SH among stations are significantly
different, with smaller values at MAWORS and SETORS and larger values at the other four
stations, which is also consistent with the results in Section 3. Furthermore, the diurnal
variation characteristics of the SH differ significantly from month to month for each station.
Generally, the duration of positive SH increases from January, with the longest duration
in May or June about 13 h, from 8:00 to 21:00, at BJ, NADORS, and NAMORS, while it is
about 10 h, from 10:00 to 22:00, at MAWORS, and it then decreases in wintertime. However,
at QOMS, which has the higher altitude, the particularly long duration of positive SH in
July or August is up to about 19 h from 2:00 to 21:00. The special feature of SETORS is that
the changes of the positive SH duration are less distinctive, with more scattered positive
values at night.

For the timing of peak values in SH diurnal variation (Figure 5), it also fluctuates
month by month and varies from station to station, almost within a time range of 1 h. For
example, at MAWORS (Figure 5a), the timing of the SH peak fluctuates between 15:00 and
16:00 for most months; at SETORS and NAMORS (Figure 5c), the peak timing fluctuates
during 12:00–13:00 and 14:00–15:00, respectively. It should also be noted that although

152



Atmosphere 2023, 14, 128

the peak timing of monthly SH fluctuates steadily within a certain range, there are still
interannual variations at some stations. For example, the peak timing at BJ (Figure 5a)
varies during 13:00–14:00 before 2013, but during 14:00–15:00 after 2013. Similarly, the peak
timing at NADORS (Figure 5b) almost fluctuates between 14:00 and 15:00 before 2014, but
between 15:00 and 16:00 after 2014. Especially in QOMS (Figure 5b), this phenomenon
is more obvious; that is, before 2015, the peak timing fluctuates between 14:00 and 15:00
for most months in the eight years, while it fluctuates between 15:00 and 16:00 after 2015.
Surface radiation flux tends to largely affect the peak timing changes of SH. During the
period 2006–2016, the incoming radiation may have changed due to the variations in
atmospheric conditions, such as aerosol, cloud cover, and water vapor, and the outgoing
radiation may have changed due to the changes in underlying surface conditions, such
as vegetation growth and soil moisture. These variations of surface radiation flux will be
reflected in the land–air temperature difference, and then result in the SH changes.

Figure 4. Monthly mean of the diurnal variation in observed SH (shaded, W m−2) at (a) BJ,
(b) MAWORS, (c) NADORS, (d) SETORS, (e) QOMS, and (f) NAMORS during the period 2006–2016.
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Figure 5. Peak timing (hour) of monthly diurnal variation in SH at (a) BJ and MAWORS, (b) NADORS
and QOMS, and (c) NAMORS and SETORS.

Another important characteristic (Figure 4) is that the SH diurnal variations at QOMS
and BJ have two distinct centers per year, as detailed in Table 2. In fact, the other four
stations (MAWORS, NADORS, SETORS, and NAMORS) have similar characteristics to
the two centers, but the second center is inconspicuous, so only the information of the
first center of these stations is presented in Table 2. We can clearly see that, in general, the
first center of the SH diurnal variations at all stations appears in spring afternoon for most
years, except for SETORS, which appears in January to March. However, the second center
appears in different months at QOMS and BJ, occurring almost at 14:00–15:00 in September
or October for QOMS but at 14:00–15:00 in October to December for BJ. One thing of note
is that the first center value is about 27% stronger than the second one on average, which
indicates the spring SH is dominant on multiple time scales. Another point worth noting
is that the SH diurnal variation in SETORS shows an increasing trend during the period
2007–2016 (Figure 4d), which is obviously manifested by the increasing peak values during
the day. This is consistent with the trend in annual mean SH (Figure 1), indicating the
internal consistency of different timescales.

Table 2. The month and the specific timing of the occurrence of the two large centers in SH diurnal
variation at six stations from 2006 to 2016.

QOMS BJ
Month1 (Time) Month2 (Time) Month1 (Time) Month2 (Time)

2006
2007 May (15:00) October (15:00)
2008 April (15:00) September (15:00)
2009 April (15:00) October (15:00)
2010 June (16:00) October (15:00)
2011 May (15:00) September (15:00) March (14:00) December (14:00)
2012 May (16:00) October (14:00) February (14:00) October (14:00)
2013 May (15:00) September (15:00) December (14:00)
2014 June (14:00) September (14:00) May (14:00) November (14:00)
2015 June (16:00) September (16:00) October (15:00)
2016 April (15:00) October (15:00) March (15:00) November (14:00)
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Table 2. Cont.

MAWORS SETORS NADORS NAMORS
Month1 (Time) Month1 (Time) Month1 (Time) Month1 (Time)

2006 April (13:00)
2007 March (13:00)
2008 February (13:00) April (15:00)
2009 April (14:00)
2010 January (13:00) April (15:00)
2011 February (13:00) May (15:00) May (15:00)
2012 February (13:00) May (15:00)
2013 April (16:00) February (12:00) May (15:00)
2014 March (15:00) May (14:00)
2015 May (15:00) May (16:00)
2016 July (16:00) February (14:00)

Furthermore, the main factors leading to the obvious centers of SH are discussed
by taking QOMS (Figure 4e) as an example. Considering Equation (1) and Figure 6, we
can clearly see that two centers in land–air temperature difference are similar to those
in SH compared to wind speed, which shows many irregular centers. For the diurnal
variation in land–air temperature difference, the first centers always appear in March to
May, and the second ones with a smaller value almost occur in September or October,
which corresponds well to those in SH (Table 2) each year. This indicates that the land–air
temperature difference is the main factor causing the diurnal variation features of the SH
at QOMS.

 

Figure 6. Monthly mean of the diurnal variation in (a) land–air temperature difference (Ts-Ta,
unit: ◦C) and (b) wind speed at the height of 10 m (V10, unit: m/s) at QOMS during the period
2006–2016.

4.2. Monthly Changes of the Diurnal Variation in Calculated SH

From the above, we have understood that there is a certain difference in the seasonal
mean diurnal variation between the calculated SH and the observed SH, so it is necessary
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to explore the condition for the monthly mean diurnal variation between them, which is of
great significance to improve the SH calculation.

Figure 7 shows the monthly diurnal variation of the calculated SH at QOMS and
NAMORS. Generally, comparing the diurnal variation characteristics of the observed
(Figures 4 and 5) and calculated (Figure 7) SH, we can see that the calculated SH at these
two stations have two large-value centers in each year, and the second center is more
obvious at QOMS than at NAMORS, similar to the observed characteristics. However,
some clear differences still exist between them. The diurnal amplitude in the calculated SH
at QOMS and NAMORS can be up to 2.86 and 3.09 times stronger than those in observed
SH, respectively. Moreover, the differences between calculated SH and observed SH also
exist in the peak timing of the SH diurnal variation and the peak timing fluctuations range.
For QOMS, the peak timing shows a clear delay in calculated SH. Before 2011, it is basically
stable around 17:00, and then remains at around 16:00 after 2013, which is relatively delayed
by 1~3 h compared with the observed one. For NAMORS, the range of the peak timing
fluctuations in calculated SH is much greater than that in the observations. Especially
before 2009, the peak timing of calculated SH changes during 14:00–17:00 in most months;
From 2009 to 2013, it fluctuates within 2 h during 14:00–16:00, and then fluctuates within
1 h during 14:00–15:00 after 2013, but the peak timing of observed SH mainly varies within
the range of about one hour.

Figure 7. Monthly mean of the diurnal variation in calculated SH (shaded, W m−2) at (a) QOMS and
(b) NAMORS during the period 2006–2016. The curve lines in (c) represent the peak timing (hour) of
monthly SH diurnal variation at each station, respectively.
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Heat transfer coefficient CDH is widely used as a constant value of 4 × 10−3 in the
SH calculations over the TP, but the above facts show that there is a significant deviation
between the observed SH and the calculated SH by Equation (1) on the diurnal scale, not
only in the diurnal amplitude, but also in the peak timing and its fluctuation range. From
Equation (1), we can clearly see that SH is calculated by using the heat transfer coefficient
(CDH), wind speed (V10), and difference between surface temperature and air temperature
(Ts-Ta). Actually, V10, Ts, and Ta are originally from the same dataset and the same stations
(QOMS and NAMORS), hence the CDH may be the key factor resulting in the deviation in
diurnal variation between the observed and calculated SH at these two stations.

5. Effect of the CDH on SH Diurnal Variation

Previous studies [38] have pointed out that the uncertainty in the estimate of SH over
the TP can be strongly attributed to the heat transfer coefficient CDH. CDH is affected
by ground roughness and atmospheric stratification stability and has obvious seasonal
and diurnal variations [39]. In order to address whether CDH is the dominant factor
giving rise to the bias between calculated SH and observed SH, here the diurnal variation
characteristics of the heat transfer coefficient (CDH-O hereafter) derived with the observed
SH according to Equation (1) is examined (Figure 8). Due to the limitation of observational
data, only the CDH-O at NAMORS can be obtained.

Figure 8. Seasonal mean of the diurnal variation in the derived heat transfer coefficient (CDH-O),
observed SH (Obs_SH, unit: W m−2) and calculated SH (Cal_SH, unit: W m−2) at NAMORS in
(a) spring, (b) summer, (c) autumn, and (d) winter. The two horizontal dashed lines indicate zero SH
and 0.004 CDH-O, respectively.

As shown in Figure 8, the value of CDH-O in summer is the largest, followed by spring
and autumn, and the smallest is in winter. This may be due to the unstable atmospheric
stratification in summer over the TP and the greater roughness of the underlying surface
vegetation, resulting in a larger CDH-O in summer. In general, the CDH-O values in all sea-
sons are basically larger and stable in the day but fluctuate significantly at night, especially
during the time from 00:00 to 10:00. Because the surface roughness at the fixed station has
almost no diurnal variation, the CDH-O should be mainly considered to be affected by the
stability of atmospheric stratification.
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For the calculated SH, the CDH is set as 4 × 10−3, which is the average value often
used in previous studies. However, the derived transfer coefficient CDH-O is much lower
than 4 × 10−3 throughout the day (Figure 8), which suggests that the calculation of SH by
choosing a fixed value of 4 × 10−3 will be overestimated, and also be biased in the diurnal
variation. Clearly, the difference in diurnal variation between the calculated SH and the
observed SH is the largest in spring, followed by summer, winter, and autumn, and the
deviation can be up to 69.53 W m−2 and 194.46 W m−2 in autumn and spring, respectively.
Therefore, the value of CDH is very important, which will bring a certain uncertainty to the
SH calculation and its diurnal variation.

A more reasonable value of the heat transfer coefficient is urgently needed to reduce
the uncertainty and obtain a more accurately calculated SH. Usually, the TP is a strong
heat source in spring and summer, and most studies on SH also focused on these two
seasons. Therefore, by further calculations, the seasonal mean CDH-O values in spring
and summer at NAMORS are about 2.24 × 10−3 and 2.78 × 10−3, respectively, and the
new SH in these two seasons is obtained by using these new CDH. Here, Figure 9 shows
the relationships between the originally calculated SH, the new SH, and the observed SH.
Obviously, the new SH is much closer to the observations on a diurnal scale, especially in
spring, with a maximum deviation of 27.89 W m−2, only being 12.7% of the maximum
deviation between the originally calculated SH and the observed SH. Moreover, the new
SH shows interannual variations comparable with the observed SH (Figure 10). Of note is
that, during the spring of 2006–2012, the change of the new SH is completely consistent
with the observed SH, and the relative deviation of the new SH is only 13.1%, while that of
the calculated SH is 101.9%. Considering the scarcity of directly observed flux data over the
TP region, it is inevitable to calculate SH for the research involving TP SH. Therefore, the
new and better heat transfer coefficient (2.24 × 10−3 in spring and 2.78 × 10−3 in summer)
presented here is conducive to calculating SH more accurately in the future.

Figure 9. The relationship between the originally calculated SH and observed SH (blue lines, unit:
W m−2), and between the new SH and observed SH (red lines, unit: W m−2) in the seasonal mean of
the diurnal variation in (a) spring and (b) summer at NAMORS. RMSE1 and RMSE2 denote the root
mean squared error of the originally calculated SH and the new SH, respectively.

Figure 10. Time series of the annual mean in observed SH (Obs_SH, units: W m−2), originally
calculated SH (Cal_SH, units: W m−2), and new SH (New SH, units: W m−2) in (a) spring and (b)
summer at NAMORS during the period 2006–2016.
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6. Conclusions and Discussion

Obvious diurnal variation exists in SH over the TP. Here we adopted the hourly
observational SH from the Tibetan Plateau Scientific Data Center to deeply understand the
characteristics of the SH diurnal variation over the TP. In addition, the differences between
the observed and calculated SH are also examined. The main conclusions are as follows:

(1) In general, the magnitude of annual mean SH is negative and stable at night, while
it is positive with evident variations in the day, and often reaches its peak at around
12:00 or 13:00 local time, except for at SETORS, whose peak appears at around 10:00
local time.

(2) The SH diurnal variation has obvious seasonal changes, with similar peak timing
but different diurnal amplitudes in four seasons at each station. The SH diurnal
amplitude is uniformly greatest in spring, followed by summer and autumn, and the
smallest in winter at MAWORS, NADORS, and QOMS, while the weakest amplitude
in summer and a larger amplitude in winter occur at BJ and SETORS, the strongest
amplitude in winter being at SETORS. The peak timing is mostly at 15:00 in four
seasons at MAWORS, NADORS, QOMS, and NAMORS, and at 14:00 and 12:00 at BJ
and SETORS, respectively.

(3) The SH diurnal variation has significant monthly changes. The positive SH at most
stations has the longest duration from May to August. The peak timing of SH fluc-
tuates between 15:00 and 16:00 for most months at MAWORS and fluctuates during
12:00–13:00 and 14:00–15:00 at SETORS and NAMORS, respectively. At other stations,
the peak timing even shows a shift; for example, at QOMS the peak timing fluctuates
between 14:00 and 15:00 before 2015, while it fluctuates between 15:00 and 16:00 after
2015. Moreover, the double-peak phenomenon of SH diurnal variation mainly occurs
in spring and autumn, especially at QOMS, which largely contributes to the similar
phenomenon in the land–air temperature difference.

(4) The SH diurnal variations between the observed and calculated SH significantly
differ in seasonal and monthly variabilities, including the diurnal amplitude, peak
timing, and the range of peak timing fluctuations. For the seasonal mean, the diurnal
amplitude of the calculated SH is about 64–100% larger than that of the observed
SH. In addition, an obvious phase shift occurs in the peak timing at QOMS, from
15:00 to 16:00. For the monthly changes, the range of the peak timing fluctuations
in calculated SH (about 1–3 h) is clearly larger than that in observed SH (about one
hour). Furthermore, a new CDH (2.24 × 10−3 in spring and 2.78 × 10−3 in summer)
is recommended here for more accurately calculating TP SH, which may provide a
valuable implication for future studies on the TP SH.

Research related to turbulent flux has always been the core issue of land–atmosphere
interaction [40], and an in-depth understanding of diurnal variation characteristics in SH
over the TP can help us to understand the key land surface processes. Due to the uneven
distribution of observations in high mountain regions [28], especially over the TP, the
model performance is still poor [41], so various parameterization schemes and numerical
models for SH are usually developed. An in-depth understanding of the diurnal variation
characteristics of SH over the TP can help to improve and calibrate the numerical modes.
Moreover, the new CDH obtained by comparing the calculated SH and observed SH on
a diurnal scale can boost the accuracy of SH calculations. However, the impact of the
diurnal variation in TP SH on the weather has not been mentioned in this study, and it
therefore needs further exploration in the future. It is also worth noting that the suggested
new CDH is obtained only from NAMORS due to data limitations, so there is still a certain
one-sidedness.
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Abstract: The year-to-year varying annual evolutions of the stratospheric polar vortex (SPV) have
an important downward impact on the weather and climate from winter to summer and thus
potential implications for seasonal forecasts. This study constructs a parametric elliptic orbit model
for capturing the annual evolutions of mass-weighted zonal momentum at 60◦ N (MU) and total air
mass above the isentropic surface of 400 K (M) over the latitude band of 60–90◦ N from 1 July 1979 to
30 June 2021. The elliptic orbit model naturally connects two time series of a nonlinear oscillator. As
a result, the observed coupling relationship between MU and M associated with SPV as well as its
interannual variations can be well reconstructed by a limited number of parameters of the elliptic
orbit model. The findings of this study may pave a new way for short-time climate forecasts of the
annual evolutions of SPV, including its temporal evolutions over winter seasons as well as the spring
and fall seasons, and timings of the sudden stratospheric warming events by constructing its elliptic
orbit in advance.

Keywords: stratospheric polar vortex; annual evolution; interannual variability; parametric model;
elliptic orbits

1. Introduction

The Northern Hemisphere stratospheric polar vortex (SPV) is characterized by a
significant annual evolution or annual cycle [1]. It spins up from autumn and persists
through winter into spring, at which point it breaks up and the typical wintertime subpolar
westerlies are replaced by easterly summer circulation until the subsequent autumn [2,3].
The transition from a winter to a summer circulation regime is known as the stratospheric
final warming (SFW) [4], which is influenced by both solar radiation and dynamics [5].

There are various indices commonly used to describe the strength of the stratospheric
polar vortex. These indices include polar cap (60–90◦ N) height [6], polar cap temperature,
potential vorticity on isentropic surfaces [7–9], polar mass [10], zonal-mean zonal wind
at subpolar latitudes [11–13] and Northern Annular Mode (NAM) [14–17]. Baldwin and
Thompson [18] have made a comprehensive comparison among those indices and found
that these indices generally correspond well with each other and are capable of representing
the variability in the SPV. The anomalous changes in these indicators always exhibit
remarkably larger amplitudes from late fall to early spring each year and are dominated by
intra-seasonal variabilities [14,15,19,20].
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The dynamic influence of the stratospheric polar vortex during the winter months is
known to play a part in shaping the winter circulation patterns of the troposphere such
as Arctic Oscillation and blockings [17,20–26]. As a result, the anomalous signals in the
stratospheric polar vortex can exert important downward impacts on weather and cli-
mate in the extratropical troposphere. For instance, during the 1–2 months after a weaker
stratospheric polar vortex event such as sudden stratospheric warming (SSW) and nega-
tive stratospheric northern annular mode event, below-normal temperatures tend to occur
more frequently over the Northern Hemispheric continents [24,27–38]. In addition, the
polar temperature related to the SPV in the late winter months is closely related to the for-
mation of polar stratospheric clouds and thus affects the Arctic ozone depletion [39–42].
The interannual variations in seasonal timing and the features of stratospheric final warm-
ing have been found to affect the spring circulation anomalies, which in turn modifies the
summer monsoon [4,43], and affect precipitation anomalies over South Asia in May and the
temperature anomalies over Central Asia in March [44]. Later, stratospheric final warming
and stronger SPV in springtime have also been found to lead to negative ice thickness
anomalies in the East Siberian Sea [3]. The strength of SPV can be the sub-seasonal to sea-
sonal forewarning of anomalous atmospheric river frequency [45]. Therefore, identifying
and understanding the year-to-year varying annual cycle of SPV has potential implica-
tions for winter seasonal forecasts, as the December–February mean behavior may miss
important sub-seasonal events.

Hardiman et al. [46] formulate a simple sine wave fit to the observed vacillations
in the daily zonal, mean zonal wind anomalies at 10 hPa, which can be used to explain
much of the sub-seasonal and interannual variability in the monthly mean vortex strength.
Additionally, consistent with wave-mean flow interaction theory, their amplitude correlates
positively with the magnitude of winter mean planetary wave driving. They then tested
the predictive skill of this simple sine wave model throughout the winter against the
persistence of the vortex strength and against a state-of-the-art seasonal forecasting system,
and reported improved prediction skills of the vortex strength one month ahead.

Not only the zonal wind surrounding the SPV but also the thermal condition in
the stratospheric polar region are important indicators of the SPV intensity changes. The
changes in momentum and thermal fields associated with SPV variations are intimately cou-
pled as expected from the thermal wind relationship. According to Zuev and Savelieva [47],
the temperature distribution inside the SPV at a specific range of wind speed was approx-
imately in the same temperature range, but the temperature clearly shows year-to-year
differences. This study formulates a parametric ellipse orbit model for better capturing the
coupled annual evolutions of both the zonal momentum of the polar jet and the total air
mass in the polar cap of the stratosphere and their interannual variability.

2. Data and Methods

2.1. Data

Daily mean fields are derived from the hourly ERA5 reanalysis dataset [48], which is
on 1.5◦ × 1.5◦ grids and covers 42 years (July of the previous year to June of the current year)
from 1979/80 to 2020/21. We use variables including the three-dimensional temperature,
geopotential height and wind fields at 37 pressure levels from 1000 hPa to 1 hPa, air
pressure, 2 m air temperature and wind fields at the surface. A 7-day running mean is
applied to minimize synoptic-scale perturbations.

2.2. Methods

In this study, we use the stratospheric polar mass (M) above the isentropic surface of
400 K inside the Arctic polar circle and mass-weighted zonally integrated zonal momentum
at 60◦ N (MU) to represent the polar vortex and polar jet changes. The isentropic level
400 K is about 100 hPa in the subpolar latitudes. This level is chosen in our study because
the stratospheric circulation signals above 400 K can actively interact with the upward
propagating tropospheric waves [49–56], which in turn exert significant downward impacts
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on the tropospheric circulation and the weather in winter [19,57,58]. The latitude of 60◦ N
is chosen to better capture the edge of the stratospheric polar vortex and the maximum of
the westerly surrounding the vortex in the winter seasons. These two variables are addable
and closely linked to the mass budget and angular momentum budget [10,26,59], and thus
can be quantitatively attributed to the adiabatic processes mainly driven by wave dynamics
and diabatic processes.

Following Pauluis et al. [60,61] and Yu et al. [10,62], we first interpolated the daily
potential temperature and wind fields onto 200 equally spaced sigma (σ) levels from 1 to 0.
The air mass between two adjacent sigma surfaces per unit area is mσ = Δσ/g Ps, where g
is the gravitational constant, Δσ = 1/200 and Ps is the surface pressure. According to Yu
et al. [10], the M can be measured by the integrated mass above 400 K isentropic level north
of 60◦ N (kg), which is derived as

M(t) =
∫ π/2

π/3

∫ 2π

0

∫ 1

0
mσ(λ, φ, σ, t)·H(θ(λ, φ, σ, t), 400 K)dσRcosφdλRdφ (1)

where λ is the longitude and φ is the latitude, R is the Earth radius; H is the Heaviside
function, namely H(x, x0) = 1 if x ≥ x0, and otherwise H(x,x0) = 0. In (1) and (2) below,
x = θ(λ,ϕ,σ,t) and x0 = 400 K.

Similarly, the intensity of the polar jet can be measured by the zonally integrated zonal
momentum in the stratospheric layer above 400 K across 60◦ N (MU, unit: kg m s−1), which
can be obtained according to

MU(t) =
∫ 2π

0

∫ 1

0
mσ(λ, φ = 60 N, σ, t)·u(λ, φ = 60 N, σ, t)·H(θ(λ, φ = 60 N, σ, t), 400 K)dσRcosφdλ (2)

Smaller values of M indicate a stronger stratospheric polar vortex, while larger values
of MU indicate a stronger polar jet and vice versa.

3. Results

3.1. Statistics of the SPV Indices

From the annual evolutions (Figure 1), we see that the stratospheric mass in the polar
region (M) and the relative zonal momentum around the polar jet (MU) vary generally
out of phase. Namely, the MU increases while the M decreases before February and then
the MU decreases while the M increases afterward. This illustrates that the Northern
Hemisphere SPV and the polar jet surrounding it persist in the winter months and peak
around mid-January. Radiative heating/cooling processes provide overall control of the
annual cycle of M thermodynamically and adiabatic eddy-driven poleward mass transport
processes affect the amplitude and phase of the annual cycle dynamically. The annual
cycle of MU, besides through the thermal wind balance which is a fast process (less than
a day), is controlled by planetary-scale waves that drive the poleward mass transport in
the first place. Specifically, a stronger (weaker) poleward transport tends to coincide with
the weakening (strengthening) of MU, which is about a few days prior to the increase in
M [10]. In other words, at seasonal scales, the annual cycle of MU is driven by the radiative
processes via thermal wind balance. However, at sub-seasonal time scales, particularly
in the winter seasons, temporal evolutions of MU are driven by planetary-scale waves,
which in turn drive the temporal evolution of M through eddy-driven poleward mass
transport. The standard deviations of MU and M become remarkably larger in the months
from December to March compared to the other months throughout the year, consistent
with previous studies [14,15,19,20]. Note that the MU shows larger interannual variations
around its climatology than the M. In particular, the maximum standard deviation of MU
during the winter months is around 60% of its climatological mean, while for the M, its
maximum standard deviation is only about 10% of its climatological mean. The seasonal
changes of the coupled M and MU also exhibit remarkable interannual variation, as can be
seen clearly from Figure 2. The timing of the strongest SPV, which can be represented by
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the minimum M and maximum MU, ranges from December to April, during the period
from 1980 to 2020.

Figure 1. The 42-year climatological annual evolutions (red curves) and their interannual variability
(blue shadings) in M, (a) units: 1016 kg and MU (b) units: 1012 kg s−1).

Figure 2. Annual evolutions (the ordinate) of (a) M (units: 1016 kg) and (b) MU (units: 1012 kg s−1)
in the years from 1980 to 2020 (abscissa).

A closer look at the temporal evolutions of the M and MU in a few selected years
(Figure 3) reveals that MU leads M by a few days, even though they are generally negatively
correlated. We then investigate the lead–lag correlations of M and MU in each year and
the lead days of the MU relative to the M when their maximum negative correlations are
reached (Figure 4). It is seen that the maximum negative correlations occur mostly when
the MU leads the M. The lead time is mainly in the range of 1–10 days with a climatological
mean value of about a week. As discussed above, it is the planetary-scale wave activity
that drives the temporal evolutions of MU, which in turn leads to changes in the M field
with a lead-time of a few days [10]. Therefore, temporal evolutions of M at sub-seasonal
time scales are strongly modulated by eddy-driven poleward energy transport.

In summary, the observed annual evolutions of M and MU, respectively, representing
the changes in the thermal and dynamical conditions of the SPV throughout the year, have
three main features: (i) the M and MU are dominated by the annual cycle with the largest
interannual variability in winter; (ii) the MU has a larger interannual variability than the
M; and (iii) the MU varies out of phase with the M but with MU leads to M by 1–10 days.

3.2. The Parametric Elliptic Orbit Model

In this section, we will construct a parametric model of elliptic orbits to capture the
coupled changes of the M and MU. To begin with, because the annual cycle of the M or the
MU is close to a sine or cosine function, we can first formulate two variables, X, and Y, as{

X = X0 + a cos Θ cos α + b sin Θ sin α
Y = Y0 + a cos Θ sin α − b sin Θ cos α

(3)

where X0 and Y0 are the coordinates of the elliptic central point; a and b are the amplitudes;
Θ is the phase angle in the range from 0 to 2π; and a corresponds to the tilting angle of
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the elliptic obit with the x-axis ranging from −π to π. The other form of (3) is the familiar
elliptic equation, namely

(X − X0)
2

a2 +
(Y − Y0)

2

b2 = 1 (4)

Figure 3. Time series of M (red curves, units: 1016 kg) and MU (blue curves, units: 1012 kg s−1) in
four example years: (a) 1980, (b) 1990, (c) 2000, (d) 2010. The solid brown curves and light blue
curves are 7-day running means of M (ordinate on the right-hand-side) and MU (ordinate on the
left-hand-side), respectively; and dashed curves are original time series of M and MU, respectively.
The solid magenta and blue curves in each panel (which are, respectively, identical in the four panels)
are the 42-year climatology for M and MU, respectively.

Figure 4. Yearly time series of the lead days of MU with respect to M when their negative correlations
reach maximum values in years from 1980 to 2021, derived from observational fields.

Displayed in Figure 5 is an idealized elliptic orbit with α = −0.25π. It is seen that when
the Θ increases from 0 to π, X increases to a maximum while Y decreases to a minimum.
Then, from Θ = π to 2π, X decreases to minimum while Y increases to maximum. If we
consider MU as the X and M as the Y, such changes that accompany Θ = 0 to 2π are quite
consistent with their annual cycle from the previous year, from summer to winter and then
to the concurrent summer.
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Figure 5. (a) Orbits of two variables, X and Y, satisfy the idealized parametric ellipse orbit model,
with the tilting angle of the ellipse with the horizontal axis (α) equaling −0.25 π. (b) Lead days of X
with respect to Y when their negative correlations reach maximum values as a function of the ratio of
b to a and the tilting angle α.

According to the parametric elliptic orbit model, the maximum negative correlations
between X and Y can occur at different lead-lag times, which highly depend on the ratio
b/a and the angle α. For the α in the range of 0~−π

2 , a larger b/a would yield a longer lead
time for the X relative to Y to achieve their maximum negative correlation. Contrarily, for
the α in the range of −π

2 ∼ −π, a smaller b/a would yield a longer lead time for the X
relative to Y.

We apply a MATLAB function, “fit_ellipse” to a pair of daily time series of MU and M
from 1 July to 30 June of the next year to determine the parameters X0, Y0, a, b and α with
Θ = 2πt

365 , where t starts on 1 July as t = 1 and ends on June 30 as t = 365 (29 February in a
leap year is excluded in our analysis). The information from “fit_ellipse” can be found at
https://www.mathworks.com/matlabcentral/fileexchange/3215-fit_ellipse (accessed on
15 January 2023). To better capture the observed lead time information of MU with respect
to M, we introduce an auxiliary equation when applying the “fit_ellipse” function such
that the constructed time series of MU and M from the fitted elliptic orbit meet the same
lead time of the observed MU with respect to the observed M. As illustrated in Figure 5,
when the value of α is fixed, the lead-lag days of maximum correlation and the ratio b/a
have a one-to-one correspondence relation. The climatological mean annual cycles of MU
and M and their elliptic orbit are displayed in Figure 6. The close resemblance between the
fitted orbit elliptic (dashed magenta) and the scattering plot of the observed MU and M
(colored dots) indicates that an elliptic orbit is capable of capturing the annual evolutions
of MU and M. In particular, the fitted MU also varies out of phase with the fitted M.

Figure 6. Scatter plot of the climatological mean M versus MU (colored dots) in the period 1980–2021
and its fitted ellipse orbit (dashed black curve).
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3.3. Year-to-Year Variations of the Elliptic Orbits for the Annual Evolutions of M and MU

In this section, we will examine the effectiveness of the parametric elliptic orbit model
in capturing the inter-annual variations in the annual evolutions of the MU and M. The
yearly time series of the parameters derived from the ellipse orbit fitting function are
shown in Figure 7. It is seen that each of these yearly time series exhibits a strong year-
to-year variability. In particular, they have pronounced differences to their counterparts
derived from the climatological orbit (dashed magenta), indicating a strong year-to-year
variation in the elliptic orbits. The generally larger values of X0 and smaller values of Y0
than their counterparts for the climatological elliptic orbit are observed, and the general
out-of-phase relationship between MU and M is also present in the year-to-year variation
in their annual means. The generally larger values of a and b than their climatological
counterparts indicate that the amplitudes of the seasonal cycles of individual years are
stronger than those of the climatological annual cycle. The generally larger values of b/a
and α than their climatological counterparts indicate that the lead days of MU with respect
to M in individual years are longer than for their climatological counterpart.

Figure 7. Yearly time series of the parameters of the fitted elliptic orbit model for M and MU. (a) The
parameter X0, (b) the parameter Y0, (c) the parameter a, (d) the parameter b, (e) the parameter α, and
(f) the ratio of b to a. The horizontal dashed red lines are the values of the parameters for the fitted
orbit of the climatological mean annual cycles of MU and M.

It is seen from Figure 8 that the fitted elliptic orbits of individual years exhibit similar
patterns to the yearly scatter plots of MU versus M in terms of both timing and intensity. In
particular, the fitted orbits capture faithfully the interannual variations in extreme values of
both MU and M in the winter seasons. For example, the fitted orbits capture the weaker
SPV in the winters of 1982/83, 2001/02, 2002/03, 2003/04, 2006/07 and 2013/2014, which
correspond to the panels in Figure 8 (or the abscissa’s tick marks in Figure 9), labeled as
1982, 2001, 2003, 2006 and 2013, respectively. The year-to-year annual evolutions of MU
and M obtained from the fitted elliptic orbits are shown in Figure 9. In comparison with
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Figure 2, it can be seen that the fitted elliptic orbits can capture both the annual evolutions
and their interannual variability in MU and M, as well as the generally negative correlation
between MU and M at both intraseasonal and interannual scales.

Figure 8. Scatter plot (color dots) of the M and MU in all years from 1980 to 2021 and the fitted elliptic
orbit (black orbit).

Figure 9. As in Figure 2, but for the (a) M and (b) MU derived from the parametric model of ellipse
orbit with the parameter b calculation scheme adjusted.

Next, we quantitatively compare the extremes of MU and M in the winter seasons and
their annual-cycle amplitudes obtained from the fitted orbits with the original time series of
MU and M. Figure 10a,b shows that the yearly extreme values of both MU and M in winter
seasons obtained from the fitted orbits have a high positive correlation (exceeding 0.94)
with their counterparts obtained from the 31-day running mean time series of observed
MU and M. The slightly larger values of the maximum MU and minimum M indicate
that the fitted orbits tend to overestimate the strength of SPV in the winter seasons. The
year-to-year variations in the amplitude of the annual cycle of MU and M (defined as the
differences between the maximum and minimum values in the annual evolutions of MU
and M) are displayed in Figure 10c,d, where the orbit-fitted amplitudes are compared with
the observed ones. The figures show that the fitted orbits can almost perfectly capture the
observed year-to-year variations in the annual cycle amplitudes for both MU and M, as is
evident from the positive correlation exceeding 0.9. Next, we examine if the parametric

170



Atmosphere 2023, 14, 870

elliptic orbit model can faithfully reflect the coupling between MU and M at the interannual
time scale, as it does at the annual time scales (e.g., Figure 9 versus Figure 2). Figure 10e
shows the scatter plot of the yearly time series of maximum MU and minimum M, which
jointly measure the year-to-year variations in the strength of the SPV in the winter seasons.
It is seen that the correlation between the yearly time series of MU and M derived from
the fitted orbits (red circles) is identical to that derived from the observations (blue circles),
equaling −0.78. Therefore, the observed negative correlation between the interannual
variability in MU and that in M is well captured by the fitted orbits. Figure 10f shows
the scatter plot of the yearly time series of the amplitude of the annual evolutions of MU
and M. The observations show that the annual evolution amplitude of MU of individual
years is positively and strongly correlated with that of M (about 0.69) and so are the fitted
orbits (0.72) and the observation (0.69). It can be summarized from Figures 8–10 that
both the annual evolutions and their yearly variations in MU and M are well coupled
with significant correlations (about or larger than 0.7), which can be captured with almost
identical correlations by the orbit fitting method, with five parameters varying yearly, as
illustrated in Figure 7.

Figure 10. Scatter plot of the orbit-fitted extremes (red circles), and the observed extremes of maxi-
mum value of MU and minimum value of M in each winter season. (a) The maximum of MU from
orbit fitting (ordinate) versus the observation (abscissa), (b) the same as (a) but for the minimum
of M, (c) the same as (a) but for the yearly difference between maximum and minimum values of
MU, (d) the same as (a) but for the difference between maximum and minimum values of M, (e) the
maximum of MU (abscissa) versus the minimum of M (ordinate) for observation (blue circles) and
fitted orbits (red circles), and (f) the same as (e) but for the yearly differences between maximum and
minimum values of MU and M.
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4. Conclusions

The year-to-year varying annual evolutions of the stratospheric polar vortex (SPV)
have an important downward impact on the weather and climate from winter to summer
and thus potential implications for seasonal forecasts. This study considers the necessity
of investigating both the thermal and dynamical conditions of SPV by jointly considering
the daily time series of the zonally integrated mass-weighted zonal momentum at 60◦ N
(MU) and the total air mass above the isentropic surface of 400 K (M) over the latitude band
of 60–90◦ N. The annual evolutions of MU are characterized by a generally out-of-phase
relationship with the annual evolutions of M, and the changes in MU tend to lead the
changes in M by 1–10 days. Moreover, their annual evolutions have significant interannual
variations, which also exhibit a strong negative correlation between MU and M.

By constructing a parametric elliptic orbit model to fit the daily time series of MU
and M in each year, we can closely reproduce the year-to-year variations in the annual
evolutions of the observed MU and M jointly from the year-to-year variations in their
elliptic orbits, including their amplitude, extremes in winter seasons, as well the strong
negative correlation between MU and M and their amplitudes in the annual cycle at the
interannual time scales. The findings of this study may pave a new way for short-time
climate forecasts of the annual evolutions of SPV, including its temporal evolutions over
individual cold seasons (including the spring and fall seasons). In particular, one would be
able to predict timings of the minimum MU and maximum M in a given year by predicting
the five parameters (X0, Y0, a, b, and α) of the corresponding yearly elliptic orbit. Because
the timings of minimum MU and maximum M correspond closely to the timings of SSW
events, one could in turn predict the timings of the high probability occurrence of SSW
events in winters. Such a circulation condition during this timing would provide a favorable
background for the break-up of the stratospheric polar vortex, which may yield a higher
probability of the occurrence of SSW, which will be a topic of our future studies.

We here wish to add that this study is focused on the seasonal cycle of the stratospheric
polar vortex in the Northern Hemisphere. In the Southern Hemisphere, the annual cycle
of the stratospheric polar vortex also plays an important role in extreme surface weather
conditions and natural hazards, as it may raise the risk of increased rainfall in the latitudinal
band of 35–50◦ S [63–65]. According to previous studies, the Southern Hemisphere strato-
spheric polar vortex tends to be steadier and varies at a longer period [9,66] and break-up
events occur less frequently [65]. It is expected that the annual cycle of the stratospheric
polar vortex as well as extreme events such as SSW in the Southern Hemisphere could be
also well captured by our parametric elliptic orbit model, which will be verified in our
future work.
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Abstract: The technique of machine learning has been increasingly applied in numerical weather
predictions. The aim of this study is to explore the application of a neural network in data assimilation
by making use of the convenience in obtaining the tangent linear and adjoint (TL/AD) of a neural
network (NN) and formulating a NN-based four-dimensional variational (4D-Var) DA system. A
NN-based shallow water (SW) model is developed in this study. The NN model consists of three
layers. The weights and biases in the NN-based SW model are trained with 60 years of hourly ERA5
geopotentials and wind field at 500 hPa as initial conditions and the corresponding 12-h forecasts by
Model for Prediction Across Scales (MPAS)-SW, in total of 534,697 sets of samples. The 12-h forecasts
from independent dates made by NN-based SW prove to closely emulate the simulations by the actual
MPAS-SW model. This study further shows that the TL/AD of an NN model can be easily developed
and validated. The ease of obtaining the TL/AD makes NN conveniently applicable in various aspects
within a data assimilation (DA) system. To demonstrate such, a continuous 4D-Var DA system is also
developed with the forward NN and its adjoint. To demonstrate the functionality of the NN-based
4D-Var DA system, the results from a higher resolution simulation will be treated as observations and
assimilated to analyze the low resolution initial conditions. The forecasts starting from the analyzed
initial conditions will be compared with those without assimilation to demonstrate improvements.

Keywords: machine learning; data assimilation; 4D-Var; neural network; MPAS-shallow water;
global modeling

1. Introduction

Forecasts of future atmospheric state has mainly been accomplished by numerical
weather predictions (NWP), which is a technology and capability after five decades of
development and improvement [1]. Data assimilation (DA) further promoted the capability
of NWP to more accurately predict future weather, which is achieved by better capturing
initial conditions for NWP and quantifying its uncertainties [2]. In recent years, machine
learning (ML), especially neural networks (NN), has been increasingly applied in the
atmospheric sciences and has shown great potential [3–6]. Its capability of recognizing
patterns in high-dimensional data sets without needing underlying theoretical equations
has been appealing and has benefited various research disciplines [7,8].

Various previous studies have applied ML to NWP. One area is postprocessing NWP
model outputs to reduce systematic biases. Ref. [9] used logistic regression and random
forests to calibrate the probabilistic precipitation forecasts and improve verification statis-
tics. Ref. [10] applied machine learning to postprocess NWP outputs in high-impact
weather events to further improve the forecast skill. Ref. [11] trained a nonlinear NN to
predict physical variables such as 2 m temperatures and achieved significant improvement
compared to conventional postprocessing methods. Ref. [12] applied deep learning in
precipitation nowcasting and 1-hour predictions from radar images. In [13], a deep NN
was trained with ensemble weather forecasts for postprocssing, which achieved a relative
improvement in ensemble forecast skill of over 14%. Ref. [3] developed a global prediction
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model using a Fourier Forecasting Neural Network that takes the atmospheric state in the
initial conditions and predicts a few 2D variable in future times. Ref. [14] proposed a deep
neural network in the form of Graph Neural Network (GNN) [15] to make forecasts in
six-hour increments and trained with ERA5 dataset. The forecast performance was shown
to outperform the global high resolution operational product, HRES, by the European
Centre for Medium-Range Weather Forecasts.

Hybrid modeling combining ML and NWP has also been explored in numerous recent
studies. Ref. [16] investigated the possibility of replacing the longwave radiative transfer
model with a NN-based model and achieved an accuracy comparable to the conventional
algorithm in a general circulation model. Ref. [17] emulated the longwave radiation
parameterization for the National Center for Atmospheric Research (NCAR) Community
Atmospheric Model with a NN and produced almost identical results 50–80 times faster.
Ref. [18] trained a deep neural network to resolve atmospheric subgrid processes in climate
modeling by learning from a multiscale model with explicit convections. As promising
as the results in these studies show, Ref. [19] pointed out that in hybrid modeling, the
feedback between the NN and the General Circulation Model (GCM) can cause instability
in simulations and make the experiment crash within days. Similarly, hybrid approaches
in DA have been explored in a few studies. Ref. [20] emulated the nonorographic gravity
wave drag parametrization with a NN and developed the corresponding tangent linear
and adjoint components, which were successfully used in a 4D-Var DA system. Ref. [21]
formulated a Lorenz96 model emulator with a NN, generated its Jacobians using the
emulator, and applied them in the contexts of 4D-Var DA.

In this study, we develop a feedforward NN [22] with an input layer, one hidden layer,
and the output layer to emulate the global shallow water (SW) dynamics in the Model
for Prediction Across Scales (MPAS) framework. We train the model on fluid heights and
winds from real atmospheric states and then developed the tangent linear and adjoint
models of the trained neural network to formulate a continuous 4D-Var DA system, which
are described in details in Section 2. The performance in analyzing initial conditions of
this DA system as well as the forecast improvements are examined and shown in Section 3.
Finally, Section 4 summarizes the study.

2. Methodology

2.1. MPAS-SW Dynamics

The SW dynamics under the MPAS spherical centroidal Voronoi tessellation (SCVT)
was developed in [23,24]. The forward nonlinear continuous SW dynamics can be writ-
ten as:

∂h
∂t

+∇(hu) = 0, (1)

∂u

∂t
+ (u∇)u + f k × u = −g∇(h + b) (2)

where the fluid height h and edge-normal wind u are the model prognostic variables, f the
Coriolis parameter θ being latitudes, and b the bottom height. This dynamical relationship
has been widely applied in meteorology and oceanography. In this study, the height and
wind fields at 500 hPa from ERA5 (European Centre for Medium-Range Weather Forecasts
Reanalysis v5) [25] will first be interpolated into a 1000 km resolution mesh consisting
of 611 cells (shown in Figure 1a) and the MPAS-SW model will make forecasts forward
in time.
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Figure 1. (a) Spatial distribution of the Spherical Centroidal Voronoi Tessellation (SCVT) mesh
at 1000 km with 611 cells globally. (b) The neural network diagram showing the structure of the
NN-based MPAS-SW model. The actual number of the neurons for the input and output layers is
N = 1833, and N = 3666 for the hidden layer.

2.2. NN Emulator of MPAS-SW

A feedforward NN is first formulated to emulate the SW dynamical behaviors reflected
in MPAS-SW simulations. The atmospheric state in MPAS-SW is essentially represented by
vectors. The forecasts are also vectors projected from those from a previous time. Similar
to the GNN [15], the benefits of such as representation include intrinsical handling of
the global spherical structure of the Earth, allowing to resolve the underlying multiscale
interactions between cells, and the potential of learning multiresolution models. Thus,
densely connected NN layers are chosen in this study. The NN model consists of three
layers: an input layer of 1833 values, a hidden layer with 3666 neurons, and an output layer
with 1833 neurons. The input layer holds the three variables including height h, zonal wind
velocity u, and meridional wind velocity v over the global domain in the initial condition,
all three of which are sampledat the 611 cell centers in the mesh shown in Figure 1a. Thus,
each layer has 1833 (611 × 3) neurons. The output layer of the same 1833 dimension holds
the same three variables (h, u, and v) of the 12-h forecast. The number of neurons in the
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hidden layer, 3666, was determined based on heuristics. The hidden layer had an ELU
activation function [26] and 10% dropout [27], where ELU can be denoted as

y =

{
α(ex − 1) if x ≤ 0
x if x > 0

(3)

where α = 1 in this study, making both ELU and its derivative continuous. The authors
also experimented with various other choices of continuous activation functions includ-
ing identity, tanh, sigmoid, and Sigmoid linear unit. The ELU proves to yield the best
performances emulating the shallow water dynamics. The structure of the NN model is
illustrated in Figure 1b.

The NN is trained and validated with hourly 500 hPa height h, zonal u, and meridional
wind velocities v from the ERA5 dataset over a 60 years (1959–2019) as features and the
corresponding 12-h MPAS-SW as targets, totaling 534,697 samples. The training underwent
60 epochs and a learning rate of 3 × 10−4 using the Adam optimizer. Training took 0.5 h on
1 NVIDIA T4 GPU.

The variations of the mean square error as the loss function with respect to the epochs
is shown in Figure 2. The model was then independently tested on hourly 500 hPa height
and wind fields from 2020 and 2021. The root mean squared error (RMSE) compared
with the 12-h MPAS-SW forecasts were 6.32 m and 0.58 m/s in height and wind fields,
respectively. Taking the 500 hPa atmospheric state at 00 UTC on 1 January 2021 (shown in
Figure 3a) as the initial conditions, the 12-hour forecasts rendered by the NN and the MPAS-
SW are given in Figure 3b and Figure 3c, respectively. The distribution of the atmospheric
wave patterns from the NN visually resembles the MPAS-SW result to some extent. To
further demonstrate the NN emulation of SW dynamics, Figure 4 shows the the differences
between the 12-h forecasts and the initial conditions in the case of NN (Figure 4a) and
MPAS-SW (Figure 4b). It can be seen that most of the variations in the 12-h forecasts
from the initial conditions are captured in the NN results when compared with the actual
MPAS-SW simulations.

Figure 2. Variations of the loss function with respect to the epochs in the NN training.
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Figure 3. (a) The spatial distribution of the fields of height (shaded) and wind (vectors) at 00 UTC
1 January 2021. (b,c) The 12-h forecasts made by (b) the NN-based SW model and (c) MPAS-SW model.

Figure 4. The differences in height (shaded) and wind (vectors) between the 12-h forecasts by
(a) NN-based SW and (b) MPAS-SW with respect to the initial conditions.
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2.3. The Tangent Linear and Adjoint Models

A nonlinear forward forecast model can denoted as:

x(tr) = M(x(t0)) (4)

It takes the initial model state x(t0) at time t0 as the initial conditions and predicts the
model state x(tr) at time tr. The corresponding tangent linear model is then:

Δx(tr) = M(x(t0))Δx(t0) =
∂M(x(t0))

∂x
Δx(t0). (5)

The tangent linear model predicts the perturbation distributions forward in time
following the nonlinear trajectory given by the nonlinear forward model in Equation (4).
The adjoint model is simply the transpose of the tangent linear model as follows [28,29]:

Δx̂(t0) = MT(x)Δx̂(tr) (6)

The adjoint model simulates backward in time following the nonlinear trajectory and
yields the sensitivity distributions in initial conditions at t0 to a user-specified response
function at time t where t > t0. In the cases where prediction models simulate complex
behaviors, the tangent linear and adjoint models are developed at source code levels
line-by-line. When the adjoint model is applied in a 4D-Var data assimilation system,
the simulation propagated forward in time by the nonlinear forecast model will first be
compared with existent observation at the observation time. The discrepency, as a sensitivy
or forcing term, will then be taken by the adjoint model and be propagated backward in
time in a dynamically consistent manner to the model initial time to inform how the initial
condition should be adjusted so the simulation at the observation time can agree closer
to the observation. The same forward-backward implementation will be repeated with
multiple iterations until an optimal solution is found, which will be discussed further in
the next subsection.

In the case of densely connected neural networks, an individual layer in the forward
model can be rewritten as:

y = F(xW + b) (7)

where x is the input of the layer, W and b the weights and biases resulted from the training,
and F denotes activation functions. The tangent linear model in this case becomes:

δy =
∂F

∂(xW + b)
δxW (8)

The adjoint model is then:

δx̂ = δŷWT [
∂F

∂(xW + b)
]T (9)

A multilayer or deep NN is simply a repetition of the described above. In this study,
the hidden layer has an ELU activation function and the output layer has a linear activation
function, Equations (7)–(9) can be further reduced to:

y = xW + b (10)

δy = δxW (11)

δx̂ = δŷWT (12)

It is to be noted that, when a variational data assimilation system is aimed to be
developed, the activation function of choice is preferred to be continuous, such as the
ELU defined in Equation (3), as discontinuity (like in the case of Rectified Linear Unit)
in activation functions or models in general will make the tangent linear approximation
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invalid and cause the data assimilation system difficulty or failure to converge when
searching for the optimal solution.

2.4. A Continuous 4D-Var DA System

Given the forward and adjoint models, a 4D-Var DA framework can be built to
minimize the the following scalar cost function [30–32]:

J = Jb + Jo

=
1
2
(x0 − xb)

TB−1(x0 − xb)

+
1
2

N

∑
r=0

(Hr(xr)− yr)
TO−1

r (Hr(xr)− yr),

(13)

where x0 is the analysis to be solved for, xb the first guess, yr observations available within
the assimilation window, xr the model state advanced by model M from x0 to observation
time tr, and Hr is the observation operator that maps the model state x at the observation
time tr to the observation space. The matrices B and O are the background and observation
error covariance matrices, respectively. Essentially, the term Jb measures the discrepency
between the analysis and the model background, weighted by the inverse of the background
error covariances, and the term Jo the discrepency between the analysis and the observation
weighted by the inverse of observation errors. The solved analysis x0 with the minimum of
J yields the minimum variance estimate. The gradient of the scalar J with respect to x0 can
be obtained following:

∇x0 J = B−1(x0 − xb) +
N

∑
r=0

MT
r HT

r O−1
r (Hr(xr)− yr), (14)

where MT denotes the adjoint model and xr is obtained by advancing analysis x0 forward
in time to the observation time with the forward model. In the presence of any observations,
the correctness of the overall gradient calculation can be validated with the following:

Φ(α) =
J(x0 + αΔx)− J(x0)

αΔxT∇J(x0)
= 1 + O(α), (15)

3. Experiment Design

The forward NN and its adjoint in Section 2.3 are applied into the equations in
Section 2.4 describing the 4D-Var DA system. The NN-based 4D-Var DA system is then
used to analyze the initial condition. As described in Section 2, the NN-based SW model
is trained with MPAS-SW simulation results at 1000 km resolutions. MPAS-SW was run
at 250 km resolution initialized with the ERA5 500 hPa atmospheric state at 00 UTC on
1 January 2021. The simulation results at 12 and 24 h will be interpolated into the 1000 km
mesh and assimilated as observations to help analyze the initial conditions at the NN native
resolutions. The matrices B and O are both kept diagonal and assigned with values of
RMSE from the test dataset described in Section 2.2. Taking the entire model state (h, u, and
v over the globe) as observations, the correctness of the gradient calculation is first checked
following Equation (15), the result of which are shown in Figure 5. As the scaling factor
decreases in magnitude, the quantity Φ(α) linearly approaches unity, as expected, proving
the accuracy of the calculated gradient of the cost function with respect to the model state
vector x. As the accuracy in gradient calculation is an essential and necessary step to ensure
that the 4D-Var DA system will perform as expected, the results in Figure 5 is a reassuring
signal for a working DA system.
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Figure 5. Variations in the gradient-check results log(|Φ(α)− 1|) as a function of the log of the scaling
factor α.

3.1. A Single Observation Experiment

The value of height at a single location of [35.24◦ N, 164.48◦ W] from the high-
resolution simulations 12 h into the forecast is assimilated. The minimum of the cost
function was reached after four iterations as shown in Figure 6a. The norm of the gradient
decreased by nearly five orders of magnitude, indicating a local minimum. The analysis
increment in both heights and winds are plotted in Figure 6b, with the observation location
marked as a white cross. It can be seen that an anticyclonic adjustment was generated
near the observation location with some additional adjustments away from the observation
location due to the gravity wave mode in the SW dynamics. Notice that only the height
at the given location is observed and the background error covariance is kept diagonal
in this study, both height and wind adjustments are generated in the analyzed solution,
demonstrating the flow dependency in 4D-Var solutions. As simple as this experiment is, a
single point observation experiment can be a rather straightforward way of showing the
function and feasibility of a DA system.
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Figure 6. (a) Variation of the cost function (solid curve) and the norm of the gradient (dashed curve)
with respect to the number of iterations when assimilating a single point observation. (b) The analysis
increment in height (shaded) and wind (vectors) after assimilating only the height at the location
marked with a white cross.

3.2. Full Vector Observation Experiment

The entire atmospheric state (h, u, and v over the global domain) 12 and 24 h after the
analysis time simulated by the 250 km resolution MPAS-SW run will be assimilated with
the NN-based 4D-Var DA system. The analyzed initial conditions will be used to make
forecasts with MPAS-SW at 1000 km resolutions. A control experiment of 1000 km forecast
will be made without assimilating any observations, to demonstrate the improvements
when observations are assimilated. The predictions with and without DA will be compared
against the 250 km simulation results. The evolution of the cost function (solid curve) and
the norm of its gradient (dashed curve) are plotted in Figure 7a. After 25 iterations, the
value of the gradient norm decreased by more than four orders of magnitude, indicating
an extreme point with the solved model state x. The corresponding analysis increment
calculated after convergence is given in Figure 7b. Most of the adjustments are located in
mid to high latitude regions, especially in the Northern Hemisphere.
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Figure 7. (a) Variation of the cost function (solid curve) and the norm of the gradient (dashed curve)
with respect to the number of iterations when assimilating the observations of the entire model state.
(b) The analysis increment in height (shaded) and wind (vectors).

Two MPAS-SW simulations at 1000 km are then initialized with the atmospheric
state with and without assimilating observations. As the observations come from the
250 km resolution experiment, the 1000 km forecast results from both simulations are
compared against the 250 km forecasts in the form of RMSE. Figure 8 shows the differences
in RMSE between the control run and that with DA. It shows that in the first four days,
the control outperforms the DA experiment when compared with the 250 km simulation
results. However, starting from day four, the DA experiment becomes better than the
control and this advantage is maintained over 20 days of forecasts. To compare the forecasts
from the two experiments spatially, the differences in forecasts between the control and
the 250 km simulation are shown in Figure 9a and those between the DA run and the
250 km simulation are shown in Figure 9b. It can be visually seen that the magnitude of
differences in Figure 9b is greater than those in Figure 9a, indicating an inferior performance
as also illustrated in Figure 8. The same comparison with the 5-day forecasts are shown in
Figure 10. In contrast, the magnitude of differences in both heights and winds in the control
run are greater than those in the DA experiment, proving forecasts improvements after
assimilating observations with the NN-based DA system.
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Figure 8. The differences in root mean squared errors (RMSE) between the control and DA experi-
ments with respect to the forecast lead time.

Figure 9. Differences in 2-day forecasts (a) between the control experiment and referenced high resolu-
tion simulations and (b) between the DA experiment and the referenced high-resolution simulations.
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Figure 10. Differences in 5-day forecasts (a) between the control experiment and referenced high resolu-
tion simulations and (b) between the DA experiment and the referenced high-resolution simulations.

3.3. Discussion

In some of the previous studies, the applications of NN techniques in data assimilation
has been explored such as replacing physics parameterization components with a NN [20]
or a DA system with Lorenz 96 model [21]. Some studies were even exploring the possibility
of scaling ML to the entire NWP system like in [3,14]. This study endeavors to extend the
application of NN and make use of the convenience in obtaining the TL/AD of an NN
with a global shallow water model to formulate a 4D-Var DA system. The convenience
of obtaining the TL/AD from a NN is applicable and can potentially benefit various
components in a NWP and DA system demonstrated in the aforementioned studies. One
example can be to use NN to approximate certain parts of moist physics parameterizations
in the nonlinear forward model, which is a process that often involve nonlinear and/or
discontinuous calculations and will make the tangent linear approximation invalid and
thus make the 4D-Var technique fail. NN can potentially be useful to emulate the physical
process while mitigate the nonlinearity/discontinuity. The tangent linear and adjoint of
the physics NN can then be conveniently obtained and more reliably incorporated in a
variational DA system. The analyses obtained from the purely NN-based 4D-Var DA prove
to improve the forecast performances compared with a control experiment, demonstrating
the promising prospect of further applications of NN in DA systems.

The potential next steps for this research are numerous. The NN design in this setup
was relatively straight forward since it only had a single hidden layer. Additional hidden
layers with more sophisticated NN techniques may be experimented in later studies to
produce better emulating results. Similar techniques are readily applicable in substituting
moise physics parameterizations or observation operators in a DA system. Furthermore,
the analyzed results produced in this study may also be compared with a 4D-Var DA system
that needs be developed with the traditional MPAS-SW model adjoint. Finally, applying
these techniques to larger models such as the MPAS-Atmosphere model will demonstrate
whether these techniques are feasible for NWP operations. The recent advances of ML
applications in NWP are especially encouraging in this aspect.
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4. Conclusions

This study proposes a NN-based SW model that emulates SW dynamics and makes
predictions given an initial condition. The NN-based SW model was trained with 60 years
(1959 to 2019) of hourly ERA5 atmospheric state and the corresponding 12-h predictions
made with MPAS-SW at 1000 km resolution. Taking the ERA5 atmospheric state in 2020
and 2021 and their MPAS-SW predictions as an independent evaluation, the predictions
made with the trained NN have an RMSE value of 6.32 m in fluid heights and 0.58 m/s
in wind field. An example of the NN-based prediction result is shown to well capture the
atmospheric evolution simulated by shallow water dynamics.

The tangent linear and adjoint models of a NN can be conveniently developed, the
process of which is described in this study. The NN-based SW model and its adjoint are
used to formulate a continuous 4D-Var DA system. Synthetic observations are made with a
MPAS-SW experiment at 250 km resolution that is four times higher than the trained NN
native 1000 km resolution. In the presence of observations, the calculation of the gradient of
the cost function is checked for correctness to ensure that the minimum of the cost function
can be found in the 4D-Var DA system.

In a single point observation experiment, the height value at a single point is assim-
ilated as observation. A convergence is achieved rapidly in five iterations. The analysis
increment by differing the analyzed initial conditions from the first guess show both local
and remote impacts propagated by gravity waves, indicating flow dependency in the
solution, even with a simple diagonal background error covariance. In the second DA
experiment, the entire model state vectors, i.e., both height and wind fields over the global
domain, 12 and 24 h into the forecasts are assimilated. A convergence was achieved with
25 iterations, in which the norm of the cost function gradient decreased by nearly five
orders of magnitude. The analysis increments show adjustments throughout the global
domain with greater magnitudes in mid and high latitude regions. Forecasts are created
with MPAS-SW at 1000 km initialized with the first guess and the analyzed initial con-
ditions. These forecasts are shown to be closer to the 250 km simulations that served as
observations. These encouraging results demonstrate the feasibility of the tangent linear
and adjoint components obtained from neural networks and the potential value of the
proposed DA system.
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Abstract: This study aimed to investigate the effect of assimilating either AMSU-A radiance data from
satellites, large-scale flows from the Global Forecast System (GFS), or both together, on improving the
track forecast of tropical cyclone (TC). The scale-selective data assimilation (SSDA) approach was
employed for the assimilation of large-scale GFS flows, while the conventional 3D variational data
assimilation (3DVAR) method was used for that of AMSU-A radiance data. The results show that
assimilating either AMSU-A radiance data or large-scale GFS flows has a significant improvement on
TC track forecast, but the improvement occurs within the first 72 h and after 72 h, respectively. When
assimilating both AMSU-A radiance data and large-scale GFS flows, the forecast can take advantage
of both data and thus lead to the smallest 5-day mean errors of the track forecast. These results are
instructive to future operational TC track forecasting.

Keywords: tropical cyclone (TC); track forecast; radiance data assimilation; scale-selective data
assimilation (SSDA)

1. Introduction

Tropical cyclones (TCs) occurring over warm tropical oceans are one of the most
severely disastrous weather systems. Accurate forecasting of TC tracks, especially landfall
locations, is a prerequisite for the formulation of an effective strategy for preventing and
mitigating TC-induced disasters. Though continuous improvements have been made over
the past several decades [1–6], considerable track forecast errors still exist, especially for
forecasting lead times of longer than 24 h, which are far from meeting the requirements
of disaster prevention and reduction. Therefore, TC track forecasting remains a major
challenge for weather forecasting in the world.

At present, numerical weather forecasting is one of the most widely-used TC forecast-
ing methods, which is a problem of initial condition to a great extent [7]. Thus, in order to
improve the forecasting accuracy, many new technologies or methods are being constantly
put forward by scientists to optimize the initial fields of a model, among which the use
of observations to directly correct the model initial conditions by data assimilation has
been proven to be quite effective. In the early days, due to poor observing techniques,
only a small amount of conventional observations was available. With the development
of satellite remote sensing technology, more and more reliable satellite observations are
available with a larger coverage area and higher spatial resolution for atmospheric infor-
mation; these data have been used in addition to conventional observations to improve
a given model’s performance in TC forecasting effectively through optimizing the model
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initial conditions [8,9]. In particular, the polar-orbiting meteorological satellite-borne Ad-
vanced Microwave Sounding Unit (AMSU) has the unique ability to penetrate through
deep cloud layers, except for precipitation clouds. It can detect vertical profiles of atmo-
spheric temperature and humidity, and its brightness temperature data are very useful for
reconstructing the mesoscale structure of a typhoon [10]. Zhang [11] used the Advanced
Television and Infrared Observation Satellite (TIROS)-N’s Operational Vertical Sounder
(ATOVS) microwave data in a three-dimensional variational data assimilation (3DVAR)
analysis to study typhoon structures as well as their variations in different periods over
the northwest Pacific Ocean; the study showed that ATOVS microwave data assimilation
can correctly describe the characteristics and changes of the 3D structure of typhoons over
the northwest Pacific Ocean, which cannot be obtained using conventional observations.
Since then, ATOVS radiance data have been widely used in the study of TC numerical
forecast/simulation, and radiance data assimilation has become a research hotspot in recent
years. Previous studies [12–16] have shown that assimilating ATOVS radiance data can
improve the initial conditions of a model, including the environmental fields and inner
structure of a TC, and is thus able to effectively improve the short-term forecasting accuracy
of a TC.

In addition, a method referred to as the scale-selective data assimilation (SSDA)
approach was proposed by Peng et al. in 2010 [17], and it has been successfully applied to
TC forecasting/simulation in the past few years [18–20]. In principle, the SSDA approach
takes into account the multi-scale features in both the observations and model output and
only adjusts the model variables on a selective scale through scale separation; technically,
the SSDA approach employs a band-pass digital filter and three-dimensional variational
data assimilation scheme to correct the large-scale bias by incorporating the large-scale
circulations from a global model into a regional model while keeping the regional-scale
details unchanged [17]. Studies have showed that both large- and small-scale flows can
benefit from the SSDA procedure, resulting in significant improvements in the TC track
and intensity forecast/simulation [18–20].

Radiance data assimilation is an effective method to improve the TC forecast accu-
racy of a model through an optimization of the model initial conditions. However, the
effects of radiance data assimilation usually rapidly attenuate with time, or even dimin-
ish after 2–3 days, due to the very fast decaying of the effects of the optimized initial
conditions [21,22]. Thus, radiance data assimilation might do little to improve the TC
forecast accuracy of a model for a longer forecast period. Although the rolling of data
assimilation can make up for the disadvantage and be adopted to improve the accuracy
of model simulation, it cannot be used in real-time numerical forecasts for the lack of
observational data in the future (i.e., forecasting time). The SSDA approach, on the other
hand, shows a large advantage in improving TC forecasts with lead times longer than
48 h [18,19], which is accomplished by assimilating large-scale components from global
model forecasts instead of real observations at a preset time. Therefore, it is interesting to
understand the combining effects of radiance data assimilation and the SSDA approach on
TC forecasts, which is the objective of this study.

In this study, we investigated the impacts of assimilating AMSU-A radiance using
the 3DVAR technique, assimilating large-scale GFS flows by the SSDA approach, and the
combination of both on TC track forecasting through case studies. The rest of this paper
is organized as follows. Section 2 briefly describes the model system and methodology.
Experiment design is detailed in Section 3. Section 4 presents the results and discussion,
followed by a summary in Section 5.
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2. Methodology

2.1. The WRF-ARW Model

The weather model used in this study is the Weather Research and Forecasting (WRF)
model utilizing the Advanced Research WRF dynamical core (WRF-ARW) [23], which was
developed by the National Center for Atmosphere Research (NCAR). There are different
dynamical cores and model physics packages accessible in the WRF framework. The
WRF-ARW is a non-hydrostatic, fully compressible, primitive equation model that uses
a terrain-following hydrostatic pressure coordinate and Arakawa C-grid staggering. In
addition, a data assimilation package (WRFDA) is encompassed as a broader component
of the WRF system. For more details about the model, readers can refer to Wang et al. [24].

2.2. The Data Assimilation System with SSDA Incorporated

In this study, the SSDA approach proposed by Peng et al. [17] is adopted to incorporate
the large-scale circulation from the global model forecasts into the WRF model, driving
the model from both the lateral boundaries and the domain interior. The SSDA employs
a low-pass filter to separate the large- and small-scale components of the forecasts (or
analysis) from both the global and the regional models. After the scale separation, a 3DVAR
technique is used to assimilate the large-scale components of the global model forecasts (or
analysis) into the regional model to adjust corresponding components periodically (i.e., at
the interval of SSDA implementation) as the model integrates forward. The small-scale
components of the circulation in the regional model are unconstrained and allowed to
freely develop in accordance with the dynamics and physics at a higher resolution. Details
about the approach can be referred to in previous studies [17–20].

2.3. Radiative Transfer Model—CRTM

For direct satellite radiance assimilation, a radiative transfer model (RTM), which
calculates radiance or brightness temperatures from the input atmospheric state variables,
should be incorporated into the WRFDA system. In this study, the Community Radiative
Transfer Model (CRTM) [25,26] developed by the Joint Center for Satellite Data Assimilation
(JCSDA) in the US is used. The model has already been integrated into the WRFDA
system as a part of observation operators, having a flexible and consistent user interface
since WRFDA v3.2.1. It includes four major modules, i.e., gaseous absorption model,
surface emissivity and reflectivity model, cloud and aerosol optical model, and radiative
transfer (RT) solution model [26]. The Optical Path Transmittance (OPTRAN) [27,28]
algorithm is used in the gaseous absorption model to calculate the gaseous absorption
for the given pressure, temperature, water vapor, and ozone concentration profiles. The
surface emissivity and reflectivity model, covering land, ocean, ice, and snow surfaces, is
divided into five smaller modules according to the spectral region and surface sub-type.
The cloud and aerosol optical model includes six cloud and eight aerosol types, with the
optical property pre-computed and stored in a lookup table, which is suitable for multiple
cloud/aerosol layers in a vertical column. The advanced doubling-adding method [29] is
used in the RT solution model to solve the RT equation.

2.4. AMSU-A Radiance Data and Its Processing

The radiometer AMSU-A is one of the most important components to the Advanced
Microwave Sounding Unit (AMSU). It is a cross-track, stepped-line scanning, and total
power radiometer with fifteen channels (Table 1) whose primary goal is to measure the
temperature profiles of the atmosphere. It observes the Earth with an instantaneous field-
of-view of 3.3◦ at the half-power points and a nominal spatial resolution of 48 km at
nadir. Because of the unique ability to penetrate through heavy cloud layers (except for
precipitation clouds) and gather information of the inner structure of a tropical cyclone, the
AMSU-A is especially useful for tropical cyclone studies.
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Table 1. Characteristics of the AMSU-A.

Channel Frequency (GHz) Peak Level Main Observation

AMSU-A

1 23.8 Surface Surface condition and the
precipitable water

2 31.4 Surface As above
3 50.3 Surface Surface emissivity
4 52.8 1000 hPa Atmospheric temperature
5 53.59 ± 0.115 700 hPa Atmospheric temperature
6 54.4 400 hPa Atmospheric temperature
7 59.94 270 hPa Atmospheric temperature
8 55.5 180 hPa Atmospheric temperature
9 FLO = 57.29 90 hPa Atmospheric temperature
10 FLO ± 0.217 50 hPa Atmospheric temperature
11 FLO ± 0.322 ± 0.048 25 hPa Atmospheric temperature
12 FLO ± 0.322 ± 0.022 12 hPa Atmospheric temperature
13 FLO ± 0.322 ± 0.010 5 hPa Atmospheric temperature
14 FLO ± 0.322 ± 0.0045 2 hPa Atmospheric temperature

15 89 Surface Surface condition and the
precipitable water

It is well-known that some biases related to instrument calibration problems, RTM,
and the predictor and zenith angle bias exist. These biases are equivalent to those of the
air temperature in the short-term model prediction. Thus, it is essential to correct these
biases before radiance data assimilation. The processing includes correcting the relative
biases between measurements at different scan angles (Scan bias) with information on
the scan angle and a correction for the biases correlated with “air-mass” as sensed by
the measurements (air-mass bias). For a detailed description of these correction methods,
please refer to relevant publications [30–32]. In WRFDA, there are two schemes available
for bias correction. One is carried out using a set of co-efficient files pre-calculated with
an off-line statistics package based on the Harris and Kelly [32] method. The other is the
variational bias correction (VarBC) [30] scheme, which is of relative simplicity and was thus
used in this paper.

In addition, because many factors (such as weather conditions, ground conditions,
geographical locations, and so on) can cause large errors in satellite observations [12,15] and
the presence of a single data point with large errors can result in a substantial degradation
of the analyses and subsequent forecasts [30], quality control is vital and necessary prior to
data assimilation. In order to avoid assimilating poor-quality observations, the following
quality checks were carried out in this study: (1) performing a location check, which
includes removing observations outside the domain, removing observations on both ends of
each scan line, rejecting pixels over mixture surface, and rejecting channels with an absolute
value of zenith angle >45◦; (2) excluding incomplete observations and observations with
duplicate locations/times by a thinning procedure to ensure the vertical consistency of
upper-air profiles and to keep the radiances relatively uncorrelated; (3) rejecting radiance
brightness temperature data outside the range of 150–350 K; (4) removing observations
contaminated by precipitation. The presence of precipitation is detected by means of the
scattering index (SI) and cloud liquid water (CLW) amount [33,34], respectively. If the SI is
>3 K or the CLW is >0.2 mm, the microwave radiances are assumed to be contaminated by
precipitation and are rejected; and (5) rejecting channels whose innovation (observation
minus background) is 3 times larger than the standard deviation of observation errors, as
well as those whose weighting function peak is above the model top or below the surface
pressure according to the peak energy contribution level of the sounder channel. Thus,
only data on channels 5–9 of AMSU-A are assimilated.

In general, only a small number of observations would be assimilated into the model
after the processing of bias correction and quality control. This is beneficial to the mini-
mization procedure in the variational data assimilation system. The number of radiance
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observations for different channels of different instruments used in the experiments in
Sections 3 and 4 is presented in Figure 1.

Figure 1. The number of radiance observations for different channels of different instruments used in
the experiments in Sections 3 and 4.

3. Experiment Design

Super typhoon Megi (2010) was chosen as a test case for detailed analysis in this study.
Megi (2010) was one of the strongest typhoons in the northwestern Pacific since 1979; it
generated over the northwestern Pacific far to the east of the Philippines at 1200 UTC
13 October 2010 and reached its peak intensity (with a minimum central pressure of 895 hPa
and maximum surface wind speed up to 72 m/s) at 1200 UTC 17 October. After moving
westward into the South China Sea, Megi (2010) suddenly made a sharp northward turn
around 0000 UTC 20 October and finally landed at the coast of southern Fujian Province
in China at about 0455 UTC 23 October. It caused large threats on the safety of life and
property in southeastern China, and its sharp northward turn posed major challenges to
operational forecasters [35], with an over-prediction of westward motion by nearly all of
the official agencies, including the CMA, JTWC, and JMA, which issued five-day track
forecasts during the period from 0000 UTC 17 October to 0000 UTC 19 October [4].

To perform TC track forecasts for Megi (2010), the WRF model was configured with
27 sigma levels in the vertical direction, with a model top of 50 hPa and two nested
domains with 36 km and 12 km grid spacing, respectively, in a Mercator map projection
(see in Figure 2). The parameterization schemes, which are needed for the boundary layer
turbulence, cumulus convection, microphysics of the phase transform among ice, water
and vapor, and short/long wave radiation, were employed as follows: the Bougeault and
Lacarrere (BouLac) TKE PBL scheme [36], the Kain–Fritsch cumulus scheme [37], the Ferrier
(new Eta) microphysics scheme [38], and the Dudhia shortwave [39] and rapid radiative
transfer model (RRTM) longwave [40] radiation scheme.

The experimental design in this study consisted of four forecasts that are summarized
in Table 2. In all of these experiments, the GFS analysis data at the initial time and the
afterward 384-h GFS forecasts at 6 h intervals with a 1.0◦ × 1.0◦ resolution from NCEP
were used for the initial conditions and boundary conditions of the WRF model, and the
model was integrated from 0000 UTC 18 October 2010 to 0000 UTC 23 October 2010. The
differences of these experiments are as follows. The first experiment was a control run
(denoted as CTL) without any data assimilation. In the second experiment (denoted as
RAD-DA), AMSU-A radiance data were assimilated into the WRF model using the 3DVAR
technique to improve the model initial conditions. In the third experiment (denoted as GFS-
DA), the large-scale wind components with wavelengths longer than 2151 m (corresponding
to a cutoff wave number of four) above 850 hPa from the GFS global model forecasts were
assimilated into the WRF model at an interval of 12 h using the SSDA approach. The
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fourth experiment (denoted as COM-DA) employed the data assimilation scheme, which
combined the AMSU-A radiance data assimilation with the SSDA approach; i.e., AMSU-A
radiance data were assimilated into the model using the 3DVAR technique at the initial
time, and then large-scale wind fields with wavelengths longer than 2151 m above 850 hPa
from the GFS global model forecasts were assimilated into the WRF model after 48 h at
an interval of 12 h using the SSDA approach (Figure 3). The JTWC tropical cyclone best
track data and NCEP GFS global analyses were used to validate the results of the WRF
simulation corresponding to the above four experiments.

Figure 2. The model domains of the WRF used for all experiments.

Table 2. Experiments designed in the study.

Exp. No. Exp. Name Data Assimilated Assimilation Method Used

1 CTL No No
2 RAD-DA AMSU-A Radiance Data 3 DVAR technique
3 GFS-DA large-scale GFS flows Scale-Selective Data Assimilation

4 COM-DA AMSU-A Radiance Data and
large-scale GFS flows

3DVAR technique and
Scale-Selective Data Assimilation

Figure 3. Diagrams schematically illustrating the data assimilation scheme for the COM-DA experiment.
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4. Results and Discussion

The TC track position error (TPE, in km) is defined as the great circle distance between
the “observed” and the forecast TC center (defined as the location of the minimum sea level
pressure), valid at the same time according to the following formulas [41,42]:

TPE = 111.11 cos−1[sin ϕ0 sin ϕ f + cos ϕ0 cos ϕ f cos(λ0 − λ f )],

where ϕ0 (ϕ f ) and λ0 (λ f ) are the latitude and longitude of the “observed” (forecast) TC
center, respectively.

4.1. Forecasted Tracks from Different Experiments

Figure 4 shows the observed and forecasted track of Megi (2010) as well as the corre-
sponding errors for all experiments. It is clear that all three data assimilation experiments,
including RAD-DA, GFS-DA, and COM-DA, perform better than CTL in terms of track
forecast. The forecasted track from CTL deviates to the east of the best track. It curves
northward earlier and moves much faster than the best track. After optimizing the initial
conditions through assimilating AMSU-A radiance data into the model (RAD-DA), the
forecasted track steers west–southwest towards the “observed” track, and the smallest TPE
is obtained in the first 3 days. However, the TC then moves much faster to the northeast,
similarly to that in CTL. For the GFS-DA experiment, assimilating large-scale flows from
the GFS global model forecasts to adjust corresponding components in the regional model
periodically at preset intervals not only slows the northeastward track down, but also
steers it west–southwest to be closer to the observed track, and thus results in significant
improvements in the track forecast of Megi (2010) compared with that from the CTL ap-
proach. Though RAD-DA slightly outperforms GFS-DA in the first 72 h, the latter performs
much better than the former after 72 h. When assimilating both AMSU-A radiance data
and large-scale GFS flows by combining the approaches used in RAD-DA and GFS-DA, the
forecasted track from COM-DA steers west–southwestward to be closer to the “observed”
one than that from CTL in the first 48 h (which is similar to that from RAD-DA), and then
follows that from GFS-DA, leading to the smallest TPEs nearly in all 5 days of forecasts.
Detail analyses are presented in the following paragraphs.
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Figure 4. Forecasted (a) tracks of typhoon Megi (2010) and (b) corresponding errors (unit: km) for
experiments; CTL (in red), RAD-DA (in green), GFS-DA (in purple), and COM-DA (in blue). The
best-track from the JTWC (OBS, in black) is also given as a reference.

4.2. Analysis and Discussion

Because the same observations have been assimilated into the WRF model in RAD-
DA and COM-DA, the initial conditions after the assimilation should be the same and
thus only those for RAD-DA are shown here. Figure 5 presents the initial temperature
and its increment against CTL at different vertical layers in RAD-DA. Compared with
CTL (not shown), the temperature structure at these levels does not appear to change
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after assimilating the radiance data. However, the increment field (contour line) indicates
that the temperature increases (decreases) at the lower and middle (upper) layers of the
atmosphere over the western and northwestern areas of the TC center. This may cause
temperature stratification that is more unstable in these regions. According to the study
by Chen et al. [43], which shows that a TC has the trend to move towards the region with
high unstable stratification regarding to temperature and/or humidity, such an adjustment
of temperature field after the assimilation of AMSU-A radiance is beneficial for the TC to
move towards the west first and then turn to the north. The initial geopotential heights at
500 hPa in Figure 6 indicate that, after the assimilation of AMSU-A radiance, the subtropical
high to the north of the TC center in RAD-DA is much stronger than that in CTL. Besides,
the mean wind increments at 500–700 hPa for RAD-DA against CTL (Figure 6b) show
that there is an anomalously anticyclonic flow, with its southeast branch locating at the
TC center forecasted by RAD-DA. All these adjustments of the initial conditions after
the assimilation of AMSU-A radiance would inevitably lead to changes of the large-scale
environmental fields and the steering flows, which would favor the west–southwestward
movement of the TC.

Figure 5. Initial temperature (shaded, unit: K) and temperature increment (RAD-DA minus CTL,
contour, unit: K) at 200 hPa, 500 hPa, 700 hPa, and 850 hPa for the RAD-DA experiment.
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Figure 6. Initial geopotential heights (shaded, unit: gpm) at 500 hPa for the (a) CTL and (b) RAD-DA
experiments, superimposed by the mean wind increments (RAD-DA minus CTL, arrows, unit: m/s)
at 500–700 hPa.

In the GFS-DA experiment, the large-scale wind fields forecasted by the GFS global
model system were assimilated into the model at an interval of 12 h, starting at the 12th
hour of the model integration to adjust the large-scale wind components. As such, the
biases of large-scale wind fields for GFS-DA were reduced substantially compared with
CTL (Figure 7). Figure 8 displays the root-mean-square errors (RMSEs) of large-scale u and
v components for all experiments against the corresponding components of GFS analysis.
Compared with CTL, the RMSEs of the large-scale wind components for RAD-DA only
slightly decrease at lower layers, while the RMSEs for GFS-DA and COM-DA significantly
decrease at nearly all vertical levels, with those for COM-DA being the smallest.
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Figure 7. Biases of large-scale wind fields at 200 hPa for experiments (a) CTL and (b) GFS-DA against
those in GFS analysis valid at 1200 UTC 19 Oct 2010 (right after the SSDA implementation; unit:
m s−1). TC locations are indicated in red circles.
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Figure 8. Vertical profile of 5-day mean RMSEs of large-scale (a) u and (b) v components for each
experiment against the corresponding components in the GFS analysis, averaged over all grids in the
inner domain. (unit: m s−1).

The geopotential heights at 500 hPa valid at 0000 UTC every day for all experiments
are displayed in Figure 9. It is evident that the subtropical high to the north of the TC
center in the three data assimilation experiments is much stronger than that in CTL before
the TC track turns north, which is beneficial for the TC to move westward. Furthermore,
because AMSU-A radiance data have been used to optimize the model initial conditions
by the 3DVAR technique, the subtropical high in RAD-DA is stronger than that in GFS-
DA, resulting in a better performance of RAD-DA in the forecast of the westward TC
track before the big curvature as compared with that of CTL or GFS-DA. After 0000 UTC
20 October, however, the subtropical high in RAD-DA rapidly weakens and steers the TC to
quickly move northeastward similar to that in CTL. The subtropical high slowly weakens
in the GFS-DA experiment, with a spatial pattern that facilitates the TC to move northward
instead of northeastward, resulting in a better performance of GFS-DA in the forecast of the
northward TC track after the big curvature as compared with that of CTL or RAD-DA. For
the COM-DA experiment, because both the initialization using the AMSU-A radiance data
as that in RAD-DA and the large-scale flow adjustment using the SSDA technique as that
in GFS-DA are carried out, the subtropical high keeps both the feature found in RAD-DA
before the big curvature and that found in GFS-DA after the big curvature, leading to the
best performance of the track forecast among all experiments with respect to the entire life
cycle of Megi (2010).

As a TC is mainly guided by the large-scale environmental steering flows [44–48], here
we calculate the steering flows through averaging the wind vectors in the vertical levels
between 700 hPa and 500 hPa along a 5◦–7◦ radial band from the TC center. Figure 10
shows the u and v components of the environmental steering flows valid at different
forecast time for all experiments. The steering flows forecasted by CTL and RAD-DA
obviously deviate those from GFS analysis after 72 h, which corresponds to the large TPEs
in the last 48 h for the two experiments. Enhanced southwestward (negative u and v
components) steering flows in the early stage and enhanced northeastward (positive u and
v components) steering flows in the later are obtained in the RAD-DA experiment with the
assimilation of AMSU-A radiance data. Such an adjustment of steering flows in RAD-DA
drives an enhanced southwestward (northeastward) movement of the TC in the early (later)
stage, resulting in the smallest TPE in the first 72 h and a larger TPE later. For GFS-DA, the
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strength of both southerly (positive v component) and westerly (positive u component) of
the steering flows in the later stage are significantly reduced as compared with those in CTL
and RAD-DA due to the assimilation of large-scale wind components from the GFS global
model forecasts, which slows down the northward movement of Typhoon Megi (2010) and
steers it west toward the best track. It is worth noting that the adjustment of the steering
flows in GFS-DA is relatively small at the beginning; however, it obviously increases after
72 h, which is why larger improvement in the track forecast from GFS-DA is seen after
72 h. It is apparent that the steering flows in COM-DA remain the same as those found in
RAD-DA during the first 48 h and become more similar to those found in GFS-DA.

Figure 9. Geopotential heights (unit: gpm) at 500 hPa, valid at 0000 UTC of 18–23 Oct 2010 for
experiments CTL, RAD-DA, GFS-DA, and COM-DA.
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Figure 10. Values of the (a) u and (b) v components of the steering flows at different forecast times
for each experiment (unit: m s−1). The steering flows from the GFS analysis (OBS, in black) are also
given as references.

For a further assessment on the effect of assimilating both AMSU-A radiance data
and large-scale GFS flows, we carried out the same experiments (TCL, GFS-DA, RAD-DA,
and COM-DA) as above with a different initialization time for Megi (2010) as well as for
another strong typhoon Nesat (2011), which has completely different track, as depicted in
Table 3. The experiments for Megi (2010) and for Nesat (2011) were initialized every 6 h
from 0000 UTC 17 Sep 2010 to 1800 UTC 18 Sep 2010 and from 0000 UTC 24 Sep 2011 to
1800 UTC 25 Sep 2011 to create 5-day forecasts, respectively. Thus, there are eight runs for
each experiment for both Megi (2010) and Netsat (2011).

Table 3. Experiments included for further assessments in the study.

Exp. Name Megi Nesat

CTL 8 runs of 5-day forecast
initialized every 6 hours from
0000 UTC 17 Sep 2010 to 1800

UTC 18 Sep 2010

8 runs of 5-day forecast
initialized every 6 hours from
0000 UTC 24 Sep 2011to 1800

UTC 25 Sep 2011

RAD-DA
GFS-DA

COM-DA

Table 4 presents the mean track forecast errors of Megi (2010) and Nesat (2011) for
different forecast periods for each experiment. Generally, the 5-day mean TPEs from GFS-
DA, RAD-DA, and COM-DA are reduced compared with CTL, and COM-DA has the
smallest 5-day mean TPEs of 120.4 km and 268.3 km for Megi (2010) and Nesat (2011),
respectively. As for different forecast periods, the TPEs from RAD-DA are smaller (larger)
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than those from GFS-DA before (after) the first 72 h, and COM-DA performs the best for
the forecast periods of 12 h, 36 h, 48 h, 60 h, 72 h, 84 h, and 96 h for Megi (2010) and 12 h,
24 h, 36 h, 48 h, and 60 h for Netsat (2011). Therefore, while assimilating AMSU-A radiance
data and large-scale GFS flows can achieve the largest improvement of track forecast for
forecast periods within 72 h, it could be case dependent for those beyond 72 h.

Table 4. Mean track forecast errors of Typhoon Megi (2010) and Nesat (2011) at different forecast
periods for the CTL, GFS-DA, RAD-DA, and COM-DA runs (unit: km).

Forecast Period (h)
and (No. of Cases)

TPEs of Megi (2010) TPEs of Nesat (2011)

CTL GFS-DA RAD-DA COM_DA CTL GFS-DA RAD-DA COM_DA

12(8) 73.4 73.4 58.4 58.4 114.8 111.8 89.3 89.3
24(8) 67.9 69.6 74.1 74.1 134.2 149.1 93.1 93.1
36(8) 82.7 76.3 74.3 74.3 215.7 184.7 142.5 142.5
48(8) 127.5 115.6 98.9 98.9 285.6 215.5 188.4 188.4
60(8) 150.0 130.6 127.2 122.5 353.0 251.8 248.7 229.8
72(8) 147.4 152.9 187.1 126.1 434.6 259.3 311.0 269.4
84(8) 197.6 166.7 292.8 142.3 526.2 307.0 390.2 327.8
96(8) 296.5 163.1 426.7 138.0 617.5 348.1 472.6 375.4

108(8) 378.9 151.0 535.6 166.1 748.8 430.4 595.6 453.5
120(8) 449.9 174.5 652.8 203.5 923.2 480.7 770.4 513.5

Mean errors 197.2 127.3 252.8 120.4 435.4 273.8 330.2 268.3

5. Summaries

Reducing track forecast errors still remains one of top priorities in TC forecasting for
forecasters for the sake of improving evacuation planning and disaster mitigation. In order
to evaluate the effect of radiance data assimilation by the 3DVAR technique, large-scale GFS
flows data assimilation by the SSDA approach and combining the use of both in TC track
forecasting, a set of experiments using different data assimilation schemes was performed
on Typhoon Megi (2010). The results indicate that AMSU-A radiance data assimilation for
the model initialization was effective and better than the SSDA approach in improving the
track forecast in the first 3 days. However, the improvements from AMSU-A radiance data
assimilation vanish after 3 days because of the rapid decay of the effect of the optimized
initial conditions with forecasting time. Assimilating large-scale wind components from
GFS global model forecast into the regional model periodically at a preset time by the SSDA
approach directly improves the large-scale environmental fields through correcting the
large-scale bias of the regional model forecasts and is more effective than the AMSU-A
radiance data assimilation in improving TC track forecasts for forecasting periods longer
than 72 h. Assimilating both AMSU-A radiance data and large-scale GFS flows inherits the
advantages of the both, not only optimizing the model initial conditions but also correcting
the large-scale bias of the regional model forecasts, thus leading to the smallest 5-day
mean TPEs; however, the improvement could be case dependent for the forecast periods
beyond 72 h.

The effect of combining the use of radiance data assimilation and the SSDA approach,
however, is still subject to a statistical assessment through a number of TC cases before it
can be applied in operational TC track forecasts. Moreover, the setting of some parameters
in the SSDA approach, such as the cut-off wave numbers for large scale component and the
time interval of SSDA cycle, is also adjustable for different regions. These will be part of
our work in the future.
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Abstract: Forecasts of numerical weather prediction models unavoidably contain errors, and it is a
common practice to post-process the model output and correct the error for the proper use of the
forecasts. This study develops a grid-to-multipoint (G2N) model output error correction scheme
which extracts model spatial features and corrects multistation forecasts simultaneously. The model
was tested for an operational high-resolution model system, the precision rapid update forecasting
system (PRUFS) model, running for East China at 3 km grid intervals. The variables studied include
2 m temperature, 2 m relative humidity, and 10 m wind speed at 311 standard ground-based weather
stations. The dataset for training G2N is a year of historical PRUFS model outputs and the surface
observations of the same period and the assessment of the G2N performance are based on the output
of two months of real-time G2N. The verification of the real-time results shows that G2N reduced
RMSEs of the 2 m temperature, 2 m relative humidity, and 10 m wind speed forecast errors of the
PRUFS model by 19%, 24%, and 42%, respectively. Sensitivity analysis reveals that increasing the
number of the target stations for simultaneous correction helps to improve the model performance
and reduces the computational cost as well indicating that enhancing the loss function with spatial
regional meteorological structure is helpful. On the other hand, adequately selecting the size of
influencing grid areas of the model input is also important for G2N to incorporate enough spatial
features of model forecasts but not to include the information from the grids far from the correcting
areas. G2N is a highly efficient and effective tool that can be readily implemented for real-time
regional NWP models.

Keywords: deep learning; NWP; post-processing; grid to stations; forecast error correction

1. Introduction

Accurate weather forecasting is crucial for the development of society and economy,
and human activities and safety. With the rapid development of atmospheric modeling,
observation systems, and high-performance computing, numerical weather forecasting
capability and accuracy have been improved significantly [1]. Nevertheless, due to the
chaotic nature of the weather processes and unavoidable uncertainties in various numerical
model components, numerical weather forecasts contain significant errors. Therefore, a
correction of model forecast errors is necessary to improve the applications of the model
outputs. Several statistical post-processing techniques have been developed for model
forecast correction. Among them, model output statistics (MOS) [2] and perfect procedures
(PP) [3] are widely used in the current numerical model forecast corrections. While the
PP approach achieves a correction by establishing a linear statistical relationship between
observations and the NWP model analysis, the MOS method pairs observation data with
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the output of NWP and then obtains the correction based on linear regression. In addition,
the Kalman filter technique has also been applied for bias correction. Unlike MOS, the
Kalman filter technique adjusts its filter coefficients in real time [4,5]. An analog ensemble
method proposed by [6] showed an improved capability and has been successfully applied
for wind and solar energy forecasting [7–9].

In addition to the statistical model output post-processing, several machine learning
techniques have been investigated and have demonstrated benefits and great potential [10].
Li et al. [11] proposed a model output machine learning scheme (MOML) that uses multiple
linear regression as well as random forest methods to correct the 2 m temperature in the
ECMWF model for the Beijing area. Compared with MOS, which works for single-station
site correction, MOML incorporates the spatial and temporal structure of the grid data.
Cho et al. [12] used machine learning methods including random forests, support vector
regression, artificial neural networks, and multimodel ensembles to establish statistical
relationships between predictors and predictands to correct the model forecasts of extreme
temperatures in urban areas, demonstrating some ability of the machine learning algorithms
for modeling nonlinearities of the weather processes.

In the last decade, convolution neural network (CNN)-based deep-learning technology
has made significant strides and offers a natural upgrade to the traditional model output
post-processing methods. Rasp et al. [13] proposed a neural network-based model for
correcting the 2 m temperature model forecasts in Germany. Han et al. [14] proposed a
CU-net model to correct the gridded forecasts of four weather variables of the European
Centre for Medium-Range Weather Forecast Integrated Forecasting System global model
(ECMWF-IFS): 2 m temperature, 2 m relative humidity, 10 m wind speed, and 10 m wind
direction. Their approach turned post-processing into an image transformation problem
in the context of image processing. Zhang et al. [15] constructed Dense-CUnet and Fuse-
CUnet models based on the CU-net model proposed by Han et al. [14]. By introducing a
dense convolution module and a variety of meteorological elements and terrain features
into the model, they were able to improve the results of Han et al. [14].

In the last decade, fine-grid numerical weather forecasts with grid intervals of 1–3 km
became popular. It is very desirable to explore the deep-learning approaches to extract
the meso- and small-scale features of weather circulations simulated by high-resolution
numerical models and applied them for model forecast error correction. In theory, multi-
scale features of weather circulations contain more information about the model forecast
errors that the traditional error correction models, which were based on single-point time-
sequence data, could not include. In this study, we developed a grid-to-multipoint (G2N)
deep-learning model for correcting the 2 m temperature, 2 m relative humidity, and 10 m
wind speed forecasts of a rapid-updating high-resolution weather model (named PRUFS:
Precision Rapid Updated Forecast System) at multiple weather stations in East China.
Sensitivity tests were conducted to study the impact of the scales of the input area (the
model grids) and the target area, i.e., the number of target stations. The former helps to
determine the scale of the mesoscale circulation features for the optimal error corrections
for the target stations and the latter assesses the effect of the number of target stations for
simultaneous error correction with multitasking learning.

2. Data and Method

2.1. Data Description

PRUFS is a precision rapid update forecasting system based on the U.S. Weather
Research and Forecasting Model (WRF) and four-dimensional data assimilation (FDDA)
technology [16]. The model uses the analysis and forecast fields from the NOAA/NCEP
Global Forecast System (GFS) to generate boundary conditions and assimilated various
observations in the region during the model initialization. PRUFS runs with a four-nested
level with a 3 km grid covering east-central China (Figure 1) since the beginning of 2020.
The model system runs at hourly cycles and in each cycle, it generates 24 h forecasts,
outputting at hourly intervals.
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Figure 1. The 3 km horizontal resolution area of PRUFS and the distribution of the 311 automatic
weather stations (black dots). The background color shows the height of the terrain, and the red star
is the station “Jintan”, to be discussed in the later section.

The weather observations were obtained from the state standard ground-based weather
stations of the China Meteorological Administration. In this paper, the grid forecast of the PRUFS
3 km domain is corrected by using ground-based meteorological station data. The PRUFS model
output and observations are collected for the period from August 2020 to December 2021. The
data during the equipment maintenance period September–October 2021 are excluded. The
selected computational domain is (lon ∈ [113.5◦ E, 125.5◦ E], lat ∈ [27.3◦ N, 36.3◦ N]), with
301 × 401 grid points. The observation sites and topographic information are shown in
Figure 1. The meteorological elements to be corrected are the 24 h hourly forecasts of 2 m
temperature (T2), 2 m relative humidity (RH2), and 10 m wind speed (W10), generated by
PRUFS. With 24 forecast cycles each day, there is a total of 576 model samples (i.e., 24 × 24)
per day.

2.2. G2N Model

Unlike the traditional MOS and PP models that are based on individual station time-
sequence weather observations and the model forecast values interpolated at the weather
stations (i.e., One-2-One), G2N uses the two-dimensional gridded meteorological informa-
tion of the model forecasts. Thus, G2N can exploit the two-dimensional gridded meteoro-
logical structures (G) of the model forecasts for multiple-site (N sites) weather forecast error
correction (i.e., G2N). The gridded model forecast variables can be considered as images in
the field of image processing, with the forecast at each grid point corresponding to a pixel.
Therefore, the characteristics of meteorological structures can be extracted using image
feature engineering technology.

AlexNet is among the simple and effective image-processing deep-learning net-
work models based on a convolutional neural network (CNN). It was first proposed by
Krizhevsky et al. [17]. AlexNet consists of five convolutional layers, six pooling layers, and
three fully connected layers. The AlexNet model contains a local response normalization
layer (LRN) for amplification or suppression of neural activation, and it works together
with Dropout methods to prevent the network from overfitting. We construct G2N based
on the AlexNet framework.

The change in data distribution due to a change in the network parameters during
training is called Internal Covariate Shift [18]. In AlexNet, to avoid the problem of Internal
Covariate Shift that slows down convergence and even degrades network performance, a
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batch normalization [19] was introduced to replace LRN and Dropout, making the network
more robust to the changes in the network parameters and activation functions during the
training. BN also solves the problem of gradient disappearance and reduces the negative
impact of ICS. The BN layer averages the input values of neurons in the layer to redistribute
them to a normal distribution with a mean of 0 and a variance of 1. This allows the
increasingly distorted distribution to return to the standard distribution. In this study, to
adapt AlexNet for weather variables processing, we replaced LRN and Dropout with BN
layers to use it as the core of G2N.

The structure of the G2N model is shown in Figure 2a. G2N takes 2D grid model data
as input and has 6 convolutional layers, 4 pooling layers, and 3 fully connected layers. The
convolutional layer and pooling layer play a role in extracting 2D features of the model
forecasts and the fully connected layer integrates the local information and flattens the
feature information. Firstly, G2N convolves and pools the input weather forecast data
several times to extract the number of multiscale features. Then, three full-connected
operations are performed to finally get the correction results at the weather stations. Each
convolutional layer in the figure is followed by a BN layer operation, and then the ReLU
activation function is connected. In the fully connected layer, ReLU is also used as the
activation function.

Figure 2. Multisite (G2N, (a)) and single-site (G2-One, (b)) forecast error correction models for grid
forecasting. (a) Whole grid area as input for multisite correction of 311 sites. (b) Different proportions
of grid regions as input for single-point correction experiments.

With the G2N grid-to-station deep-learning architecture, the sizes of model grid
forecasts (G) and the numbers of sites (N, weather stations) to be corrected are the two most
important model configuration parameters to be considered. Thus, we conducted extensive
sensitivity modeling experiments to study the impact of different G and N. Among them,
one special case is N = 1, where we let the model work to correct the forecast at only a single
site with an input of the model 2D grid data. This is named G2-One (Figure 2b) and is used
to study the influence of the G size on the correction results. When changing the size of
the input 2D grid data for the G2-One tests, a proper simplification of the G2N model is
needed, given in Figure 2b. Adaptive pooling is used in the last layer of the network model,
allowing the model to receive flexible sizes of inputs.

In the training process, it is easy to appear over-fitting phenomena with small training
errors and large generalization errors. Regularization is a method to solve the overfitting
problem in machine learning. The model was trained using L2 regularized weight decay to
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control overfitting [20]. Adam was chosen as the optimizer for the gradient descent process
of the neural network. The loss function is defined as the mean squared error (MSE):

Loss = MSE =
1
M

1
N

M

∑
m=1

N

∑
n=1

(outputm
n − observem

n )
2 (1)

where m and n represent the sample number and site number and M and N the batch
size and site number, respectively. Each epoch traverses the training set’s data multiple
times, updating the neural network’s parameters with each iteration’s batch size. The loss
functions of the training and validation datasets are computed after each epoch. In the later
examples, all calculations are terminated after 200 epochs of training.

2.3. Data Pre-Processing and Dataset Partitioning

The PRUFS model output and surface observations from August 2020 to August 2021
were selected to construct the training and validation set and the real-time operational
data of PRUFS and surface observations from November and December 2021 were used as
the test dataset to evaluate the G2N model. The input data of G2N are the PRUFS hourly
gridded 0–24 h forecasts, and the training labels are the surface weather observations at the
corresponding time of each forecast of a given cycle and forecast time. A bilinear interpo-
lation method was used to interpolate the PRUFS model forecast to 311 surface weather
stations to match the observations (Figure 3). The sample data with empty or invalid
values were rejected. The interpolated PRUFS forecasts, G2N outputs, and observations
are used to calculate the loss function during the G2N model training and evaluate the
model performances.

Figure 3. Flow chart of data pre-processing.

After the pre-processing, the number of valid labeled data samples is 167,683,000. The
dataset was divided into training and validation sets at an 8:2 ratio. To prevent “information
leakage”, the 20% validation sets are randomly selected in blocks of continuous 24 forecast
cycles, i.e., a whole-day period.

2.4. Model Evaluation Statistics

The model evaluation is conducted by computing the root mean square error (RMSE),
systematic bias (BIAS), and the Pearson correlation coefficient (CC), which are the most
used metrics for weather forecasting. The root mean square error is calculated as

RMSE =
√

MSE =

√√√√ 1
M

1
N

M

∑
m=1

N

∑
n=1

(outputm
n − observem

n )
2 (2)
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The systematic bias (BIAS) formula is

BIAS =
1
M

1
N

M

∑
m=1

N

∑
n=1

(outputm
n − observem

n ) (3)

The Pearson correlation coefficient (CC) formula is

Corr(output, observe) =
∑
(
output − output

)(
observe − observe

)
√

∑
(
output − output

)2
(

observe − observe
)2

(4)

3. Results and Analysis

3.1. Overall Test Results

Model evaluation is based on the datasets collected during real-time G2N applications
along with the PRUFS forecast during November and December 2021. The root mean
squared error (RMSE) of 2 m temperature, 2 m relative humidity, and 10 m wind speed
at 311 stations of the PRUFS forecast and G2N correction for the 0–24 h forecasts were
calculated and the results are presented in Table 1. The percentages of improvement (POI)
of the corrected forecast accuracy are also given. It can be found that the convolutional-
based G2N model corrected the model forecast errors effectively. The RMSE of all three
variables is reduced significantly. The POI of the temperature forecast accuracy increased
by 19.4%, the relative humidity by 24.5%, and the wind speed forecast has the greatest
enhancement rate of 42.8% by the G2N model.

Table 1. The RMSE and improvement percentages (IP) (see Equation (6)) of the 2 m temperature, 2 m
relative humidity, and 10 m wind speed 0–24 h forecasts corrected by G2N, averaged at all stations.

Element
Test Dataset

PRUFS G2N IP

2 m-T 2.22 1.79 19.4%
2 m-RH 16.25 12.27 24.5%

10 m-WD 1.66 0.95 42.8%

The hour-by-hour errors of the PRUFS forecasts and G2N corrections at each station
were computed, and the distribution characteristics of the errors were presented in Figure 4.
The error is defined as

Error = f orecast − observation (5)

Figure 4. Normalized frequency distributions of the PRUFS forecast errors and the G2N corrected
forecast errors. The (a) 2 m temperature, (b) 2 m relative humidity, and (c) 10 m wind speed, with
error bins at 1 ◦C, 1%, and 0.5 m/s, respectively.

Figure 4 shows that the bias of the 2 m temperature, 2 m relative humidity, and 10 m
wind speed of the PRUFS forecast are 0.41, −3.43, and 1.15, respectively. After the G2N
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correction, they are reduced to −0.15, 0.37, and 0.03, respectively. The distribution of
the errors of the G2N-corrected 2 m temperature, 2 m relative humidity, and 10 m wind
speed are approximately symmetric about and shrunk to the 0-error point, indicating that
G2N is effective in eliminating both negative and positive systematic errors. Notably, the
distribution of the 10 m wind speed forecast errors by PRUFS shows an overall apparent
positive bias. Several previous studies reported similar results [21–23]. G2N effectively
corrected such wind speed biases. The overall systematic errors of the 2 m temperature
and 2 m humidity forecasts of PRUFS were not as substantial as the wind. Following the
G2N correction, the number of samples with larger temperature and humidity errors also
significantly decreased.

To further examine the details of the error properties, density scatter plots of the
forecast–observation pairs of the PRUFS forecast and the G2N correction are plotted and
the results are shown in Figure 5. The samples include all stations and forecast times during
the test period.

Figure 5. Density scatter plots of the forecast–observation pairs of the PRUFS forecasts (1st column)
and the G2N correction (2nd column). The (a,b) 2 m temperature, (c,d) 2 m relative humidity, and
(e,f) 10 m wind speed.

The forecast–observation pairs of all three variables converge more compactly around
the black diagonal lines after the correction, i.e., the corrected forecast is closer to the
observed value. For example, the variance of the wind speed (Figure 5e,f) is reduced
from 2.21 to 0.7. PRUFS underestimated RH (Figure 5c) with the samples skewed to the
right of the diagonal and it is removed in the G2N corrected data (Figure 5d), resulting in
more centralized and symmetrical error distributions around the diagonal. Similarly, the
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10 m wind forecasts (Figure 5e,f) were overall largely overpredicted by PRUFS and G2N
dramatically eliminated this bias and the overall errors too.

3.2. Forecast Lead Time and Daily Variation

To analyze the performances of the G2N model for correcting the forecast at different
lead times and different times of the day, the samples in the test dataset were grouped
according to the forecast lead time and times of day, respectively. After grouping, the error
statistics were analyzed for the times in each group. Figure 6a,c,e show the forecast scores
of PRUFS and G2N for the 0–24 h lead times. As the forecast lead time increased from
1 to 24 h, the 2 m temperature RMSE increased from approximately 2 to 2.5 ◦C, the 2 m
relative humidity RMSE increased from approximately 12 to 15%, and the 10 m wind speed
RMSE increased from 1.8 to 2.0 m/s. After the G2N correction, the RMSE of these three
variables is reduced by approximately 1.3 ◦C, 8%, and 0.8 m/s. Furthermore, G2N can
correct the larger errors at longer lead times more effectively for the 24 h forecasts examined
here, with the RMSE of the corrected 2 m temperature forecasts increasing only by 0.3 ◦C,
and the corrected 2 m relative humidity and 10 m wind speed errors nearly unchanged
with the lead time. This result shows that the G2N model can automatically adjust the
magnitude of the error correction according to the error growth for the forecast lead times
examined herein.

Figure 6. The variation of the RMSE of the PRUFS 0–24 h forecasts and the G2N correction for 2 m
temperature (a,b), 2 m relative humidity (c,d), and 10 m wind speed (e,f) with forecast lead time
(left panels) and diurnal variation (right panels); The horizontal coordinate of the left panels is the
forecast lead time and that of the right panels is the local time.

The results of the RMSE of the three meteorological variables at different times of day
for the PRUFS forecast and G2N correction are shown in Figure 6b,d,f. The errors of the
PRUFS forecasts display significant diurnal variations. The RMSE of the 2 m temperature
forecasts reached a peak at 15:00 LT, and a minimum at 7:00 LT. The evolution trend of the
2 m relative humidity errors is approximately opposite to the temperature errors, with an
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error peak at 8:00 LT, and a valley at around noon LT. The error of 10 m wind speed is less
fluctuated. After the G2N corrections, the RMSE of the forecasts of all three variables were
significantly reduced at all times of day, with a diurnal variation trend generally consistent
with the PRUFS forecasts. This suggests that the diurnal variations of physical processes
that caused the PRUFS model errors may also lead to some difficulties for the G2N model.

3.3. Spatial Distribution of the G2N Performances

To analyze the horizontal distribution of the G2N performances, the RMSE of 2 m
temperature, 2 m relative humidity, and 10 m wind speed were calculated for each station
for all samples of the test dataset. The PRUFS forecast RMSE for all three variables was
significantly reduced (Figure 7) at all stations by G2N. The PRUFS temperature prediction
errors at several stations were higher than 7.55 ◦C. After the G2N correction, they were
reduced to less than 2.0 ◦C. In general, the central regions of the domain achieved the best
correction results, where the overall error of the PRUFS relative humidity forecast is reduced
from ~16% to less than 13% by the G2N model, and the wind speed error from ~1.3–1.5 m/s
to below approximately 0.5 m/s. Furthermore, the G2N model is more effective for the
stations where the PRUFS forecast errors are larger. At most stations, the G2N model gains
IP values over 60% for wind speeds. For relative humidity, there are approximately half of
the stations yield 60% IP.G2N performed slightly worse at the southern part of the domain
and the northwest corner because the peripheral spatial information of the sites at and
across the boundary is not included. The correction effect of wind speed is most effective
throughout the domain.

Figure 7. The RMSE of the PRUFS forecasts (left panels) and the G2N correction (middle panels)
and the corresponding G2N improvement percentages (right panels, %) of 2 m temperature (a–c),
2 m relative humidity (d–f), and 10 m wind speed (g–i).
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To quantitatively compare the G2N effect among the stations, the improvement per-
centage (IP) of the RMSE of the G2N correction over the PRUFS forecasts was calculated
for each site as follows

IP =
PRUFS_ f orecastRMSE − G2N_correctionRMSE

PRUFS_ f orecastRMSE
× 100 (6)

Figure 7 shows that more than half of the stations gain an IP over 30% for all three
meteorological elements although some stations in the northwest marginal area and the
southern boundary show a negative effect. A lack of spatial feature information at the
edges may impose an unfavorable effect on these sites. Again, the G2N model is most
effective for correcting the wind forecast errors, with IPs at most stations larger than 15%
and more than a half gained over 50%.

Figures 8 and 9 show the bias and the Pearson correlation coefficients for the forecasts
of the three meteorological variables, respectively. The bias of the PRUFS model forecast
is significantly reduced by the G2N correction. The PRUFS model temperature forecasts
have over 1.3 ◦C bias at several clustered surface weather stations. They are significantly
reduced by the G2N corrections, to less than 0.5 ◦C. The PRUFS 2 m relative humidity
forecast has an overall negative bias (approximately −6.92%) and its wind forecast has a
positive bias (approximately 0.95 m/s), and they are reduced to −2.91% and −0.18 m/s,
respectively, after the G2N correction.

Figure 8. Horizontal distribution of the bias of the PRUFS forecasts (left panels) and the G2N correction
(right panels) of 2 m temperature (a,b), 2 m relative humidity (c,d), and 10 m wind speed (e,f).
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Figure 9. Horizontal distribution of the Pearson correlation coefficients concerning the observations
of the PRUFS forecasts (left panels) and the G2N correction (right panels) of 2 m temperature (a,b),
2 m relative humidity (c,d), and 10 m wind speed (e,f).

In comparison with the PRUFS forecast, the correlation between the G2N corrected
forecasts and the observations is also significantly improved for all three meteorological
variables (Figure 9). The correlation coefficient (r) can be assessed by the general guidelines
proposed by Cohen et al. [24,25], |r| < 0.3 is defined as weakly correlated; 0.3 < |r| < 0.6 as
moderately correlated; 0.6 < |r| < 0.8 as strongly correlated; and 0.8 < |r| < 1 as extremely
strongly correlated.

All station average correlation coefficient for the PRUFS temperature forecast was
approximately 0.946 and it reached 0.952 after the G2N correction. For relative humidity, the
all-station average correlation coefficient was 0.793 for the PRUFS forecast and ~95% of the
stations are strongly correlated. After the G2N correction, the all-station average correlation
coefficient was improved to 0.852 and the stations with strong correlation increased to
approximately 100%. For the wind, all station average correlation coefficient for the PRUFS
forecast was 0.626, the proportion of strong correlation sites is 69%, and the proportion of
strong correlation sites was 6.8%. After the G2N correction, all station average correlation
coefficient of the corrected sites increased to 0.739, the percentage of strongly correlated
sites rose to 92.6%, and the percentage of very strongly correlated sites rose to 33%.

4. Sensitivity Analysis of G2N to the Inputs and Learning Areas

G2N realized the forecast error correction by projecting the PRUFS model grid forecasts
to the observation sites. Two natural questions are: what is the optimal size (area) of the
gridded input data (G) and what is the proper number of stations for the objective function
(loss function)? The size of the input data (G) determines the features of the multiscale
characteristics of the PRUFS model forecast that are extracted to infer the information
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related to the target site. On the other hand, the number of sites (N) of the objective
function is a multitask learning problem [26–29], that is, how many adjacent station sites
are optimal for simultaneous learning. This section analyzes these two issues by conducting
two groups of sensitivity experiments, briefly, G-exp and N-exp.

4.1. Impact of the PRUFS Forecast Input (G-Exp)

A group of G-exps was conducted to investigate the impact of the PRUFS forecast
patch sizes, i.e., the areas of G, as the input of G2N, on the G2N correction. For simplicity,
the central station “Jintan” (see Figure 1) was selected as a single site for the correction
tests, i.e., G2N with N = 1, briefly, G2-One. The structure of G2-One is shown in Figure 2b.

To keep this paper concise, only the 10 m wind speed correction was presented because
the results for the other two variables are similar. The experiments were designed by
cropping the domain of the input fields with varying area ratios relative to the large default
area chosen and discussed in the previous sections (with a dimension of 301 × 401 grid
points). “Jintan” was kept approximately at the centers for all the cropping domains. The
area ratio is defined as follows.

AreaRatio = Cropped_dimension/De f ault_dimension (7)

The G2-One model was trained to correct the 10 m wind speed at the “Jintan” station
with AreaRatio = 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, and 1.0, respectively. (Figure 2b shows
the cases of AreaRatios = 0.3, 0.5, 0.7). The RMSE and improvement percentage of the
10 m wind speed at the station of these eight G2-One experiments corrected on the test
dataset were computed and given in Table 2. The table also includes the results of the
G2N331 model.

Table 2. RMSE of the 10 m wind speed of the PRUFS forecast and the correction by G2-One at Jintan
and Nanjing for different input areas and the corresponding IP. The evaluation was done on all
test datasets.

AreaRatios
of Input
Domain

PRUFS
Forecasts
(RMSE)-
“Jintan”

G2-One
Correction

(RMSE)-
“Jintan”

IP

PRUFS
Forecasts
(RMSE)-

“Nanjing”

G2-One
Correction

(RMSE)-
“Nanjing”

IP

1.0 (G2N331) 1.47 0.89 39.5% 1.36 0.97 28.7%
1.0 1.48 0.98 33.8% 1.37 1.05 23.4%
0.9 1.48 0.96 35.1% 1.37 1.04 24.1%
0.8 1.48 0.96 35.1% 1.37 1.02 25.5%
0.7 1.48 0.90 39.2% 1.37 0.98 28.5%
0.6 1.48 0.97 34.5% 1.37 1.01 26.3%
0.5 1.48 0.97 34.5% 1.37 1.01 26.3%
0.4 1.48 0.98 33.8% 1.37 1.02 25.5%
0.3 1.48 0.98 33.8% 1.37 1.02 25.5%

Table 2 shows again that incorporating information from other surrounding sites in
the loss functions improves the error correction at Jintan (i.e., G2N outperforms G2-One).
Nevertheless, for clarity and simplicity, G-exps for Jintan only is presented. It can be seen
in Table 2 that the G2-One performance is improved as AreaRatios (the sizes of G) increase
from 0.3 to 0.7, and thereafter, the performance degrades as the AreaRatios continue
to increase. This indicates that selecting the proper sizes of spatial structures/features

is important for G2N. If it is too small, the model will not be able to take in sufficient
information on the spatial features of the PRUFS forecasts. On the other side, if the input
domain size is too large, it may introduce unnecessary noises and/or information burdens
that hinder the G2N training.

In addition to the Jintan station, we also computed the training at other stations located
in the central regions of the domain. The RMSE of the wind speed at Nanjing (Table 3)

218



Atmosphere 2023, 14, 145

is smaller than those at Jintan, but the trend of the sensitivity test results with different
AreaRatios is consistent with that at Jintan. The results for other stations are similar, but
not shown for brevity.

Table 3. Improvement percentages of RMSE for the N-Exps with the G2N model.

(a) 2 m Temperature Statistics Results

N-exps

Verification
51 101 199 311

G2N51 16.4%
G2N101 14.1% 13.8%
G2N199 19.8% 19.8% 21.8%
G2N311 20.8% 20.2% 21.8% 18.9%

(b) 2 m Relative Humidity Statistics Results

N-exps

Verification
51 101 199 311

G2N51 23.7%
G2N101 24% 25.5%
G2N199 25.7% 27.5% 24.6%
G2N311 27.8% 28.9% 25.7% 24.5%

(c) 10 m Wind Speed Statistics Results

N-exps

Verification
51 101 199 311

G2N51 44.5%
G2N101 46.5% 43.4%
G2N199 44.5% 41.6% 40.9%
G2N311 47.4% 44% 43.9% 42.8%

For a possible physical explanation of the optimum size for the G2N model training,
we think the mesoscale circulation features are critical. For a given station, the model errors
are affected by the mesoscale system over the station and the most important structural
features of this mesoscale system should be included for the G2N model input. Thus, the
“optimum size” should depend on the size of these most important structural features,
which is a few hundred kilometers.

4.2. Impact of the Sites for Multitask Learning(N-Exp)

A set of N-exps is carried out to study the impact of assigning different numbers of
surface stations for simultaneous learning, i.e., multitask learning. The stations are selected
in regions with “Jintan” approximately at the center (see Figure 1), and the experiments
take 51, 101, and 199 sites (Figure 10), respectively.

Figure 10. Sub-domains containing 51 (a), 101 (b), and 199 (c) station sites for N-exps. The red star is
the station “Jintan”.
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For N-exp experiments, the G2N model was trained using the same labeled dataset
and model forecast input as those discussed in the previous sections, but the loss functions
were defined for a varying number of sites (i.e., target domain sizes), i.e., N = 51, 101, 199,
and 331, respectively, namely, G2N51, G2N101, G2N199, and G2N311. The performances of
these four configurations were assessed based on the outputs of these model runs over the
test dataset. The improvement percentages (IP) of RMSE of the G2N outputs, with respect
to the PRUFS forecast, were computed for the 51, 101, 199, and 331 site groups, respectively,
and presented in Table 3.

The second column of Table 3 labeled as “51” compares the RMSE IP concerning the
same 51 sites (shown in red in Figure 10a) corrected by the G2N over the PRUFS forecasts
for the four N-exps. The third, fourth, and fifth columns are the same but for the IPs
concerning 101, 199, and 311 sites, respectively. It can be seen from Table 3 that for the
51 evaluation sites, as N increases from 51 to 331, the IPs for 2 m T, 2 m RH, and 10 m wind
speed gradually grow in general. Similar results can be found for verification statistics
computed for 101 and 199 evaluation stations. The learning for all 331 stations achieved the
best result. These results indicate that multistation learning for G2N with more stations

is beneficial, not only reducing computing costs dramatically but also increasing the

learning skills of the G2N model.

5. Conclusions

Model output post-processing is a crucial step for correcting the errors of numerical
weather prediction. In this study, we established the “grid-to-multipoint” (G2N) convolu-
tional neural network (CNN)-based deep-learning model for correcting the forecast error
of an operational high-resolution numerical weather prediction system (PRUFS) running
24 cycles of 0–24 h forecasts, each day over eastern China. G2N corrects model forecast
errors by projecting high-resolution weather model gridded forecasts to the surface weather
observations. G2N was tested for correcting the forecast of 2 m temperature, 2 m relative
humidity, and 10 m wind speed of a high-resolution PRUFS model output. The forecast
area contains 311 standard surface weather stations. G2N was trained with one year of
data (August 2020 to August 2021) and evaluated by an independent test dataset of the
real-time operational PRUFS runs during November and December 2021. The training
and testing datasets contain all 24 cycles of 0–24 h forecasts per day. The results show
a good performance of G2N for all surface forecast variables corrected and computing
efficiency. Furthermore, two groups of sensitivity experiments were conducted to evaluate
the impact of changing the input gridded numerical model data sizes and varying the
number of stations for multitasking training on the performance of G2N. The main results
are as follows.

(1) The G2N model could effectively extract and use the meso- and micro-scale meteo-
rological circulation features, simulated by the high-resolution NWP forecasts, to infer the
weather forecast errors at the target stations. The verification of G2N on the test dataset
of the 2-month operational runs shows very good improvement percentages of RMSE,
19.0%, 24.5%, and 42.4% for 2 m temperature, 2 m relative humidity, and 10 m wind speed,
respectively, in comparison to the PRUFS forecasts.

(2) Sensitivity experiments with selecting mesoscale model forecast (feature) domains
show that the size of the input domain has an important impact on the performance of
the G2N model. Inputting an excessively small domain will not feed G2N with sufficient
spatial features in the PRUFS forecasts that are relevant to the forecast error at the target
stations. On the other hand, an excessively large input domain may introduce unnecessary
information that hinders the G2N performance.

(3) Sensitivity experiments with multitasking learning strategies (N-exps) show that,
for a given input model grid domain, increasing the number of target correction stations
within the domain for multitask learning is beneficial to improving the performances
of G2N for correcting the errors of all three surface variables. When the three variables
(T2, RH2, W10) are corrected for the 51 sites, the RMSE improvement percentages of 51 sites
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with input threshold are 16.4%, 23.7%, and 44.5%. With the increase in the input threshold,
the RMSE improvement percentage of the three variables in 51 sites increased to 20.8%,
27.8%, and 47.4%, with an average increase of approximately 3.8 percentage points.G2N
gained the largest error correction when all 311 sites were included in simultaneous learning.
This finding indicates that the loss function composed with more target stations could
incorporate more relevant spatial loss information and thus increase the G2N model
learning abilities.

(4) With its simplicity and high effectiveness, G2N can be readily generalized for
post-processing a high-resolution numerical weather prediction system running over other
regions. Based on our data and tests, we recommend specifying a patch size of the input
model forecast domain with a side dimension of ~600–900 km (200–300 grids) for G2N
and including all stations within the domain in the loss function for simultaneous forecast
error correction.

The G2N model developed in this paper has been running operationally along with
the PRUFS regional numerical weather system to support valuable applications by several
customers. For the domain size and stations corrected in this paper, the training time for
G2N with one-year samples takes approximately 6 h wall-clock time on a GPU server with
Quadro RTX 8000. The G2N real-time run takes only 297 s. Therefore, G2N is a highly
efficient and effective tool for post-processing high-resolution NWP forecasts.

Nevertheless, we note that it will be more informative to assess the G2N model
performance for a complete year period. Unfortunately, we were not able to access the
model data after December 2021. We plan to apply the G2N model for another NWP system
in the future and put attention on evaluating the general applicability of the G2N model
and its seasonal performance variation characteristics.

We also would like to note that the input for G2N described in this paper only uses a
single-element forecast field, e.g., the PRUFS 2 m temperature forecasts for correcting the
2 m temperature at the surface stations. We tested inputting multiple variables, including
surface pressure, humidity, and wind, but obtained a degraded performance. Additionally,
the results of the present G2N training were obtained without separating the tags of the
different forecast lengths, forecast sequences, or forecast cycles of the day. Activating these
tags also degraded the G2N performance. Our future work will aim at understanding
these limitations and explore more complicated deep-learning models, including refined
self-attention algorithms that may amplify the contributions of the key feature in the input
and thus gain further improvement on the forecast error correction.
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Abstract: The impact of El Niño–Southern Oscillation (ENSO) on the North Atlantic Oscillation
(NAO) has been controversially discussed for several decades, which exhibits prominent seasonality
and nonstationarity. During early winter, there appears a positive ENSO-NAO relationship, while this
relationship reverses its sign in late winter. Here, we show that this subseasonal variation in the ENSO-
NAO relationship could be attributed to the different mechanisms involved in early and late winters.
In early winter, the positive linkage between the ENSO and NAO could be simply understood as
resulting from the changes in tropical Walker circulation and the associated atmospheric meridional
circulation over the North Atlantic. In the following late winter, an opposite NAO-like response
appears as the large-scale Pacific–North Atlantic teleconnection pattern fully establishes and evident
sea surface temperature anomalies occur over the North Tropical Atlantic (NTA). We further show
that the phase shift in NAO during ENSO late winter is largely contributed by the establishment of
the ENSO-associated NTA SST anomaly via its excited convection in the subtropical Atlantic. The
competing roles of mechanisms explain the subseasonal variation in the ENSO-NAO relationship
from early to late winter, providing useful information for seasonal prediction over the North
Atlantic–European region.

Keywords: ENSO; NAO; subseasonal change

1. Introduction

The North Atlantic Oscillation (NAO), a prominent atmospheric circulation pattern,
characterizes a large-scale seesaw of atmosphere mass between the Azores High and
the Icelandic Low, which exerts significant climate impacts over the North Atlantic and
European sectors [1–4]. Due to large internal mid-latitude atmospheric variability, the
skillful prediction of the NAO on seasonal to interannual timescales has been a challenging
issue for the climate community [5–8]. As the primary predictability source of the global
climate system, the El Niño–Southern Oscillation (ENSO) is suggested to have the capacity
in providing the potential seasonal predictability of NAO and, therefore, the associated
climate variability in North America and Europe [6,7]. The co-variability of the tropical
Pacific signals and the climate anomalies in the extratropical North Atlantic region was
first noticed by Sir Gilbert Walker in the 1920s and 1930s [9–11]. The Southern Oscillation
in boreal winter is found to be accompanied by the meridional alteration in atmospheric
mass over the North Atlantic.

Around half a century later, systematic research started on the relationship between
ENSO and NAO and the possible mechanisms involved [12–14]. While the ENSO im-
pacts on the climate variabilities over the North Pacific–American sector are well estab-
lished [15–18], its influence over the North Atlantic and European sector is still under
debate [19–23]. During boreal winter, the ENSO signal can be clearly detected over the
North Pacific and North American region via the stationary atmospheric Rossby waves,
which is referred to as Pacific–North America (PNA) teleconnection [15,24]. The PNA
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teleconnection extends downstream and reaches the North Atlantic and leads to changes in
the local quasi-stationary wave pattern, which could project on the NAO pattern [13,25,26].
Nevertheless, the atmospheric anomalies associated with the ENSO-induced PNA tele-
connection over the North Atlantic are usually shifted eastward in comparison with the
classical NAO pattern [21]. Additionally, one recent study argued that no dynamical linkage
can be found between the NAO and ENSO-related atmospheric anomalies over the North
Atlantic [27]. An alternative mechanism that could account for the ENSO-NAO relationship
is that ENSO-related SST anomalies in the Northern Tropical Atlantic (NTA) alter the North
Atlantic atmospheric circulation and act as a mediator to connect the ENSO and NAO
during winter [28–34]. Prominent SST warming (cooling) is usually observed to lag the
Pacific warming (cooling) by a few months [18,35–38], which is conducive to a negative
(positive) NAO-like pattern locally [28,29,32–34]. Moreover, stratospheric processes, such
as sudden stratospheric warming, have also been proposed to play a part in linking climate
variabilities in the tropical Pacific and North Atlantic basins [39–43].

Despite the fact that several mechanisms have been proposed, little consensus has
yet been reached on whether a robust ENSO signal can be detected in the North Atlantic–
European climate and which physical process is essential for the observed ENSO-NAO
linkage. Some studies show that no prominent ENSO signals could be detected over the
North Atlantic and adjacent continental European regions [44,45]; however, some other
studies suggest that clear climate response to ENSO could be identified in the temperature
and precipitation fields [21,40,46,47]. The following studies show that these seemingly
contradictory conclusions result from the fact that the ENSO impacts over the North Atlantic
regions are associated with highly nonlinear dynamics, which lead to the large uncertainty
in the observed relationship between ENSO and NAO [20,21,48]. The ambiguity has also
been suggested to be associated with the strong seasonal dependence of the ENSO-NAO
relationship [21,43,49]. During early winter, the El Niño events are usually accompanied by
a positive NAO response, and La Niña events are usually accompanied by a negative NAO
response. In contrast, approximately opposite atmospheric responses could be detected
over the North Atlantic sector in the following late winter. The negative relationship
between the ENSO and NAO in late winter has been more extensively studied in previous
studies, which has been suggested to be related to the delayed stratospheric response to
ENSO [40,41,43]. Other studies emphasized the role of the North Atlantic SST variability in
the negative ENSO-NAO relationship during late winter [32,34]. So far, the mechanisms
underlying the subseasonal variation in the NAO response to ENSO are not clear, which
brings considerable difficulties to the seasonal prediction of the NAO and associated
climate impacts.

In this study, we demonstrate that the subseasonal variation in the relationship be-
tween the ENSO and NAO is closely linked with the constructive or destructive roles of
different mechanisms and emphasize the physical process that is dominated in early and
late winters, respectively. During El Niño in early winter, the positive NAO response could
be understood as the result of changes in the tropical general circulations. In the following
late winter, the appearance of warm NTA SST anomalies and the full establishment of PNA
teleconnection are both in favor of a negative NAO pattern. Additionally, the anomalous
NTA SST is the key factor in the subseasonal phase shift in NAO response to ENSO. Similar
mechanisms are also at work during La Niña. The rest of the paper is organized as follows:
In Section 2, we show the datasets and methods used in this research. Section 3 presents the
observed subseasonal variation in the ENSO-NAO relationship and addresses the possible
mechanisms responsible for different NAO responses in early and late winters. Discussions
are presented in Section 4, and the conclusion is given in Section 5.

2. Materials and Methods

The monthly SST dataset used in this study is the global sea ice and SST analysis
from the Met Office Hadley Centre (HadISST) [50]. The atmospheric circulation, including
sea level pressure (SLP) and geopotential height at 500 hPa, were examined based on the
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National Center for Environmental Prediction (NCEP)/National Center for Atmospheric
Research (NCAR) reanalysis-1 data [51]. The ENSO-related precipitation was investigated
using the National Oceanic and Atmospheric Administration’s monthly precipitation
reconstruction data [52]. The NAO index is based on the normalized SLP of Iceland
and Portugal [53]. The PNA index was taken from the Climate Prediction Center (CPC)
website. Anomalies for all the variables were measured as the deviation from the monthly
climatology in the study period (1960–2020), and all these fields were linearly detrended
to exclude potential impacts from global warming. All statistical significance tests were
performed using the two-tailed Student’s t-test. The bootstrap resampling method was
used for statistical inference by randomly selecting data with replacements 1000 times from
the original data and calculating the average at each time [54]. The statistical significance
for the bootstrap ensemble mean of the average in each realization was inferred from the
bootstrap probability [55]. For example, the bootstrap ensemble mean is significant at the
95% confidence level when 95% of the bootstrap samples are larger/smaller than zero.

According to the definition of the CPC (see https://origin.cpc.ncep.noaa.gov/products/
analysis_monitoring/ensostuff/ONI_v5.php, accessed on 8 January 2023), ENSO events are
defined based on a threshold of ±0.5 ◦C of the 3-month running mean Niño3.4 index (SST
anomaly averaged in the region of 5◦ S–5◦ N, 120◦–170◦ W) for 5 consecutive months. A
total of 21 El Niño events (1963, 1965, 1968, 1969, 1972, 1976, 1977, 1979, 1982, 1986, 1987,
1991, 1994, 1997, 2002, 2004, 2006, 2009, 2014, 2015, and 2018) and 21 La Niña events (1964,
1970, 1971, 1973, 1974, 1975, 1983, 1984, 1985, 1988, 1995, 1998, 1999, 2000, 2005, 2007, 2008,
2010, 2011, 2016, and 2017) were identified. The NTA SST index was defined as the SST
anomaly averaged in the region of 0◦–20◦ N, 0◦–75◦ W. We defined the standardized SLP
difference between the regions of the equatorial eastern Pacific (5◦ S–5◦ N, 80◦ W–180◦)
and the equatorial Atlantic (5◦ S–5◦ N, 80◦ W–20◦ E) as the Walker index in this study
to focus on the overturning circulation over the Pacific and Atlantic region. The winter
was separated into early (November–December) and late (January–February) periods to
investigate the subseasonal variation in the ENSO-NAO relationship.

3. Results

3.1. Subseasonal Variation in the ENSO-NAO Relationship

During the positive phase of NAO, the meridional gradient of atmospheric pressure is
strengthened due to the enhanced Icelandic Low and Azores High between the polar and
subtropical North Atlantic regions (Figure 1a–d). Most previous studies about the ENSO-
NAO relationship focused on the boreal winter season when the ENSO reaches the mature
phase and the local air–sea interaction over the North Atlantic is mostly active. However,
ENSO impacts on the NAO exhibit a distinctive difference in early and late winters with a
prominent subseasonal phase shift in NAO (Figure 1e–h). During November–December
of El Niño years, there appear positive SLP anomalies over the subtropical Atlantic and
negative SLP anomalies near Iceland, resembling a positive NAO-related atmospheric
pattern (Figure 1e,f). In the following January to February, the anomalous atmospheric
pattern exhibits a contrasting feature over the North Atlantic when the ENSO-related
Aleutian Low is enhanced (Figure 1g,h). An NAO-like atmospheric pattern of the opposite
polarity emerges with the spatial correlation between ENSO-related atmospheric pattern
and the classical NAO pattern being −0.86 and −0.85 in January and February, respectively.
Besides more similarity between the ENSO-related pattern and the classical NAO pattern
compared to the early winter, it has also been noted that the active center of the ENSO-
related atmospheric response over the North Atlantic in late winter shows an obvious
displacement from the east to the west.

To qualitatively measure the subseasonal shift in the ENSO-NAO relationship, we
used the commonly adopted NAO index to examine the monthly evolution based on
the difference between composite El Niño and La Niña during winter (Figure 2). In El
Niño during early winter, the NAO is usually in its positive phase with the strengthened
meridional gradient of atmospheric pressure over the North Atlantic. Additionally, in
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La Niña during early winter, there usually appears a negative NAO-like pattern with a
weakened meridional pressure gradient over the North Atlantic. The NAO of the opposite
sign could be observed in later winter. The differences between the NAO index of El Niño
and La Niña are significant at the 95% significance level in November and January, while
large uncertainty exists for other months.

Figure 1. SLP anomalies (hPa) in (a) November, (b) December, (c) January, and (d) February regressed
upon the simultaneous standardized NAO index. (e–h) Similar to (a–d) but for SLP anomalies
regressed on the Niño3.4 index. Large (small) dots indicate regression coefficients that are statistically
significant at the 95% (90%) confidence level. The green box indicates the North Atlantic region
(20◦–90◦ N, 0◦–80◦ W). The pattern correlation is displayed in (e–h), which is calculated based on the
NAO-related SLP anomalies and ENSO-related anomalies over the North Atlantic region for each
month, respectively.

Figure 2. Monthly evolution of the difference of NAO index between composite El Niño and La
Niña from October (0) to March (1). Numerals “0” and “1” denote the years in which ENSO events
develop and decay, respectively. Solid circles indicate the composite values that are significant at the
95% confidence level. The orange and blue shadings indicate the early and late winter, respectively.
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We further used the bootstrap sampling with replacements to generate 1000 realiza-
tions of the observed NAO responses during the early and late winters of El Niño and La
Niña events, respectively, and show the histograms of the bootstrap samples (Figure 3).
The difference in the bootstrapping NAO index in ENSO early and late winter is consistent
with the subseasonal phase shift in NAO responses to ENSO, as depicted in Figures 1 and 2.
During the El Niño early winter, the bootstrap ensemble mean NAO index is 0.42 (statisti-
cally significant at the 95% confidence level), while the ensemble mean NAO index is −0.25
(non-statistically significant at the 95% confidence level) during the following later winter.
For La Niña events, the ensemble mean NAO index is −0.29 (non-statistically significant
at the 95% confidence level) in early winter and 0.64 (statistically significant at the 95%
confidence level) in the late winter. The insignificant values in El Niño late winter and La
Niña early winter hint at some asymmetry in the impacts of ENSO on the NAO during
both early and late winter.

Figure 3. Histograms of the averaged NAO index after 1000 bootstrap resampling during (a) El
Niño early winter, (b) La Niña early winter, (c) El Niño late winter, and (d) La Niña late winter.
The bootstrap ensemble mean is displayed for each case with the asterisk denoting the value that is
statistically significant at the 95% confidence level (also indicated by the dotted red line).
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3.2. Possible Mechanisms Responsible for Different NAO Responses in Early and Late Winters

We next investigate the possible physical mechanisms responsible for the NAO phase
shift during early and late winters of ENSO years. Figure 4 shows anomalous SST, precipita-
tion, SLP, and geopotential height at 500 hPa regressed on the simultaneous Niño3.4 index
in early and late winters. During El Niño in early winter, the tropical Pacific SST anomalies
feature a horse-shoe pattern with warm SST anomalies in the central to eastern equatorial
Pacific and cold SST anomalies in the western Pacific (Figure 4a). Correspondingly, the
precipitation anomalies exhibit a dipolar structure, featuring a positive lobe in the central
equatorial Pacific and a negative lobe in the western North Pacific (Figure 4c). While the
SST anomaly pattern during late winter is quite similar to that during early winter in the
tropical Pacific, the precipitation anomalies are obviously enhanced in the central Pacific
(Figure 4b,d), which could result from the nonlinear interaction between the ENSO and
warm pool SST annual cycle [56–59].

Figure 4. Anomalous SST (shading: ◦C) and SLP (contour: hPa) anomalies in (a) early winter
and (b) late winter regressed upon the standardized simultaneous Niño3.4 index. Anomalous
precipitation (Precip for short; shading, mm/day) and geopotential height at 500 hPa (Hgt500 for
short; contour, m) in (c) early winter and (d) late winter regressed upon the standardized simultaneous
Niño3.4 index. Solid lines indicate the positive values and dashed lines indicate the negative values
of SLP in (a,b) and Hgt500 in (c,d). The contour interval is 0.3 hPa in (a,b) and 0.3 m in (c,d).

Accompanied by the enhancement in the tropical Pacific precipitation anomalies,
the atmospheric anomalies of the Aleutian Low are evidently enhanced in late winter
(Figure 4b,d). Correspondingly, the two downstream centers of the PNA teleconnection
pattern are clearly established over North America. These two downstream centers extend
from North America to the central North Atlantic ocean with a southwest-to-northeast tilt,
resembling the negative NAO pattern. In contrast, the atmospheric response in the Aleutian
Low is weak, and the PNA teleconnection pattern is not fully established in the early winter
of ENSO years (Figure 4a,c). In early winter, a prominent atmospheric response can be
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observed over the North Atlantic with a negative center near 50◦ N and a positive center
near 30◦ N, zonally elongating from the central North Atlantic Ocean to Western Europe.
Compared with early winter, the action center of ENSO-related atmospheric response over
the North Atlantic is displaced northwestward in late winter.

One open question to be answered is which mechanism drives the positive ENSO-
NAO relationship in early winter. As suggested by a previous study [60], the tropical Walker
circulation and the North Atlantic meridional circulation can act as a mediator to link the
ENSO and climate variability over the North Atlantic region. Figure 5 shows changes in
the tropical Walker circulation and North Atlantic meridional circulation associated with
ENSO in early and late winters, respectively. During El Niño early winter, the tropical
Walker circulation is weakened with an anomalous ascending branch over the central
and eastern Pacific and an anomalous descending branch over the Atlantic (Figure 5a).
Concomitantly, the meridional circulation over the North Atlantic can be observed to be
significantly altered, showing anomalous air subsidence over the tropical Atlantic and
anomalous air ascending at 40◦–70◦ N of the North Atlantic (Figure 5c). As a result, the
positive NAO pattern emerges along with the enhancement in both the Azores High and
Icelandic Low.

Figure 5. Zonal wind and vertical velocity (omega) anomalies (vector; m/s for zonal wind and Pa/s
for omega) averaged meridionally over 5◦ S–5◦ N in (a) early and (b) late winter regressed upon
the simultaneous Niño3.4 index. Meridional wind and vertical velocity anomalies (vector; m/s for
meridional wind and Pa/s for omega) averaged zonally over 0◦–50◦ W in (c) early and (d) late winter
regressed upon the simultaneous Niño3.4 index. Omega anomalies are multiplied by a factor of −400
in (a,b) and −800 in (c,d) for display and are also shown in shading.

During the following late winter, the anomalous tropical Walker circulation exhibits a
similar pattern as that of early winter with an increase in amplitude, in particular over the
tropical Atlantic (Figure 5b). However, there appears a very different structure of anoma-
lous meridional circulation over the North Atlantic (Figure 5d). A prominent ascending
during late winter can be observed near the region of 20◦–40◦ N, which is of the opposite
sign with respect to that during early winter. Accordingly, most regions of the subpolar
North Atlantic experience the anomalous subsidence. The atmospheric response over the
North Atlantic resembles the negative NAO-like pattern during El Niño in late winter. The
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distinctive meridional circulation anomalies in late winter could be related to the enhanced
precipitation near 30◦ N in the North Atlantic. These precipitation anomalies seem to
be excited by the NTA SST warming (Figure 4b). The important role of the NTA SST in
impacting the atmospheric circulation over the North Atlantic has been shown in previous
studies, as shown in the introduction. The warm NTA SST anomalies could generate nega-
tive NAO-like anomalies based on observational analyses and also numerical modeling
experiments. El Niño events are usually accompanied by significant SST warming over the
NTA via the tropical and extratropical pathways [61]. The NTA SST response is found to
lag the ENSO mature phase by about a few months, possibly due to the local adjustment
timescale [18,62]. As shown in Figure 4a,b, the warm NTA SST anomalies during El Niño
events are evidently strengthened in late winter compared to early winter, which leads
to enhanced precipitation over the subtropical Atlantic and acts to explain the distinct
meridional circulation structure in late winter. A similar mechanism operates during La
Niña late winter.

The respective role of the above-mentioned processes in contributing to the ENSO-
NAO linkage is further shown in Figure 6, in which the monthly SLP anomalies are
regressed upon the simultaneous Walker index, PNA index, and NTA index. As shown
in Figure 6a, the Walker circulation change in the tropics is linked to the alteration in
local meridional circulation over the North Atlantic. Accompanied by the strengthening
(weakening) of the tropical Walker circulation, there appears a weakened (strengthened)
meridional gradient of atmospheric pressure over the North Atlantic, resembling the
negative (positive) NAO pattern. During El Niño years, the Walker circulation is weakened
throughout the winter season (Figure 7), which tends to favor a positive NAO-like pattern
of atmospheric pressure over the North Atlantic. Due to the role of the Walker circulation
change, a positive ENSO-NAO relationship can be observed in early winter. However, the
opposite relationship between ENSO and NAO emerges in the following late winter, as the
PNA fully establishes, and the NTA SST warms up. It seems that the Walker circulation
anomalies play a minor role in modulating the atmospheric circulation over the North
Atlantic during the late winter of ENSO years. As shown in Figure 6b, the PNA-related
atmospheric pattern displays positive anomalies near Greenland and negative anomalies
along the eastern coast of North America. The enhancement in PNA during late winter
could contribute to the westward displacement of the NAO-related action center. This
existence of the linkage between the PNA and NAO has been discussed in many studies;
however, the local manifestation of PNA teleconnection can only explain the western
edge of the NAO, which might suggest an absence of dynamical linkage between these
two phenomena [27].

Figure 6. Monthly SLP anomalies (hPa) regressed upon the simultaneous (a) Walker index, (b) PNA
index, and (c) NTA index. Dots indicate regression coefficients that are statistically significant at the
95% confidence level. The green box indicates the North Atlantic region (20◦–90◦ N, 0◦–80◦ W).
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Figure 7. Monthly evolution of difference of the standardized Walker index (green line), PNA index
(orange line), and NTA index (red line) between composite El Niño and La Niña.

Figure 6c shows the SLP anomalies regressed on the NTA SST index. The warm NTA
SST anomalies tend to be accompanied by weakened Azores High and Icelandic Low,
which closely resemble the classical NAO pattern (their spatial correlation being −0.96).
During El Niño in late winter, the NTA SST significantly warms (Figure 7) and alters the
local atmospheric pattern, which leads to the prominent negative ENSO-NAO relationship.
We further examined the role of NTA SST on the NAO phase during ENSO late winter by
categorizing the ENSO events into four groups based on late winter NTA SST conditions
that are El Niño with a positive NTA index, El Niño with a negative NTA index, La Niña
with a positive NTA index, and La Niña with a negative NTA index (Table 1). The El
Niño events with warm NTA SST anomalies show a significant negative NAO pattern
(Figure 8a), while the El Niño events with cold NTA SST anomalies exhibit no significant
NAO-related atmospheric anomaly pattern (Figure 8b). Similarly, the La Niña events with
opposite-signed NTA SST anomalies are characterized by a distinct atmospheric response
over the North Atlantic. The La Niña events with negative NTA SST anomalies correspond
to a positive NAO pattern. However, the La Niña events with warm NTA SST anomalies
are accompanied by a weakened meridional gradient of atmospheric pressure, with the
centers being shifted eastward relative to the conventional NAO pattern. Therefore, the
negative ENSO-NAO relationship can be detected considering that most ENSO years are
concurrent with the same-signed NTA SST anomalies. The above results again support that
the winter NTA SST variability during ENSO years plays an important role in leading to
a remarkable shift in the North Atlantic atmospheric pattern towards an opposite NAO
response in late winter compared to that in early winter.

Table 1. El Niño and La Niña years are classified according to late winter NTA SST anomalies.

Categories Year

El Niño with positive NTA anomalies 1963, 1965, 1968, 1969, 1977, 1979, 1987, 1997,
2002, 2004, 2006, 2009, 2015

El Niño with negative NTA anomalies 1972, 1976, 1982, 1986, 1991, 1994, 2014, 2018

La Niña with positive NTA anomalies 1970, 1995, 2005, 2010, 2016

La Niña with negative NTA anomalies 1964, 1971, 1973, 1974, 1975, 1983, 1984, 1985,
1988, 1998, 1999, 2000, 2007, 2008, 2011, 2017
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Figure 8. Composite SLP anomalies (hPa) for (a) El Niño events concurrent with positive NTA SST
anomalies; (b) El Niño events concurrent with negative NTA SST anomalies; (c) La Niña events
concurrent with negative NTA SST anomalies; and (d) La Niña events concurrent with positive NTA
SST anomalies. Large (small) dots indicate regression coefficients that are statistically significant
at the 95% (90%) confidence level. The green box indicates the North Atlantic region (20◦–90◦ N,
0◦–80◦ W).

4. Discussion

Despite the fact that a feasible explanation for the subseasonal variation in the rela-
tionship between the ENSO and NAO during winter is provided here, we are still left with
considerable levels of uncertainty regarding the impacts of ENSO on NAO in addition to
the fact that there is large atmospheric internal variability in the mid–high latitudes [63].
On the one hand, this uncertainty is granted considering that ENSO itself is highly compli-
cated with large inter-event variability in the zonal location and intensity of its associated
tropical convection [22,64,65]. On the other hand, the constructive/destructive interference
of competing mechanisms operating during different stages of ENSO events could also
contribute to the large uncertainty.

At this stage, we cannot determine whether the observed NAO responses to ENSO are
simply the superposition of atmospheric patterns associated with different mechanisms or
nonlinear interactions between different physical processes are at play. However, even from
a linear perspective, the uncertainty of the ENSO-NAO relationship could be partly ex-
plained by the time-evolving characteristics of the processes involved. For example, while
no significant NTA SST response to ENSO can be detected in early winter, significant posi-

234



Climate 2023, 11, 47

tive SST responses appear over the NTA in late winter but with relatively large inter-event
variability. We demonstrate that the inter-event difference in NTA SST anomalies during
different ENSO events could account for, at least, part of the uncertainty of the ENSO-NAO
relationship. Additionally, as noted in a recent study, the ENSO-related precipitation in the
Indian Ocean could contribute to the inter-event difference in NAO response during ENSO
early winter [66]. Moreover, several studies have argued that stratospheric processes could
connect the climate variability between the Pacific and Atlantic basins [43,67]. While the
active role of the stratospheric pathway is also emphasized in the ENSO-NAO relationship
in late winter, the nonlinearity in the stratospheric response to ENSO largely limits the
predictability of the related processes [23,43]. The potential effect of stratospheric processes
on the subseasonal variation in the ENSO-NAO relationship is not addressed in this study,
which deserves further attention.

5. Conclusions

The present work investigated the different ENSO impacts on the NAO during early
and late winter and the possible roles of various mechanisms. Our observational analyses
support the finding of the subseasonal variation in the ENSO-NAO linkage and identify
the crucial physical processes responsible for the phase shift in NAO during ENSO early
and late winters. During El Niño early winter, the North Atlantic experiences a positive
NAO-like pattern of atmospheric pressure due to the weakening of the tropical Walker
circulation and the associated alteration in the meridional circulation over the North
Atlantic. However, the North Atlantic is dominated by a negative NAO-like atmospheric
response over the North Atlantic during El Niño late winter. The phase shift in the NAO
response to ENSO is closely related to the ENSO-induced NTA SST anomalies in late winter.
During El Niño late winter, there appears obvious SST warming over the NTA, which
can excite the local convection and thus, generate a negative NAO response. Moreover,
the full establishment of the PNA teleconnection in late winter could also make some
contribution to the simultaneous negative ENSO-NAO relationship. The strongly enhanced
positive PNA teleconnection could partially account for the negative NAO response during
El Niño late winter, but its effect is confined to the western edge of the NAO. Similar
mechanisms work during La Niña. The understanding of different mechanisms for the
subseasonal variation in the ENSO-NAO relationship from early to late winter provides
useful information for seasonal prediction over the North Atlantic–European region.
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Abstract: Understanding the influence of the El Niño–Southern Oscillation (ENSO) on the North
Atlantic Oscillation (NAO) is of critical significance for seasonal prediction. The present study found
that both Niño3.4 sea surface temperature anomaly (SSTA) intensity and east-west gradient in the
mid-low latitude Pacific determine the linkage between ENSO and the NAO. Based on Niño3.4
SSTA intensity and the east-west gradient, ENSO events are classified into three types: strong
intensity, weak intensity-strong gradient (WSG), and equatorial ENSOs. Note that the former two
types are usually concurrent with a strong zonal SSTA gradient. In contrast, equatorial ENSO is
often associated with weak intensity-weak gradient SSTAs confined in the equatorial Pacific. The
anomalous circulation patterns in response to the three types of ENSO exhibit asymmetric features
over the North Atlantic. The WSG-El Niño associated circulation anomaly resembles a negative
NAO-like pattern, yet the strong and equatorial El Niño associated circulation anomalies show a
neutral-NAO pattern. For La Niña events, their impact on the NAO mainly depends on the cold
SSTA position rather than their intensity. The strong and WSG-La Niña associated negative SSTAs
are centered in the equatorial-central Pacific and favor a steady positive NAO-like anomaly. The
cold SSTA center of equatorial La Niña shifts to the equatorial-eastern Pacific and cannot profoundly
influence the North Atlantic climate. The physical mechanisms are also investigated with a general
circulation model.

Keywords: El Niño-southern oscillation; North Atlantic oscillation; asymmetry of ENSO

1. Introduction

As the prominent atmospheric mode occurring in the North Atlantic, the North Atlantic Os-
cillation (NAO) features an alternation of air mass over Iceland and the Azores [1–3]. Changes
in the polarity and intensity of NAO exert profound influences on the surface air temper-
ature and precipitation across the broad areas of North America and Eurasia [4]. In the
positive phase, the pressure difference between the Icelandic Low and the Azores High
is stronger than average, resulting in stronger westerly winds and storm tracks over the
North Atlantic. This can lead to wetter and stormier conditions in Western Europe, while
eastern parts may experience milder and drier weather. Conversely, the negative phase of
the NAO exhibits almost the opposite characteristics. It is commonly recognized that the
formation of NAO arises from the internal stochastic processes of the atmosphere [5,6]. One
thing that has become clear is that the forcing stemming from the stratosphere [7–9] and
sea surface temperature (SST) anomalies can also generate NAO-like anomalies [10–12].

The El Niño-Southern Oscillation (ENSO) is the dominant interannual air-sea coupled
mode in the topics, which exerts salient impacts on global climate via localized forcing
or remote teleconnections [13–17]. Whether the ENSO SSTA can excite the NAO-like
atmospheric pattern or not, however, is still debated. Early research [18,19] believed that
ENSO-related climate variability is hard to observe over the North Atlantic-Eurasia sectors.
Despite the strong intrinsic variability of NAO, more and more observational and numerical
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experimental evidence has proven that a negative NAO-like anomaly sometimes occurs in
the El Niño winter; by contrast, a positive NAO-like pattern coincides with the La Niña
events [20–22]. The ENSO-NAO relationship, therefore, may provide a potential source
for seasonal climate prediction in North America and Eurasia [23]. Nevertheless, many
studies also found that the atmospheric signals of ENSO over the North Atlantic exhibit
salient inter-event variability [24–28]. This unstable behavior may be attributed to tropical
volcanic eruptions, other non-ENSO factors [23,29], the interdecadal variation of ENSO
itself [30], and the diversity of ENSO [24,26].

The ENSO diversity involves varying amplitudes and SSTA patterns [31]. The strong
ENSOs with SSTAs larger in amplitude usually induced enormous property loss and
casualties, grabbing the close attention of the scientific community [32,33]. However, a
growing number of studies noticed the impact of moderate ENSOs, emphasizing that
atmospheric responses to strong and moderate ENSOs sometimes show patterns with
opposite signs rather than reduced amplitudes [27,34,35]. Diverse ENSO patterns have
been apparent in recent decades when central Pacific (CP) ENSOs have occurred frequently,
exerting impacts that differ from the conventional (eastern Pacific, EP) ENSO in terms of
their disparate atmosphere-ocean coupling processes [36–39]. This classification, however,
does not distinguish moderate ENSOs from strong ones, although strong El Niños usually
exhibit an EP type, making it difficult to explain the climatic impact and evolution of
relatively weak ENSOs. Wang et al. [40] classified El Niño events as strong basin-wide,
moderate eastern Pacific, moderate central Pacific, and successive events. They revealed
that the more frequent occurrence of extreme ENSOs in the past 40 years might be attributed
to a background warming in the equatorial western Pacific and associated enhanced zonal
SST gradients in the equatorial central Pacific.

The zonal SST gradients reflect the SSTA contrast between the western and eastern
Pacific, which accelerates the equatorial zonal wind and increases the tilt of the thermocline,
favoring the maintenance of an ENSO event [41]. As an indispensable segment of the
Bjerknes positive feedback, zonal SSTA gradient largely furnishes violent tropic deep
convections [42] and determines extratropical teleconnections [43–45]. Referencing Wang
et al. [40], Zhang P et al. [27] classified ENSO events according to their amplitude and
maximum SST, divided the winter La Niña events, based on the ENSO intensity and
east-west gradient in the Pacific basin, into three groups: strong intensity La Niñas, weak
intensity La Niñas with strong or weak gradients (their features are summarized in Table 1),
and those impacted by the three flavors of La Niña on the East Asian winter monsoon.
Whether or not El Niño events can be divided into three similar categories can be debated.

This study attempts to determine what types of El Niño and La Niña can profoundly
impact NAO. Moreover, owing to the asymmetries that exist in amplitudes [46–48], evo-
lutions [49–51], and effects [52,53], the warm and cold ENSOs, therefore, are not simply
mirror images of each other. A systematic contrastive study of the physical process and
mechanism for the impact of diverse warm and cold ENSO events on NAO is necessary. To
discuss the above questions, Section 2 displays the datasets and model. Section 3 shows
the diverse ENSOs and their impacts on NAOs. The possible mechanisms are discussed in
Section 4. In Section 5, the major conclusions and discussions are exhibited.
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Table 1. The years of different ENSO types.

Events Years Common Features

Strong El Niño

1957–1958, 1965–1966,
1972–1973, 1982–1983,
1991–1992, 1997–1998,

2009–2010, 2015–2016 (8)

The strong warm (cool) SST
anomalies in the eastern

(western) Pacific with salient
Indian Ocean warming

Strong La Niña

1970–1971, 1973–1974,
1975–1976, 1988–1989,
1998–1999, 1999–2000,

2007–2008, 2010–2011 (8)

The strong cool (warm) SST
anomalies in the eastern

(western) Pacific

WSG-El Niño
1958–1959, 1968–1969,
1976–1977, 1977–1978,

1979–1980, 1986–1987 (6)

The warm (cool) SST
anomalies in the eastern

(western) Pacific but
amplitude weaker than strong

El Nino

WSG-La Niña
1971–1972, 1974–1975,
2000–2001, 2008–2009,

2011–2012 (5)

The same as WSG-El Nino but
opposite in sign

Eq-El Niño

1963–1964, 1969–1970,
1987–1988, 1994–1995,
2002–2003, 2004–2005,

2006–2007, 2014–2015 (8)

A significant zonal banded
warming throughout the
tropical oceans without a
salient SST cooling in the

western Pacific

Eq-La Niña

1964–1965, 1967–1968,
1971–1972, 1983–1984,
1984–1985, 1985–1986,

1995–1996, 2005–2006 (8)

The same as Eq-El Nino but
opposite in sign

Central-Pacific ENSO years are marked with bold fonts.

2. Materials and Methods

The merged Extended Reconstructed SST version 5 (ERSSTv5) [54] and the Hadley
Centre Sea Ice and Sea Surface Temperature dataset (HadISST) [55] with the 2◦ × 2◦
horizontal resolutions are used in this study. Atmospheric reanalysis datasets include ERA-
40 [56] and ERA-Interim [57] data with a horizontal resolution of 1.5◦ × 1.5◦. Precipitation
Reconstruction (PREC) data were provided by NOAA [58]. The differences between the
western Pacific K-shape and eastern Pacific triangle SSTs are defined by the mega-ENSO
index [59]. The Niño-3.4 index is obtained from Climate Prediction Center (CPC). The NAO
is defined using Hurrell’s station-based index [1]. The winter refers to the period from
December to the next February. The data used for compositing analysis are de-trended to
exclude the potential influence of linear trends.

We normalized the two ENSO indices to contrast them under the same criteria
(Figure 1). The present study primarily employs composite analysis; the anomaly refers
to the difference between the salient ENSO and ENSO-neutral years. “ENSO-neutral”
indicates the normalized Niño3.4 index between −0.5 and 0.5 standard deviations (STD).
ENSO events refer to the years with the absolute values of the Niño3.4 index greater than
0.5 STD. Considering that the average intensity of the selected warm and cold ENSO events
is around ±1.1, we classify ENSO events as of weak intensity when the absolute value of
the Niño3.4 index falls within 0.5 and 1.1 standard deviations and as strong intensity when
the absolute value of the Niño3.4 index exceeds 1.1. To separate strong and weak gradient
ENSOs, we set ±0.7 STD of the mega-ENSO index as the criteria. A strong gradient ENSO
needs to satisfy the absolute value of the mega-ENSO index greater than 0.7 STD. If not,
we define it as the weak gradient ENSO. Altering the criteria to ±0.8 STD, the qualitative
results will not change.
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Figure 1. Time series of the normalized December–January–February (DJF) Niño3.4 (red curve) and
mega-ENSO (black curve) indices for the period of 1957–2018. The mega-ENSO index is multiplied
by −1 for comparison purposes. The red, black, and purple dashed lines denote ±0.5, ±0.7, and ±1.1,
which refer to the thresholds for dividing ENSO events, SG/WG ENSO events, and strong/moderate
ENSO events, respectively.

The European Center-Hamburg (ECHAM 5.4) [60] model from the Max Planck Insti-
tute is applied to illuminate a possible mechanism. The resolution is T63L19 (horizontal
grid of 1.875◦ and 19 vertical levels). Forced by the observational AMIP II SST, the model
was integrated from 1950 to 2010. To reduce the potential impact of ENSO, we picked out
twenty neutral or weak ENSO winters from 1955 to 2010 as the samples for the control
experiments. Next, sensitivity experiments consisted of nine groups of simulation. Each
experiment was forced by climatological monthly mean SSTs (same as in the control run)
and observed DJF SST anomalies. The initial conditions for the sensitivity simulations were
acquired from the control run. The detailed experiment design is shown in Table 2.

Table 2. List of SST perturbation experiments conducted in this study.

Experiments Description of SST Perturbation

SEN SSTA associated with strong El Niño events is imposed in the Pacific (40◦ S–40◦ N, 120◦ E–90◦ W)

WSGEN SSTA associated with strong gradient weak El Niño events is imposed in the tropical Pacific (40◦ S–40◦ N,
120◦ E–90◦ W)

EqEN SSTA associated with weak gradient weak El Niño events is imposed in the tropical Pacific (15◦ S–15◦ N,
160◦ E–90◦ W)

IO SSTA associated with strong El Niño events is imposed in the Indian Ocean (20◦ S–20◦ N, 40◦ E–110◦ E)
SEN_IO SEN and IO SSTA forcings are added together

EqEN_IO SSTA associated with weak gradient weak El Niño events is imposed in the tropical Pacific (20◦ S–20◦ N,
160◦ E–90◦ W) and Indian Ocean (20◦ S–20◦ N, 40◦ E–110◦ E)

SGLN SSTA associated with strong gradient (strong and strong gradient weak) La Niña events is imposed in the
tropical Pacific (40◦ S–40◦ N, 120◦ E–120◦ W)

WSGLN SSTA associated with strong gradient weak La Niña events is imposed in the tropical Pacific (40◦ S–40◦ N,
120◦ E–120◦ W)

EqLN SSTA associated with weak gradient weak La Niña events is imposed in the tropical Pacific (15◦ S–15◦ N,
150◦ E–90◦ W)

3. Results

3.1. Comparison of Different Types of ENSO and Related NAO
3.1.1. SSTA Patterns and Their Associated Tropic Atmospheric Responses

First, since the mega-ENSO index can well represent the strong and weak gradient
ENSOs, combined with the Niño3.4 index, the ENSO events with different intensities and
gradients might be distinguished. According to the method displayed in Section 2, three
types of El Nino and three types of La Nina are classified (Table 1). Interestingly, the
strong ENSOs commonly contain a sizeable zonal gradient; only the weak ENSOs can be
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separated based on the east-west gradient to the weak intensity-strong gradient (WSG)
and weak intensity-weak gradient events. Since the weak intensity-weak gradient events
are confined in the equatorial region, they are labeled as equatorial (Eq) ENSO. Previous
studies subdivided ENSO into the CP and EP groups according to the shift of the maximum
SSTA [24,25,61,62]. Therefore, the CP ENSOs are bolded in Table 1, showing that the CP
events occur randomly in the three flavors of El Niño; however, they coincide with the
strong gradient (SG) La Niña, which consists of the strong and WSG La Niña.

Figure 2 compares the large-scale SST anomalies for the El Niño and La Niña types.
Generally speaking, the spatial patterns are well classified. In the strong El Niño (SEN)
winters, the obvious warm SSTAs dominate the eastern Pacific and Indian Ocean (IO), while
the cold SSTAs appear in the western Pacific (Figure 2a). The strong La Niña (SLN) displays
an SSTA distribution opposite to the SEN (Figure 2d). The WSG event also displays a Pacific
“seesaw” pattern but a neutral IO SSTA (Figure 2b,e). In contrast, a salient narrow positive
(negative) SSTA controls the equatorial central and eastern Pacific for the equatorial EN
(equatorial LN) with significant warm (cold) SSTA in the IO (western IO) (Figure 2c,f). In
addition, as shown in Table 1, several equatorial (SG) La Niña events coincide with the
years of EP (CP) La Niña. Their spatial patterns show the maximum negative SSTA center
in the tropical CP for SGLN (Figure 2d,e) but in the tropical EP for equatorial LN (Figure 2f).
However, the centers of maximum SST anomalies shifted very little for the three types of El
Niño (Figure 2a–c).

 
Figure 2. DJF sea surface temperature (SST; K, interval: 0.3 K) composite differences of (a) strong El
Niño, (b) weak intensity-strong gradient (WSG) El Niño, and (c) equatorial (Eq) El Niño. (d–f) same
as (a–c), but for La Niña events. The shadings in each panel represent the region with anomalies
significant at the 95% confidence level (Student’s t-test). The green contour represents 28 ◦C isotherm.

Due to the diversity in ENSO intensity and spatial patterns, the precipitation anomalies
associated with the different ENSOs exhibit distinct features (Figure 3). The tropical
precipitation anomalies are stronger in response to intense ENSOs than weak events. For El
Niños, the salient positive precipitation anomalies straddle the dateline with the negative
anomalies controlling the western Pacific (WP) (Figure 3a–c). Significant discrepancies
are found over the IO region with rich tropical rainfall generated by the warm local SSTA
during the SEN and equatorial EN winters. However, no salient precipitation anomalies are
seen in the WSGEN winters. For the La Niña events (Figure 3d–f), the neutral precipitation
anomalies over the IO indicate a relatively weak local air-sea interaction compared to
those of the SEN and WSGEN. It also shows the poor precipitation centers in the tropical
central Pacific for the two SGLN cases but extends eastward during equatorial LN, which
is attributed to the shift of the maximum center of SSTA.
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Figure 3. The same as Figure 2, except for tropical precipitation (mm/mon, interval: 30 mm/mon).

3.1.2. Unsteady Relationship of the ENSO with NAO

Next, we display the scatterplot of NAO and Niño3.4 indices in winter (Figure 4),
and a complex relationship is detected between ENSO and NAO events. It shows that six
WSGENs emerge with a negative NAO; however, the negative or positive NAO occurrence
is evenly balanced during the SEN and equatorial EN winters, indicating a steady relation-
ship between the NAO signal and the WSGEN. For the La Niña events, most of the SLN (6
of 8) and WSGLN (4 of 5) events, in other words, 10 of 13 SGLNs, are accompanied by a
positive phase of NAO, but such relationships cannot be seen in the equatorial LN cases.

 
Figure 4. Scatter map of the DJF Niño3.4 and NAO indices for WSG-ENSO (red dots), equatorial
ENSO (green crosses), and strong ENSO (purple snowflakes). The blue dashed line denotes ±1.1.

Figure 5 displays the anomalous 850-hPa geopotential height (Z850) and zonal wind
at 200-hPa (U200) associated with the different types of ENSO to further inspect the extra-
tropical atmospheric responses. During the EN winters (Figure 5a–c), anomalous positive
SST in the tropical central and eastern Pacific induces salient diabatic heating, generating
a large-scale Rossby wave train that resembles the PNA teleconnection pattern over the
North Pacific (NP) and North America regions. Significant discrepancies are observed
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over the NP as well as the North Atlantic. Over the NP region, although the apparent
negative anomalies, which imply the enhanced Aleutian Low (AL), are seen in the three
EN cases, they exhibit different intensities and spatial locations. Generally, the negative
Z850 anomalies over NP for SEN (Figure 5a) are much stronger than the weak events
(Figure 5b,c). Compared with the SEN and equatorial EN composites (Figure 5a,c), the
enhanced AL associated with WSGEN moves eastward to some extent (Figure 5b). Over
the North Atlantic, the Z850 anomalies for WSGEN (Figure 5b) exhibit a negative NAO-like
anomaly with negative and positive centers over the Azores Island and Iceland, respectively.
However, such an anomalous pattern over the North Atlantic cannot be seen in the SEN and
equatorial EN cases (Figure 5a,c). For the LN cases, the Z850 anomalies feature a decreased
AL over NP in the SGLN winters (Figure 5d). Simultaneously, negative and positive Z850
anomalies are evident in Iceland and Azores Island, respectively, reflecting a positive phase
of NAO-like anomalies pattern. In contrast, the equatorial LN-related anomalous Z850
field (Figure 5e) displays the salient negative anomalies over the subtropical North Pacific,
representing the southward movement of the AL. Meanwhile, the positive Z850 anomalies,
instead of the NAO-like pattern, dominate the mid- to high-latitude North Atlantic.

 

Figure 5. DJF 850-hPa geopotential height (Z850; m) composite differences of (a) strong El
Niño—neutral, (b) WSG-El Niño—neutral, (c) Eq-El Niño—neutral, (d) SG-La Niña—neutral, and
(e) Eq-La Niña—neutral. (f–j) same as (a–e) but for zonal wind at 200-hPa (U200; m/s). The dots in
each panel represent the region with anomalies significant at the 90% confidence level (Student’s
t-test).

We observed that only WSGENs, rather than the SEN and equatorial EN, are concur-
rent with a negative phase of the NAO event, indicating that both the change of intensity
and east-west gradient in SST determine the linking of El Niño and NAO. For the La Niña
cases, although the SLN and WSGLN display different amplitudes, they both show an
obvious east-west gradient in SST. They are accompanied by a positive phase of NAO,
which cannot be seen during the equatorial LN winter. Therefore, the influence of LN
events on NAO mainly depends on the spatial distribution rather than the intensity of
ENSO. We also noticed that compared to the equatorial LN events, the SSTA of SLN and
WSGLN show strong east-west gradients, and the maximum negative values center in the
equatorial CP. We, therefore, combine the SLN and WSGLN into one category, namely, the
SGLN, and discuss the potential mechanisms for the impact of the WSGEN and SGLN on
NAO in the next section.

3.1.3. Possible Mechanisms for the Impact of WSGEN and SGLN on NAO

The previous study [25] argued that the jet streams commonly act as an atmospheric
bridge, transporting ENSO-induced planetary wave energy to the downstream region and
resulting in an oscillation of the remote atmosphere, for instance, the air mass over the
North Atlantic. The lower panel of Figure 5 displays the composite U200 anomalies in each
ENSO winter.
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In the El Niño cases, anomalous U200 displays the tripolar pattern in the NP and
extends eastward of a different degree to the North Atlantic (Figure 5f–h). The intensified
subtropical jet stream and the weakened mid-latitude westerly jet over North Atlantic tend
to elongate farther eastward during the WSGEN winters (Figure 5g) than during the SEN
and the equatorial El Niño winters (Figure 5f,h). Such a phenomenon implies that the
two branches of westerly jets may serve as the “bridge” connecting the WSGEN and the
negative phase of the NAO signal. However, this “bridge” effect is invalid for SEN and
equatorial El Niño. For the La Niña events, an opposite situation is observed for the SGLN
cases over the North Pacific-North Atlantic sector with the negative and positive U200
anomalies over the subtropical and mid-latitude North Atlantic, indicating the weakened
subtropical and the enhanced mid-latitude jets, respectively (Figure 5i). In contrast, the
equatorial La Niña-related U200 anomalies show a weakened and northeastward tilted
westerly jet from the subtropical North Pacific extent far east to the Barents Sea, but without
the salient tripolar structure over the North Pacific region and the dipolar anomalies over
the North Atlantic (Figure 5j).

Numerical experiments were performed to identify the potential effects of westerly
jets on connecting the tropical SSTAs corresponding to diverse ENSOs and NAO signals.
The detailed experiment designs are listed in Table 2. Figure 6 displays the abnormal
tropical precipitation, Z850, and U200 response to the SEN_IO, WSGEN, EqEN_IO, SGLN,
and EqLN SSTAs forcing versus the CTRL run. In general, the simulated results can well
reproduce the observational analysis counterparts. In the EN-type simulations, the pre-
scribed warm SSTA in EP and IO with the cold SSTA in WP for the SEN_IO simulation
leads to stronger tropical precipitation responses (Figure 6a) than those of the WSGEN
(Figure 6b) and EqEN_IO (Figure 6c) experiments. Additionally, significant positive precip-
itation anomalies dominate tropical IO in the SEN_IO (Figure 6a) and EqEN_IO (Figure 6c)
experiments but disappear in the WSGEN (Figure 6b) experiments. Further inspecting
the Z850 responses to each EN-type SSTA forcing can reveal an enhanced AL over the NP
in each anomalous Z850 field (Figure 6f–h). Over the North Atlantic region, the WSGEN
SSTA forcing (Figure 6g) tends to induce a negative NAO anomaly, which cannot be seen in
the SEN_IO (Figure 6f) and EqEN_IO (Figure 6h) simulations. In addition, the anomalous
U200 exhibits a tripolar structure over the NP in each simulation (Figure 6k–m), and the
salient discrepancies also appear over the North Atlantic region. The WSGEN SSTA forcing
triggers the eastward spread of the subtropical and mid-latitude westerly jets (Figure 6l),
confirming the observational result. In comparison, the two westerly jets cannot extend
that far eastward, indicating the SEN_IO and EqEN_IO-types SSTAs are hard to trigger
the NAO-like atmospheric anomaly through the “atmospheric bridge”—the westerly jets
(Figure 6k,m).

In the two La Niña-type simulations, considering the weak air-sea interaction over
the tropical IO region (Figure 3d–f), we imposed the SSTA associated with the SGLN and
the equatorial LN mainly within the Pacific basin. The significant negative precipitation
anomalies over the equatorial-CP and EP exhibit a much stronger intensity and extent more
westward in response to the SGLN (Figure 6d) than to the EqLN forcing (Figure 6e). This
may be due to the maximum SSTA centers straddling the equatorial CP for SGLN but in the
equatorial-EP for equatorial LN. The resultant circulation fields for the SGLN simulation
are contrary to that of the WSGEN simulation, showing a salient positive phase of NAO-
like anomaly (Figure 6i) with the weakened subtropical westerly jet and the intensified
mid-latitude jet (Figure 6n) over the North Atlantic. However, the Z850 and U200 responses
over the North Atlantic exhibit a neutral pattern in the EqLN simulation (Figure 6j,o).

The above numerical experiments proved that the two branches of westerly jets serve
as atmospheric bridges to extend the WSGEN/SGLN signals to the downstream regions,
inducing NAO-like anomalies. However, why can the other types of ENSO SSTAs not
expand their impact to the downstream North Atlantic?
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Figure 6. Tropical precipitation responses in the ECHAM5 regarding a difference between (a) SEN_IO,
(b) WSGEN, (c) EqEN_IO, (d) SGLN, and (e) EqLN forcings and the control run (interval: 2 mm/mon).
(f–j) same as (a–e) but for geopotential at 850-hPa (Z850; 10 m). (k–o) same as (a–e) but for zonal
wind at 200-hPa (U200; m/s). The dots represent the anomalies significant at the 90% confidence
level (Student’s t-test).

3.1.4. The Causes for the Abruption of ENSO and NAO Relations

The observational and numerical analysis demonstrated that different El Niño/La
Niña flavors exhibit intricate relations with the NAO phase. For the EN cases, we ob-
served the salient positive SSTAs in the tropical IO for the SEN and equatorial EN cases
(Figure 2a,c), reflecting the inter-basin coupling of the tropical Pacific and IO, which is
the key to comprehending the teleconnection pathway on the globe that is rooted in the
tropics [63–66]. Furthermore, the IO is also identified as a principal contributor to the North
Atlantic extratropical atmospheric anomalies in winter [10,67,68]. Therefore, it is natural to
speculate that the anomalous warm SST in the IO may modulate the linking of El Niño and
NAO.

To verify our speculation, an IO warming (IOW) experiment was carried out with
the positive SSTAs associated with SEN imposed onto the tropical IO, which induces rich
local precipitation (Figure 7a) and a positive phase of NAO anomaly (Figure 7b). This
atmosphere experiment confirms the previous studies that the slow variations of IO force
the NAO on the seasonal time scale [67,69,70]. Next, the SEN and EqEN experiments were
conducted without warm IO SSTA. The dipolar precipitation responses in the Pacific are
much weaker in the EqEN simulation (Figure 7b) than in the SEN simulation (Figure 7c);
both of them can trigger a negative NAO-like Z850 anomaly (Figure 7e,f). However, the
NAO-like Z850 anomalies disappeared when the IO and SEN/EqEN forcings were imposed
simultaneously (Figure 6f,h), indicating that the IO SSTA modulates the forcing of El Niño
onto the NAO signals.

For the SGLN cases, the SSTA shows a sizeable east-west gradient with the maxi-
mum center in the equatorial CP (Figure 2d,e), generating a positive NAO-like anomaly
over the North Atlantic (Figures 5d and 6i). By contrast, the equatorial LN features a
weak east-west gradient with the maximum SSTA in the equatorial EP (Figure 2f), and
the resultant atmospheric anomalies over the North Atlantic exhibit the NAO-neutral
pattern (Figures 5e and 6j). However, although the amplitude of WSGLN (Figure 2e) is
comparable with equatorial LN (Figure 2f) (their average intensities are −0.72 and −0.82,
respectively), their resultant precipitation anomalies exhibit significant discrepancies in
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intensity (Figure 3e,f). Therefore, the differences in atmospheric anomalies associated with
SGLN (Figure 5d) and equatorial LN (Figure 5e) may not depend on the amplitude of SSTA
in the Niño3.4 region.

Figure 7. Tropical precipitation responses in the ECHAM5 regarding a difference between (a) IOW,
(b) SEN, (c) EqEN forcings, and the control run (interval: 2 mm/mon). (d–f) same as (a–e) but
for geopotential at 850-hPa (Z850; 10 m). The dots represent the anomalies significant at the 90%
confidence level (Student’s t-test).

Regarding the SSTA distributions, the SGLN and equatorial LN correspond to the
CP and EP La Niñas, respectively. We know that the climatology SST, to a great extent,
determines the occurrence of deep tropical convection; the threshold commonly is about
28 ◦C [71,72], and the variability of convection and atmospheric responses are primarily
dependent on the anomalous tropical SST. Owing to the proximity of the central Pacific
to the western Pacific warm pool, the climatology SSTs above 28 ◦C (green contours in
Figure 2), abnormal convective motions, and extra-tropical atmospheric circulation usually
present a quasi-linear response to SST anomalies [25]. During the SGLN winter, the negative
SSTA in the CP superimposes on the climatology SST, significantly dropping local SST
below 28 ◦C, reducing the deep convection and precipitation over the CP (Figure 3d,e). As
a result, a steady forcing of SGLN on the atmospheric anomalies over the North Atlantic is
established. In comparison, the low climatological SSTs normally do not reach the threshold
to generate convection in the eastern Pacific. Consequently, the negative SSTAs in EP exert
a weaker influence on the tropical convective motions and precipitation in the equatorial
LN cases (Figure 3f). Therefore, changes in the maximum SSTA center in the tropical
Pacific profoundly alter global teleconnections [38,73]. We further executed the WSGLN
simulations with the associated SSTA imposed onto the Pacific region. Figure 8a displays
the tropical precipitation anomalies in response to the WSGLN forcing versus CTRL run.
The negative precipitation anomalies induced by WSGLN are concentrated in the tropical
CP with rich rainfall over the WP. The large precipitation differences between WSGLN
and EqLN simulations are seen over the tropical CP and EP (Figure 8b). The anomalous
dipole mode over the Pacific indicates that WSGLN-type SSTA tends to reduce the tropical
convection, weakening the convective motion more pronouncedly over the CP than the EP.
The resultant Z850 anomalies for WSGLN forcing also highly resemble a positive phase of
the NAO pattern (Figure 8c).
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Figure 8. Tropical precipitation responses in the ECHAM5 regarding a difference between (a) WSGLN
and the control run, (b) WSGLN and EqLN (interval: 2 mm/mon), (c) same as (a) but for geopotential
at 850-hPa (Z850; 10 m). The dots represent the anomalies significant at the 90% confidence level
(Student’s t-test).

4. Discussion

In the present work, we separated the different flavors of ENSO, but their physical
backgrounds are unclear. Due to the limited space of this article, we give a short discussion.
Figure 9 displays the seasonal evolution of sea surface temperatures and surface wind
anomalies for the three El Niño types. For SEN and equatorial EN during the springtime
(Figure 9a,i), significant westerly wind anomalies prevail in the western Pacific. On the
one hand, the westerlies induce the upwelling of the subsurface water in the WP, cooling
down the local SST. Conversely, the westerlies blow the warm waters in the western Pacific
warm-pool eastward, warming up the equatorial central-eastern Pacific. Such a process can
continue to function from summer to winter (upper and lower panels of Figure 9). During
the early summer, the cooling in the WP increases the zonal gradient between the North
IO (NIO), generating tropical easterlies across the NIO (Figure 9b,j), slowing down the
background westerlies and continuing the warm SSTA in the NIO (Figure 9c,k), leading to a
positive Indian Ocean Dipole (IOD)-like SSTA pattern in the autumn (Figure 9d,l). However,
the IOD decays rapidly thereafter, and SEN and equatorial EN continue to force the IO,
inducing an Indian Ocean basin-wide warm SSTA in the ensuing winter [74] (Figure 2a,c).

The SEN and equatorial EN, however, show significant discrepancies in the northwest-
ern Pacific (NWP). For the SEN case, the intense equatorial central-eastern Pacific warming
excites a Rossby wave west of the equatorial central Pacific. Anomalous northeasterly flow
from North Pacific (NP) down to the tropical WP, speeding up the trades over the western
NP (WNP). The resulting wind speed—stronger in the extra-tropical and WNP—induces
SSTA changes in the WNP via the Wind-Evaporation-SST (WES) feedback [75]: the structure
exhibits a strong east-west gradient (Figure 9d). In the equatorial EN case, the anomalous
NWP cooling reaches its maximum in the early summer (Figure 9k) and decays in the
autumn (Figure 9i). The weak WNP cold SSTA, going against the local air-sea interaction
process proposed by Wang et al. [17], restricts the formation of the WNP anticyclone to
accelerate the trade wind and then feedback to the local SST via the WES mechanism.

Nevertheless, the WSGEN exhibits a gradual enhancement of the west-east gradient
in SST over the Pacific. The initial SST warming occurs in the equatorial EP, and cooling
emerges in the subtropical WP during the early summer, with the westerlies prevailing
over the equatorial CP (Figure 9f). The westerly wind anomalies become stronger in the late
summer and autumn with the enhancement of the west-east gradient in SST over the Pacific
(Figure 9g,h), reflecting a Bjerknes positive feedback process [41]. Moreover, the initial
cool SSTA in the South China Sea (SCS) moves eastward from spring to autumn. During
the summertime, the deficiency of the salient cool SSTA in SCS restricts the easterlies
penetrating NIO and the development of the IOD. We also noticed that the dominant wind
and SST anomalies in the extra-tropical NP, which cannot be seen in the equatorial EN
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cases, may contribute to the cooling of the WP. However, the origin of the circulation and
SST anomalies in the NP during the WSGEN autumn call for further investigation.

 

Figure 9. SST (internal: 0.2 K) and horizontal wind at 1000-hPa (UV1000; m/s) composite differences
under strong El Niño. (a) March–April–May (MAM), (b) May–June–July (MJJ), (c) July–August–
September (JAS), and (d) September–October–November (SON). (e–h) same as (a–d), but for WSG-El
Niño. (i–l) for equatorial El Niño. The shadings and vectors in each panel represent the region with
anomalies significant at the 90% confidence level (Student’s t-test).

For the La Niña events, the SGLN and equatorial LN coincide with the CP and EP La
Niñas, respectively. Prior studies have revealed that the previous winter or spring North
Pacific Oscillation (NPO) through seasonal footprint mechanism is largely responsible for
triggering the CP ENSO [76–78]. Figure 10 shows the lead-lag composite of UV850 and SSTA
for SGLN. An abnormal positive NPO-like pattern appears in the previous spring, driving
the North Pacific SST and resulting in a tripolar SSTA pattern in the NP region (Figure 10a).
Specifically, the anticyclonic anomalies occur over the subtropical to mid-latitude North
Pacific, causing abnormal easterlies in the equatorial CP. The abnormal easterlies in the
tropical CP induce convergence and give feedback to maintain the development of negative
SSTAs (Figure 10b). Such an air-sea interaction process amplifies the equatorial zonal wind
and SST anomalies, driving the evolution of La Niña from summer to autumn (Figure 10c,d).
However, such a process cannot be seen for the equatorial LN (lower panel of Figure 10). It
starts to develop in the late summer without the salient atmospheric signals. This oceanic
process needs to be investigated.

We should also point out that dividing ENSOs based on intensity is still debatable.
Alizadeh [79] grouped ENSOs into weak, moderate, strong, and very strong events. This
classification is more elaborate but obtains smaller samples than our study does. Then, the
unsupervised learning methods, such as clusters, self-organizing maps, and many others,
should be examined to determine whether the different types of ENSO can be subdivided
more objectively. Furthermore, we only apply the AGCM to mimic the various forcing
effects of different types of ENSOs on the extra-tropical atmospheric anomalies. The lack of
air-sea interaction process of AGCM makes it difficult to capture the potential effects of
extra-tropical SSTAs (e.g., North Pacific), i.e., feedback to ENSO forcing, on the atmospheric
anomalies over the North Atlantic. A better method would be to apply the samples of
CMIP6 history experiments to verify our hypothesis.
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Figure 10. The same as Figure 9, but for SG-La Niña and equatorial La Niña.

5. Conclusions

The previous research pointed out that the combined effect of ENSO and NAO usually
results in even more significant impacts than their individual effects [80,81]. It is, therefore,
necessary to clarify their potential linkage. In this study, we classified the ENSO events
according to their amplitude and east-west gradients in the Pacific. Strong ENSOs com-
monly contain a sizeable east-west gradient, and only the weak-intensity ENSOs can be
separated based on the east-west gradient of the WSG and equatorial events. For the El
Niño events, the SEN features a salient east-west gradient in the Pacific with the warming
SST in the tropical IO (Figure 2a). The WSGEN also exhibits a strong gradient in the
Pacific but without the significant warm SSTA in the IO (Figure 2b). The equatorial EN
is characterized by the salient warm SSTA in the equatorial CP and EP, as well as in the
tropical IO (Figure 2c). For the La Niña events, their spatial patterns in SST are roughly
opposite to their EN counterparts (Figure 2d–f). In addition, the maximum SSTA for SLN
and WSGLN centers in the equatorial CP but moves to the EP for the equatorial LN.

Next, we demonstrated that atmospheric anomalies in response to different ENSO
types exhibit large discrepancies over the North Atlantic region (Figures 5 and 6). Only the
WSGEN and SGLN events can produce NAO-like patterns through the eastward elongation
of the two branches of the jet streams. During the WSGEN (SGLN) winter, the salient
warm (cool) SSTA in the CP and EP and the opposite anomalies in the WP induce enhanced
(weakened) subtropical and weakened (enhanced) mid-latitude westerly jets, leading to
a negative (positive) NAO-like anomaly. By contrast, the NAO-like anomaly cannot be
detected in other ENSO cases. The further study implied that the warm SSTA in the IO
(Figure 7), which triggers abundant precipitation in the tropical IO during the SEN and
equatorial EN winters, generates a positive NAO pattern that offsets the effect of El Niño
signals in the Pacific region, inducing an NAO-neutral anomalies pattern. However, the
IO SSTA cannot modulate the relation of LN and NAO owing to the weak forcing of the
cool IO SSTA on local precipitation and remote teleconnections. The SGLN’s maximum
SSTA is located over the CP, where the climatology SST exceeds the threshold for exciting
deep convective motion. The negative SSTA in the CP consistently influences atmospheric
circulation, resulting in a response over the North Atlantic that resembles a positive NAO. In
comparison, the maximum SSTA of equatorial LN centers in the EP, where the climatology
SST is below the threshold for deep convection. The atmospheric response over the North
Atlantic shows a neutral pattern.

This study further illustrates the important roles ENSO diversity plays in affecting
atmospheric variability over remote regions, especially over the North Atlantic. The
atmospheric/coupled general circulation model may offer better analysis for the seasonal
prediction of the NAO when considering the ENSO diversity according to its amplitude
and the zonal gradient in SST over the Pacific.
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Other than the roles of the troposphere, tropical warming excites a poleward-propagating
Rossby wave train, which can also extend upward and reach the stratosphere, resulting
in a weaker polar vortex that drives a negative NAO anomaly over the NA–Eurasia. In
subsequent studies, we would like to examine whether or not SG-ENSO can affect the NAO
through stratospheric pathways. Moreover, we will try to classify the summertime ENSO
events and inspect their potential forcing effects on extra-tropical atmospheric anomalies.
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Abstract: PM2.5 refers to the total mass concentration of tiny particulates in the atmosphere near the
surface, obtained by means of in situ observations and satellite remote sensing. Given the highly
limited number of ground observation stations of inhomogeneous distribution and an ill-posed
remote sensing approach, increasing efforts have been devoted to the application of machine-learning
(ML) models to both ground and satellite data. A key satellite-derived parameter, aerosol optical
thickness (AOD), has been most commonly used as a proxy of PM2.5, although their correlation is
fraught with large uncertainties. A critical question that has been overlooked concerns how much
AOD helps to improve the retrieval of PM2.5 relative to its uncertainty incurred concurrently. The
question is addressed here by taking advantage of high-density PM2.5 stations in eastern China to
evaluate the contributions of AOD, determined as the difference in the accuracy of PM2.5 retrievals
with and without AOD for varying densities of PM2.5 stations, using four popular ML models (i.e.,
Random Forest, Extra-trees, XGBoost, and LightGBM). Our results reveal that as the density of
monitoring stations decreases, both the feature importance and permutation importance of satellite
AOD demonstrate a consistent upward trend (p < 0.05). Furthermore, the ML models without AOD
exhibit faster declines in overall accuracy and predictive ability compared with the models with
AOD assessed using the sample-based and station-based (spatial) independent cross-validation
approaches. Overall, a 10% reduction in the number of stations results in an increase of 0.7–1.2% and
0.6–1.2% in uncertainty in estimated and predicted accuracies, respectively. These findings attest
to the indispensable role of satellite AOD in the PM2.5 retrieval process through ML because it can
significantly mitigate the negative impact of the sparse distribution of monitoring sites. This role
becomes more important as the number of PM2.5 stations decreases.

Keywords: machine learning; AOD; PM2.5 retrieval; station density; importance assessment

1. Introduction

PM2.5 refers to the concentration of airborne particulate matter (PM) with an aero-
dynamic diameter of less than 2.5 microns. Although small, these particles are abundant
and active, and attach easily to toxic and harmful substances. PM2.5 can be suspended in
the atmosphere for extended periods, ranging from months to even years, which has an
important impact on air quality and visibility and also affects human health [1–3]. While
PM2.5 has been monitored in many parts of the world, observations are still highly limited
and very inhomogeneous, with many regions not covered [4–6]. However, satellite remote
sensing provides continuous spatial coverage and has been widely used in the estimation
of surface PM2.5 concentrations [7–9].

Previous studies have made great efforts to infer PM2.5 from satellite retrievals of
aerosol optical depth (AOD) by virtue of their positive correlation because AOD is much
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more monitored from both space and the ground. Many factors can influence their re-
lationship, including aerosol vertical distribution, relative humidity, mixed-layer height,
and topography, among others [10–12]. The relationship also varies with both location
and time scale. Wang and Christopher (2003) [13] used the AOD product retrieved by the
Moderate Resolution Imaging Spectroradiometer (MODIS) and in situ measurements of
PM2.5 at seven ground observation stations in Alabama, USA, finding a sound correlation
between them on a monthly time scale. Natunen et al. (2010) [14] explored the relationship
at four stations in Helsinki, Finland, on seasonal and monthly time scales and found that
time averaging increased the correlation. Likewise, the correlation also varies with spatial
resolution [15], indicating that different geographical locations, study area sizes, and spatial
resolutions of MODIS AOD products can change the correlation between AOD and PM2.5.
In general, the relationship varies considerably with location and season [16,17]. Su et al.
(2018) [18] studied the relationship extensively across China, one of the most polluted
regions of the world, finding that the relationship differs considerably in different parts of
China (better in northern than in southern China) and among the four seasons (better in
winter than in summer). The relationship can be significantly improved by normalizing
against the height of the planetary boundary layer.

Due to the complex relationships between AOD and PM2.5, many statistical regression
methods have been proposed for estimating PM2.5 using satellite AOD retrievals [7,19–21],
such as the multiple linear regression model [22], the geographically weighted regression
model [23,24], the geographical spatiotemporal weighting regression model [25], and the
linear mixed effects model [26]. To a certain extent, these models are capable of estimating
surface PM2.5 concentrations using satellite AOD data. However, they face challenges when
it comes to studying the influences of various factors on PM2.5, such as meteorological
factors (boundary layer height, relative humidity, etc.) and surface factors (underlying
surface types, etc.) [27,28]. Fortunately, machine-learning (ML) models have a strong
data-mining capability and can establish robust nonlinear relationships. They allow for
the extraction of pertinent information from very large numbers of auxiliary factors to
improve the accuracy of PM2.5 retrievals. Therefore, various types of ML models have been
adopted in PM2.5 inversion studies in recent years, e.g., the Random Forest model [29,30],
the Extra-trees model [31,32], the XGBoost model [33], and the LightGBM model [34].

AOD has been regarded as an essential input variable in inferring PM2.5 from satel-
lites [7,19,27,35]. However, a handful of studies have presented contrasting results [36–39].
Chen et al. (2021) [38], for example, developed a Random Forest model for areas with and
without AOD data, finding that the model or areas without AOD can result in better PM2.5
retrievals. Yu et al. (2022) [39] developed a deep ensemble ML framework to estimate
daily PM2.5 concentrations in Italy from 2015 to 2019 and found similar accuracies (cross-
validated R2 = 0.853 and 0.857) in comparison with ground observations when including
or not including satellite AOD in the model. These conflicting findings pose such critical
questions as whether satellite-retrieved AOD plays any significant role in estimating surface
PM2.5 and what factor, if any, dictates its role in the ML application for estimating PM2.5.
We attempt to address these questions by taking advantage of rich satellite AOD data and
in situ PM2.5 measurements in eastern China, together with a large array of other ancillary
data, introduced next.

2. Data and Methods

2.1. Study Area

The study area (approximately 1,830,000 km2) covers 14 provinces in China, includ-
ing the North China Plain, the Yangtze River Delta, the Pearl River Delta, and parts of
central China (Figure 1). As the most populated and advanced in economic development
in China, these regions have experienced serious air pollution problems, thus garnering
significant public attention. To monitor air pollution, relatively dense PM2.5 ground obser-
vation stations have been uniformly distributed, enabling us to investigate the effects of
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satellite AOD on estimating PM2.5 concentrations at different levels of ground observation
station density.

Figure 1. Study area and the distribution of ground stations (green triangles). The colored background
shows land elevations (unit: m).

2.2. Data Sources

The datasets used in this study consist of observed PM2.5 concentrations, 1-km-
resolution MODIS Multi-Angle Implementation of Atmospheric Correction (MAIAC) AOD
products, and many auxiliary datasets related to PM2.5, such as meteorological and land-
and population-related information. The study period spans from 2018 to 2020, ensuring
an adequate volume of data for conducting sensitivity analyses.

2.2.1. PM2.5 Ground Measurements

The PM2.5 observation station data used in this study are real-time ground-measured
air quality data (including PM2.5) in China from the China National Environment Moni-
toring Center. In this study, a total of 775 ground observation stations were chosen from
the eastern region of China (Figure 1). Daily measurements recorded at each station were
subsequently calculated and subjected to rigorous data quality control following Wei et al.
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(2019) [30]. These validated ground measurements were then utilized as ground truth for
ML-modeling purposes.

2.2.2. MODIS AOD Products

The MODIS AOD product serves as the primary predictor for estimating surface PM2.5
in this study. Specifically, Terra and Aqua MCD19A2 AOD products at a spatial resolution
of 1 km are employed. This product is retrieved using the MAIAC inversion algorithm
over land and incorporates various quality assurance (QA) measures [40,41]. For this study,
to ensure the quality of the data, we only employed those MAIAC AOD retrievals pass-
ing the recommended QA measures, including cloud screening (QACloudMask = Clear)
and adjacency (QAAdjacencyMask = Clear), following the methodology outlined in our
previous study [30].

2.2.3. Auxiliary Data

Meteorological reanalysis data used in this paper are collected from the fifth-generation
European Reanalysis Interim dataset (ERA5) released by the European Centre for Medium-
Range Weather Forecasts. The global hourly dataset has characterized the states of the
atmosphere, oceans, and surface since 1979 [42]. Specifically, seven meteorological parame-
ters were employed: boundary layer height (BLH; unit: m), evaporation (ET; unit: mm),
relative humidity (RH; unit: %), surface pressure (SP; unit: hPa), 2 m air temperature (TEM;
unit: K), and 10 m U and V wind components (unit: m s−1). Copernicus Atmospheric
Monitoring Service (CAMS) emission inventories, including the four main precursors of
PM2.5, i.e., ammonia, nitrogen oxides, sulfur dioxide, and volatile organic compounds,
were also considered [43,44]. In addition, parameters related to surface conditions and
human activities, including the normalized vegetation index, a digital elevation model,
and population density, were involved. In total, 15 predictor variables, including AOD, are
utilized for PM2.5 modeling through ML.

2.3. Methodology
2.3.1. Machine-Learning (ML) Models

ML applies complex statistical theories and algorithms to computer simulations in
a somewhat human-learning behavior to acquire new knowledge. It can take advantage
of any existing knowledge structure and ample information content to infer a piece of
new knowledge. ML has been applied in various fields, including the remote sensing of
PM2.5 [45–47]. This study compares and analyzes four popular widely used ML algorithms,
i.e., Random Forest, Extra-trees, XGBoost, and LightGBM models.

The Random Forest model constructs an ensemble of multiple decision trees, where
each tree is generated by bootstrap sampling from the training dataset [48–50]. The Ex-
tremely Randomized Trees (Extra-trees) model is also a tree-based ensemble learning
method, similar to Random Forest but introduces additional randomness in selecting fea-
tures and splitting the points from all data samples in the tree-building process [31,32,51].
Both the Random Forest and Extra-trees models are ensemble-learning algorithms based on
the bagging technique. In the bagging training process, the base classifiers (decision trees)
are trained independently, and there is no strong dependence or correlation between them.
This characteristic allows for parallel training of the base classifiers, which can significantly
speed up the training process. By training the base classifiers in parallel, these integrated
algorithms harness the power of parallel computing, making them efficient and scalable
for large datasets.

In contrast, the XGBoost and LightGBM models are based on a boosting ensemble
algorithm (Figure 2), where base classifiers are trained sequentially, and each classifier
depends on the others. The main goal of boosting is to stack these classifiers on top of each
other, with each layer assigning higher weights to samples that were incorrectly classified
by the previous layers. However, these two models differ in several ways. XGBoost utilizes
a pre-classification algorithm, meaning that all features of a sample are pre-sorted before
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iterated and repeated operations take place [33,52]. This sorting step significantly reduces
the number of calculations required. LightGBM employs a histogram algorithm, which
offers advantages such as reduced memory usage and a faster runtime [34,53]. In terms of
growth strategy, XGBoost follows a level-wise approach. In this strategy, the child nodes of
the same layer are split simultaneously. Conversely, LightGBM adopts a leaf-wise growth
strategy, where each layer’s child node only needs to find the node with the largest gain
(typically the one with the largest data volume) to perform the split.

 

Figure 2. Illustration of the bagging and boosting algorithms.

2.3.2. Importance Assessment Method

(1) Feature importance
The feature importance (FI) score is a common indicator reflecting the importance

of input variables that comes with the tree-based ML models. The FI score is calculated
via the Gini index based on the mean decrease impurity (MDI) and used to evaluate the
importance of each feature by measuring its contribution to splitting in the decision tree [54].
Taking one decision tree as an example, VIM represents variable importance measures, and
GI represents the Gini index. Assuming that there are m feature variables, the GI score
of a feature (represented by Xi) is calculated (represented by VIMGini

i ), i.e., the average
change in the node-splitting impurity of the ith feature in the tree model. The Gini index is
calculated as

GIm =
|K|
∑
k=1

∑
k′ 
=k

pmk pmk′ = 1 −
|K|
∑
k=1

p2
mk (1)

where K represents the total number of categories of a feature, and pmk represents the
proportion of a category k in node m. The importance of feature Xi in node m, i.e., the GI
change before and after the node branch is expressed as

VIM(Gini)
im = GIm − GIl − GIr (2)

where GIl and GIr represent the Gini indices of the two new nodes after the branch. The
node where feature Xi appears in the jth decision tree is set M. The importance of Xi in the
jth tree then is

VIM(Gini)
ij = ∑

m∈M
VIM(Gini)

im (3)

(2) Permutation importance
Although the FI can reflect the characteristic importance of variables, it is more favor-

able when there are more variable categories. For characteristic variables with multiple
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correlations, FI may have a bias in describing correlation features, and its assessment could
also be overfitted [55]. Therefore, the permutation importance (PI), another method for
evaluating the contribution of each feature, is employed. The PI is a model-independent
method applicable to almost all types of models, including deep-learning models. Its
basic idea is to evaluate the importance of features on a test set by randomly shuffling a
feature and then measuring the change in model performance to measure the importance of
features. The PI of a feature is calculated as follows (Figure 3). First, the dataset is divided
into a training set and a validation set. Second, a baseline metric, defined by scoring, is then
evaluated on a (potentially different) dataset defined by the training set. Third, a feature
column from the validation set is permutated randomly, and the metric is evaluated again.
The PI can be obtained by calculating the difference between the baseline metric and the
metric from permutating the feature column.

Figure 3. Illustration of the permutation importance (PI).

2.3.3. Model Validation Methods

In this study, two methods are used to evaluate the performance of ML models:
sample-based and station-based ten-fold cross-validation (10-CV) [32,56]. In sample-based
10-CV, the sample dataset is randomly divided into ten groups. One group, comprising
10% of the samples, is set aside as the independent validation set, while the remaining
nine groups (90%) form the training set. This process is repeated ten times, with each
group serving as the validation set once, ensuring that all samples have been tested. The
final accuracy is calculated as the average of the results obtained from the ten runs. This
approach is commonly used to represent the overall accuracy of ML models in estimating
PM2.5 levels at locations where ground measurements are available.

The station-based 10-CV is another evaluation method used to assess the predictive
ability of ML models in estimating PM2.5 concentrations at locations where ground mea-
surements are not available [57]. This method serves as a spatially independent validation
technique. Similarly to the sample-based 10-CV, the station-based 10-CV involves dividing
the ground observation stations in the study area into ten groups. One group, consisting
of 10% of all stations, is designated as the validation set, while the dataset corresponding
to the remaining nine groups of stations (90% of all stations) is used as the training set.
This approach creates training and validation samples from different locations. This helps
isolate spatial autocorrelations among the data samples, making it an effective spatially
independent verification method.
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2.3.4. Sensitivity Analysis Methods

This study starts by considering the study area as a whole, with 775 ground observation
stations. The total number of stations in the study area is then randomly reduced by 10%.
The remaining number of stations is again reduced by 10%. This process continues until
the number of stations in a group is 31% of the original total number of stations. The end
result is 12 groups of stations, each reflecting a certain station density in the study area. The
smaller the proportion of remaining stations in a group, the smaller the density of stations
in that group. This set of 12 groups of stations and their associated observations is used
next to explore the influence of AOD on inversions of PM2.5 from different ML models.
To assess the importance and contribution of satellite AOD retrievals to ML modeling
and quantitatively evaluate its impact on the performance of an ML model, this study
incorporates an uncertainty analysis from three key aspects:

(1) The importance scores of satellite AOD were first calculated employing two techniques
(FI and PI) for four typical tree-based ML models as the density of ground-based
stations in the study area gradually decreased. This analysis offers valuable insights
into the role of satellite AOD in the modeling process. It allows for an understanding
of the significance of satellite AOD under different station-density conditions.

(2) The accuracies and differences in the estimation of PM2.5, with and without satellite
AOD as the primary predictor, were calculated using the sample-based 10-CV method.
Four typical tree-based ML models were employed, each taking into consideration the
decreasing density of ground-based stations in the study area. This analysis allows
us to evaluate the importance of satellite AOD in enhancing the overall accuracy of
PM2.5 estimates for varying station densities.

(3) Similarly, the accuracies and differences in the prediction of PM2.5 in regions lacking
PM2.5 observations, with and without satellite AOD as the main predictor, were
calculated using the station-based 10-CV method. Again, four typical tree-based
ML models were employed, each taking into consideration the decreasing density
of ground-based stations in the study area. This analysis enables us to assess the
significance of satellite AOD in improving the predictive ability of PM2.5 predictions
for varying station densities.

3. Results

3.1. Variations of Satellite AOD Contributions

Figure 4 presents the FI and PI of satellite AOD retrievals in estimating PM2.5 obtained
by four ML models with the decrease in the density of ground-based monitoring stations.
Also shown are the best-fit lines from linear regression and confidence intervals (CIs). CI
is a statistical measure used to quantify the uncertainty of an estimate. Here, we used a
95% confidence level (pink-shaded areas in the figure). This indicates that there is a 95%
probability that the true value will fall within the specified range, leaving a 5% probability
of it falling outside this range. Figure 4a–c show that as the density of the monitoring station
decreases, the FI score significantly increases, with regressed correlation of determination
(R2) values of 0.84, 0.81, 0.77, and 0.43 for the Random Forest, Extra-trees, XGBoost, and
LightGBM models, respectively. All pass the 99% or 95% confidence (p < 0.01 or 0.05) test.
The spread of FI in the LightGBM case (Figure 4d) indicates a higher variance compared
with other methods, which may be attributed to the use of the specific node-splitting
method of the leaf-wise growth strategy. Similar conclusions can be made from the PI
score analysis, i.e., the contribution of satellite AOD significantly increases as the density of
monitoring stations decreases, with much higher regressed R2 values (R2 = 0.94–0.96) for
the four ML models (Figure 4e–h). All regressed trends reach the 99% confidence (p < 0.01)
level. Note that the values of FI and PI are different among the ML methods because these
models employ distinct frameworks and operation methods, including sampling, feature
selection, and node-splitting techniques. Additionally, the methods of computing FI and PI
are also different, e.g., FI relies on the Gini index, which involves calculating the MDI, while
PI assesses the change in model performance by randomly shuffling a feature. Results
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obtained by the two importance verification methods are consistent, suggesting that the
two methods can complement and verify each other. These findings reveal that satellite
AOD is crucial for PM2.5 modeling using ML because it plays a dominant predictive role
with the highest importance scores, particularly in regions with a small density of PM2.5
ground observation stations.

Figure 4. Variations of (a–d) feature importance (unit: %) and (e–h) permutation importance (unit:
%) of satellite AOD as a function of the decreasing percentage of ground-based monitoring stations
for the Random Forest, Extra-trees, XGBoost, and LightGBM models, respectively. Pink-shaded areas
are 95% confidence intervals, where * and ** denote the 95% (p < 0.05) and 99% (p < 0.01) confidence
levels of the regressed fits, respectively.

3.2. Impacts of Satellite AOD on Overall Accuracy

Figure 5 shows the overall accuracies measured by the CV R2 (CV-R2) of the daily
estimates of PM2.5 with and without AOD as model input as a function of decreasing station
density using four ML models. Regarding model results where AOD was included as an
input variable (Figure 5, red dots), it is clearly seen that as the station density decreases,
the overall accuracy of the PM2.5 estimates gradually decreases, showing an average
significantly decreasing trend (i.e., change in sample-based CV-R2 per 1% of discarded
stations) of −0.16% (p < 0.01), −0.15% (p < 0.01), −0.19% (p < 0.01), and −0.11% (p < 0.01)
for the Random Forest, Extra-trees, XGBoost, and LightGBM models, respectively. For
model results where AOD was not included as an input variable (Figure 5, blue dots),
when the station proportion is 100%, the CV-R2 is 0.83 with AOD and 0.82 without AOD, a
small difference of about 1.48%. However, as the station density decreases, the difference in
accuracy between the models with and without AOD gradually increases (black diamonds
in the figure). When the station density is 31%, the accuracy of the model with AOD is
0.72, while the accuracy of the model without AOD is 0.65. The relative difference in model
accuracy with or without AOD significantly increases to 10.35%. Similarly, Figure 5b–d
present comparable results: At 100% station density, the overall accuracies of the Extra-
trees, XGBoost, and LightGBM models with AOD are 0.86, 0.84, and 0.85, respectively.
Without AOD, the accuracies of these models are 0.86, 0.83, and 0.81, respectively, and
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the relative differences in model accuracy with or without AOD are 0.10%, 0.58%, and
4.80%, respectively. When the station density drops to 31%, the accuracies of the models
with AOD become 0.76, 0.70, and 0.76, respectively, while the accuracies of the models
without AOD are 0.71, 0.64, and 0.69, respectively. Consequently, the relative differences
in overall accuracy between these three models with and without AOD increase to 6.48%,
9.41%, and 10.44%, respectively. In particular, when the number of monitoring stations
decreases, the slopes of the decreased overall accuracy are much steeper for the Random
Forest (−0.24%, p < 0.01), Extra-trees (−0.22%, p < 0.01), XGBoost (−0.27%, p < 0.01), and
LightGBM (−0.16%, p < 0.01) models without using AOD compared to these models
using AOD. This is because with the decrease in station density, the sample data volume
gradually decreases, as do the accuracies of the models. In general, for every 10% reduction
in station proportion, the four ML models without AOD experience a 1.2% (p < 0.01), 0.9%
(p < 0.01), 1.1% (p < 0.01), and 0.7% (p < 0.01) increase in the uncertainty of the estimated
results, respectively, compared with these models using AOD. These findings highlight the
indispensable role of satellite AOD in improving the accuracy of estimating PM2.5 through
ML models, particularly in regions with limited observation stations.

Figure 5. Variation in the overall accuracy (sample-based CV-R2, left ordinate) and relative difference
(%, right ordinate) of daily PM2.5 estimates as a function of decreasing station density for four ML
models: (a) Random Forest, (b) Extra-trees, (c) XGBoost, and (d) LightGBM, with (red dots) and
without (blue dots) including satellite AOD as an input predictor. Slopes of the best-fit lines from
linear regression for each set of results are given, where ** denotes the 99% confidence (p < 0.01) level.
Black dashed lines represent the regressed fits of the relative difference between each set of results.

3.3. Impacts of Satellite AOD on Predictive Ability

Here, the model performance in predicting the PM2.5 level in areas without surface
observations is examined based on results from the station-based 10-CV method. Figure 6
shows the predictive ability of four ML models in retrieving daily PM2.5 with (red dots)
and without (blue dots) AOD as inputs under different station density conditions. Overall,
the trend observed in station-based 10-CV results aligns with those of sample-based 10-CV:
When AOD is included as an input variable, with the decreasing number of monitoring
stations, the predictive accuracies of the Random Forest, Extra-trees, XGBoost, and Light-
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GBM models all show significantly decreasing trends (i.e., change in station-based CV-R2

per 1% of discarded stations) of −0.14% (p < 0.01), −0.13% (p < 0.01), −0.18% (p < 0.01),
and −0.10% (p < 0.01), respectively. However, the model’s predictive ability experiences a
much faster decline, with larger slopes of −0.21%, −0.18%, −0.26%, and −0.13% for the
four models without including satellite AOD, respectively. Specifically, when data from all
PM2.5 stations are used (100%), the Random Forest, Extra-trees, XGBoost, and LightGBM
models that include AOD produce slightly better results, with higher station-based CV-R2

values (0.81, 0.83, 0.80, and 0.79) than those without considering AOD (CV-R2 = 0.77, 0.81,
0.76, and 0.71, respectively). However, when the proportion of monitoring stations drops
to 31%, the predictive accuracies for the same four models decrease to 0.72, 0.75, 0.69,
0.73 (including AOD) and 0.64, 0.69, 0.61, 0.64 (not including AOD), respectively. More
importantly, the average relative differences become 2.48, 2.68, 2.19, and 1.33 times larger
than the results when all stations are considered. This is because station-based 10-CV
uses known stations (regions) to predict unknown stations (regions), reflecting the spatial
prediction ability of the model. However, it is difficult for an ML model to make predictions
for regions without training samples, inevitably leading to lower prediction accuracies,
consistent with existing cognitive rules of an ML model. In general, for every 10% reduc-
tion in the station density, the four ML models without and with AOD experience 1.0%
(p < 0.01), 0.7% (p < 0.01), 1.2% (p < 0.01), and 0.6% (p < 0.01) increases in the uncertainty of
the predicted results, respectively. These findings confirm the indispensable role of satellite
AOD in predicting PM2.5 concentration in areas without observations using ML models,
particularly in low-station density situations.

Figure 6. Variation in the predictive ability (station-based CV-R2, left ordinate) and relative difference
(%, right ordinate) of daily PM2.5 estimates as a function of decreasing station density for (a) Random
Forest, (b) Extra-trees, (c) XGBoost, and (d) LightGBM, with (red dots) and without (blue dots)
including satellite AOD as an input predictor. Slopes of the best-fit lines from linear regression for
each set of results are given, where ** denotes the 99% confidence (p < 0.01) level. Black dashed lines
represent the regressed fits of the relative difference between each set of results.
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The contrasting results with comparable superior accuracy in PM2.5 estimation without
incorporating AOD input can be attributed to the high density of ground observation
stations in the specific study area. In areas with a sufficiently dense network of monitoring
sites, excluding AOD can still lead to relatively accurate PM2.5 estimations, which largely
benefit from the presence of spatial autocorrelation in air pollution, e.g., PM2.5 levels and
auxiliary factors such as meteorological fields are highly similar in neighboring locations.
As a result, PM2.5 concentrations in nearby sites can be reasonably estimated based on
the established relationships between PM2.5 and non-AOD factors from nearby stations.
Nevertheless, as the station density decreases, the spatial autocorrelation weakens, and
the disparity between natural and human-influenced conditions grows, and consequently,
the prediction error rapidly increases. This highlights the critical role of AOD in areas
with limited ground monitoring because it significantly enhances the accuracy of PM2.5
predictions by providing crucial background pollution information, compensating for the
lack of ground observation data.

4. Conclusions

Machine learning (ML) has been used widely to infer ground-level PM2.5 using
satellite-retrieved aerosol optical depth (AOD) to fill large gaps between PM2.5 stations
without quantification of its contribution, which is the objective of this study. We rig-
orously and quantitatively assess the contribution of AOD to the ML-based estimation
of PM2.5 by applying four common ML models (the Random Forest model, the Extra-
trees model, the XGBoost model, and the LightGBM model) to ample measurements from
China’s high-density PM2.5 observation network, the MODIS Multi-Angle Implementation
of Atmospheric Correction satellite AOD retrieval product, and many other ancillary mete-
orological and environmental data from the eastern half of China. Two assessment methods
are used, i.e., feature importance (FI) and permutation importance (PI). The contribution
of AOD is also assessed by comparing the retrieval results obtained by including and not
including AOD. All assessment tests are made for varying numbers of PM2.5 stations whose
data are sampled by station-based and sample-based 10-CV.

The major findings are summarized as follows: (1) As the station density decreases,
the FI and PI of AOD in the four ML models have clear upward trends. This trend indicates
the importance and contribution of AOD to improving the accuracy of estimating PM2.5,
becoming more pronounced in areas with sparse observation stations. (2) As the density of
observation stations decreases, the ML models without AOD exhibit a more pronounced
decline in overall accuracy compared to the models that incorporate AOD. Additionally, for
every 10% reduction in the number of stations, the uncertainty in the estimated accuracy
increases by approximately 0.7–1.2%. (3) As the station density decreases, the ML models
without AOD exhibit a faster decline in predictive ability compared with these models with
AOD. On average, for every 10% reduction in the number of stations, the uncertainty in the
predicted accuracy increases by approximately 0.6–1.2%. These findings demonstrate the
indispensable role of AOD in any ML model to effectively counteract the negative impact
of no or sparse PM2.5 stations, resulting in improved accuracy for both estimating and
predicting PM2.5 levels.

AOD represents the degree of light attenuation caused by the scattering and absorption
of atmospheric aerosols in the vertical direction and has served as a crucial indicator in
deriving surface particulate matter concentrations. The importance of AOD was confirmed
through a sensitivity analysis showing that satellite AOD has the highest FI and PI values
in PM2.5 modeling using various ML models. As the number of ground stations decreases,
the AOD contribution is more apparent, as is the faster drop in ML model performance
without AOD. This further underlines how using satellite AOD is essential, providing key
background pollution information in areas without ground stations, thereby improving the
prediction capability of ground-based PM2.5. On the contrary, in this case, relying solely on
auxiliary factors such as meteorological fields is far from adequate.
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Even though the chosen area in eastern China benefits from a dense and reasonably
evenly distributed network of ground observation stations for PM2.5, enhancing its rep-
resentativeness, there still exists the question of the uniformity of the spatial distribution
of stations. Further analysis incorporating spatial-block cross-validation is needed to ef-
fectively reduce the impact of this issue. This will be undertaken in our future study.
Additionally, this approach could be applied to PM10, considering its high similarities with
PM2.5, i.e., AOD retains its significance as a crucial input variable in PM10 predictions [58].
However, additional sensitivity analyses are warranted to confirm this hypothesis. Re-
garding other pollutants, since they possess entirely different key input variables, further
investigations are needed to accurately understand their behaviors [e.g., the importance of
satellite tropospheric NO2 in surface NO2 modelling [59]].
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Abstract: The vegetation on the Tibetan Plateau (TP), as a major component of the land–atmosphere in-
teraction, affects the TP thermal conditions. And, as a direct climatic factor of vegetation, precipitation
over the TP is significantly regulated by the Indian summer monsoon (ISM). Using remote-sensing-
based vegetation images, meteorological observations, and reanalysis datasets, this study deeply
explored the influence of the ISM on vegetation on the TP in its main growing season, where the
vegetation on the TP is indicated by the normalized difference vegetation index (NDVI). The findings
reveal that the ISM is a critical external factor impacting the TP vegetation and has a significantly
positive correlation with the TP precipitation and NDVI. Corresponding to a strong ISM, the South
Asia high moves northwestward toward the TP and Iranian Plateau with an increase in intensity,
and the cyclonic circulation develops over the south of the TP in the middle-lower troposphere.
This tropospheric circulation structure aids in the transportation of more water vapor to the TP and
enhances convection there, which facilitates more precipitation and thus the TP vegetation growth,
featuring a uniform NDVI pattern. Since the positive correlation between precipitation over the TP
and NDVI is weaker than that between the ISM and NDVI, we suggest that the ISM can influence the
TP vegetation growth not only through changing precipitation but also through other local climatic
factors. The increased convection and precipitation over the TP induced by the ISM can also affect
the surface thermal conditions, featuring an interaction between the TP vegetation and heat sources.
The evapotranspiration of vegetation and its coverage affect local latent and sensible heat fluxes,
while the TP thermal condition changes affect in return the vegetation growth. In addition, the
changes in thermal conditions over the TP caused by the substantial increase in vegetation may have
a de-correlation effect on the relationship between the ISM and uniform NDVI pattern after the TP
vegetation reaches its maximum coverage.

Keywords: Tibetan Plateau; Indian summer monsoon; vegetation; climatic factor; thermal conditions

1. Introduction

The Tibetan Plateau (TP) is situated in the subtropical area of eastern Eurasia and
is referred to as “The Third Pole” and the “Roof of the World”, exceeding 4000 m above
sea level on average. Its dynamic and thermal forcing can affect the occurrence and
development of climate and weather in China and East Asia [1–4]. Land–air hydrothermal
exchange processes in the TP (such as surface heat sources, atmospheric heat sources,
vegetation cover, and snow cover) regulate the thermodynamic forcings of the TP, which
have an important effect on the monsoon, Asian atmospheric circulation, as well as global
climate [4–9].
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As one of the major elements on the TP land surface, vegetation is critical to land–
atmosphere interactions. Local weather and climate change affect vegetation growth [10,11].
Owing to the geography and altitude of the TP, the vegetation on the TP responds to climate
change more rapidly than that in other regions at the same latitude. In turn, changes in
vegetation can alter the surface properties of the TP, including surface albedo and soil
moisture, thus affecting the land–air hydrothermal exchange and carbon cycle over the
TP [12,13]. Model experiments showed that the enhanced greening of the TP vegetation
induces changes in heat consumption by plant transpiration and surface evaporation and
surface heat sources, thus influencing the climate and weather of the TP and its adjacent
surroundings [14]. Also, the enhanced vegetation dynamics on the TP may attenuate the
local surface warming [15], meaning that thermal conditions over the TP can be affected by
changes in the TP vegetation. Therefore, it is essential to understand the characteristics of
the TP vegetation in terms of its variability and trends.

Several indices can reflect vegetation activity, such as the normalized difference vegeta-
tion index (NDVI), soil-adjusted vegetation index (SAVI), enhanced vegetation index (EVI),
leaf area index (LAI), and net primary productivity (NPP). Most of these vegetation indices
are derived from remote-sensing images of vegetation; many factors (e.g., atmospheric
conditions, soil types, topography, shading effects, and solar angle) may introduce noise
into these indices [16]. Of these vegetation indices, the NDVI is calculated as the ratio of the
difference between near-infrared (NIR) and red (Red) light to the sum [17]. Due to the ratio
of band intensities, the NDVI can eliminate a large proportion of noise caused by instru-
ment calibration, solar angle, topography, cloud shadows, and atmospheric attenuations
existing in visible red and infrared bands [18,19], which enhances the response to vegetation
and reduces the susceptibleness of illumination conditions [20]. Matsushita et al. [21] also
noted that the NDVI may be indirectly affected by topography, which can be somewhat
neglected. Moreover, the NDVI seems to have good performance in the TP with complex
and fragile ecosystems and vegetation species [22]. Considering the altitude and ecosystem
of the study area (i.e., the TP exceeding 3000 m above sea level; Figure 1) in this paper,
the NDVI is a suitable vegetation index for indicating the growth activity and cover of
vegetation on the TP [23]. Therefore, we chose the NDVI as an indicator to explore the
characteristics and trends of vegetation on the TP in the current study.

Figure 1. Map showing the location of the study area within the boundary of the Tibetan Plateau (TP)
(3000 m above sea level; gray shading).

The NDVI on the entire TP generally exhibits a rising trend under global warming and
some human activities [24–27], while certain regions of the TP are suffering from vegetation
degradation [28,29]. The apparent inconsistency in the regional and overall NDVI trends on
the TP may be due to its relatively distinct climatic characteristics and geographical location.
From one perspective, complicated climate change, such as different change trends and
intensities of climatic factors, leads to inconsistent vegetation growth trends in different
areas of the TP [24,28]. Moreover, when the vegetation on the TP is becoming denser and
reaches a certain threshold, the NDVI may no longer increase with the anomalous increase
in climatic factors due to the saturation effect of NDVI. From the other perspective, at
different altitudes and geographical locations (windward and leeward slopes), vegetation
on the TP responds to climatic anomalies in very distinct ways [16,29–31]. For example, the

272



Remote Sens. 2023, 15, 3612

intensity of solar radiation varies greatly between windward and leeward slopes, which
can lead to differences in the amount of water lost from vegetation to the atmosphere due
to its evapotranspiration, thus affecting the growth of vegetation [16].

The above studies mainly concentrated on the characteristics and trends of longstand-
ing variations in the TP vegetation rather than its inter-annual variations. Considering the
inter-annual variability of climatic factors affecting vegetation growth [18,32–34] and the
fact that the inter-annual variability of vegetation can also adjust the TP thermal conditions,
the inter-annual characteristics of vegetation on the TP in its growing season deserve ex-
ploration. Therefore, this study focuses on the growth of TP vegetation on inter-annual
scales. Our previous study revealed that several local climatic factors jointly regulate the
inter-annual variability of two NDVI patterns dominating the TP in June–September (JJAS,
i.e., the main growing season) [35]. However, it is not enough to merely understand the
local factors modulating the inter-annual variability of NDVI on the TP, as the variations in
local climatic factors over the TP are inseparable from external influences.

Earlier studies have demonstrated that the complex surface environment and anoma-
lously variable ocean, as well as associated atmospheric teleconnections, can alter hydrother-
mal conditions over the TP. For example, the Indian summer monsoon (ISM) [36–38], North
Atlantic Oscillation [39,40], El Niño-Southern Oscillation (ENSO) [41], and Indian Ocean
Basin Mode (IOBM) [42] can all modify precipitation over the TP. Sea surface temperature
anomalies in several key oceans [42–45], and Indian soil moisture [46], can modulate the
TP thermal conditions. Among these external climatic factors, the ISM seems to be a factor
more closely related to the TP. The ISM is essential to the variation in summer precipi-
tation over the TP [37,42,47–50]. Precipitation over the TP can be governed by the deep
convection in the Indian subcontinent, which is connected to the ISM [37]. The ISM can
also affect precipitation over the southern TP by modulating the transportation of water
vapor entering the TP [47,48]. In turn, the ISM onset is directly associated with the TP’s
atmospheric heat source [51–53]. The TP diabatic heating is pivotal in modulating the
location and intensity of the ISM [47,54].

The current study intends to explain what role the ISM plays in the inter-annual vari-
ability of vegetation on the TP and whether the vegetation can in turn affect the ISM. This
study may be of great practical significance to TP ecological environmental protection and
the fields of short-term climate prediction. The following section describes the study period
and datasets, index definitions, and analysis methods involved in the study. The findings
are introduced in Section 3, where Section 3.1 examines relationships between the ISM,
precipitation over the TP, and the NDVI on the TP, and Section 3.2 explores the influence of
the ISM on vegetation on the TP in its main growing season. Section 4 (i.e., Discussions)
and Section 5 (i.e., Conclusions) explore and sum up the relationship between the ISM and
vegetation on the TP, respectively.

2. Data and Methods

2.1. Data
2.1.1. Remote-Sensing-Based NDVI Datasets

Remote-sensing images have been widely used in monitoring vegetation dynamics at a
regional scale due to their wide coverage and frequent capture of surface information. Based
on a comprehensive detailed review related to the use of remote-sensing products (such as
LANDSAT, SPOT-Vegetation, Sentinel-2, Himawari-8/9) in the estimation of vegetation
growth, we employed two remote-sensing-based NDVI datasets to reflect the variability
of the TP vegetation exceeding 3000 m above sea level [35]; the study area is shown in
Figure 1. One is GIMMS NDVI3g derived from the National Oceanic and Atmospheric
Administration (NOAA), and the other is MCD19A3CMG NDVI of the MODIS products
derived from the National Aeronautics and Space Administration (NASA). The former
has an 8-km spatial resolution and spans from January 1982 to December 2014, and the
latter has a horizontal precision of 0.05◦ × 0.05◦ grid and spans from February 2000 to
December 2020.
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The GIMMS and MODIS NDVIs have been considered as the more commonly used
remote-sensing-based NDVI datasets. This is because as the third generation of AVHRR
sensor data, GIMMS NDVI3g has been proven to be a better dataset for describing vegeta-
tion dynamics in applications [55]. The GIMMS NDVI3g has a longer time scale and has
been extensively applied in regional and global-scale studies of vegetation dynamics and
degradation [56,57]. In addition, the MCD19A3CMG is a MAIAC BRDF corrected product
in the MODIS sensor datasets, which improves spatial resolution (0.05◦ × 0.05◦ grid), the
accuracy of atmospheric correction, aerosol retrievals, and cloud detection [58,59]. There-
fore, they are combined to study vegetation activities due to the linear correlation and
compatibility between the two datasets [60–62].

2.1.2. Reanalysis and Meteorological Observation Datasets

The monthly geopotential height, zonal/meridional wind, water vapor, and vertical
pressure velocity were derived from the European Centre for Medium-Range Weather Fore-
casts Reanalysis v5 (ERA5) [63], utilizing a reduced horizontal precision of 2.5◦ × 2.5◦ grid.
The ERA5 provides a total of 37 vertical pressure levels ranging from 1000 to 1 hPa. In
this paper, we used the ERA5 from 1000 to 200 hPa. The monthly outgoing longwave
radiation was obtained from NOAA satellite observations [64]. Additionally, the monthly
latent and sensible heat flux were derived from the long-term Japanese 55-year Reanalysis
(JRA-55) [65], utilizing a horizontal precision of 1.25◦ × 1.25◦ grid. These datasets were
used to examine how the ISM influences the vegetation on the TP for the period 1982–2020.
To explore the relationship between the TP vegetation and ENSO/IBOM, this study also
used the Niño 3.4 index obtained from the NOAA CPC and the IOBM index obtained from
the National Climate Centre of China Meteorological Administration (NCC/CMA).

The monthly meteorological variables were derived from the station-observed dataset
of the National Meteorological Information Center of China, including precipitation, surface
air temperature, ground surface temperature, and sunshine duration. Daily meteorological
elements at 88 observational stations in the TP (with the average altitude exceeding 3000 m
above sea level) were processed into the monthly data on a 0.5◦ × 0.5◦ grid by daily accu-
mulation and Cressman spatial interpolation [66]. Besides the Cressman interpolation, we
performed the elevation correction of the meteorological variables following the elevation
correction equation of He et al. [67], which involves the calculation of the elevation lapse
rate. These processed elements were used to illustrate the local effects on the TP vegetation.

2.2. The Study Period and Methods

The ISM is a crucial element of the Asian summer monsoon system [36] and a major
source of water vapor for India that is responsible for over 2/3 of the annual precipitation
over India [68]. Based on precipitation in Kerala, the southernmost state of the Indian
subcontinent, the Indian Meteorological Department defines early June (early October) as
the time for the ISM onset (demise) [69]. The main growing season for the TP vegetation is
generally from June to September [35]. Considering the overlapped period of the ISM and
vegetation growing season, June to September (JJAS) was selected as the main study period.

Following previous studies [25,60,61], we spliced the GIMMS and MCD19A3CMG
NDVIs datasets. Before splicing the datasets, the MCD19A3CMG NDVI was downscaled
and interpolated to the same resolution as the GIMMS NDVI. Further comparisons revealed
that the two NDVIs on the TP have consistent characteristics in the growing seasons and
significantly correlate with each other. As such, we can establish linear regression equations
between the GIMMS and MCD19A3CMG NDVIs and eventually obtain a longer JJAS
TP NDVI dataset by fitting and splicing the two datasets [35]. To capture the varying
characteristics of the TP vegetation on inter-annual scales, the rotated empirical orthogonal
function (REOF) decomposition and the North test were applied in this paper, ensuring
that the leading REOF modes are homogeneous and independent [70].

All data involved in this study were subtracted from the monthly mean climatology,
seasonally averaged, and detrended. Several frequently used statistical analysis methods
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were utilized to examine the influence of the ISM on vegetation on the TP in its growing
season, and the specific methods were as follows: (1) REOF analysis and regional aver-
age were used to derive the uniform NDVI pattern (UNP) and ISM indices, respectively.
(2) Linear (partial) correlation analyses were applied to determine the correlations of the
TP vegetation with the ISM, IOBM, ENSO, precipitation on the TP, etc., where partial
correlation analysis was used to determine the actual correlations between two of the three
related variables. (3) Univariate linear regression analyses were employed to explore the
process of ISM influencing the JJAS TP NDVI and the influence of ISM on climatic factors on
the TP. (4) The contributions of ISM and four climatic factors to the inter-annual variability
of vegetation on the TP in the growing season were also explored through multiple linear
regression analysis. (5) The potential feedback between the TP thermal conditions and
vegetation growth was discussed through linear correlation and composite analysis. The
importance of the findings was determined via Student’s t-test. Note that all data do not
have the same horizontal precision, which we unified in our processing.

2.3. The Definition of the Pattern and Indices
2.3.1. The Uniform NDVI Pattern and Its Index

We found two NDVI patterns dominating the TP in JJAS through the empirical or-
thogonal function (EOF) decomposition. The first dominant EOF mode features a uniform
variation in NDVI anomalies on the TP, which is called the uniform NDVI pattern [35]. In
this study, we used the REOF analysis to capture the prevalent and homogeneous patterns
of the TP NDVI on inter-annual timescales, since the REOF analysis is more appropriate for
the high-resolution and inhomogeneous distribution of the TP NDVI datasets.

The dominant modes obtained based on the EOF and REOF analyses highly resemble
each other, and both show a uniform NDVI pattern. Moreover, their corresponding time
series are significantly and positively linked. Their distinction is that the uniform pattern
based on the REOF analysis does not show larger loadings on the southeast of the TP,
which may be due to the high vegetation coverage and insignificant reactions to anomalous
climate change over this region. Therefore, the first REOF mode of NDVI anomalies on
the TP in JJAS from 1982 to 2020 is called the uniform NDVI pattern (Figure 2a), and its
corresponding PC index is called the uniform NDVI pattern index (UNPI).

Figure 2. (a) The first REOF mode (REOF1) of NDVI anomalies on the TP in JJAS from 1982 to
2020. (b) Vertical shear of JJA zonal winds (unit: m/s) over the region (40–110◦E, 0–20◦N) from
1982 to 2020.
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2.3.2. The Indian Summer Monsoon Index

In earlier studies, the Indian summer monsoon (ISM) index was defined as the all-
Indian summer monsoon rainfall (AISMR) [71]. With the deepening of research, other in-
dices representing the ISM were also proposed, such as the Webster–Yang index (WYI) [72],
the monsoon Hadley circulation index (MHI) [73], the extended Indian monsoon rainfall
index (EIMRI) [73], the Indian monsoon index (IMI) [74], and the Indian monsoon trough
index (IMTI) [75]. Before exploring the influence of the ISM on the TP vegetation, the
definitions and features of the abovementioned ISM indices were compared. Using the
singular value decomposition and linear correlation, the WYI was most closely related to
the uniform NDVI pattern (figures omitted). Therefore, following Webster and Yang [72],
the area-mean vertical shear (U850-U200) of zonal winds over the region (40–110◦E, 0–20◦N)
in June–August (JJA) was referred to as the ISM index (Figure 2b).

3. Results

3.1. Correlations between the ISM and TP Precipitation and Vegetation

Precipitation is one of the main climatic factors affecting TP vegetation in the main
growing season [35]. As mentioned in Section 1, the ISM is highly associated with TP
precipitation. As such, the ISM should influence the inter-annual variability of vegetation
on the TP by modulating precipitation over the TP. Moreover, the ENSO and IOBM can
modulate the onset time and intensity of ISM [37,38,48,76,77]. This implies that the ENSO
and IOBM may influence the TP precipitation by adjusting the ISM.

Figure 3 reveals the contribution of ENSO, IOBM, and ISM to the TP vegetation on
inter-annual scales. A clear and significant positive correlation between the JJA ISM and
JJAS TP NDVI appears over most of the TP, manifesting a similarly uniform NDVI pattern
(Figure 3a). Moreover, the correlation coefficient between the UNPI and the ISM is 0.45,
exceeding the confidence level of 99%. The JJAS TP NDVI is negatively correlated with the
spring IBOM/previous winter ENSO, with large loadings (coefficients) roughly distributed
on the southwestern TP/northeast–southwest oriented region (Figure 3b,c). These negative
correlations reveal that corresponding to positive IOBM/El Niño, the ISM weakens [77].
The correlation coefficient between the UNPI and the spring IBOM is −0.25 and that
between the UNPI and the previous winter ENSO is −0.26, which are lower than that
between the UNPI and ISM (0.45). After removing the influence of the ISM via the partial
correlation, the negative correlation between the spring IBOM (previous winter ENSO) and
the JJAS TP NDVI significantly decreased (Figure 3e,f),and the coefficient dropped to −0.09
(−0.23) not reaching the 90% confidence level. To some extent, this implies that the ISM
fulfills a “bridge” role linking the influence of ENSO and IOBM with the vegetation growth
on the TP. The contribution of ENSO and IOBM to the TP vegetation becomes weaker due
to the absence of the bridge effect of ISM.

In contrast, the correlation between the ISM and JJAS TP NDVI slightly decreases after
removing the influence of ENSO and IOBM via the partial correlation, but a significantly
positive correlation still covers the eastern TP (Figure 3d), showing a closer relationship
than the ENSO-UNPI and IOBM-UNPI ones. After removing the influence of ENSO and
IOBM, the correlation coefficient between the UNPI and ISM still reaches 0.29, significant
at the 95% confidence level. This suggests that the ISM is not only a “bridge” relaying the
influence of the ENSO and IOBM on the TP vegetation growth but also has a significant
and direct effect on vegetation growth on the TP, albeit in the absence of ENSO and IOBM.
Thus, we focus on the relationship between the ISM and the TP precipitation and NDVI in
the following study.
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Figure 3. Correlations of the JJA ISM (a), MAM IOBM (b), and D(−1)JF Niño 3.4 (c) indices with the
JJAS NDVI anomalies on the TP, respectively. (d) Partial correlations of the JJA ISM index with the
JJAS NDVI anomalies on the TP, where the influences of the IOBM and ENSO were linearly removed.
Partial correlations of the MAM IOBM (e) and D(−1)JF Niño 3.4 (f) indices with the JJAS NDVI
anomalies on the TP, where the influence of the ISM index was linearly removed. Black dots indicate
coefficients exceeding the confidence level of 95%. The “MAM” and “D(−1)JF” denote the spring
(March–May) and previous winter (December–February), respectively.

Figure 4a presents the correlations of the ISM with the TP precipitation in May–
August (MJJA). Note that the periods for the correlations are different from Figure 3c since
precipitation has a one-month-lagged effect on the TP NDVI [24,25,29,35]. The ISM is
highly positively linked with precipitation over the southwestern TP, exhibiting a central
coefficient of 0.52, which reaches the confidence level of 95%. Based on the key region with
significant correlations (Figure 4a), we referred to the area-mean precipitation anomaly over
the southwest of the TP (80–92◦E, 28–35◦N) in MJJA as the precipitation index (PRE index).
Time series of the ISM index, PRE index, and UNPI are compared in Figure 4b–d. In these
figures, we can detect a slightly better correlation between the ISM and precipitation (0.50)
than that between the ISM and NDVI (0.43), but both reach the confidence level of 99%
(Figure 4b,c). Since precipitation directly affects the TP vegetation growth, the correlation
between precipitation and the NDVI was expected to be greater than that between the
ISM and NDVI. However, the former exceeds the 95% confidence level by 0.34 (Figure 4d),
lower than the latter (Figure 4c). Note that all three indices exhibit a clear upward trend
(Figure 4b–d); these correlations could be influenced by global warming. Therefore, their
linear trends are removed in the subsequent sections.

After removing their linear trends, the ISM still maintains a significant correlation
with the other two indices, which has an approximate coefficient of 0.49 (0.41) with the
PRE index (UNPI) exceeding the confidence level of 99%. The PRE index mainly represents
the ISM, exhibiting a regional correlation with precipitation over the TP (Figure 4a), while
the UNPI represents the variation in vegetation on the overall TP. Thus, the PRE index’s
correlation with the UNPI decreases from 0.34 to 0.16, which is significantly lower than
the correlation between the ISM and UNPI (Figure 4c,d). Such a result implies that the
influence of the ISM on the TP vegetation does not depend merely on precipitation, while
other ISM-induced climatic factors may contribute to the TP vegetation growth. Clearly,
the influence of the ISM on the TP vegetation requires further analysis.
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Figure 4. Correlation between the ISM and the MJJA precipitation ((a); unit: mm) anomalies.
(b) Correlation between the ISM index (black lines) and the PRE index (blue lines). The other
two figures are as (b), but correlations are between the UNPI (red lines) and the ISM index (c), and
between the UNPI and the PRE index (d). Dashed lines indicate the trend of the indices. The R
outside the parentheses is the coefficient between these time series of the unremoved trend, while the
R in parentheses is removed. Black dots indicate variables exceeding the 95% confidence level.

3.2. Physical Process of the ISM Affecting the TP Vegetation

As an external climatic factor, the ISM plays a role in modifying the vegetation growth
on the TP NDVI by stimulating atmospheric circulation to alter the thermal and moisture
conditions over the TP. In this section, the process of the ISM influencing the JJAS TP
NDVI is explored by linear regression and partial correlation analyses in terms of the
atmospheric circulation (Figure 5), water vapor transportation, convection (Figure 6), and
thermal conditions over the TP (Figure 7).

In June, the climatological South Asia high (SAH) [78] in the upper troposphere
(200 hPa) is situated south of 30◦N, with its center around the southern TP. A strong
positive geopotential height anomaly appears over the Iranian Plateau, indicating that the
SAH significantly strengthens and shifts northwestward to the western TP (Figure 5a). In
the middle-lower troposphere (500–850 hPa), two cyclonic convergences occur around the
Indian and Indo-China Peninsulas where air pressure significantly decreases (Figure 5e,i).
The enhanced SAH induces the ISM onset, which drives a significant increase in the
transportation of water vapor from the Indian Ocean to the lower latitudes and accordingly
facilitates water vapor converging over the southern TP (Figure 6e). The strengthened
upward motion is induced by the low-pressure convergence and high-pressure divergence
in the lower and upper troposphere, which occurs over the southern TP to the south of 30◦N
(Figure 6a). A negative outgoing longwave radiation (OLR) anomaly over the southern TP
coincides with the entry of water vapor (Figure 6i).

278



Remote Sens. 2023, 15, 3612

Figure 5. Geopotential height (HGT; unit: gpdm; shading) anomalies at 200 hPa (a–d), 500 hPa (e–h),
and 850 hPa (i–l) regressed upon the ISM from June to September, respectively. The brown contours
indicate the climatological SAH. Black vectors indicate horizontal wind (UV; unit: m/s) anomalies.
White dots indicate variables exceeding the confidence level of 95%.

By July, the location of the SAH in the upper troposphere essentially remains unmoved,
but its area and intensity are significantly enhanced (Figure 5b). From June to July, the cy-
clonic convergence over the Indo-China Peninsula moves eastward to the northwest Pacific
in the middle-lower troposphere. During the same period, the low pressure over the Indian
Peninsula intensifies and slightly moves eastward (Figure 5f,j). Water vapor fluxes are
shifted significantly northward, and then large quantities of water vapor are carried to the
lower-latitude TP, where they then converge (Figure 6f). The enhanced upward motion over
25◦–35◦N and downward motion on either side (Figure 6b) promote convection, featuring
a significant negative OLR anomaly over the southwestern TP (Figure 6j). This sufficient
water vapor and strengthened convection contribute to the increase in precipitation.
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Figure 6. (a–d) Vertical pressure velocity (unit: hPa/s) anomalies regressed upon the ISM from June to
September in latitude vertical cross section (averaged for 80–90◦E), with negative values for upward
motion. (e–h) Integrated water vapor flux from surface to 300 hPa (unit: kg/(m·s); blue vector) and
water vapor flux divergence (unit: 10 × 10−7kg/(m2·s·hPa); shading) anomalies regressed upon
the ISM from June to September. (i–l) Outgoing longwave radiation (OLR; unit: W/m2) anomalies
regressed upon the ISM from June to September. White dots indicate variables exceeding the
confidence level of 95%.

As the SAH intensity decreases slightly in August (Figure 5c), the corresponding
cyclonic convergences at 500 hPa and 850 hPa move westward to the Indo-China Peninsula,
resulting in a weakening low pressure over the Bay of Bengal (Figure 5g,k). Changes in at-
mospheric circulation reduce the transportation of water vapor, which causes a consequent
reduction in water vapor flux convergence to the southern TP (Figure 6g). The significant
upward motion still appears over the overall TP (Figure 6c). Correspondingly, the negative
OLR anomaly still appears over the central and western TP (Figure 6k), but the intensity
begins to decrease, with the numerical value of the maximum OLR anomaly decreasing
from approximately 9 W/m2 to 6 W/m2.

In September, the SAH intensity weakens substantially (Figure 5d), and a cyclonic
circulation develops near the Arabian Sea in the mid-troposphere (Figure 5h). This causes
the entire circulation system to move westward, with a significant downward motion
(Figure 6d) and reduced convection (Figure 6l) over the TP.
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Figure 7. Partial correlations of the ISM with latent heat flux ((a–d); unit: W/m2) and sensible heat
flux ((e–h); unit: W/m2) anomalies over the TP from June to September, where the influence of
the PRE index was linearly removed. White dots indicate coefficients exceeding the confidence
level of 95%.

As mentioned in Section 3.1, the ISM can influence vegetation on the TP through
other climatic factors induced by the ISM besides precipitation, such as thermal factors
(e.g., latent and sensible heat fluxes). Vegetation dynamics could largely affect the thermal
conditions over the TP [12–15]. For example, the greening of TP vegetation can reduce
surface albedo and thus increase sensible heat flux [14,15]. Based on that, we examined the
partial correlation of the ISM with surface latent and sensible heat flux over the TP after
removing the influence of the PRE index (Figure 7). Due to the annual cycle of vegetation
growth on the TP, its coverage gradually increases from June to July. The consequently
enhanced evapotranspiration of vegetation leads to substantial heat absorption, which
promotes the transportation of latent heat across the TP and cools some regions of the TP.
Meanwhile, the decrease in surface albedo induced by the substantial vegetation leads to an
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increase in sensible heat over most of the TP. Thus, the latent heat flux over the TP exhibits
a distinct positive anomaly in JJA (Figure 7a,b), as does the sensible heat flux (Figure 7e,f).
When the TP vegetation reaches its maximum coverage in August, the positive latent heat
flux anomalies over the TP manifest the greatest magnitude, and the range of negative
sensible heat anomalies also increases (Figure 7c,g). With the reduction in the TP vegetation
in September, a significant decrease in the positive latent heat anomaly occurs over the TP,
whereas the increased albedo leads to a wide range of negative sensible heat flux anomalies
(Figure 7d,h).

Based on the above sections, we suggest the ISM may change air and ground tem-
perature over the TP through varying vegetation growth. Additionally, the ISM-induced
precipitation can affect the sunshine duration over the TP. Anomalous changes in these
ISM-induced climatic factors jointly affect the NDVI inter-annual variability on the TP. Con-
sidering the one-month-lagged impact of precipitation on vegetation, the JJA precipitation
anomaly, and the JAS surface air temperature, ground surface temperature and sunshine
duration anomaly were regressed upon the ISM index (Figure 8).

Figure 8. Precipitation (PRE) anomalies in JJA ((a); unit: mm) and surface air temperature (SAT)
((b); unit: ◦C), ground surface temperature (GST) ((c); unit: ◦C), and sunshine duration (SSD)
((d); unit: hours) anomalies in JAS regressed upon the ISM index. White dots indicate variables
exceeding the confidence level of 95%.

Regulated by the ISM, precipitation increases significantly over the southwest of the TP
and decreases over the Pamir Plateau and the southeast of the TP (Figure 8a). Surface air and
ground temperatures exhibit significant warming over the northeastern TP to the north of
33◦N (Figure 8b,c), which can contribute to higher NDVI across almost the entire TP. In fact,
sunshine duration over the TP is not affected by the ISM, and the shorter sunshine duration
should be attributed to the simultaneously increased precipitation. Precipitation increases
abnormally over the southwest of the TP, where the sunshine duration is significantly
shortened (Figure 8d). This finding is consistent with Mao et al. [35].

To examine the impact of the ISM-induced climatic factors on the NDVI inter-annual
variability on the TP, we defined the corresponding indices in accordance with the signif-
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icant regions (Figure 8) affected by these climatic factors. The JAS area-mean surface air
temperature (ground surface temperature) anomalies over the north of the TP (70–104◦E,
34–40◦N) are referred to as the SAT (GST) index. The SSD index is determined in the same
definition as the PRE index in Section 3.1, but in JAS. Based on the ISM and these indices,
the following regression equation was established to estimate the UNPI.

UNPIe = 9.9 × 10−9 − 0.15 ∗ PRE − 0.39 ∗ SAT + 0.69 ∗ GST − 0.12 ∗ SSD + 0.28 ∗ ISM (1)

in which the term on the left represents the estimate of UNPI (UNPIe), and the terms on
the right represent the effect of these indices (PRE, SAT, GST, SSD and ISM) with different
weights. For ease of calculation, the estimated intercept of 9.9 × 10−9 in Equation (1) is
usually negligible.

Figure 9 presents the regression of the monthly NDVI anomaly upon the UNPIe in JJAS.
Positive NDVI anomalies appear on the TP for each month (Figure 9a–d), displaying an
approximately uniform NDVI pattern after four-month vegetation accumulation (Figure 9e).
This suggests that the inter-annual variability of NDVI on the TP in JJAS can be attributed
to the ISM and its induced changes in the local climatic factors in the TP, which can account
for more than 52% of the variation in the UNPI.

Figure 9. (a) NDVI anomalies in June (a), July (b), August (c), September (d), and JJAS (e), respectively,
as regressed upon the UNPIe. Black dots indicate variables exceeding the confidence level of 95%.
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4. Discussion

This paper indicates that the ISM is a significant external factor affecting the inter-
annual variation in TP vegetation in the growing season, and examined the correlations
among the ISM, the TP precipitation, and the TP vegetation. The findings reveal that the
correlation between ISM and UNPI is much greater than that between UNPI and ISM-
induced precipitation, especially when the linear trends of the three indices were removed
(Figure 4b–d). The variations in the uniform NDVI pattern on the TP in JJAS on inter-
annual scales are caused by a combination of several local climatic factors [35]. Therefore,
instead of precipitation, other ISM-induced climatic factors dominate the inter-annual
variations in vegetation on the TP. In addition to regulating the atmospheric circulation and
associated precipitation over the TP, the ISM can also influence the inter-annual variability
of vegetation by inducing changes in the TP thermal conditions. Figure 10 summarizes the
process of the ISM influencing the vegetation growth on the TP.

Figure 10. The influence process of the ISM on the inter-annual variability of vegetation on the TP in
its main growing season.

In the main growing season (JJAS), changes in the SAH concerning its location and
intensity cause higher pressure (positive HGT anomalies) over the TP in the upper tro-
posphere, and lower pressure (negative HGT anomalies) at the lower-latitude TP in the
middle-lower troposphere (Figure 5). Such an atmospheric circulation structure, with
atmospheric divergence and convergence in the upper and middle-lower troposphere,
respectively, enhances the upward motion over the TP (Figure 6a–d). Furthermore, the
transport of water vapor through the Indian Ocean entering the lower-latitude TP is fa-
cilitated by the strengthened cyclone activity in the lower troposphere (Figure 6e–h). The
sufficient water vapor and strengthened convection can increase precipitation over the TP,
thus promoting vegetation growth.

Vegetation evapotranspiration modulates thermal conditions over the TP as a result of
the physical phase transition of water, as well as altering the local atmospheric water vapor
content and associated precipitation. Additionally, the variations in vegetation coverage
also can affect surface sensible heat flux by modifying the TP surface elements, such as
albedo and roughness. With the gradual increase in vegetation, the enhanced evapotran-
spiration replenishes the atmospheric water vapor over the TP while absorbing latent
heat (Figure 7a–d) and altering surface sensible heat (Figure 7e–h). Due to the interaction
between vegetation and temperature, a certain degree of warming promotes vegetation
growth. According to earlier studies, changes in thermal conditions over the TP may also
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affect vegetation growth [23–26], and moderate warming of the northern TP effectively
promotes the growth of local vegetation [35]. Additionally, the ISM-induced increase in
precipitation can also lead to the lack of sunshine, which interferes with vegetation growth
on the TP [25].

We further explored the joint effects of the ISM and its induced changes in local
climatic factors (precipitation, air temperature, ground temperature, sunshine duration,
etc.) on the uniform NDVI pattern using multiple regression (Equation (1)). These factors
jointly modulate more than 52% of the variation in the UNPI. In other words, the ISM
not only influences the TP vegetation growth through precipitation, but also can regulate
the TP vegetation growth through modulating the variations in thermal factors in the
TP. The current findings are based on statistical analyses, which are insufficient to clarify
the influence of the ISM on the TP vegetation. We will further verify the results through
numerical experiments in the future.

Various factors have an impact on the ISM, such as the TP diabatic heating, land–sea
thermal contrast, ENSO, and internal atmospheric processes [37,47–49,53]. Among these
factors, the TP atmospheric heat source directly affects the ISM onset, and its diabatic heat-
ing also plays a decisive role in the intensity and location of the ISM [52,53]. Additionally,
the increased vegetation on the TP can cause changes in local thermal conditions (Figure 7).
This raises an interesting question, that is, can the TP vegetation regulate the ISM through
the alteration of TP thermal conditions in its main growing season?

Table 1 exhibits the correlation coefficients between the monthly ISM from June to
September and the one-month-lagged, simultaneous, and summer (JAS) UNPIs. The ISM
and the one-month-lagged (summer) UNPI are positively correlated, with the highest
association between the July ISM and August (summer) UNPI. The finding indicates the
response of the TP NDVI to the influence of the ISM in its main growing season. The ISM
is closely correlated with the simultaneous UNPI in June–July. However, the correlation
between the ISM and the simultaneous UNPI is insignificant in August–September. These
imply the possible influence of the UNPI on the ISM. The September ISM is hardly rele-
vant with summer UNPI with a coefficient of only −0.03, which suggests the ISM-UNPI
correlation has vanished at this time.

Table 1. Correlation of the monthly ISM with different months of the UNPI. The superscript “*”
denotes the coefficients that significantly exceed the confidence level of 95%.

June July August September

With the one-month-lagged UNPI 0.17 0.31 * 0.19 0.30 *
With the simultaneous UNPI 0.27 * 0.39 * 0.21 0.19

With the summer UNPI 0.24 0.39 * 0.33 * −0.03

The differences in latent and sensible heat fluxes over the TP, and the vertical shear
of zonal winds over the region (40–110◦E, 0–20◦N), are analyzed for typical positive and
negative UNPI years (Figure 11), where the changes in the ISM intensity can reflect the
correlation between the ISM and UNPI. The typical UNPI years are characterized as having
an absolute value of the UNPI larger than a threshold of 0.5 standard deviations (see Table 2).
In June–July, the substantial growth and increased coverage of the TP vegetation result in
enhanced evapotranspiration and transportation of latent heat (positive anomalies) over
the central and northern TP (Figure 11a,b). A clear decrease in sensible heat fluxes (negative
anomalies) appears there, while the sensible heat fluxes increase significantly over the
northwest corner and southeast of the TP due to the reduced surface albedo (Figure 11e,f).
During this period, the relationship between the ISM and UNPI gradually becomes stronger
(Figure 11i,j). When the NDVI reaches its maximum coverage in August, positive latent
heat flux anomalies keep increasing due to the vegetation evapotranspiration (Figure 11c),
and the magnitude of negative sensible heat flux anomalies increases throughout the whole
TP except for the southeast (Figure 11g). In contrast, there is no significant increase in the
sensible heat fluxes over the southeastern TP because the vegetation coverage (albedo)
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no longer increases (decreases) (Figure 11g). The overall TP exhibits cooling, while the
correlation between the UNPI and ISM is somewhat weakened (Figure 11k). In September,
the vegetation still shows strong overall evapotranspiration over the TP despite the decrease
in TP vegetation coverage. Most of the TP experiences significantly increased latent heat
flux (Figure 11d), and the western TP to the west of 90◦E experiences a significant decrease
in sensible heat flux (Figure 11h). Meanwhile, the ISM-UNPI correlation seems to disappear
(Figure 11l).

Figure 11. Differences in latent heat flux ((a–d); unit: W/m2), sensible heat flux ((e–h); unit: W/m2)
anomalies over the TP, and vertical shear of zonal wind (U850-U200) anomalies ((i–l); unit: m/s) over
the region (40–110◦E, 0–20◦N), composited for positive and negative UNPI years. White dots indicate
variables exceeding the confidence level of 95%.

Table 2. Typical years of the UNPI in positive and negative phases.

Positive UNPI (Std > 0.5) Years Negative UNPI (Std < −0.5) Years

1988, 1994, 1997, 1999, 2000, 2010, 2011, 2012, 2013 1982, 1983, 1985, 1989, 1995, 2003, 2015, 2016, 2019
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Comparing Table 1 and Figure 11, we speculate that the influence of the NDVI on
the TP thermal conditions could play a de-correlation role between the ISM and the TP
vegetation in late summer and early autumn. However, our current findings are insufficient
to confirm the above opinion. The specific physical mechanism requires further study. The
current findings reveal a closer relationship of the TP vegetation with the ISM than that
with the IOBM and ENSO on inter-annual scales, explore the influence of the ISM on the
TP vegetation, and preliminarily present the speculation of the potential physical process.
However, as a “bridge” linking the potential contributions of ENSO and IOBM with
vegetation growth on the TP, the effect of the ISM on the growth of the TP vegetation needs
to be further quantified. Therefore, a series of numerical experiments should be performed
in the future to quantify the specific contributions of several external climatic factors (e.g.,
the ISM, IOBM, ENSO) to the inter-annual variability of the TP NDVI, especially the role of
the ISM. These studies may further deepen our understanding of the relationship between
the TP vegetation and regional and global climate change and facilitate future predictions
of vegetation activity on the TP on inter-annual scales.

5. Conclusions

Using remote-sensing-based NDVI, several sets of reanalysis, and meteorological
station observed data, this paper explored the influence of the ISM on the NDVI inter-
annual variability on the TP in JJAS. The findings reveal that the ISM is an external factor
affecting the inter-annual variation of TP vegetation in the growing season. Furthermore,
the contribution of ISM is more direct and significant than that of ENSO and IOBM. The
ISM, TP NDVI, and TP precipitation are all positively correlated with each other. Although
precipitation is a direct factor of vegetation growth, the correlation between precipitation
and NDVI greatly decreases after removing their linear trends and is much smaller than
that between the ISM and NDVI. This implies that the ISM influences the TP vegetation
not only by changing precipitation but also by inducing the changes in thermal factors
in the TP.

Corresponding to a strong ISM, anticyclonic circulation develops over the TP in the
upper troposphere, and significant cyclonic circulation develops over the southern TP
in the middle-lower troposphere, which also represents a strengthened SAH. This upper
and middle-lower tropospheric circulation structure enhances upward motion over the
TP. Moreover, the middle-lower tropospheric cyclones can induce more water vapor to the
south of the TP. The sufficient water vapor and strengthened upward motion both facilitate
more precipitation over the southwest of the TP, which affects vegetation growth. The
ISM-induced increase in precipitation over the TP also affects the TP thermal conditions
by modulating sunshine duration. Moreover, vegetation can affect TP thermal conditions
through its evapotranspiration and coverage. The increased vegetation causes the TP
warming, and the TP warming can in turn promote vegetation growth. Further multiple
regression analysis revealed that the ISM and its induced changes in local climatic factors
can account for more than 52% of the NDVI inter-annual variability on the TP in JJAS.

Additionally, changes in TP thermal conditions, which are regulated by the NDVI in
late summer and early autumn, may influence the relationship between the ISM and TP
vegetation. In the early growing season (June–July), the UNPI and ISM are significantly
correlated. Composite analysis suggests that the TP NDVI causes the changes in TP
thermal conditions and thus affects the ISM intensity. Relative to June–July, the ISM
intensity is weaker in August–September. This weakening will be more severe in the case
of increased vegetation, which may disturb and weaken the correlation between the ISM
and TP vegetation in late summer and early autumn.
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Abstract: Tropical surface temperature (TST) and its connection with atmospheric heating, including
tropical latent heating (TLH), is essential to the interannual variability of tropical atmospheric circula-
tion and global teleconnection. Utilizing seasonally averaged satellite-based TRMM precipitation
data as a proxy of TLH and ERA5-based TST data from 1998 to 2018, we reveal some new features
in terms of cross-hemispheric connection in the TLH and TST variability by decomposing them
into equatorially symmetric and antisymmetric components. We find surprisingly that the spatial
patterns of TLH projected upon the first principal components (PC1) of symmetric and antisymmet-
ric TSTs over the whole-tropics, are very similar to each other, seemingly at odds with the classic
Mastuno–Gill theory. The similarity in the projected TLH patterns is mainly because the PC1s of
symmetric and antisymmetric TSTs co-vary temporally with a very high correlation. We use the
spatial pattern of local correlation between symmetric and antisymmetric components, for both TST
and TLH to depict geographic dependence of the symmetric–antisymmetric connection. We suggest
that a whole-tropics perspective, which takes the different but connected nature of equatorially
symmetric and antisymmetric modes across the whole-tropics into consideration, may well be useful
in understanding and predicting tropical climate variability because clarifying the puzzle raised in
this research from such a perspective about the consistency between the observation and the classic
Mastuno–Gill theory is directly related to the fundamental dynamics of tropical systems, such as
Walker circulation, monsoons, and their relationship with underlying land and sea conditions.

Keywords: TRMM; tropical latent heating; tropical surface temperature; symmetry; antisymmetry;
empirical orthogonal function; singular value decomposition

1. Introduction

We define equatorial symmetry, antisymmetry, and asymmetry of any tropical climate
variable as the exact same, exact opposite, and different states of that variable at the same
latitude in the two hemispheres centered at the Equator. Clearly, any equatorially asymmet-
ric variable can be decomposed as the sum of equatorially symmetric and antisymmetric
components of that variable.

Matsuno, in his classic paper, obtained a mathematical solution for the eigenmodes
of free tropical waves [1]. Based on their equatorially symmetric or antisymmetric nature,
these eigenmodes are associated with totally different spatiotemporal structures of wind
and pressure. Gill (1980) presented the spatial structure of stationary, forced tropical atmo-
spheric general circulation in response to thermal forcing, which may be either equatorially
symmetric or antisymmetric [2]. For instance, in response to an equatorially symmet-
ric forcing with the maximum located at the Equator, stationary Kevin wave response
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(Walker-circulation type response) appears at the east side of the forcing, while equatorially
symmetric stationary Rossby waves appear at the northwest and southwest sides of the
forcing. On the contrary, when the thermal forcing is equatorially antisymmetric, the equa-
torially antisymmetric stationary mixed Rossby-gravity wave and Rossby wave responses,
which may mainly be zonally confined nearby the forcing, lead to a Monsoon-type response
with the presence of a cross-equatorial flow and cyclonic response in one hemisphere and
anti-cyclonic response in the other hemisphere.

It is well known that tropical sea surface temperature (SST) variability, including
the ENSO variability in the Pacific and the modes of SST variability in the tropical Indian
Ocean and Atlantic, may affect both the tropical atmospheric and global circulation through
atmospheric heating and teleconnections [3–5]. Indeed, various meteorological disasters,
such as drought, flooding, cold spells, and heat waves, can be associated with the tropical
surface temperature forcing in different tropical ocean basins. While many of the studies
have been focused on the modes of thermal forcing in individual ocean basins, some studies
have considered the cross-basin interaction in the tropics during recent years [6,7].

Given the importance of atmospheric heating in shaping the response of general
atmospheric circulation to tropical SST variability, many studies have paid attention to
the linkage between SST and tropical atmospheric convection (or tropical latent heating,
TLH). While the SST-convection (also TLH or precipitation) linkage can be local, this local
connection is highly nonlinear and depends on the large-scale background of tropical
circulation [8–12]. On the other hand, the changes in tropical rainfall patterns as responses
to modes of tropical SST variability such as ENSO, Indian Ocean Dipole (IOD), and Atlantic
Niño are also extensively investigated [6,7].

Due to the hemispheric asymmetry of land–sea distribution, equatorial asymmetry
prevails in both the mean climate and the variability of tropical SST and precipitation/ latent
heating. Indeed, various mechanisms responsible for the equatorial asymmetry of tropical
SST and ITCZ have been proposed, such as the wind–evaporation-feedback mechanism [13],
asymmetric upwelling associated with meridional oceanic heat transport [14,15], and
coupled atmosphere–ocean energy balance constraint associated with cross-equatorial
ocean transport [16], the asymmetric oceanic transport by north equatorial countercurrent
(NECC) [17], among others.

It is interesting to note, however, that the decomposition of an asymmetric SST pattern
into the sum of equatorial symmetric and antisymmetric components has rarely been con-
ducted, except in an analysis of the interaction of annual-cycle and interannual variability
of SST in the tropical Eastern Pacific [18]. The reason is that the hemispheric asymmetry
of land–sea distribution makes it impossible to find an SST pair when the underlying
boundary is ocean in one hemisphere but is land in the other. However, this difficulty can
be easily overcome by using tropical surface temperature, including both SST and land
surface temperature, rather than SST only.

Because of the small heat inertia of the land surface, the variability of tropical land
surface temperature (LST), in which there are more short time-scale oscillations, is usually
considered as a response to SST forcing. While this is physically reasonable, it should
be noted that lower frequency variability of LST also exists, and just as SST, LST renders
the atmosphere with underlying boundary conditions of momentum, heat, and moisture.
Furthermore, the SST-LST asymmetry itself may well lead to an asymmetric response in
atmospheric motions. Therefore, we take a different, whole-tropics (30◦S–30◦N) perspective,
which considers tropical SST and LST together, labeled as tropical surface temperature
(TST) hereafter.

In this short note, we decompose the TST and TLH into equatorially symmetric and
antisymmetric parts and then investigate the relation between the symmetric and antisym-
metric components separately for TST and TLH based on correlation analysis. Furthermore,
we investigate the relation between interannual TST variability and interannual variability
of TLH across the whole-tropics, rather than with the SST confined in a single tropical ocean
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basin, by applying standard singular value decomposition (SVD), empirical orthogonal
function (EOF), correlation, and regression methods.

The layout of the note is as follows. The data and method are presented in Section 2,
while Section 3 presents the analysis of the main results. The summary and discussion are
in Section 4.

2. Data and Methods

2.1. Data

The Tropical Rainfall Measuring Mission (TRMM) produces tropical and subtropical
estimates of precipitation based on remote observations. The TMPA (TRMM Multisatellite
Precipitation Analysis) version 7 dataset [19] obtained from the NASA archive (ftp://
disc2.nascom.nasa.gov/ftp/data/s4pa//TRMM_L3/, accessed on 24 April 2021) and
aggregated to a high spatial (0.25◦) and temporal (daily) resolution are employed in this
study, with the time domain ranging from 1998 to 2019.

The single-level atmospheric and oceanic variables, named skin temperature and sea
surface temperature, are obtained from the European Centre for Medium-Range Weather
Forecasts (ECMWF) Reanalysis 5 (ERA5) datasets. These two variables are merged to obtain
the TST dataset. They were downloaded with a spatial resolution of 0.25◦ × 0.25◦ and
monthly temporal resolution from 1998 to 2019 and then interpolated into a resolution of
1.0◦ × 1.0◦ using bilinear interpolation for this study.

The Oceanic Niño Index (ONI) is one of the ENSO indices, based on the SST in the
Niño 3.4 region, which is obtained from https://climatedataguide.ucar.edu/climate-data/
nino-sst-indices-nino-12-3-34-4-oni-and-tni (accessed on 8 November 2022).

2.2. Methods

The variables, for example, the TST or TLH, are divided into two components: equato-
rially symmetric and antisymmetric. Assuming the TST over the Northern Hemisphere is A,
and the TST over the Southern Hemisphere is B with the latitude reversed. The symmetric
component is defined as 1/2 (A + B), and the antisymmetric component is 1/2 (A − B) in
the Northern Hemisphere and 1/2 (B − A) in the Southern Hemisphere. Therefore, the
original field can be divided into the sum of symmetric and antisymmetric fields. Note
such a decomposition on the TST, rather than on SST only, can take the intrinsic asymmetry
of land–sea contrast into consideration, and hence it may better reveal the coupling of land,
sea, and atmosphere over the tropics.

The singular value decomposition analysis (SVD) method of detecting temporally
synchronous spatial patterns is also used in this study. The method is based on a singular
value decomposition of the matrix whose elements are covariances between observations
made at different grid points in two geophysical fields, for example, TST and TLH, in this
study. Here, we briefly describe the SVD method following Wallace et al. (1992) [20] and Hu
(1997) [21]. TST and TRMM-based TLH data are denoted as s(x, t) and z(x, t), respectively,
where x is space location, and t is time. The SVD analysis is then a linear transformation:

s(x, t) ≈ ∑N
n=1 an(t)pn(x) (1)

z(x, t) ≈ ∑N
n=1 bn(t)qn(x) (2)

in which the pairs of coupled spatial patterns, pn(x) and qn(x) (also called left and right
SVD spatial patterns, respectively), and their temporal expansion coefficients, an(t) and
bn(t), are identified. Here N is the number of SVD modes. As described by Zhang et al.
(2018) [22], the SVD analysis was conducted as follows: First, the cross-covariance matrix
of s(x, t) and z(x, t), Csz, was calculated. Secondly, the eigenvalues (also called singular
values) σn of the matrix were obtained by solving |Csz − σI| = 0 where I is the identity
matrix. Next, the eigenvectors (that is, the SVD patterns, pn(x) and qn(x)) corresponding
to each eigenvalue were obtained. pn(x), qn(x), an(t), and bn(t) are the components of an
SVD mode. All modes are arranged so that their σn appear in descending order. The first
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pair of singular patterns describes the largest fraction of the squire covariance between the
two fields, and each succeeding pair describes a maximum fraction of square covariance
that is unexplained by the previous pairs. The contribution of the nth mode to the total
covariance of the two fields is measured by squared covariance fraction:

SCFn = σ2
n/ ∑N

n σ2
n (3)

To verify the results obtained from the SVD analysis, we further apply the standard
empirical orthogonal function (EOF) decomposition to the symmetric and antisymmetric
TST fields and then apply the linear regression method onto the TLH field, i.e., by regressing
the monthly TLH field upon the principal components (PCs) of the first EOF (EOF1) of
symmetric and antisymmetric TST fields. The independent EOF and regression analyses
are necessary to verify the robustness of the conclusion obtained from the SVD analysis.

We also calculate the correlation coefficients between symmetric and antisymmetric
components of TST (or TLH) locally at each grid point over the tropics. Understandably
when the variable at a given location is equatorially asymmetric, the correlation is positive
in one hemisphere and negative in another hemisphere; but when the variable at a given
location is mainly equatorially symmetric or antisymmetric, then the correlation is weak
because one of the symmetric or antisymmetric components is close to zero in this case.
As such, the spatial pattern of the correlation may reveal the meridional structure of the
variation of TST or TLH.

Figure 1 summarizes the flowchart of methods adopted in this study.
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Figure 1. Flowchart of the methods used in this study.

3. Results

Climatology of Annual TLH, TST, Their Symmetric and Antisymmetric Parts

Figure 2 shows the climatology of the annual means of TLH and TST and their
symmetric and antisymmetric parts, respectively. The annual mean TLH in Figure 2a
shows a zonal band of TLH maxima located between 20◦S and 20◦N over the whole-tropics,
with the maxima value reaching over 150 W m−2, corresponding to the ITCZ and SPCZ
over the Pacific and the ITCZ over the equatorial Atlantic and the monsoonal rainfall over
the vast region from Africa to Asia and the Western Pacific, and the rainfall maxima over
the Amazon Basin. The symmetric component of the TLH (Figure 2b) exhibits three centers:
the largest is located at the Equatorial Indian Ocean to the Western Pacific Ocean, which
corresponds well to the largest warm pool of SST (Figure 2); the second is located over
the northern part of South America, which corresponds to a relatively low (land) surface
temperature, but is also nearby warm Equatorial Atlantic SST at its east flank; the third and
smallest center is located over Equatorial Africa, which again corresponds to a relatively
low land surface temperature. The antisymmetric component of the TLH (Figure 2c) reveals
that: (1) The positive atmospheric latent heating regions in the Northern Hemisphere are
associated with the ITCZ over the Pacific and Atlantic and monsoonal precipitation over
Asia and maritime continent; (2) The positive atmospheric latent heating regions in the
Southern Hemisphere are associated with the SPCZ over the Pacific and ITCZ over the
Indian Ocean, and also the two broad northwest–southeast-oriented regions over Southern
Africa to the Western Indian Ocean and over South America to West Atlantic. By comparing
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the corresponding annual-mean TST pattern (Figure 2d) and its symmetric (Figure 2e) and
antisymmetric (Figure 2f) components with the TLH pattern, we find that the high TLH
(rainfall) zones over the sea surface correspond to high SST, but the high TLH zones over
the land surface are associated with relatively lower LST. Indeed, the high LST regions are
usually desert areas with little rainfall, but the low LST regions are usually associated with
tropical forests. This asymmetry in the TLH-TST relation between the land and sea surfaces
may have important implications for tropical atmospheric dynamics.

 

Figure 2. The left panel: (a) climatology of the annual-mean TRMM-based tropical latent heat-
ing (TLH), and its (b) symmetric and (c) antisymmetric parts. Unit: W/m2. The right panel:
(d) climatology of the annual-mean tropical surface temperature (TST) and its (e) symmetric and
(f) antisymmetric parts. Units: ◦C.

To further investigate the relationship between TST and TLH, SVD analysis is em-
ployed for the original seasonal TST anomaly and the original seasonal TLH anomaly. Note
the anomalies in both fields mean that the mean seasonal cycles of TLH and TST have
been removed. It can be observed in Figure 3a,b that the leading SVD mode of the TST
and TLH is related to El Niño–Southern Oscillation (ENSO), with anomalously warmer
SST over the Equatorial Central and Eastern Pacific, cooler SST over the Western Pacific,
and also anomalously warmer SST over the Indian Ocean. Correspondingly, anomalously
larger TLH is associated with more precipitation over the Central Pacific (near 180◦E) and
the Equatorial Indian Ocean; also, equatorially shifted ITCZ and SPCZ are found over the
Pacific, while anomalously smaller TLH dominates over the Western Pacific (Figure 3b).
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Figure 3. The left (a) and right (b) spatial pattern of the first mode of SVD using TST and TRMM-
based TLH. The squared covariance fraction of the first mode, expressed as a percent, is printed on
the upper right-hand corner of each map. (c,d) and (e,f): same as (a,b), but using symmetric and
antisymmetric components of TST and TLH, respectively. (g,h): The time series of the expansion
coefficient of the three left patterns and three right patterns, respectively, the blue dotted line is the
seasonal-averaged Nino 3.4 index.

To compare the difference between the symmetric and antisymmetric TSTs’ connection
with the original TLH, SVD analyses are also applied to the symmetric and antisymmetric
components of TST paired with the original TRMM-based TLH as shown in Figure 3c,d for
the first SVD mode of symmetric TST and original TLH, and Figure 3e,f for the first SVD
mode of antisymmetric TST and original TLH. We surprisingly find that the first SVD modes
of original TLH corresponding to the first SVD modes of symmetric and antisymmetric
components of TST show very high similarities (Figure 3d,f), which resemble the pattern in
Figure 3b. This seems at odds with the classic Mastuno–Gill theory, which implies a one-to-
one correspondence between the (anti) symmetric forcing and (anti)symmetric atmospheric
response. To verify the above results, we check the time series of the expansion coefficient
of the three left (TST) patterns (Figure 3g) and three right (TLH) patterns (Figure 3h). The
high correlation coefficients between each other indicate that the leading symmetric and
antisymmetric SVD modes co-vary temporally (Table 1) and are highly consistent with the
evolution of El Niño events in the tropical Pacific (Table 2).

Table 1. The correlation coefficients between the time series of the expansion coefficient of three left
and right SVD patterns.

r Significance Level

TST vs. TLH (original) 0.9 <0.01
Symmetric TST (TST_SYM) vs. original TLH 0.89 <0.01
Antisymmetric TST (TST_ASYM) vs. original TLH 0.82 <0.01
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Table 2. The correlation coefficients between the time series of the expansion coefficient of three left
and right SVD patterns and the Oceanic Niño Index.

r Significance Level

TST vs. ONI 0.915 <0.01
TLH (TST) vs. ONI 0.933 <0.01
TST_SYM vs. ONI 0.928 <0.01
TLH (TST_SYM) vs. ONI 0.935 <0.01
TST_ASYM vs. ONI 0.763 <0.01
TLH (TST_ASYM) vs. ONI 0.925 <0.01

To further prove the results obtained from the SVD analysis, we independently em-
ployed the EOF analysis for the original seasonal TST anomaly and its symmetric and
antisymmetric components (Figure 4). We find the first EOF (EOF1) mode of the seasonal
TST anomaly resembles the first left (TST) SVD model in Figure 3a, both indicating the
pattern of El Niño events. Furthermore, the EOF1 mode of the symmetric TST in Figure 4b
shows a very high similarity with the EOF1 of the original TST (Figure 4a), with the pat-
tern correlation being 0.99, with a significance level less than 0.01. However, the EOF1
mode of the antisymmetric TST (Figure 4c and Table 3) indicates there is also a weaker
but non-negligible antisymmetric TST component across the whole-tropics. In addition,
the correlation between the corresponding principle components (PCs) of the EOF1 of
symmetric and antisymmetric TSTs is 0.82 (Figure 4c and Table 3), with a significance
level of less than 0.01. In short, it can be concluded that while the principal EOF mode of
TST interannual variability is dominated by its equatorially symmetric component, there
is a non-negligible equatorially antisymmetric component that well co-varies with the
symmetric part over most parts of the tropical land and ocean areas. Figure 4d (see also
the correlation coefficients in Table 4) shows that the PC1s of original, symmetric, and
antisymmetric TST fields are consistent with the evolution of El Niño conditions in the
tropical Pacific.

Then we further reveal the link between the symmetric or antisymmetric components
of TST and the TRMM-based TLH by calculating the correlation (Figure 5a,e) and regression
(Figure 5b,f) of the TLH with/onto the corresponding PCs of the EOF1 of symmetric and
antisymmetric TSTs. The regression patterns of TLH in Figure 5b,f are also further separated
into equatorially symmetric and antisymmetric components in Figure 5c,d (regressed onto
PC1 of the symmetric TST) and in Figure 5g,h (regressed onto PC1 of antisymmetric TST),
respectively. It is obvious that the correlation or regression patterns of the TLH associated
with the PC1 of symmetric TST (the left panel of Figure 5) are very similar to that associated
with the PC1 of antisymmetric TST (the right panel of Figure 5). As such, we confirm the
results obtained from the SVD analysis are right.

Table 3. The correlation coefficients between the principle components of the EOF1 of TST, TST_SYM,
and TST_ASYM.

r Significance Level

TST_PC1& TST_SYM_PC1 0.99 <0.01
TST_PC1&TST_ASYM_PC1 0.87 <0.01
TST_SYM_PC1&TST_ASYM_PC1 0.82 <0.01
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Figure 4. The first EOF (EOF1) mode of the seasonal-mean: (a) original, (b) the symmetric part and
(c) antisymmetric components of TST over the whole-tropics, and (d) the corresponding principle
components for (a–c).

Table 4. The correlation coefficients between principle components of the EOF1 of TST, TST_SYM,
TST_ASYM, and the Oceanic Niño Index.

R Significance Level

TST_PC1& ONI 0.897 <0.01
TST_SYM_PC1&ONI 0.907 <0.01
TST_ASYM_PC1&ONI 0.721 <0.01
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Figure 5. (a) The correlation and (b) the regression of the TRMM-based TLH with/onto the PC1 of
equatorially symmetric TST. (c) and (d) are the symmetric and antisymmetric parts of (b), respectively.
(e–h) are the same as (a–d), but associated with the PC1 of equatorially antisymmetric TST. The areas
with a significance level of less than 0.05 are dotted.

To depict the geographic dependence of the symmetric–antisymmetric connection, the
local correlations between the symmetric and antisymmetric components of both TST and
TLH are calculated in Figure 6a,b. By definition, the high correlation in Figure 6 implies the
co-variation between symmetric and antisymmetric components, in which the regions with
positive correlation further indicate the dominant regions in the symmetric–antisymmetric
connection. Indeed, this corresponds to the condition of equatorially asymmetric variation,
i.e., temporal variation is strong in one hemisphere only while very weak in the other hemi-
sphere. On the other hand, low correlations mean that one of the equatorially symmetric
and antisymmetric components is dominant, and the symmetric and antisymmetric compo-
nents vary independently (i.e., being mathematically orthogonal with each other). The low
correlation region for TST mainly extends from the Equatorial West Pacific to the Middle
Equatorial Pacific (Figure 6a), consistent with the equatorially symmetric SST variability
over this region, while the high positive correlations (Figure 6a) in the tropics are located
over the Southeastern Pacific, Northern Equatorial Atlantic, North Africa, Australia, South
Asia, Southern South America, clearly being consistent with asymmetric TST variability
associated with the equatorially asymmetric land–sea distribution. On the other hand, the
low correlation regions for TLH (Figure 6b) are mainly limited in the narrow regions of
equatorial Africa, the Indian Ocean, western to middle equatorial Pacific, and equatorial
South America, but the regions with a high positive correlation of TLH are consistent with
the monsoonal rainfall over Africa, Asia, and North America, and also the ITCZs over the
Pacific and Atlantic in the Northern Hemisphere, with the SPCZ over the Pacific, ITCZ
over the Indian Ocean, and rainfall region over Southern Africa and Southern America in
the Southern Hemisphere.
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Figure 6. The local correlation between equatorially symmetric and antisymmetric components of
(a) TST and (b) TRMM-based TLH. The areas with a significance level of less than 0.05 are dotted.

Figure 6 indicates that the symmetric and antisymmetric components of both TST and
TLH co-vary over vast regions of the tropics, and hence the corresponding Matsuno–Gill
modes are intrinsically coupled with each other in the tropical ocean-atmosphere–land
system. Untangling their relationship through model simulations and mechanistic analysis
is needed for a better theoretical understanding of tropical dynamics.

4. Summary and Discussion

By utilizing seasonally averaged satellite-based TRMM precipitation data as a proxy
of tropical latent heating (TLH) and ERA5-based tropical surface temperature (TST) data
from 1998 to 2018, we investigate the cross-hemispheric connection in the TLH and TST
variability and their co-variability. The interannual variability of both the TST and the TLH
is equatorially asymmetric and can be decomposed as the sum of equatorially symmetric
and antisymmetric components. Based on the decomposition, we reveal some new features
of variability and co-variability of the TST and TLH. The main results are summarized
as follows:

(1) While the principal mode of TST interannual variability is dominated by its equa-
torially symmetric component, there is a non-negligible equatorially antisymmetric
component that well co-varies with the symmetric part over most parts of the tropical
land and ocean areas (Figures 4 and 6a);

(2) For the principal mode of TLH (and tropical rainfall) interannual variability, we find
that equatorial symmetric components dominate only over a zonal band over from
the near-Equator Indian Ocean to western and middle equatorial Pacific, salient equa-
torially antisymmetric variability exists over the middle and Eastern Pacific (Figure 5).
In general, the symmetric and antisymmetric TLH exhibits high co-variability over
most areas of the tropics (Figure 6b).

(3) We find surprisingly that the spatial patterns of TLH projected upon the first principal
components (PC1) of symmetric and antisymmetric TSTs over the whole-tropics, are
very similar to each other, seemingly at odds with the classic Mastuno–Gill theory. The
similarity in the projected TLH patterns is mainly due to the fact that the symmetric
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and antisymmetric PCs of TST are both nearly coincident with the ENSO index during
the 21 years of 1998–2018.

While these results are obtained for all four seasons with the mean seasonal cycle being
removed, we note they basically hold individually for each season. Results on individual
season-based analyses will be reported later in more detail.

The above results raise some interesting puzzles in the theoretical understanding
of tropical atmospheric dynamics. First is that if they are really at odds with the classic
Matsuno–Gill theory [1,2] or not. We might expect from the linear Matsuno–Gill theory a
one-to-one correspondence between equatorially (anti) symmetric TST forcing and equa-
torially (anti) symmetric TLH pattern, but due to the intrinsic nonlinearity in tropical
dynamics, say, related to convective precipitation, the one-to-one correspondence may at
least partially be broken up. Because of the strong co-variability in the observed TST-TLH
relation, we may not obtain mechanistic understanding directly from statistical analysis of
the observations. Well-designed modeling experiments and theoretical analysis are needed
for a decisive solution to the puzzle.

The second puzzle is to what extent are the equatorially symmetric and antisymmetric
components of the joint TST-TLH variability interactive with each other? What is the
underlying mechanism responsible for the interaction? Indeed, it is quite reasonable to
assume that the Matsuno–Gill theory still holds to some degree for the interannual joint
TST-TLH variability, but the departure from the theory due to nonlinear interactions may
be essential to better understand and predict the tropical variability.

While the PCs of joint TST-TLH variability are clearly associated with the ENSO
cycle in the tropical Pacific, the co-variability over the Indian Ocean, tropical Atlantic,
and tropical land areas should not be neglected from our analysis. Recent studies have
suggested the importance of pantropical interaction or cross-basin interaction in tropical
dynamics [6,7]. We further suggest that a whole-tropics perspective that takes the different
but connected nature of equatorially symmetric and antisymmetric modes across the whole-
tropics into consideration may well be useful in understanding and predicting tropical
climate variability.

5. Historical Note

After graduating from the University of Chicago with his famous thesis on energy
dispersion in the atmosphere, T.C. Yeh stayed there and became a member of the team
on tropical dynamics, second to H. Riehl, the head of the team. The other two members
were J. Malkus (J. Simpson) and N. LaSeur. Before his return to China, he published two
classic papers on the intensity of the Hadley cell [23] and on trade inversion [24], among
others. Although later on he did not focus on tropical dynamics in his lifelong career, his
works on tropical dynamics also clearly reflect his style and character in research, i.e., being
thorough, systematic, and insightful. This short note is devoted to Prof. Yeh’s contribution
to the field of tropical dynamics—J. Lu.
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Abstract: It is commonly believed that clear-air echoes detected by weather radars are caused by
atmobios migration. However, clear-air echoes are sometimes inconsistently related to the activity of
living creatures. In some cases, the characteristics of radar products seem to conform to biological
scattering, but the movement of echoes cannot be observed. For these reasons, we sought to expand
the cause of clear-air echoes from a Chinese Doppler S-band Weather Radar (CINRAD/SA) in Beijing.
Some contradictions were discovered in a case which diverged from previous conclusions. It was
found that the progression and movement of clear-air echoes do not conform to the rules of biological
activities. The frequency distribution of dual-wavelength ratio peaks is 21.5 dB, which is in accordance
with Villars–Weisskopf’s turbulence theory. From 1 May to 20 May, the 58% dual-wavelength ratio
between the S-band and the X-band was distributed between 18 dB and 24 dB. These results show
that more than half of the clear-air echoes of CINRAD/SA at night were caused by turbulence in
Beijing. A new model of troposcatter propagation, the reflecting-layers model, was then introduced to
explain the radar observations. According to the reflecting-layers model, the echoes’ diurnal variation
and reflectivity characteristics are attributed to the effects of turbulent mixing. Excessive turbulent
mixing affects the generation of the reflective layer, thereby weakening the echo signal. It is necessary
to re-examine the position of turbulence in clear-air echoes.

Keywords: weather radar; clear-air echo; turbulence; troposcatter propagation; aeroecology

1. Introduction

Billions of atmobios cross the sky each year in search of food, partners, and habitats.
With the imminent threat to the ecological state driven by human activity, broad-scale
biological monitoring may prove crucial to successful conservation efforts. However, ef-
forts to monitor atmobios are hampered by the unpredictability of their movements [1].
Traditional methods, such as visual and auditory observations, laboratory research, trap-
ping, and ringing studies, have left a wide gap caused by limitations of space, time, and
labor [2]. Since weather radars, which were originally used to observe clouds and rain,
have been found to be able to observe the bio-scattering of atmobios after World War II,
many researchers deemed that atmobios are responsible for clear-air echoes. For instance,
Wilson et al. compared the reflectivity at different wavelengths to conclude that partic-
ulate scattering dominates in the boundary layer [3]. Martin et al. used data from the
Weather Surveillance Radar-1988 Doppler (WSR88D) and X- and W-band research radars
and deemed that the targets of nocturnal clear-air echoes are almost insects [4]. Further,
Broeke found that biological scatterers, consisting of birds and insects, may become trapped
near the circulation center of tropical cyclones [5]. Westbrook et al. used a WSR-88D radar
to detect corn earworm moth migration [6]. Now, radars are believed to be a practical tool
and an important data source for monitoring atmobios activity.

Although two mechanisms, turbulence-scattering mechanisms caused by turbulent
inhomogeneities and biological scatterers exemplified by insects and birds, can dominate
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the scattering process of clear-air echoes [7], it is recognized that most of the echoes at
centimeter wavelengths are primarily caused by insects and birds. This viewpoint is based
on the theory of locally homogeneous isotropic turbulence developed by Kolmogorov [8,9].

The Kolmogorov–Obukhov theory holds that turbulent motion is homogeneous and
isotropic, and its average properties are uniquely determined by the average rate of dissi-
pation of the turbulent kinetic energy per unit mass of fluid within a subrange or regime
of turbulent eddy sizes [9]. According to this theory, Ottersten clarified the relationship
of turbulence scattering (frequently referred to as Bragg scattering) from refractive index
irregularities to the atmospheric structure [8]. In light of this relationship, Wilson compared
the reflectivity at different wavelengths and examined the differential reflectivity at the
S-band, concluding that biological scatterers dominate clear-air echoes because a smaller
reflectivity difference and a nonzero value of the differential reflectivity are not consistent
with Bragg scattering [3].

However, Landau’s query (1957) caused Kolmogorov and Obukhov (1961) to intro-
duce important modifications to Kolmogorov’s theory. They took into account spatial
fluctuations in the turbulent energy dissipation and chose a specific form (lognormal) for
the probability density as a third hypothesis [10]. However, Mandelbrot (1976) pointed
out that the lognormal assumption is only a special, probably physically unrealistic, case
of weighted curdling [11]. Moreover, many experimental cases for the fine-structure in-
termittency of turbulence showed the inhomogeneity of physical quantities in space and
time [12–21]. Batchelor and Towsend firstly observed that the turbulence and its energy
dissipation were very unevenly distributed over space, and the velocity gradients be-
came increasingly intermittent as the Reynolds number increased [13]. Siggia made a
numerical simulation and found that 95% of the energy dissipation is concentrated in
a tiny region of space [15]. Turbulent mixing of a passive scalar is an extremely inter-
mittent phenomenon [21]. Intermittency has been shown to be one of the fundamental
mechanisms of turbulence. Conclusions regarding clear-air echoes are overshadowed by
theoretical defects.

Although it is essentially appropriate to use Kolmogorov’s theory in atmospheric
science, it is a fact that non-Kolmogorov turbulence is widely present in the boundary
layer [22–27]. Experiments show that the Kolmogorov theory is sometimes incomplete to
describe atmospheric statistics properly, in particular, in portions of the troposphere and
stratosphere [25]. The power-law exponent for the inverse spatial frequency dependence
has been observed experimentally to be both larger and smaller than the value of 11/3 that
derives from Kolmogorov’s model [24]. Consortini, Ronchi, and Stefanutti illustrated in
the laboratory that the statistics of laser beam wander differed for horizontal and vertical
orientations, implying the presence of turbulent anisotropy [23]. Other observations also
have shown that the atmospheric structures of refractive index irregularities often differ
between the horizontal and vertical planes at the same height and distance [27]. This
means that a nonzero value of differential reflectivity is also consistent with turbulent
scattering. Additionally, skepticism towards scattering mechanisms has been exacerbated
by these contradictions.

With the continued decline of global species biodiversity, China wants to shoulder
more environmental responsibilities as a global economic power and implements the
strictest possible systems for environmental protection. Ecological monitoring is an im-
portant part of environmental protection. Similar to the Next-Generation Weather Radar
(NEXRAD) network in the US, the China Meteorological Administration (CMA) deployed
the China Next-Generation Weather Radar (CINRAD) network. The CMA wants to use
the radar network for monitoring the movement and abundance of animals in the airspace.
However, a few irrationalities were found in the monitoring. The characteristics of clear-air
echoes are not completely consistent with the law of seasonal biological activities in China.
The source of the contradictions seems to be the influence of turbulence, which can be
disregarded in clear-air echoes. Therefore, a rethinking of scattering mechanisms regarding
clear-air echoes is needed for an expanded set of causes on the cause of clear-air echoes.
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If Bragg scattering was the cause of echoes, the dependence of the echo strength on
the radar wavelength would be expected. Since 2015, the Beijing Meteorological Service
has built multiple X-POL radars (wavelength λ~3 cm) in the observation coverage area
of the CINRAD/SA radar (λ~10 cm) in the Daxing district. Moreover, the CINRAD/SA
radar has completed a polarization upgrade in April 2021. The feasible conditions for
studying the cause of clear-air echoes in Beijing have been met. Thus, this study is focused
on determining the cause of clear-air echoes and their scattering mechanism in Beijing to
clarify the mechanism of clear-air echo causes and help the quantitative observation of
biology. Observations of the multi-time and dual-wavelength characteristics of clear-air
echoes were used to confirm the diagnosis of clear-air echoes. A troposcatter mechanism
was introduced to provide some explanations of the observed phenomena.

Section 2 introduces some basic concepts and theories. The data and methods are
described in Section 3. The clear-air echo characteristics are analyzed in Section 4. In
Section 5, a theory in communication engineering is used to explain the phenomenon of
clear-air echoes. Section 6 presents the conclusion.

2. Concepts and Theory

2.1. Dual-Polarization Radar Products

A dual-polarization weather radar is an advanced sensor with a high observation
accuracy and many products. It can provide multiple products at the same time. The reflec-
tivity factor (denoted by Z in dBZ) is the most conventional product in radar meteorology,
which is a more meteorologically meaningful way of expressing the radar reflectivity η. The
radar’s property is independent of the radar’s wavelength in the case of small scatterers
such as precipitation. The reflectivity factor Z is expressed as

Z =
ηλ4

π5K2 (1)

where λ is the wavelength; K2 is a dielectric constant and is often taken to be 0.9 for water
and 0.2 for ice, respectively.

Another conventional product of the weather radar is the Doppler velocity (or called
the radial velocity) which is the velocity vector of a scattering object along the radial
direction as observed by the Doppler radar. In general, the Doppler velocity is positive for
object motion away from the radar.

Prior to the dual-polarization upgrade, the weather radar transmitted and received
in a purely horizontal polarization and could not measure any polarization-dependent
attributes of a target. When the upgrade was finished, the radar could transmit and
receiving two orthogonal signals. The ratio of the received wave powers between horizontal
and vertical polarization is called the differential reflectivity (ZDR in units of dB), which
helps to infer the shape of the scatterer. ZDR can be defined as the difference between
the measured radar reflectivity factor in the horizontal polarization (ZH in dBZ) and the
vertical polarization (ZV in dBZ):

ZDR = ZH − ZV (2)

The correlation coefficient is another useful polarimetric product which depends on
the similarity of the received signals at the horizontal and vertical polarizations across
multiple pulses. It is a measure of the variety of hydrometeor shapes in a pulse volume.

There are also some other radar products that have not been introduced, and their
definitions can be found in the Glossary of Meteorology, American Meteorological Society
(http://glossary.ametsoc.org/wiki/climatology, accessed on 27 January 2023).
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2.2. Turbulence

During the 1940s, Kolmogorov developed a model to illustrate how energy is trans-
ported from large-scale turbulent eddies to small-scale turbulent eddies [9,10]. Kol-
mogorov’s model provides a spatial power spectrum for index of refraction fluctuations.

Kolmogorov proposed that turbulence in the inertial subrange would reach a statis-
tical equilibrium which is called the “homogeneous isotropic turbulence”. Kolmogorov
introduced a structure function defined as the squared mean of the difference between
the meteorological elements from two independent points in space. For Kolmogorov’s
turbulence, the structure function of the index of refraction is

Dn(r) = 〈[n(r1 + r)− n(r1)]〉2 = C2
nr2/3, l0 < r < L0 (3)

where n(r1) is the index of refraction at point r1; r = |r|; C2
n is the refractive index structure

constant; and l0 and L0 are the inner and outer scales, respectively.
Tatarskii applied Kolmogorov’s model and concluded that the structure constant of the

refractive index C2
n is related to meteorological parameters, as shown in Equation (4) [28]:

C2
n = a2L0

4/3
(
−79 × 10−5P

T2
∂θ

∂h

)2

(4)

where a2 is a constant with the laboratory value being 2.8; L0 is the outer scale of turbulence;
T is the air temperature; P is the atmosphere pressure; θ is the potential temperature; and h
is the altitude. The conversion relationship between θ and T is expressed in the form of
Equation (5):

θ = T
(

1000
P

)0.286
(5)

In Kolmogorov’s model, there is no preferred direction through the turbulence, and the
turbulent fluctuations of the refractive index are homogeneous, statistically stationary, and
isotropic. However, some experimental results have shown that atmospheric turbulence
may not always obey Kolmogorov’s law [24–26]. The power spectrum exponent has been
observed experimentally to be both larger and smaller than the value from Kolmogorov’s
model. Since Batchelor and Townsend’s first observations of intermittency in 1949 [13],
which found that turbulence and its energy dissipation are not space-filling but are inter-
mittent in space, various turbulence theories have attempted to account for and reduce the
intermittency geometry of turbulent dissipation [11,12,15,16,19–21].

2.3. Bragg Scattering

Bragg scattering is caused by turbulent inhomogeneities with sizes around one-half of
the transmitted wavelength of a radar [29]. Technically, the atmospheric turbulence with
refractivity gradients is essentially a dipole and causes scattering. Ottersten provides the
radar reflectivity’s relationship with the atmospheric structure constant of the refractive
index C2

n and the radar wavelength λ [8]. The radar reflectivity η (or radar cross-section
per unit volume) is given in Equation (6):

η = 0.38C2
nλ−1/3 (6)

According to Equation (4), the reflectivity factor Z is given in Equation (7):

Z =
0.38C2

nλ11/3

π5K2 (7)

Therefore, the differential reflectivity ZDR can be equated to C2
n as

ZDR =
ZH
ZV

=
C2

nH
C2

nV
(8)

310



Remote Sens. 2023, 15, 1781

Based on isotropic turbulence, C2
n is equal in the horizontal and vertical directions,

and the value of ZDR will be zero in conventional dB form. Additionally, the ratio of the Z
values for two radar wavelengths (also called dual-wavelength ratio, DWR) is

Z1

Z2
=

(
λ1

λ2

)11/3
(9)

Wilson used Equation (9) to study clear-air echoes over Florida and Colorado and
concluded that the clear-air echoes over these areas were caused by living creatures [3].

However, Equation (6) is not the only relation between the radar reflectivity and the
radar wavelength. The value of the radar reflectivity is variable based on the different
applied turbulence theories, and Equation (4) is based on the Kolmogorov–Obukhov theory.
According to the Villars–Weisskopf theory, the radar reflectivity’s relation is given in
Equation (10) [30]:

η = Cλ1/3 (10)

where C is constant. Researchers hold different views regarding the relationship, which
changes from η ∝ λ−1/3 to η ∝ λ, and the ratio of the Z values for the two radar wave-
lengths changes according to the researcher’s view.

2.4. Biological Scattering

Unlike raindrops, biological scatterers have complex shapes that result in highly
aspect-dependent scattering characteristics. As a result, radar cross-sections (RCS) are
normally modeled by prolate spheroids of equivalent mass [7,31]. It is apparent that insects
and birds, which are highly non-spherical, would exhibit large ZDR signals and low copular
correlation coefficient values.

However, there are polarimetric differences between birds and insects. Insects often
have a high ZDR (up to 10 dB) and a relatively low differential phase, while birds may have
a lower ZDR (1 to 3 dB) and a much larger differential phase [5]. Moreover, for both types
of echoes, the cross-correlation coefficient is between 0.3 and 0.5, which is lower than the
hydrometeorological signal. Polarimetry becomes a technical standard of the application of
a dual-polarization radar to delineate meteorological and non-meteorological signals in the
areas of aeroecology.

Based on fuzzy logic, some researchers have differentiated bio-scatterers by using
typical values of polarimetric variables [32]. Kilambi proposed an estimate of the depolar-
ization ratio for separate types of echoes [33]. Overall, the polarimetric characteristics of
bio-scatterers are the primary means by which to solve this problem.

For radars that cannot measure the polarization characteristics, the difference derived
from the Doppler velocity is another indicator of the scatterer type. Insects reasonably repre-
sent actual winds, whereas birds have a much larger independent velocity component [34].
Therefore, the radial velocity standard deviation obtained from the velocity–azimuth dis-
play retrieval is an indicator of migration. For high migration densities, the raw weather
radar wind vectors could be up to 15 m/s for birds and 6 m/s for strong insects [7]. How-
ever, for micro-insects, which are weak flyers, their motions are primarily wind-driven and
behave as quasi-passive wind tracers. Thus, migrating and wandering birds are the main
targets of Doppler wind measurement.

Biological scattering and Bragg scattering are always rivals. Compared with Bragg
scattering discussed above, the ratio of the Z values for two radar wavelengths is more
complicated. When the physical diameter of the spherical particles is considerably smaller
than the radar wavelength (approximately 6.25 mm for the S-band), Rayleigh scattering
can be used. On the other hand, for larger particles, Mie scattering occurs. The different
scattering makes the relation between their size and Z values far from straightforward.
Provided that Mie scattering is occurring at one or both of the wavelengths, the ratio of the
Z values with a spherical diameter is nonlinear [3].
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For example, using prolate spheroids of a spinal cord dielectric, a new model that
is closer to real insects [35], the RCS could be simulated by the method of moments, as
shown in Table 1, according to biological datasets provided by the Chinese Academy
of Agricultural Sciences. Additionally, based on the simulation, the DWRs were 1.9 dB,
13.8 dB, and 17.0 dB between the wavelengths of the S-band and X-band. Further, all birds
and many common insects are above the 2 mm size threshold for Mie scattering at the
X-band. Measurements of volumes containing multiple scatterers are likely often biased
toward the characteristics of the largest scatterers [31]. Thus, comparing the value of the
DWR is a valid way to be certain of the dominant mechanism of scattering.

Table 1. Parameters of several insects and their RCSs at different wavelengths. The biometric data
were provided by the Chinese Academy of Agricultural Sciences from captured insects in North
China. The RCSs were simulated by FEKO simulation software using the prolate spheroid model of a
spinal cord dielectric.

Species
Average Weight

(mg)
Average Length

(mm)
Average Width

(mm)
RCS of S-Band

(dBsm)
RCS of X-Band

(dBsm)

Conogethes punctiferalis,
Hawaiian beet webworm,

Athetis lepigone
22.1 13.0 3.2 −52.5 −25.0

Cotton bollworms,
Plusia agnata 114.8 16.7 5.4 −39.8 −34.2

Armyworms,
Black cutworms,

Sprodoptera litura
145.4 19.0 5.8 −36.2 −33.8

3. Instruments and Data

3.1. Instruments

The data of clear-air echoes used in this study were collected by China’s New Gen-
eration Weather Radar (CINRAD/SA radar) and three X-band dual-polarization (X-POL)
radars with the same technical parameters [36]. CINRAD/SA was developed from the
American WSR-88D (NEXRAD) through a joint agreement between the two countries [37].
The CINRAD/SA radar of Beijing is located in the Daxing district of Beijing and was fully
upgraded with polarimetric capabilities in April 2021. The products of CINRAD/SA have
a radial distance resolution of 250 m and an azimuthal resolution of 1 degree. The volume
coverage pattern 21 (VCP21) scan mode was selected which sweeps 9 elevation angles of
0.5, 1.5, 2.4, 3.4, 4.3, 6.0, 9.9, 14.6, and 19.5 degrees in 6 min.

The X-POL radars were built by the Beijing Meteorologic Service to improve radar
usage in weather monitoring. The stations of the X-POL radars used in this study are in the
Fangshan, Shunyi, and Tongzhou districts of Beijing (the BJXFS, BJXSY, and BJXTZ sites,
respectively), located around the CINRAD/SA radar sites. The positions of the four radars
and terrain are shown in Figure 1. The scan strategy for the X-Pol radars is the same as the
CINRAD/SA radar. The detailed system characteristics of the CINRAD/SA radar and the
X-POL radars are shown in Table 2.

The operations of all these radars are under the supervision of the CMA. The CIN-
RAD/SA and the X-POLs are also calibrated weekly and monthly according to the technical
standard of the CMA, which includes the system internal calibration, the receiving link
calibration, the rotary joint calibration, and others.

Some meteorological parameters were used in this study. The profiles of the air
temperature, the relative humidity, and the absolute humidity were collected using a
microwave radiometer (RPG-HATPRO-G5, Meckenheim, Germany). The range resolution
of the microwave radiometer was 50 m for heights below 1 km, 100 m for heights between
1 km and 2 km, and 250 m for heights from 2 km to 10 km, and the temporal resolution was
1 s. The wind vertical velocity and the wind shear were retrieved using a 3D Doppler wind
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lidar (Windcube 100 s, Leosphere, Saclay, France). The wind measurement products had a
spatial resolution of 25 m with a temporal resolution of 20 s, and the products were not
used when the carrier-to-noise ratio was less than −30 dB. A radar wind profiler (RWP)
CFL-06, which was manufactured by the 23rd Institute of the China Aerospace Science and
Industry Corporation, was also used to detect and process the profiles of the horizontal
wind speed and direction. The radar wind profiler operates in the L-band (1290 MHz) and
provides data with a vertical resolution of 120 m for heights between 150 m and 2.9 km.
The microwave radiometer, the wind lidar, and the wind profile radar were located several
tens of meters from the S-band weather radar in the same observation field.

Figure 1. Distribution of radars (square signs and diamonds) and topography (coloring) of Beijing
and its vicinity. The three square signs indicate the locations of the three X-POL radar sites (XFS, XSY,
and XTZ). The diamond shows the location of the SDX site. The distance of each X-POL radar relative
to the SDX site is labeled. The black dotted circle is the distance circle of the S-band with a 58 km
radius, and the radius of the white dotted circles of the X-POL radar sites are 34 km, respectively.
These circles show the detection zones of the CINRAD/SA and X-POLs where their minimum
detectable reflectivity is less than −5 dBZ.

Table 2. System characteristics of the CINRAD/SA radar and the X-POL radars.

Parameter CINRAD/SA Radar X-POL Radars

Frequency 2700–3000 MHz 9300–9500 MHz
Antenna cover diameter 11.9 m ≥4 m

Polarization Linear H and V Linear H and V
Volume coverage patterns VCP 21 VCP 21

Time of VCP 21 6 min 3 min
Range resolution 250 m 75 m

Minimum detectable reflectivity −7.5 dBZ @ 50 km 5 dBZ @ 60 km

3.2. Preprocessing

Preprocessing was needed before data comparison between multiple radars because
of the differences temporally and spatially. It was necessary to preprocess and use multiple
actual sounding data to create a time–height cross-section for the comparison about the
DWR. The time–height cross-section is composed of vertical profiles of continuous time.
Thus, the calculation of the vertical profile is introduced in the following sections.
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3.2.1. Threshold

It is commonly believed that the signal of clear-air echoes is generally weak. A dis-
torted signal would hamper the estimation of echoes. Hence, first, the signal-to-noise ratio
(SNR) is set as the standard of thresholding. The minimum value of the SNR thresholding
is 6 dB.

Secondly, the setting of the threshold needs to consider the limits of the radar’s
minimum detectable reflectivity. If the echoes are out of the range of the radar system’s
designed criteria, weak echoes may be distorted. The distortion values of the echoes then
introduce errors into the statistics and the comparison. Meanwhile, the different minimums
of the reflectivity values on different radar systems may affect the statistics as well. On the
other hand, an excessive detection range would reduce the effectiveness of the comparison
with the vertical observation system. Consequently, the radial distance from the radar to
the objective is limited.

As shown in Table 2, the minimum detectable reflectivity of the CINRAD/SA and
X-POLs was less than −7.5 dBZ at 50 km and 5 dBZ at 60 km. Therefore, balancing the
minimum detectable reflectivity and the volume of the data, the range threshold of the data
was 59 km for the S-band and 17 km for the X-band. The range threshold was set according
to the radar equation to ensure that the radars with different wavelengths had the same
minimum detectable reflectivity, which was −6 dBZ.

3.2.2. Vertical Profiles

The vertical profile of the reflectivity factor is useful to estimate the rainfall intensity
because of the complexity of the vertical structure of radar echoes [38–41]. From radar data
recorded at multiple elevation angles, the mean value of the reflectivity at each altitude can
be calculated. Thus, the mean vertical profile of reflectivity (MVPR) can be easily extracted
from volume-scan data. Unlike the MVPR, which focuses on the precision of the radar
precipitation estimation, a method for determining the state of clear-air echoes needs to
be presented.

For weak clear-air echoes, an extreme value can cause fluctuations in the mean value.
The limited number of antenna elevation angles also introduces a discretization of the
sampling of echoes and lessens the accuracy of the profile. Therefore, a minor alteration is
being made to the MVPR.

Assuming the value of the reflectivity factor in a certain altitude range obeys the
Gaussian distribution, the expected value of the reflectivity factor can be used to accurately
estimate the state of the clear-air echoes at the sampling altitude. By applying Gauss curve
fitting to the frequency distribution function of the reflectivity factor, the expected value
can be obtained. The fitting uses the bi-square method for robustness, and the adjusted
R-square of the effective fitting needs to be larger than 0.95.

Of special note is that a multiplicative adjustment factor is applied to the frequency
distribution function because of the characteristics of the radar beam that make the volume
of echoes different. The adjustment factor (called the weight factor) is the ratio of the
single-sampling volume to the sum of the volume of the scan in the altitude range, or
simply denoted by the sampling volume of the single echo.

It is also noticed that the fit coefficients are affected by the number of samples, so the
sample size of the reflectivity factor needs to be checked at the sampling altitude. The
minimum ratio of the sample size is set to 10%, which means the ratio of the valid sample
to the total of the scan volume at the sampling altitude needs to be greater than one-tenth
experientially in this study.

3.2.3. Dual-Wavelength Ratio

Unlike the differential reflectivity measured by means of two orthogonal signals that
differ in polarization, the DWR describes the ratio of the radar reflectivity measured with
two signals of different wavelengths. In Section 2, it has been found that biological scatter-
ing and turbulent scattering have different characteristics of the DWR. The DWR of Bragg
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scattering is dependent on the radar wavelength, as shown in Equation (9). Moreover, the
DWR change in biological scattering is unpredictable because of the biologically complex
shape. Hence, the predominant scattering mechanism can be determined by the DWR.

However, it is also known that the value of Z from biological scatterers has an asymmet-
ric pattern which depends on the angle between the radar beam and the main orientation
of the biological scatterers. Moreover, values of the DWR may be more complicated and
confusing because of the asymmetric pattern. Thus, it needs to examine the effect of the
asymmetric pattern.

For the examination, the RCS of biological scatterers is simulated by the computer
utilizing FEKO simulation software in this study [35]. The simulative value of RCS is
dependent on many factors. One of the factors is the incident angle of the radar beam.
Although biological scatterers appear randomly at each azimuth angle of the radar, the
incident angle of the simulation is only decided by the angle between the incident beam
and the biological scatterer. By changing the coordinate origin of the simulation from the
location of the scatterer to the location of the radar, the incident angle can be converted to
the azimuth angle when the directions of the biological scatterers are same.

Other parameters of the simulation are obtained from Table 1 based on the model of
prolate spheroids of the spinal cord dielectric. Further, supposing that insects fly horizon-
tally in the east–west direction and the density is one per cubic meter, the Z value can be
calculated by the simulated RCS shown in Figure 2. Figure 2 exemplifies the asymmetric
pattern of the Z values and is almost consistent with previous studies [42]. It is found that
the asymmetric pattern may lead to confusion about the conclusions of Section 2.

Figure 2. Azimuthal dependencies of the reflectivity factor for three species at the S-band (a,c) and
X-band (b,d). As in (a,b), the elevation of the radar beam is 0.5◦, which is the minimum elevation of
VCP 21, and in (c,d), the elevation is 19.5◦, which is the maximum elevation of VCP 21.

However, the asymmetric pattern does not affect the results of the method in
Section 3.2.3. The vertical profiles of the DWR between the S- and X-band are calcu-
lated and shown in Figure 3. The computation is deduced in terms of the scan mode of
VCP21. Figure 3 shows that the vertical profiles of the DWR are same on each level of
height, and the values are close to the simulation values of the insects’ body sizes. This
is because the RCS of the insect size changes more slowly with angle. However, it is also
found that the Z difference values of large insects and the values of turbulence are close.
Thus, the echo of turbulence is likely confused with that of large insects in the DWR.
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Figure 3. The simulated vertical profiles of the DWR between the S-band and X-band with the
vertical height. The vertical profiles of turbulence fall in the grey-shaded area because of the different
turbulence theories. The parameters of the three species are referenced from Table 1. All species are
major agricultural pests in North China.

Fortunately, large insects have a much stronger flight ability, and flight speed is corre-
lated with body size in animals [43]. Research on the migratory behavior of armyworms
expresses that the flight speed of armyworms during migration is greater than 4 m/s [44].
Thus, large insects can be easily distinguished by the velocity azimuth display (VAD).
Analysis of the VAD is necessary to exclude confusion with large insects.

4. Results

4.1. Plan Position Indicator

For the sake of discussion, the radar data from May 2 were taken as the case for
further study. The focus of this case was from 11:30 (UTC), 2 May 2021, when the clear-air
echo first appeared in the radar display, until it began to disappear at 20:30, when the
echo became less distinct. The products in Figure 4 show that the echo was characterized
by a low Z, a ZDR higher than that typically observed in meteorological echoes, and a
correlation coefficient ρHV lower than that observed in meteorological echoes. Generally,
similar echoes have been observed in bird scattering comprising many species flying over
Southern Kansas from Wichita, KS, USA [5].

Figure 4. Radar products from the CINRAD/SA radar (SDX), Daxing, Beijing, on 2 May 2021 at 13:00
UTC for an elevation angle of 2.4◦. The mapped domain is 75 km by 75 km.
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Some researchers have indicated that the ρHV varies with scatterer orientation, with
birds flying away producing low ρHV values and birds flying toward producing higher ρHV
values. However, the velocity–azimuth display (VAD) confirmed that there was no intense
bird migration. Analysis of the VAD is used to determine spatially averaged kinematic
properties of the velocity field. According to the function of the radar azimuth angle, the
VAD of the wind field resembles a sine function. Moreover, during intense bird migrations,
a huge difference in scattering of the observed radial velocity around the modeled radial
velocities will be evident.

Figure 5 shows a high-quality wind VAD, which was the same passage of a cold front
as observed by an operational weather radar in De Bilt [45], Netherlands. Only a small part
of the residual error exhibited signs of bird activity. Since the nonzero value of the Doppler
velocity due to bio-scatterers is representative of biological target movement, the temporal
change in Z is shown in Figure 6 to check for movement.

Figure 6 shows a continuous change in Z; the echoes began to increase rapidly at 11:30
and then remained basically unchanged after 12:06. It is strange that the echoes changed
with the radar station as the center but not the “habitat”, and the echoes with a larger Z also
maintained their appearance. Whereas the value of the Doppler velocity was rhythmical,
shown in Figure 7, the characteristics of the spatial distribution were also unchanged after
48 min, indicating that the scatterers did not move.

To confirm the state of the scatterers’ movement, in Figure 8, the range–height cross-
section of Z is displayed in the azimuth of the wind direction. As shown in Figure 8, the
signal was enhanced along the height at each range and did not change following wind
direction. The phenomena discovered by Adriaan were not observed [46]. Paradoxically,
the scatterer remained in the air, but the Doppler velocity was a nonzero value.

Figure 5. (a) An example of VAD data from the CINRAD/SA in Beijing. The line is the modeled
radial velocities as a sine function of the azimuth, and the dots are the data of the Doppler velocity.
The data samples are in the range of 30 km and the elevation of 2.4 deg. (b) The residual error (the
dot) is essentially less than 2 m/s. The root mean squared error is 1.278, and the adjusted R-square
is 0.9924.
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Figure 6. Combined reflectivity factor for 2.4 h from the CINRAD/SA, 2 May 2021. (a–i) Continuous
observations from the CINRAD/SA at 12 min intervals from 11:12 to 13:36. The horizontal and vertical
coordinates are, respectively, the ranges (km) in the west–east direction and the south–north direction.
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Figure 7. Mean Doppler velocity for 2.4 h from the CINRAD/SA, 2 May 2021. (a–i) Continuous
observations from the CINRAD/SA at 12 min intervals from 11:12 to 13:36. The horizontal and vertical
coordinates are, respectively, the ranges (km) in the west–east direction and the south–north direction.
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Figure 8. Range–height cross-section of Z following the azimuthal direction (azimuth: 225◦).
(a–f) Continuous observations from the CINRAD/SA at 6 min intervals from 11:48 to 12:28, 2 May
2021. The horizontal axis is the range (km) along the wind direction, and the vertical axis is the
height (km).

4.2. Time–Height Cross-Section

Movement is the most important feature of bio-scatterers. To reveal the causes of
clear-air echoes, the radar data were displayed as a time–height cross-section. The signal
of the clear-air echoes showed significant diurnal variations, as shown in Figure 9. It was
thought that the activities of nocturnal creatures caused greater echoes. However, the rapid
growth in the signal in the time–height cross-section caught our attention. Surprisingly, the
value of Z grew fast. The 23 dBZ echo only took 13 min to increase from 500 m to 1000 m,
and the increasing velocity was 0.64 m/s. When using the wind lidar, as Figure 10 shows,
the vertical velocity of the wind was below 0.5 m/s and was smaller than the velocity of
the echoes. This indicates that a small bio-scatterer, which does not fly well, could not be
the scatterer. Despite the impractical state of motion, perhaps these clear-air echoes were
still caused by large bio-scatterers. However, the vertical profiles of ZDR shown in Figure 9
deny this view.
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Figure 9. Time–height cross-section of radar products for 24 h from the CINRAD/SA at Daxing,
Beijing, 2 May 2021. The fill color is Z (unit: dBZ); the black isopleths are valid data proportions;
and the white isopleths are ZDR (unit: dB). The times of sunset and sunrise were 11:08 and 21:13,
UTC, respectively.

Figure 10. Vertical wind profiles measured using the Windcube 100 s on 2 May 2021. The positive and
negative values represent the vertical upward and downward wind speeds (unit: m/s), respectively.

It is known that ZDR is the radar reflectivity difference between the horizontal and
vertical polarization and represents the dimension of the scatterer. If the measurements
of the volumes contain multiple scatterers, ZDR will be biased toward the characteristics
of the largest scatterers. In Figure 9, the profiles of ZDR increased with height and were
temporarily greater than 2.5 dB above an altitude of 1200 m. Scatterers with a 2.5 dB
ZDR do not climb from the ground and do not land. This implies that the echoes did not
float from the ground into the air, but they suddenly appeared in the middle of the air
without immigration.

4.3. Velocity Analysis

Although we have preliminarily analyzed the VAD in Section 4.1, to avoid confusion
with large insects and birds, the Doppler velocity and the results of the VAD analysis are
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displayed in Figure 11 again. In Figure 11, the velocity fields, which were obtained from the
VAD analysis, are similar to the radar Doppler velocity. The residual values of the velocity
fields are shown in Figure 12a. in total, 86.4% of the residual values are less than 4 m/s,
and 65.3% of the values are less than 2 m/s. The echoes were unlikely caused by large
insects and birds mainly because large insects and birds have quite a great flight speed and
would make the speed field messy and produce great deviations.

Figure 11. Doppler velocity fields (a–c) and the fields which were obtained from the VAD analy-
sis (d–f). The elevation angles of (a–c) are 0.5◦, 1.5◦, and 2.4◦, respectively, the same as (d–f). Except
for some error points and point targets, the velocity fields (d–f) which were obtained from the VAD
analysis are similar to the Doppler velocity (a–c).

Figure 12. (a) Histogram of the residual error of the VAD analysis at different altitudes. The volume
of the radar beam is used to calculate the ordinate. (b) The profiles of the mean wind speed during
12:30 to 13:30 (UTC) on 2 May 2021.

The comparison of the speed profiles with the RWP and the CINRAD/SA confirms the
conclusion. The profiles of the horizontal wind speed which were sensed by the RWP are
not different from the speed profiles calculated by the CINRAD/SA, as shown in Figure 12b.
Despite the system deviation in Figure 12b, which is common in the results of the VAD
wind profile [47], the changes in the speed profiles are consistent, generally. The profiles of
the CINRAD/SA indicate that clear-air echoes are moving with the wind speed. However,
the speed of biological autonomous movement is not detected by the weather radar. This
means that these echoes are unlikely to be caused by creatures with a strong flight ability
such as birds and large insects.
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4.4. Comparison of the S-Band and X-Band

In Sections 4.1 and 4.2, some contradictions of bio-scatterers were revealed, and a
quantitative analysis of the echoes was thus needed to convincingly demonstrate the cause
of the clear-air echoes. A comparison of the reflectivity factors of the two bands is another
method that can be used to determine the cause of clear-air echoes. Since the DWR of the
turbulence echoes in different bands was more regular than biological, the time–height
cross-section of Z using the data from BJXFS is shown in Figure 13, and the DWR between
the S-band and the X-band is displayed in Figure 14.

Figure 13. Time–height cross-section of Z (the fill color) and the valid data proportions (the black
isopleths) for 24 h from the X-band radar at FS, Beijing, 2 May 2021.

Figure 14. The DWR between the values of Figures 8 and 12. The time–height cross-section and the
histogram of the DWR at nighttime are exhibited in (a) and (b), respectively. The black isopleth in
(a) is the proportion of the X-band valid data. The bar chart (b) represents the normalized frequency
distribution of the DWR from sunset to sunrise, and the data in the histogram from 19 dB to 25 dB
occupy 80%.

In Figure 13, intuitively, the signal of the X-band differed from the S-band signal in the
value of Z; the value of the X-band was much smaller than that of the S-band. The signal
of the X-band also did not have an as pronounced diurnal variation as that of the S-band
echoes. Although the signal of the X-band echoes appeared as fast as those of the S-band
signal at dusk, the signal did not last long and slowly vanished from the top to the bottom
after 13:00. Meanwhile, the value of Z in Figure 13 is low at lower altitudes and increases
with height, which is different in Figure 9. This is due to the minimum scale of turbulence
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which increases with height. When the minimum scale exceeds the half-wavelength of
the X-band, which is still much smaller than the wavelength of the S-band, the scattering
vanishes before the refractivity gradient weakens. Hence, the Z value of the X-band seems
to increase progressively without reducing.

Figure 14a shows the time–height cross-section of the DWR between the Z values of
the CINRAD/SA and X-POLs, and Figure 14b shows the normalized frequency histograms
for the radar fields in Figure 14a. The histogram of the DWR shows the characteristic values
near 21.5 dB. Moreover, the Z value distributions of the S-band and X-band also show
that the peaks of the Z values are at intervals of about 22 dB (in Figure 15), whereas the
ZDR distribution does not peak at 0 dB. In Figure 15, the frequency distribution of the Z
value resembles the Gaussian distribution and slightly changes with height, which is in
line with the condition of the hypothesis in Section 3.2. However, it is not expected that the
correlation or other products should follow the Gaussian distribution. The distributions of
turbulence variables deviate from normality because of the intermittence [48–50].

Figure 15. Histograms of the radar products of the CINRAD/SA (S-band) and X-POL (X-band),
respectively, on 2 May 2021 at 13:00 UTC for a height ranging between 300 m and 1.2 km.

The large widths of these distributions match with the characteristics of bird echoes
seemingly. However, the echo is unlikely to be mainly caused by birds for the following
reasons. First, the analysis of the VAD has already denied the dominance of birds. Second,
for north China, May is almost the end of the spring migration and is close to the period
of preincubation, yet the scatterers of the clear-air echo still travel to the north until late
July [51,52]. Third, there are two international airports located at the azimuth angles of 22◦
and 188◦ and the distances of 31 km and 34 km, respectively. The large numbers of birds
migrating would obviously be a threat to the safety of the flights if the clear-air echo was
caused by birds. Therefore, the suspicion of birds and large insects has been ruled out.

It is worth noting that the CINRAD/SA and X-POL are located along the same mi-
gration path. It means that the two radars should observe the same group of scatterers
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with the same scattering characteristic, moving from upstream (XFS) to downstream (SDX)
the whole night, continuously. Although Z values from atmospheric insects may have
asymmetric patterns which depend on the angle between the radar beam and the main
orientation of the biological scatterers, the time–height cross-section of the Z values will
not be affected because the cross-sections are counted by the whole coverage volume of the
radar observation and are not dependent on the azimuth. Thus, the asymmetric patterns
cannot stain the ratio between the Z values of the CINRAD/SA and X-POL.

It is already known that, according to Equation (6) and Equation (10), the Z difference
in the turbulence of the S-band (2870 MHz, 10.45 cm) and the X-band (9455 MHz, 3.17 cm)
is about 19.0 dB and 21.4 dB, respectively. Since many creatures are within the size thresh-
old for Mie scattering and have different RCSs at different wavelengths, the reflectivity
relationships to the wavelength are far from straightforward. Meanwhile, wide discrep-
ancies are found between the characteristics of clear-air echoes and the law of biological
activities. Therefore, this proves that the Beijing CINRAD/SA echoes are mainly caused
by turbulence.

The DWR statistics for the region of Beijing reveal that, from 1 May 2021 to 20 May
2021, 58% of the DWR was distributed between 18dB and 24dB, which is the characteristic
interval of turbulence. Moreover, the clear-air echoes maintain the features of the variations
in the Z values and the VAD analysis. It means that nearly 58% of the echoes were probably
caused by turbulence and proves that the influence of turbulence is erroneously ignored
in clear-air echoes. Almost all these echoes did not show the classic features of Bragg
scattering, such as a low Z and zero ZDR. These echoes could wrongly be identified as bio-
scatterers and cause a misestimation of biomass. The number of flying creatures observed
by the weather radar was much smaller than previously thought.

5. Discussion

Many scholars deny or reject the domination of turbulence in clear-air echoes. First,
they propose that a nonzero ZDR indicates that the scattering is due to creatures rather than
turbulence because, according to the statement of Kolmogorov’s theory that turbulence
is homogeneous and isotropic, the ZDR of turbulent echoes should be zero. However,
a problem with this viewpoint is that non-Kolmogorov turbulence widely exists in the
atmospheric boundary layer. Some observations have already shown that the atmospheric
structure constant of the refractive index differs between the horizontal direction and
the vertical direction. Therefore, the ZDR cannot support their rejections. We agree that
biological scatterers cause large values of ZDR, but the contribution from the effect of
turbulence still needs to be investigated.

Second, some scholars believe that because the C2
n calculated from echoes is larger

than the high end of the observed values, clear-air echoes should not be attributed to
turbulence. For example, clear-air echoes of a 10 to 20 dB Z require C2

n to be greater than
10−11 m−2/3, which is far above the observed C2

n. The phenomenon of clear-air echoes
cannot be explained by Bragg scattering. Therefore, it is assumed that the domination of
clear-air echoes is not turbulence. However, scholars have ignored the effect of another
scattering mechanism. We found another reasonable scattering mechanism to explain
clear-air echoes in communication and wireless areas.

In communication, tropospheric scattering (also known as troposcatter) is admitted as
an efficient propagation method by the Radiocommunication Sector of the International
Telecommunication Union, which describes the mechanism by which microwave radio
systems inadvertently achieve beyond-the-horizon communications [53]. One of the three
models of the troposcatter is the reflecting-layers model. The other two models are scat-
tering from turbulence and reflections from an exponential atmosphere. Tropospheric

325



Remote Sens. 2023, 15, 1781

scattering is the result of the combination of these three models. Zhang points out that the
reflectivity of the troposcatter can be written as follows [54]:

η = B
(

dεr

dh

)2
λn(2ϕ)−m (11)

where B, n, and m are constants and are measured by experiments; εr is the dielectric
constant; h is the height; ϕ is the glancing angle; the bar is the sign of the mean; and the re-
lationship between εr and h can refer to the assumption by K. Bullington [55]. Interestingly,
the scattering from turbulence is essentially the same as Bragg scattering, but few studies
have highlighted the role of reflecting layers in clear-air echoes.

To demonstrate how reflecting layers affect clear-air echoes, we calculated the gra-
dient Richardson number and the intensity of the turbulence (expressed by the ratio of
the standard deviation of the wind speed to the mean wind speed) using a microwave
radiometer and a wind lidar [56,57]. Moreover, the atmospheric profiles were collected by a
microwave radiometer. Although the geometrical structure of the reflecting layers remains
obscure, it can be inferred that turbulent mixing is detrimental to the reflecting layers
because a reflecting layer in the atmosphere is formed by relatively sharp gradients of the
refractive index, but turbulent mixing makes the temperature and humidity homogeneous
and reduces the gradient of the refractive index. Thus, the Richardson number and the
turbulence intensity, which indicate turbulent mixing, are shown in Figure 16 to give the
relationship between clear-air echoes and turbulent mixing.

Figure 16. Turbulence intensities (a) and Richardson number (b) for 20 h at Daxing, Beijing, 2 May
2021. The black isopleth is the time–height cross-section of Z (unit: dBZ), which is the same as the fill
color in Figure 6.

In Figure 16, large values of Z correspond to large Richardson numbers and turbulent
mixing. When the sun sets in the west, the turbulent mixing rapidly weakens. Additionally,
the unmixed air masses with relatively sharp gradients become the reflecting layer and
generate the scattering signal of the clear-air echoes. In contrast, in the daytime, the
strong turbulent mixing breaks the structure of the reflecting layer, and only the turbulent
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scattering remains. Thus, turbulence has a greater impact on the echoes at night than in
the daytime.

The same diurnal variation has been observed in the field-strength variation in the
short radio wave propagation in Arizona [58]. Other studies have found that troposcatter
propagation only occurs when the turbulence scale is larger than the wavelength of the
radio signal, and the signal level with a wavelength of 9 cm is much larger than that with a
wavelength of 3 cm [58,59]. These phenomena have the same characteristics as clear-air
echoes, with the value of the reflectivity factor at the S-band being bigger than that at the
X-band. Thus, we propose that the reflecting layers cause a diurnal variation in clear-air
echoes and enhance the signal of clear-air echoes at night. Therefore, the coexistence of
the reflecting layers and Bragg scattering is the reason why the value of C2

n calculated
from the echoes is larger than the value from the theoretical calculations. Further, the
reflecting layers explain some of the characteristics of ZDR. For example, the vertical signal
of clear-air echoes is weaker than the horizontal signal because turbulent mixing is stronger
in the vertical direction, and the vertical reflecting layers cannot easily survive. Thus, the
values of ZDR are generally greater than zero.

An interesting note is that the high reflectivity area in the upper-left region of Figure 4
analyzes the characteristics of a low correlation coefficient, and in this area, ZDR presents a
mixture of high and low values. This characteristic is ascribed to the atmospheric response
to the underlying surface, which belongs to a mountainous region and is quite different
from the others in Figure 1.

The rough terrain of mountains makes the turbulence more chaotic and intense, which
produces a stronger refractive index and scattering. A thin layer of shear turbulence excited
on the shear plane makes the ZDR larger, but the layer is not stable, bringing a mixture of
high and low values to the ZDR. However, it is noted that, by upthrust, too high mountains
may affect the turbulent scales, which are too large to match up to the radar wavelength for
scattering. The relationship between the underlying surface and clear-air echoes is worth
further exploration in the future.

Another interesting characteristic of the ZDR is that its value grows weak and becomes
close to zero in the day–night shift scenes. We speculate that the turbulent mixing reaches a
quasi-equilibrium state, and this will be further investigated in future studies.

Yet despite all this, some scholars still express a slightly different point of view. They
claim that the reflection from turbulent air at the S-band has been studied by some stud-
ies [29,60–63], and it has been well established with polarization radars that turbulent
air has ZDR values close to 0 dB at the S-band. However, these echoes were commonly
observed at the top of the convective boundary layer (also called the entrainment layer).
The entrainment layer is essentially static in stability. Due to the effects of penetrative
convection and entrainment, thermals reciprocate in the layer [64]. The reciprocation
brings turbulence generation on the one hand; on the other hand, the stable air brings
the turbulence closer to a locally homogeneous isotropic state. Thus, the observed echoes
can be regarded as special cases and cannot represent the whole characteristic of clear-air
turbulent echoes. Figure 17 shows the vertical profiles of the Z values and rawinsonde data.
It is observed that there is a layer of enhanced reflectivity at the entrainment layer, which is
consistent with the known results [63].

Some scholars also conject that dust and other particulate matter can be the cause of
the clear-air echoes. At the beginning of this study, we also inferred that nocturnal pollutant
accumulation is the reason for the echo diurnal variation because of the uncleanliness of
the atmosphere of the megacities. Yet, it is hard to explain the variation in the echo signal.

One piece of evidence is based on seasonal variation. In winter, the air quality is the
worst because of heating, which uses fossil fuels, but the clear-air echo is hardly observed
by radars during winter. The annual and monthly variation in the sand and dust also
showed that the sand and dust weather is most frequent in spring, whereas the signal of
the spring clear-air echo was generally weaker than summer and autumn.
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Figure 17. Time–height cross-section of the Z values (a) from 22:30 to 24:00, and the vertical profiles
of the radar products (b,c) and rawinsonde products (d,e) at 23:15 UTC on 2 May 2021. The profiles
of (d,e) are measured by rawinsondes. The estimated entrainment layer is based on the maximum
vertical gradient in each variable (orange line).

The other piece of evidence comes from the daily change in pollutants. The concen-
tration of pollutants has two peaks because of traffic congestion in the metropolis, which
is different from the Z value. The wind, which is related to pollutant diffusion and dust,
also does not show a significant correlation with the clear-air echoes. Although it is known
that fire plumes can cause clear-air echoes [65,66], it is unrealistic to detect plumes of wild
fires in an urban area. Thus, dust and the pollutants are unlikely to be the main causes of
clear-air echoes.

The issue of the influence of meteorological factors on troposcatter communication
remains unknown and requires future examination. In troposcatter, the value of the signal
level depends on the refractive index and its gradient, which are affected by the intensity of
the turbulence fluctuation and atmospheric stratification. Thus, Gaoming Zhang proposed
that the inversion of temperature leads to the diurnal variation in the signal [54]. However,
few studies focus on the effect of turbulent mixing on signals level. Thus, we plan to
provide a more in-depth explanation of reflecting layers forming and the structure of the
nocturnal boundary layer in future studies. Meanwhile, Guifu Zhang pointed that bistatic
radars have an advantage in the sensitivity of clear echoes [67]. Technically, experiments
using bistatic radars are closer to the principle of troposcatter propagation. Moreover,
experiments with bistatic radar data would provide more information for the analysis in
future research.

6. Conclusions

In this study, clear-air echoes detected by CINRAD were analyzed to find their causes.
Some observations diverge from the previous conclusion that bio-scatterers are the main
reason for clear-air echoes.

Echoes with a larger Z are not deformed in the air, even if the scatterers are moving.
The change in echoes in the vertical direction is also closer to the switching of the physical
mode rather than biological flying. The analysis results of the DWR and the VAD support
that turbulence plays an important role in clear-air echoes. In the case of May 2, the
frequency distribution of the DWR peaks at 21.5 dB, which is consistent with the theory of
turbulence. From 1 May to 20 May, 58% of the DWR between the S-band and the X-band is
distributed between 18 dB and 24 dB, which means that more than half of the echoes at night
were caused by turbulence. It was confirmed that the influence of turbulence is erroneously
ignored in clear-air echoes. The reflecting-layers model of troposcatter propagation is
the cause of the clear-air echoes, and this model can explain the main phenomena of the
radar observations.
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This study provides initial evidence for a case study in Beijing that the model based on
Kolmogorov’s theory may not be tenable for all clear-air echoes, highlighting the need for
an expanded set of causes of clear-air echoes. The reflecting-layers model, which is one of
the three models of tropospheric scattering, cause a diurnal variation in clear-air echoes and
enhances the signal of clear-air echoes at night. Unmixed air masses with relatively sharp
gradients become the reflecting layer and generate the scattering signal of clear-air echoes.

With the help of the theory of troposcatter propagation, rapid progress will be made in
the ecological monitoring method of weather radars. A more objective and comprehensive
study of clear-air echoes can effectively make weather radars acceptable in biological
research instead of ignoring irrationalities. With the help of weather radars, ecology will be
able to develop strongly and continuously in the near future.
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Abstract: A conventional way to monitor severe convective weather is using the composite reflectivity
of radar as an indicator. For oceanic areas without radar deployment, reconstruction from satellite
data is useful. However, those reconstruction models built on a land dataset are not directly applicable
to the ocean due to different underlying surfaces. In this study, we built reconstruction models based
on U-Net (named STR-UNet) for different underlying surfaces (land, coast, offshore, and sea), and
evaluated their applicability to the ocean. Our results suggest that the comprehensive use of land,
coast, and offshore datasets should be more suitable for reconstruction in the ocean than using the
sea dataset. The comprehensive performances (in terms of RMSE, MAE, POD, CSI, FAR, and BIAS)
of the Land-Model, Coast-Model, and Offshore-Model in the ocean are superior to those of the
Sea-Model, e.g., with RMSE being 5.61, 6.08, 5.06, and 7.73 in the oceanic area (Region B), respectively.
We then analyzed the importance of different types of features on different underlying surfaces for
reconstruction by using interpretability methods combined with physical meaning. Overall, satellite
cloud-related features are most important, followed by satellite water-related features and satellite
temperature-related features. For the transition of the model from land to coast, then offshore, the
importance of satellite water-related features gradually increases, while the importance of satellite
cloud-related features and satellite temperature-related features gradually decreases. It is worth
mentioning that in the offshore region, the importance of satellite water-related features slightly
exceeds the importance of satellite cloud-related features. Finally, based on the performance of
the case, the results show that the STR-UNet reconstruction models we established can accurately
reconstruct the shape, location, intensity, and range of the convective center, achieving the goal of
detecting severe convective weather where a radar is not present.

Keywords: radar; U-Net; Himawari-8; CREF; DeepLIFT

1. Introduction

Severe convective weather refers to convective weather accompanied by thunderstorm,
gale, hail, tornado, local heavy precipitation, and other severe weather phenomena. It
is a typical small to medium scale disastrous weather event that seriously threatens the
safety of aviation, ship navigation, and occurs frequently in the sea [1–3]. The accurate
monitoring and forecasting of severe convective weather are difficult and significant [4].
At present, one of the main means to monitor severe convective weather is achieved by
monitoring radar echoes. Radar composite reflectivity >35 dBZ is generally considered as
an indicator of the occurrence of severe convective weather [5]. However, in some regions,
such as oceans, radar cannot be deployed.
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It has been shown that radar echoes (e.g., composite reflectivity, vertically integrated
liquid), precipitation, and other data can be inverted to monitor severe convective weather
based on satellite data with wide coverage [6]. For example, some scholars proposed the
Geostationary Operational Environmental Satellites (GOES) Precipitation Index (GPI) by
using the physical properties of cold and warm clouds to establish the relationship between
cloud top infrared temperature and rainfall probability and intensity [7–9]. Then, in order
to improve the inversion accuracy, the results obtained by the GPI method are accumulated
over a longer time scale [10,11]. Further, researchers introduced more characteristic vari-
ables, such as relative humidity and precipitable water, and developed the Hydro-Estimator
algorithm [12]. On this basis, some scholars used exponential functions and quadratic
curves to estimate the rainfall intensity, and improved the satellite inversion precipitation
algorithm using humidity correction factors and cloud growth rate correction factors [9,13].
Traditional satellite inversion methods are usually based on the understanding of physical
processes, and rely on parametric relationships between cloud properties and rainfall and
convective processes [14].

With the development of artificial intelligence science and technology, machine learn-
ing algorithms have been gradually introduced into the field of atmospheric science in the
context of meteorological big data. Machine learning has nonlinear mapping capability and
is good at finding patterns in input and output signals, which can better solve nonlinear
problems compared with traditional statistical regression methods [15]. Several studies
have shown that models based on deep learning network structures outperform traditional
methods in experiments to invert severe convective weather [16]. For example, some schol-
ars have conducted preliminary research on precipitation reconstruction based on artificial
neural networks (ANN), and the results show that the performance of ANN satellite inver-
sion algorithms is superior to traditional linear methods [17,18]. Later, with the emergence
of convolutional neural networks (CNN) [19], more and more scholars have used CNN to
invert precipitation and vertically integrated liquid [20,21], demonstrating the effectiveness
of CNN in fusing spatial data under different underlying surfaces, and combining data
with the physical multichannel inputs in infrared spectroscopy precipitation estimations.
On this basis, for the improvement and development of CNN, U-Net is widely used in the
field of image segmentation [22]. The U-Net-based reconstruction algorithm is also used to
reconstruct radar reflectivity fields to improve short-term convective-scale forecasts of high
impact weather hazards and to identify the location, shape, and intensity of convective
systems [23–27].

However, most studies that use satellite information to reconstruct data such as radar
echoes and precipitation to monitor severe convective weather are based on data from the
land area in order to construct the reconstruction model. These studies have defaulted that
the models can be applied directly to the oceanic area, whereas there is no assessment of the
applicability of the reconstruction model to the ocean. Due to the existence of underlying
surface differences, differences in climate situations, lightning, and storm characteristics
can occur. This indicates that it is not rigorous to apply the satellite reconstruction model
constructed by datasets in non-maritime regions to the oceans directly. However, there
are also many problems if radar data from ocean are directly used for data reconstruction.
Given that the radar base stations are located on land, with the increase in offshore distance,
the elevation of radar detection radiation is too high, and the composite reflectivity of the
area far from the radar base station only contains a small amount of the basic reflectivity
factors of elevation, which is biased from the real data [28]. The accuracy of radar data
in oceanic surface is affected. Therefore, it is urgent to find a data reconstruction method
suitable for the ocean.

In addition, with the rapid development of deep learning, it is difficult for us to un-
derstand the deep learning model and fully trust it. Therefore, the interpretability of the
model has also been highly valued by scholars. In 2004, the academic community proposed
the concept of interpretable artificial intelligence [29]. After that, methods of interpretable
research such as Local Interpretable Model-Agnostic Explanations (LIME), Layer-wise Rel-
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evance Propagation (LRP), Shapley Additive Explanation (SHAP), saliency map, attention
mechanism, and DeepLIFT were proposed [30–36]. In previous reconstruction studies,
few studies have focused on the differences in the feature importance of models when
underlying surface conditions change. Due to the differences between land and ocean, it is
extremely necessary to conduct interpretable research on deep learning models generated
on different underlying surfaces.

In this study, we build deep learning models for the reconstruction of composite
reflectivity from satellite bright temperature data using U-Net with jump connections under
different underlying surfaces (land, coast, offshore, and sea). The accuracy is compared to
derive a deep learning reconstruction method that is relatively more applicable to the ocean.
Then, the importance of the features on different underlying surfaces is analyzed to obtain
an interpretable reconstruction model. The model achieves more accurate and credible
monitoring of severe convective weather in remote areas without radar deployment.

2. Materials and Methods

2.1. Materials

This study uses Himawari-8 satellite data as a model input to reconstruct the radar
composite reflectivity (CREF, unit dBZ), which is the maximum reflectivity from any of
the reflectivity angles of the weather radar. Usually, when the CREF > 35 dBZ, a severe
convective weather (SWC) can be considered to occur.

2.1.1. Himawari-8 Satellite Data

The Himawari-8 satellite data can be downloaded from http://www.eorc.jaxa.jp/
ptree/index.html, accessed on 1 June 2020, which includes visible bands (central wave-
length ranges from 0.47 to 0.64 μm), near-infrared bands (central wavelength ranges from
0.86 to 2.3 μm), and infrared bands (central wavelength ranges from 3.9 to 13.3 μm), with
a total of 16 bands and by collecting data on the distribution of clouds, air temperature,
wind, precipitation, and aerosols. In order to produce a generalized model that can be used
during both daytime and nighttime, only infrared bands were chosen in this study. Band
12 is abandoned because it characterizes O3 content.

In addition, the brightness temperature differences (BTDs) between bands can also
characterize cloud property information and facilitate the capture of severe convective
regions [37]. Therefore, according to previous studies [37–39], 17 bands in total are chosen
or calculated as the model input, including 9 single infrared bands, and 8 BTD bands, as
shown in Table 1.

Table 1. 17 satellite bands selected or calculated in this study, along with physical meaning of each
band. ‘-’ indicates minus. E.g., tbb08-tbb10 (Band 08 minus Band10) indicates the BTDs between
band 08 and band 10.

Band Central Wavelength Physical Meaning Type

Band 07 3.9 Shortwave infrared window, low
clouds, fog Cloud

Band 08 6.2 Mid and high level water vapor Water
Band 09 6.9 Middle level water vapor Water
Band 10 7.3 Middle and low level water vapor Water
Band 11 8.6 Water vapor, Cloud phase state Water, Cloud
Band 13 10.4 Cloud imaging Cloud
Band 14 11.2 Surface temperature Temperature
Band 15 12.4 Surface temperature Temperature
Band 16 13.3 Temperature, Cloud top height Temperature, Cloud

Band 08-14 6.2–11.2 Temperature, Cloud top height Temperature, Cloud
Band 10-15 7.3−12.4 Temperature, Cloud top height Temperature, Cloud
Band 08-10 6.2–7.3 Water vapor detection above cloud top Water
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Table 1. Cont.

Band Central Wavelength Physical Meaning Type

Band 08-13 6.2−10.4 Water vapor detection above cloud top Water
Band 11-14 8.6−11.2 Cloud phase state Cloud
Band 14-15 11.2−12.4 Cloud phase state Cloud
Band 13-15 10.4–12.4 Detection of ice cloud Cloud
Band 13-16 10.4–13.3 Detection of ice cloud Cloud

The temporal resolution is 10 min and the spatial resolution is 2 km. The latitude and
longitude ranges of 20◦N–40◦N, and 110◦E–130◦E are used in this study.

2.1.2. Composite Reflectivity (CREF)

The output variable used in the reconstruction model in this study is the composite
reflectivity (CREF), which is obtained from the China Meteorological Administration. The
CREF data have a 10 min time interval before June 2016, 6 min time interval in July 2016
and beyond, and the spatial resolution is 1 km. The latitude and longitude ranges of the
study area are consistent with the selected range of Himawari-8 satellite data, specifically
20◦N–40◦N, and 110◦E–130◦E.

The data (both the satellite data and the CREF) from May to October for the period
2016–2018 are used in this study.

2.1.3. GPM Precipitation Data

The Global Precipitation Measurement (GPM) is the next generation of the Global
Satellite Precipitation Measurement Program carried out in collaboration with NASA and
JAXA. The precipitation and radar CREF have a certain correlation, although the data of
GPM are difficult to fully quantify in regard to the effectiveness of CREF reconstruction,
the data can qualitatively verify the effectiveness of the models in areas without radar
coverage, which can be used as supplementary information to indicate the area of severe
radar echoes [26].

2.1.4. Data Preprocessing
Spatial and Temporal Matching

The Himawari-8 satellite data are matched with the spatial and temporal resolution of
CREF data as features and labels of the model, respectively. At the temporal level, satellite
data and radar data that do not match are discarded to ensure that they are consistent in
time (the time difference is less than 5 min). Spatially, the CREF data are sampled onto a
network with a spatial resolution of 2 km, maintaining the same spatial resolution as the
Himawari-8 satellite data.

Normalization

Data standardization processing can increase the learning ability of the model, improve
the speed of the convergence, and avoid the difficulty of the model’s training due to the
non-uniformity of magnitudes.

In this study, both the satellite data and the CREF data are normalized by z-score
normalization. The formula is as follows:

x∗ = x − μ

σ
(1)

where μ and σ are the mean and variance of the original data, respectively. x denotes the
original data, and x* denotes the result after z-score normalization.
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2.2. Method
2.2.1. Satellite to Radar U-Net

U-Net has been shown to demonstrate good performance in the reconstruction of the
radar data in previous studies [23–27]. We use the U-Net architecture to construct a CREF
reconstruction model, namely satellite-to-radar U-Net (STR-UNet, Figure 1).

Figure 1. The STR-UNet architecture.

Overall, the STRU-Net designed in this study is of an encoder–decoder structure [27].
The left side of the network is often referred to as the contracting path and the right side is
referred to as the expanding path. The shortcut in the middle is called the jump connection
layer, which is also known as the feature splicing layer.

The left half of the model (contracting path) is used for feature extraction, which is
repeatedly composed of convolution blocks and 2 × 2 pooling layers, and each convolution
block contains the 3 × 3 convolution layer, batch normalization layer, and ReLU activation
function. The input size of the model is a 64 × 64 × 17 satellite image, where 64 × 64
represents the length and width of the satellite image after padding, and 17 represents the
number of input channels (i.e., bands). Then, after each convolution block and pooling, the
number of feature maps is doubled and the length and width are halved, respectively.

The right half of the model (expanding path) performs the up-sampling operation,
which is composed of several transposed convolution layers, feature splicing layers, and
convolution blocks repeatedly, and the convolution block also encapsulates the batch nor-
malization layer, 3 × 3 convolution layer, and ReLU activation function. In the expanding
path, first we perform transposed convolution on the feature map obtained on the contract-
ing path; next, the obtained feature map is spliced on the channel with the feature map
at the corresponding position on the contracting path; then, the convolution operation is
performed on the feature map after splicing, and so on and so forth. After each transposed
convolution and convolution block, the number of feature maps is halved, and the length
and width are doubled. In the last layer of the model, a 1 × 1 convolution layer maps the
tensor of 32 channels to 1 channel, which in turn yields a target image of size 64 × 64 × 1.
For this study, the reconstruction of CREF data is completed.

STRU-Net combines the low-resolution information in down-sampling process and
high-resolution information in up-sampling process, and applies long-range jump connec-
tion combined with the feature details from the shallow convolution layer at the bottom of
the satellite images, which can effectively compensate for the lack of spatial information
of satellite images during the down-sampling process, and help the network to achieve
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more accurate localization. It is very important for reconstructing accurate radar data and
boundary information.

2.2.2. Research Scheme of the CREF Reconstruction

This paper aims to construct a satellite reconstruction model with satellite data that is
suitable for monitoring severe convective weather in the ocean without deploying a radar.
In order to achieve this objective, we designed the following research scheme, as shown in
Figure 2.

Figure 2. Research scheme of the CERF reconstruction.

Step 1. Preprocess the dataset, as described in Section 2.1.4.
Step 2. Build four STR-UNet models with different underlying surfaces. As shown in

Figure 3 (Left), Region A includes four different underlying surfaces: land, coast, offshore,
and sea. Four STR-UNet models, namely Land-Model, Coast-Model, Offshore-Model, and
Sea-Model, are constructed.

Step 3. Train and test the STR-UNet models. The first 24 days of each month (May
to October) in 2016 and 2017 are used as the training set, and the remaining days of these
months are used as the validation set. The data in 2018 are used as the test set. It is worth
noting that each model is trained and tested on its own underlying surface data. For
example, the Coast-Model is trained and tested by using the data from the coastal area.

Then, the performances of the four STR-UNet models on the oceanic areas are assessed.
The orange box regions, as shown in Figure 3 (Right), are defined as oceanic areas that are
not overlapping with the “offshore” areas shown in Figure 3 (Left). It is difficult for us to
obtain radar CREF from the ocean, and at this time, the offshore radar CREF has relatively
high accuracy and its data comes from the ocean, which means it has data features of
oceanic underlying surface. Based on this, we assume that Region B can represent the
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“ocean” underlying surface. The performance of the four models will be evaluated based
on the test set (2018) in this area.

Step 4. Perform interpretability study of STR-UNet. See Section 2.2.4 for more details.

Figure 3. Schematic diagram of Region A (left) and Region B (right). Region A includes four different
underlying surfaces: land (yellow box), coast (green box), offshore (cyan box), and sea (blue box).
Region B only includes one underlying surface: offshore, and it does not coincide with the four
underlying surfaces of Region A.

2.2.3. Evaluation Metrics

In this study, root mean square error (RMSE) and mean absolute error (MAE) are used
to quantitatively verify the performance of the four STR-UNet models built in this paper.
RMSE and MAE can measure the deviation between the reconstructed CREF and the radar
CREF. The equations are as follows:

RMSE =
1
n

√
n

∑
i=1

(
y′i − yi

)2 (2)

MAE =
1
n

n

∑
i=1

∣∣y′i − yi
∣∣ (3)

where n represents the number of samples, y′i represents the reconstructed CREF value,
and yi represents the radar CREF value.

The classification metrics used in this study include probability of detection (POD),
false alarm ratio (FAR), and critical success index (CSI), BIAS, as shown in Table 2. The
model’s ability to reconstruct for CREF above 35 dBZ, a critical issue for many industries,
including aviation and ship navigation, was evaluated using the classification criteria.

POD =
Hits

Hits + Misses
(4)

CSI =
Hits

Hits + Misses + False alarms
(5)

CSI =
Hits

Hits + Misses + False alarms
(6)

BIAS =
Hits + False alarms

Hits + Misses
(7)
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Table 2. Contingency table of the classification score parameters.

Reconstructed CREF (<35 dBZ) Reconstructed CREF (≥35 dBZ)

True CREF (<35 dBZ) Correct negatives False alarms
True CREF (≥35 dBZ) Misses Hits

2.2.4. Interpretability

In recent years, with the rapid development of deep learning, the interpretability of
models has received more and more attention from scholars at home and abroad. Most deep
learning models are “black box” models [40]. Their “black box” nature makes it difficult
for scholars to understand the decision logic of the models in many cases, and thus they
cannot fully trust the deep learning models. In order to improve the interpretability and
transparency of deep learning models, this study investigates the interpretability of models.

For this study, a total of 17 features of satellite data were used as the input, after
obtaining a model in different underlying surfaces, respectively, besides being interested in
the effect of the model, it was essential to determine which features played an important
role in the reconstruction.

In this paper, the DeepLIFT algorithm is used to conduct interpretability research on
the above models. The DeepLIFT [36] method allocates the prediction results of the neural
network to each dimension of the input. Its working principle is to compare the activation
of each neuron with its “reference” activation, and back propagate the importance signal in
order to assign a contribution score based on the difference. In essence, this is a method of
tracing the internal feature selection of the algorithm, which uses the input differences of
some “reference” inputs to explain the output differences of some “reference” outputs.

In this study, for each band feature, first, we conducted the normalization on Region
B, and the vector with the “reference” value of all zeros was set to calculate the attribution
of each feature, which is the contribution of each input feature to the results. Finally, the
absolute value of attribution was taken, and the ratio of the absolute value of each feature
attribution to the sum of the absolute values of all feature attributions was expressed as the
importance of the feature.

Based on this method, several more important features on different underlying surfaces
can be selected, and whether surface information affects the band selection of the model
can be analyzed. Finally, we explored the relationship between the importance of bands
and underlying surfaces, as well as the reasons why different underlying surfaces differed
in importance.

3. Results

3.1. Performances of the Four STR-UNet Models

The performances of the four STR-UNet models are shown in Table 3.
First, in the process of advancing from land to coast, to offshore, and then to ocean,

it can be found that the RMSE and MAE are getting smaller on the test set in Region A.
However, it does not indicate that the model’s performance is getting better. The main
reason is that the CREF refers to the ratio of the radar waves reflected from clouds of
different heights within a certain range received by the meteorological radar. With the
increasing distance from the coastline to the ocean, the radiation elevation of the radar
is also increasing. It means that at a distance from the radar, the CREF is only calculated
based on a small number of basic reflectivity factors of higher elevations. As a result, the
proportion of CREF larger than 35 dBZ decreases significantly as one moves from land to
coast, offshore, and finally to the ocean, as depicted in Figure 4. Especially for the sea areas
in Region A, the proportion of CREF larger than 35 dBZ is only a few tenths of that of the
other three areas.
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Table 3. Performances of the four STR-UNet models.

Model Metric

Region A Test
(on Each of the Four
Underlying Surfaces,

Respectively)

Region B Test
(Ocean)

Land-Model

RMSE 7.4392 5.6120
MAE 3.2353 1.8542

POD (35 dBZ) 0.1478 0.1815
CSI (35 dBZ) 0.1274 0.1484
FAR (35 dBZ) 0.5195 0.5509
BIAS (35 dBZ) 0.3076 0.4042

Coast-Model

RMSE 7.1517 6.0755
MAE 3.0315 2.1929

POD (35 dBZ) 0.2663 0.2954
CSI (35 dBZ) 0.2177 0.1958
FAR (35 dBZ) 0.4560 0.6327
BIAS (35 dBZ) 0.4895 0.8042

Offshore-Model

RMSE 5.0824 5.0591
MAE 1.4646 1.4444

POD (35 dBZ) 0.2107 0.2144
CSI (35 dBZ) 0.1755 0.1703
FAR (35 dBZ) 0.4879 0.5469
BIAS (35 dBZ) 0.4115 0.4732

Sea-Model

RMSE 4.1744 7.7300
MAE 0.7019 2.1525

POD (35 dBZ) 0.0000 0.0000
CSI (35 dBZ) 0.0000 0.0000
FAR (35 dBZ) 0.0000 0.0000
BIAS (35 dBZ) 0.0000 0.0000

Then, we observe the performance of the four models on the test set in Region B.
For all the metrics, it can be seen that when the models are evaluated in Region B, the
performances of the Land-Model, Coast-Model, and Offshore-Model are significantly better
than those of Sea-Model. Four metrics (POD, CSI, BIAS and FAR) of the Sea-Model are
0, and the RMSE and MAE are the largest among all these models. It indicates that the
Sea-Model does not have the ability to reconstruct the CREF.

Since the Offshore-Model’s data selection resembles that of Region B (without overlap),
it can serve as a proxy for the highest level of precision that the reconstruction model is
capable of. Compared to the Offshore-Model, the Land-Model’s performances are a little
worse on the test set in Region B for all the evaluation metrics.

It is a little complicated to evaluate the performance of the Coast-Model compared to
the Offshore-Model. The RMSE, MAE, and FAR of the Coast-Model are a little larger (worse)
than those of Offshore-Model. However, the Coast-Model has better POD, CSI, and BIAS
than the Offshore-Model. This is due to the fact that, as shown in Figure 4, the coastal area
has the highest fraction of CREF larger than 35 dBZ compared to the other three areas. It
denotes a complicated meteorological situation affected by the complex underlying surface
of the coast [41,42]. Thus, compared to the Offshore-Model, the prediction of Coast-Model
is bolder.
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Figure 4. Probability statistics of CREF data in different regions. The horizontal axis represents the
range of CREF values, while the vertical axis represents the corresponding proportion. The different
colors on the figure correspond to different underlying surfaces.

In conclusion, a mix of land-dataset, coast-dataset, and offshore-dataset can be taken
into consideration when employing satellite data to reconstruct radar data. The Offshore-
Model can give the medium results, while the Coast-Model can give bolder results. Due
to the abundance of data on land area, the Land-Model can provide a good baseline for
reconstructing the radar data, despite being slightly inferior to the Offshore-Model on the
test set in Region B.

3.2. Case Study

In order to demonstrate the actual combat effect of the models, we selected several
severe convective weather cases from the test set (UTC) to visually show the reconstruction
effect of the models.

Typhoon is one of the important disastrous weather systems that affects the safety
of people’s lives and property. It often brings rainstorm, strong wind, and secondary
disasters [43]. Typhoon “Yagi” was generated on 7 August 2018 (Beijing time, the same
below) with the intensity of a tropical depression. The intensity of “Yagi” increased to a
tropical storm on 8 August, moving towards the north by east, turning to the northwest
at night on 9 August, and entering the eastern region of the East China Sea at night on
11 August [44]. During the influence of “Yagi”, extreme precipitation and a large-scale
rainstorm had been brought to the cities along the way, resulting in heavy economic losses.
Figure 5 shows the GPM precipitation and radar echo distribution of severe convective
events that occurred in the research area in the test set. It can be seen that the models
can more accurately reconstruct the shape, location, intensity, and range of the convective
center, whether it is a slightly lower intensity convective event or a severe convective event
such as a typhoon. In addition, for areas beyond the radar coverage, the radar echoes can
be also reconstructed, and the distribution of reconstructed CREF is quite consistent with
the pattern of the GPM precipitation.

342



Remote Sens. 2023, 15, 3065

Figure 5. Radar echo map: comparative study of observation and reconstruction. The first column
shows GPM precipitation distribution at different times; the second column shows the radar echo
observed; the gray areas on the map represent areas outside the radar deployment range. The
third, fourth, and fifth columns show the reconstructions of the Land-Model, Coast-Model, and
Offshore-Model, respectively, and the last column represents the average of the three reconstructed
models mentioned above.
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3.3. Results of Interpretability

For the models selected above: Land-Model, Coast-Model and Offshore-Model, the
DeepLIFT method is adopted to analyze the differences in feature importance under
different underlying surfaces (land, coast, and offshore). The results are shown in Figure 6.

Figure 6. The importance of each type of band (cloud, water, and temperature) under different
underlying surfaces (land, coast, offshore).

According to the previous description, and their physical meaning (Table 1), the
17 input features of satellite bands can be classified as satellite cloud-related features,
satellite water-related features, and satellite temperature-related features. It is worth
mentioning that for bands with more than one type of physical meaning, such as Band 11,
the center wavelength is 8.6 μm, which can both measure water vapor and cloud phase state.
When classifying the input features, Band 11 is classified as both satellite water-related
features and satellite cloud-related features. It means that after calculating the importance
of Band 11 using the DeepLIFT method, we will calculate the average importance of satellite
water-related features along with other bands that measure water vapor. At the same time,
the importance of Band 11 will be used along with bands that measure the cloud phase
state to calculate the average importance of satellite cloud-related features. Similarly, we
calculated the average value of the importance of the bands under each type. For the land’s
underlying surface, it can be intuitively seen that satellite cloud-related features are more
important to the reconstruction, far outweighing the importance of satellite water-related
features and satellite temperature-related features.

Overall, satellite cloud-related features are the most important, followed by satellite
water-related features, and satellite temperature-related features are the least important.
When the underlying surface changes to the coast, then to the offshore, the importance of
satellite cloud-related features gradually decreases, but they still play an important role in
reconstruction, while the importance of satellite water-related features gradually increases,
which is also important for reconstruction. When the underlying surface is located on
the ocean, it is clear that satellite water-related features are more important than satellite
cloud-related features. The importance of satellite temperature-related features gradually
decreases as the model changes to the ocean, compared with the former two, they are
relatively unimportant in reconstruction.

In summary, during the transition of the model from the land to the ocean, for all
the underlying surface cases, clouds have a great impact on the amount of solar radiation
reaching the Earth and play a crucial role in the water cycle of the climate system [45,46];
the cloud phase state can also reflect the temperature and humidity state, and dynamic
characteristics of the atmosphere to a certain extent [47]. In addition, water vapor has a
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strong correlation with severe convective weather; the increase in water vapor content
is conducive to the development of convective weather and it can easily cause the rapid
growth of convective weather. Therefore, the satellite features characterizing cloud amount,
cloud phase state, and water vapor play an important role in reconstruction. Secondly,
for the underlying surface of the ocean, because the ocean has the characteristics of high
heat capacity and high thermal inertia, it means that it needs more energy to make its
temperature change greatly. Therefore, compared with the land’s underlying surface,
satellite temperature-related features have a lower significance in the reconstruction of
severe convective weather.

4. Conclusions

In this study, we, respectively, sampled land, coast, offshore, and sea areas in the
eastern area (20◦N–40◦N, 110◦E–130◦E), built four deep learning models using U-Net,
and compared their accuracy. The results show that a mix of land-dataset, coast-dataset,
and offshore-dataset can be taken into consideration when deploying satellite data to
reconstruct radar data. This allows for more accurate reconstruction and monitoring of
severe convective weather in the ocean without radar deployment.

In addition, in previous studies, there was a lack of research on the interpretability of
the models. In this paper, the DeepLIFT method was used to obtain the feature importance
ranking and the differences in different underlying surfaces. Overall, satellite cloud-related
features are most important, followed by satellite water-related features, and satellite
temperature-related features are the least important. The importance of satellite water-
related features gradually increases, and the importance of satellite cloud-related features
and satellite temperature-related features gradually decreases as the model changes from
land to ocean. Then, the reasons for this phenomenon are briefly analyzed in combination
with physical meaning. It is beneficial to the research in the oceanic area, which is of
great significance for aviation, navigation, and the maintenance of people’s lives and
property safety.

In addition to the research tasks outlined in this study, future research will be con-
ducted from the following aspects.

Firstly, the data used in this paper are infrared band data, while the data used in
previous studies include lightning and other data. In subsequent studies, we will also
increase the data types in order to further reduce the error and improve the reconstruction
effect. Secondly, we used the DeepLIFT method to preliminarily analyze the differences
in feature importance caused by the differences in the underlying surfaces of the model.
However, using only one method to study the interpretability means the results lack
credibility [48]. In the future, we will use more interpretable methods and optimize them to
obtain more convincing interpretable conclusions. We hope the reconstruction method we
have proposed will spur new developments in the deep learning and meteorological fields.
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Abstract: The northeastern China cold vortex (NCCV) is the main weather system affecting Northeast
China. Based on the precipitation products from the dual-frequency precipitation radar (DPR)
onboard the Global Precipitation Measurement core observatory (GPM) satellite, the precipitation
structures and microphysical properties for different rain types in 6432 NCCVs from 2014 to 2019
were studied using dynamic composite analysis. Our results show that the precipitation in NCCVs is
dominated by stratiform precipitation. Regions with high stratiform and convective precipitation
frequency have a comma shape. The growth mechanism of precipitation particles changes at ~4 km
in altitude, the lower particles grow through collision (more pronounced in convective precipitation),
and the upper hydrometeors grow through the Bergeron process. Additionally, the precipitation
structures and microphysical properties exhibit great regional variations in NCCVs. The rainfall
for all rain types is the strongest in the southeast region within an NCCV, mainly characterized by
higher near-surface droplet concentration, while precipitation events occur more frequently in the
southeast region for all rain types. There are active rimming growth processes above the melting
layer for convective precipitation in the western region of an NCCV. In the southeast region of an
NCCV, the collision growth of droplets in both types of precipitation is the most obvious.

Keywords: northeastern China cold vortex; precipitation structure; GPM; microphysical properties

1. Introduction

The cutoff low over the northeastern China–Siberian section of the northwestern Pacific
coast is usually called the northeastern China cold vortex (NCCV) [1]. At present, the widely
used definition of an NCCV is as follows: (1) At 500 hPa, there is a low-pressure system
with an evident cold trough or a cold core, and at least one closed geopotential height
contour (4 dagpm interval). (2) The system appears in the region (35–60◦N, 115–145◦E).
(3) The system in the defined area must last for at least three days [2–4]. The NCCV can be
accompanied by strong convective weather such as rainstorms, tornadoes, and hail during
its formation, development, persistence, and dissipation, which brings economic loss and
human casualties to Northeast China. It is also worth noting that an NCCV can provide
favorable conditions for the initiation of mesoscale convective systems [5], which cause
asymmetries of precipitation in their interior. Obviously, it is particularly important and
urgent to study the precipitation structures of the NCCV in the background of the frequent
occurrence and serious impact of NCCVs on society in recent years.

During the past two decades, progress has been made in the study of macrocharac-
teristics and favorable conditions of precipitation inside the NCCV [6–13]. The NCCV
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precipitation has obvious asymmetry distribution, i.e., the east side of the NCCV is the main
area of precipitation [6,7], and the mesoscale weather generally occurs in the southern half
of the NCCV [8]. During different life stages of the NCCV, the precipitation characteristics
are different. Rainstorms generally occur in the development stage of the NCCV [9]. At
this stage, the cloud system at its head develops vigorously [10], and most of these systems
are characterized by large-scale mixed precipitation on the south side of the NCCV. At the
mature stage, the precipitation in the NCCV is mostly isolated convective precipitation [11],
and the precipitation center is located closer to the NCCV center [12]. In the dissipation
stage of the NCCV, the comma-shaped cloud system is not obvious, and the main form of
precipitation is isolated convective precipitation [10,11], with less frequent heavy rainfall
events [9]. The variations of environmental characteristics in the NCCV are responsible
for the different precipitation distributions. The positive vorticity advection is located
in the east side of the NCCV, and its forcing produces an updraft, which is favorable for
precipitation formation [13]. The convergence of water vapor occurs in the head and tail of
the NCCV comma-shaped cloud system, associated with the low-level jet and high-energy
wet tongue in the tail of the NCCV, making the convection develop violently [10]. During
the development period of the NCCV, the main factors affecting the precipitation area are
convective available potential energy and water vapor flux. During the mature period,
the convection is basically in the area with high convective available potential energy and
humidity. During the dissipation period, the convective precipitation is also related to the
low-level convergence line [11]. These previous studies are mostly limited to individual
cases or typical periods such as summer and flood seasons. The comprehensive statistical
analysis from multiple factors for different rain types in the NCCV is relatively rare.

It is worth noting that the microphysical structures and processes inside the NCCV
play an important role on precipitation and clouds [14]. Studying the microphysical charac-
teristics of the NCCV’s precipitation is crucial for understanding the NCCV’s structures,
providing the reference for cloud and precipitation modules in NCCV modeling, and
improving the accuracy of numerical predictions. Using observations from an aircraft,
Qi et al. [15] found that there was a high-concentration area of ice particles in the upper
part of the convective cloud band, and that ice particles increased rapidly in the areas with
high supercooled water content, which plays an important role on precipitation. Zhao
and Lei [16] studied the precipitation microphysics of the NCCV from the late-mature
stage to the dissipation stage using aircraft observations. They found that the particle
concentration in the warm layer of the clouds was larger, while in the supercooled water
layer, the particle concentration was much smaller. The high concentration of ice particles in
the layer between −3 and −6 ◦C is caused by the Hallett–Mossop ice-crystal multiplication
process. Zhong et al. [17] analyzed an NCCV in July based on CloudSat satellite data. In the
development stage of the NCCV, the convective clouds in the warm front on the east side
of the NCCV were mainly composed of ice water, corresponding to the strong echo band,
and the liquid water was mainly in the southeast quadrant of the NCCV. In the mature
stage, the convective systems with more ice water content were mostly located on the north
side of the NCCV, and the liquid water was mainly distributed below the 0 ◦C layer of the
NCCV center. At present, due to the high cost of aircraft observation and the incomplete
information of cloud and precipitation obtained by ground-based radar [18], our under-
standing of the precipitation structure and microphysical characteristics in NCCVs is still
insufficient. Hence, it is necessary to introduce more refined data to study the internal
microphysical structure of the NCCV systematically and comprehensively.

The Global Precipitation Measurement core observatory (GPM) satellite can detect
precipitation activity in the range of 65◦S–65◦N, which provides us with an excellent
opportunity to study the precipitation characteristics of the NCCV in mid- and high-
latitude regions [19]. The dual-frequency precipitation radar (DPR) onboard the GPM
satellite has the ability to detect microphysical characteristics, which have been widely used
in the study of tropical and extratropical cyclones [20–24]. Therefore, the three-dimensional
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structures and microphysical properties and process of precipitation in NCCVs will be
analyzed using GPM DPR from 2014 to 2019 in the present study.

2. Materials and Methods

2.1. GPM Satellite and Precipitation Data

GPM DPR was designed by the Japanese Aerospace Exploration Agency (JAXA) and
the National Institute of Communication Technology (NICT). It consists of a Ku-band
precipitation radar (KuPR, 13.6 GHz) and a Ka-band precipitation radar (KaPR, 35.5 GHz).
The detection area can cover 65◦S–65◦N on the Earth [24–26]. The KuPR has only one
scanning mode (normal scan, NS), and its minimum detectable reflectivity is 14.5 dBZ. The
KaPR has two scanning modes, matched scan (MS) and high-sensitivity scan (HS). The
minimum detectable reflectivity is 16.7 dBZ and 10.2 dBZ, respectively [27]. The droplet-
size parameters of hydrometeors can be inverted by different responses of the KuPR and
the KaPR to hydrometeors [28]. Using ground-based observations, scholars have verified
the reliability of the droplet-size distribution retrieved by DPR [29]. We used the GPM
dual-frequency precipitation product 2ADPR from 2014 to 2019, including the rain type,
near-surface rain rate, storm-top height, and droplet-size distributions (DSDs). Above the
melting layer, for mixed-phase and solid-phase hydrometeors, the liquid-equivalent DSDs
were retrieved from the official 2ADPR dataset [30].

2.2. GPM Products for Rain Types

The variable typePrecip in the Classification Module (CSF Module) of GPM data
provides rain-type classification made by various methods: the single-frequency horizontal
pattern method (H-method), vertical profiling method (V-method) and measured dual-
frequency ratio method (DFRm-method) [19]. In the V-method, the melting-layer bright
band (BB) is first detected. The detection of the BB is to determine whether the vertical
profile of radar reflectivity satisfies certain conditions which are typical for the profile of
the radar reflectivity factor when a BB exits by examining the vertical profile of the radar
reflectivity factor. When a BB is detected, if the reflectivity factor in the rain area does
not exceed the convection threshold (46 dBZ), then the rain type is stratiform. When no
BB is detected and the reflectivity factor exceeds the conventional convective threshold
(40 dBZ), the rain type is convective. If rain type is neither stratiform nor convective, the
rain type is other. In the H-method, the horizontal distribution of representative radar
reflectivity factors, i.e., the maximum value of the reflectivity factor along the considered
radar beam in the rain region, is detected. Rain-type classification adopts a modified
University of Washington convective/stratiform separation method, which is divided into
three categories: stratiform, convective, and other. Detection of convective precipitation is
made first. The rain type is stratiform if it is not convective, unless the reflectivity factor is
very small and has almost identical noise. If rain type is neither stratiform nor convective,
it is other.

For the same precipitation profile, due to the different rain-type classification methods,
the results may be different. Therefore, the variable typePrecip unifies rain types by the
above classification methods, that is, the single-frequency method and the dual-frequency
method are used to unify the rain types. In the dual-frequency method, the DFRm-method
is used to detect the BB, which classifies rain into three types: stratiform, convective, and
transition. The dual-frequency method merges the rain type of the DFRm-method with
the single-frequency Ku-band rain type, and it outputs a unified rain type: stratiform,
convective, and other. The features for the unification of the dual-frequency method are
as follows: When the DFRm rain type is convective or stratiform, if no BB is detected, the
unified rain type follows the DFRm rain type. If a BB is detected, however, the unified
rain type is stratiform. When the DFRm rain type is transition or the DFRm processing
is skipped, the single-frequency Ku-band rain type is the unified rain type. If heavy ice
precipitation (HIP) or winter convection is detected, some stratiform type is changed into a
convective type.
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Since the rain-type identification by the DFRm-method considers observations from
two bands, the rain types are probably more reliable. Therefore, the rain types in the present
study are retrieved from the dual-frequency method. Figure 1 shows the spatial distribution
of 10.4 μm brightness temperature from the Japanese Himawari-7 meteorological satellite,
as well as the rain type, storm-top height, and radar echo at 6 km height from GPM DPR for
the NCCV at 1200 UTC on 12 June 2014. The brightness temperature of the cloud system
in the region of 24–28◦N and 136–140◦E is low (Figure 1a), and the radar echo intensity
at 6 km is higher than 20 dBZ (Figure 1d). However, this region is classified as stratiform
by GPM in Figure 1b. From the vertical profile of the radar echo of the NCCV (Figure 2),
there is a clear BB inside the cloud system in this region, and the echo intensity in the
BB is larger than that in the upper and lower layers. The BB is the main feature of the
stratiform precipitation echo, indicating that the airflow in the stratiform precipitation is
stable and there is no obvious convective activity. For the convective precipitation on the
southeastern edge of the stratiform region, the storm-top height is less than 5 km. It can
be seen in Figure 2d that there is no BB in the precipitation system, and there is a strong
echo higher than 40 dBZ in the radar reflectivity factor. Therefore, the rain types from
the dual-frequency method in GPM have relatively high reliability from the vertical and
horizontal distribution of radar echoes.

 

Figure 1. (a) The 10.4 μm infrared brightness temperature of the Himawari-7 satellite (shading,
k), (b) the rain type identified by GPM DPR (shading, unitless), with yellow (blue) representing
convection (stratiform), (c) the storm-top height (shading, km), and (d) the reflectivity at 6 km height
(shading, dBZ) within 2000 km distance of the NCCV center at 1200 UTC on 12 June 2014 with GPM
orbit No.001631. (The purple lines represent the swath of GPM DPR; the ‘+’ represents the NCCV
center; and lines AB, CD, EF, and GH represent the section position in Figure 2).
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Figure 2. Vertical sections of the radar echo along lines (a) AB, (b) CD, (c) EF, and (d) GH in Figure 1d.
The X axis represents the latitude along the cross-section direction. The yellow and blue dots at the
11 km altitude represent the convective and stratiform precipitation retrieved from the dual-frequency
method in GPM, respectively.

2.3. Reanalysis Data

The 500 hPa geopotential height fields are extracted from the fifth-generation European
Centre for Medium-Range Weather Forecasts (ECMWF) atmospheric reanalysis (ERA5)
data with a temporal resolution of 1 h and a spatial resolution of 0.25◦ × 0.25◦ [31]. They
were used to correct the initial 6 h NCCV centers provided by Chen et al. [1] which were
identified from a reanalysis dataset with a temporal resolution of 6 h and a spatial resolution
of 1◦ × 1◦. Firstly, NCCV centers at hourly resolution are obtained from the initial 6 h ones
by a linear interpolation method. Secondly, the 1◦ resolution NCCV centers are refined
to 0.25◦ resolution using the ERA5 500 hPa geopotential height field. The NCCV center
is corrected by the lowest geopotential height within 1◦ from the original NCCV center.
In this way, we can obtain the NCCV centers at hourly resolution, and match the NCCV
centers with GPM data at the same time.

2.4. NCCV Coordinate System and Dynamic Composite Analysis

For the convenience of statistics, an NCCV coordinate system is defined in this study.
In this coordinate system, the origin represents the center of the NCCV, the x axis indicates
the east–west direction, and the y axis indicates the north–south direction.
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The near-surface rain rate and other physical variables for precipitation were analyzed
using dynamic composite analysis [7,32] in the NCCV coordinate system. The formula of
dynamic composite analysis is

S(x, y) =
1
N

N

∑
t=1

St(x, y), (1)

where St(x, y) are the physical variables at time t, and (x, y) are the coordinates in the
composite area, which moves with the position of the NCCV center. N is the total number
of samples, and S(x, y) is the average value of the samples obtained after the dynamic
composite analysis. In the composite analysis, the NCCV center is used as the composite
center; we took 2000 km in each direction around the NCCV center [24] to perform dynamic
composite analysis in a square area with a side length of 4000 km.

In total, 6432 NCCV cases from 2014 to 2019 are used in the dynamic composite
analysis. These things considered, the samples with near-surface rain rate greater than
0.5 mm h−1 are defined as precipitation samples.

3. Results

3.1. Subsection Horizontal Distributions of Stratiform and Convective Precipitation in the NCCV
3.1.1. Precipitation Characteristics

In order to understand the internal precipitation structure of the NCCV, the horizontal
distribution of near-surface rain rate (the total rain rate of the precipitation samples in
the grid divided by the number of precipitation samples), precipitation frequency (the
number of precipitation samples in the grid divided by the number of total observational
samples), and storm-top height of total, stratiform, and convective precipitation in the
NCCV coordinate system are given, respectively (Figure 3). There are obvious regional
differences in the distribution of near-surface rain rate for two types of precipitation. The
rain rate is high in the south of the NCCV, especially in the southeast region, while it is
the smallest in the northeast (Figure 3a–c), which may be related to the more abundant
water vapor transport in the south [1]. The rain rate of stratiform in the southeast quadrant
(Figure 3b) is generally higher than 2 mm h−1, while it is generally lower than 2 mm h−1 in
other regions. Compared to stratiform precipitation, the convective rain rate (Figure 3c)
is generally larger in the NCCV, and the rain rate in the south of the NCCV is higher
than 3.5 mm h−1, while the rain rate in other regions is also higher than 2 mm h−1. The
horizontal distribution of the total rain rate (Figure 3a) is similar to that of stratiform,
which is related to the high proportion of stratiform precipitation in the NCCV. The rain
rate of stratiform in each region is smaller than that of convective precipitation, while the
precipitation frequency is significantly higher, indicating that the precipitation in the NCCV
is more composed of stratiform precipitation with weaker precipitation intensity.

There is an obvious comma-shaped rain band for the precipitation frequency dis-
tribution of the NCCV, which is consistent with the research results of Chen et al. [1]
(Figure 3d–f). For total (Figure 3d) and stratiform (Figure 3e) precipitation, the regions
with precipitation frequency higher than 4% are mainly located over the small area near
the center in the northeast of the NCCV and a large area in the southeast of the NCCV. This
is in good agreement with previous research results that the east side of the NCCV is the
main area of precipitation [6,7], while in most of the other areas of the NCCV, precipitation
frequency is generally lower than 1.5%. With the increase in the distance from the center
of the NCCV, the region with high precipitation frequency shifts from the northeast to the
southeast quadrant. Compared to stratiform precipitation, the frequency of convective
precipitation is lower in all regions. The precipitation frequency in the comma-shaped
rain band is mainly in the range of 0.5–1.5%, while it is basically lower than 0.5% in other
regions (Figure 3f). As the distance to the center of the NCCV increases, the high convective
precipitation frequency occurs, and the frequency of convective precipitation increases
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in the southeast quadrant, which is probably related to the higher instability and more
moisture in this region (figure omitted).

 

Figure 3. The distribution of (a–c) near-surface rain rate (shading, mm h−1), (d–f) precipitation
frequency (shading, %), and (g–i) storm-top height (shading, km) for total, stratiform, and convective
precipitation at each 50 km × 50 km grid in the NCCV coordinate system, derived from GPM DPR
for 2014–2019. (The black dots represent the NCCV center; 6432 NCCVs are included in the dynamic
composite analysis).

The horizontal distribution of storm-top height in the NCCV also has an obvious asym-
metric structure (Figure 3g–i). For total (Figure 3g) and stratiform (Figure 3h) precipitation,
the storm-top height is highest (4.5–6.5 km) in the southwest quadrant and lowest in the
northeast quadrant. Although the precipitation cloud develops deeply in the southwest
regions, the rain rate is small. Conversely, the storm-top height in the northern half of
the NCCV is basically lower than 4.5 km, indicating shallower precipitation clouds, and
the rain rate is also small. The storm-top height in the southeast region of the NCCV is
generally lower than 5 km, but the rain rate is the largest in the NCCV, which may be
related to the more abundant water vapor in this area [1]. The convective precipitation
cloud in the west of the NCCV develops higher (Figure 3i), and the average storm-top
height is higher than 5 km, even up to 8 km in some areas which also have a higher rain
rate. The storm-top height in the southeast quadrant of the NCCV is basically lower than
4.5 km, but the rain rate is the highest in the NCCV. One possible explanation is that these
areas are mostly located over the ocean, where shallow convection with low storm-top
height prevails, according to a previous study [22]. The sufficient water vapor over the
ocean may provide favorable moisture conditions for the formation of shallow convection.

To better understand the contribution of stratiform and convective precipitation within
the NCCV and the distribution of NCCV precipitation, the horizontal distribution of pre-
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cipitation amount contribution (the total rain rate of stratiform/convective precipitation
samples divided by the total rain rate of precipitation samples), and precipitation frequency
contribution (the number of stratiform/convective precipitation samples in the grid divided
by the number of precipitation samples) for stratiform and convective precipitation within
2000 km of the NCCV center are given (Figure 4a–d). Overall, the precipitation in NCCVs
is dominated by stratiform precipitation, and the precipitation frequency (mostly more
than 70%) and amount contribution (mostly more than 60%) of stratiform precipitation are
greater than that of convection precipitation. The difference between convective and strati-
form precipitation amount (frequency) contributions is the largest in the northeast quadrant
of the NCCV. The latter is significantly higher than the former. For example, in the northeast
of the NCCV, the contribution of stratiform precipitation amount (frequency) can reach 80%
(90%), while convective precipitation is less than 20% (10%). It is worth noting that in the
southwest of the NCCV, although the contribution of convective precipitation frequency
is smaller than that of stratiform precipitation (basically less than 30%), the contribution
of precipitation amount is higher than 60% locally, exceeding stratiform precipitation. For
stratiform and convective precipitation, the distribution of precipitation frequency contribu-
tion of the NCCV (Figure 4c,d) is very similar to that of precipitation amount contribution
(Figure 4a,b). Generally, the regions with high (low) precipitation frequency contribution
also exhibit a high (low) precipitation amount contribution. However, since the rain rate of
stratiform is generally lower than that of convective, the contribution of the rain amount is
smaller than the frequency for stratiform precipitation. On the contrary, the contribution of
the convective precipitation amount increases compared to the frequency contribution.

 

Figure 4. The distribution of (a,b) precipitation contribution (shading, %), and (c,d) precipita-
tion frequency contribution (shading, %) for total, stratiform, and convective precipitation at each
50 km × 50 km grid in the NCCV coordinate system, derived from GPM DPR for 2014–2019. (The
black dots represent the NCCV center; 6432 NCCVs are included in the dynamic composite analysis).
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3.1.2. Characteristics of Near-Surface Microphysics

Rain rate is controlled by both raindrop concentration and raindrop size [28]. The
microphysical structure and process inside the NCCV also play a very important role in
precipitation [14]. The characteristics of the DSD can reflect the microphysical processes of
precipitation. The DSD parameters provided by GPM 2ADPR products are used, including
Dm and dBNw, where Dm represents the size of the particles and Nw represents the particle
concentration. In order to reduce the influence of DSD retrieval uncertainties caused by
ground clutters, the Dm and dBNw at 2.5 km height are chosen to represent the near-surface
DSDs. In order to facilitate the display, dBNw is used to represent the particle concentration
parameter (dBNw = 10log10 (Nw)).

The near-surface particle diameter (Figure 5a–c), concentration (Figure 5d–f), and
radar reflectivity (Figure 5g–i) are very similar horizontal distributions for stratiform and
convective precipitation. The Dm and reflectivity factor in the southeast quadrant of the
NCCV are small and the dBNw is high, while the dBNw and reflectivity factor in the
northwest quadrant are low and the Dm is large. For stratiform precipitation (Figure 5b),
the Dm in the northwest quadrant is generally higher than 1.3 mm and the dBNw is lower
than 33, while the Dm in the southeast is mostly higher than 1.25 mm and the dBNw is about
34. For convective precipitation, the Dm in the northwest is generally higher than 1.45 mm
and the dBNw is lower than 32. The Dm in the southeast is generally below 1.25 mm and
the dBNw is generally higher than 36. For convective and stratiform precipitation, the radar
reflectivity is very similar to the Dm distribution, which is mainly because the near-surface
echo intensity is more affected by particle size. For convective and stratiform precipitation,
the near-surface rain rate is close to the horizontal distribution of dBNw. For example, the
high rain rate of different types of precipitation in the southeast quadrant of the NCCV
(Figure 3a–c) corresponds to the high concentration of particles (smaller size), while the
weak precipitation in the northwest quadrant corresponds to the low concentration of
hydrometeors (larger size). This shows that the rain rate in the NCCV is closely related to
the raindrop concentration. The heavy precipitation in the southeast is mainly contributed
to by higher raindrop concentration.

Compared to stratiform precipitation, convective precipitation generally has stronger
near-surface echoes, smaller particle concentration, and larger particle size in the western
and northwestern regions of the NCCV, while the convective precipitation in the eastern
and southeastern quadrants generally has weaker near-surface radar echo, higher particle
concentration, and smaller particle size. This shows that there are differences in the
microphysical processes of precipitation in different types of precipitation clouds and
different quadrants. The following section will further study the variation of precipitation
characteristics in different regions in the NCCV.

3.2. Azimuthal Distributions of Stratiform and Convective Precipitation in NCCV
3.2.1. Precipitation Characteristics

The above studies show that there is a significant asymmetric structure in the hori-
zontal distribution characteristics of stratiform and convective precipitation in the NCCV.
In order to understand the distribution characteristics and differences of precipitation in
different directions within the NCCV, the azimuth distribution of precipitation frequency,
near-surface rain rate, precipitation frequency contribution, precipitation amount contribu-
tion, and storm-top height within 2000 km of the NCCV center are given in Figure 6.
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Figure 5. The distribution of near-surface (a–c) droplet mass-weighted mean diameter Dm (shading,
mm), (d–f) particle concentration parameter dBNw (shading, no unit), and (g–i) average reflectivity
(shading, dBZ) for total, stratiform, and convective precipitation at each 50 km × 50 km grid in the
NCCV coordinate system, derived from GPM DPR for 2014–2019. (The black dots represent the
NCCV center; 6432 NCCVs are included in the dynamic composite analysis).

The peak value of precipitation frequency is in the southeast quadrant of the NCCV
for different rain types (Figure 6a). In each direction of the NCCV, the frequency of
stratiform precipitation is greater than that of convective precipitation. This indicates that
the NCCV precipitation is dominated by stratiform precipitation, which is consistent with
the horizontal distribution (Figure 3e,f). The convective precipitation frequency changes
slightly in the northern half of the NCCV, while it gradually increases from west to southeast,
and then gradually decreases to the east. The peak of the precipitation frequency is about
1% in the southeast of the NCCV. The frequency of stratiform precipitation varies greatly
in different directions of the NCCV. From the east side of the NCCV to the southwest, the
frequency of stratiform precipitation gradually decreases and reaches the minimum in the
southwest of the NCCV, about 1.3%. Then to the southeast, the frequency of precipitation
increases rapidly and reaches the peak in the southeast of the NCCV, about 4%. The
azimuthal distribution of the total precipitation frequency is basically consistent with that
of stratiform precipitation but is larger than that of stratiform precipitation in each direction.
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Figure 6. The azimuthal distributions of (a) precipitation frequency, (b) near-surface rain rate,
(c) precipitation frequency contribution, (d) precipitation contribution, and (e) storm-top height for
total (black solid lines), stratiform (blue solid lines), and convective (red solid lines) precipitation
in the NCCV coordinate system, derived from GPM DPR for 2014–2019. (A total of 6432 NCCVs
are included in the dynamic composite analysis; samples should be within 2000 km distance of the
NCCV center).

The peak of average rain rate in the NCCV is in the south of the NCCV (Figure 6b)
for convective and stratiform precipitation, which is more westward than the peak of
precipitation frequency. In all directions in the NCCV, the convective rain rate is higher
than that of stratiform precipitation. The convective rain rate varies greatly in different
directions of the NCCV. It gradually increases from the east side to the south side in the
NCCV and reaches the peak in the southwest (about 6 mm h−1), and then gradually
decreases to the east side. The stratiform rain rate changes little in the northern region of
the NCCV and gradually increases from the west to the south. The peak is in the south
of the NCCV, about 2.67 mm h− 1. From south to east, the stratiform rain rate gradually
decreases. Due to the high proportion of stratiform precipitation, the azimuth distribution
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characteristics of the total rain rate are basically the same as the stratiform rain rate, which
is not described here.

In all directions within the NCCV, the precipitation frequency and amount contri-
bution for stratiform precipitation is greater than those of convective precipitation; they
are generally between 80% and 90%, and 60% and 90%, respectively. The precipitation
amount and frequency contribution for stratiform precipitation are the lowest in the south-
west quadrant and the highest in the northeast quadrant of the NCCV (Figure 6c,d). On
the contrary, the contribution of convective precipitation is the highest in the southwest
region and the lowest in the northeast region. The precipitation frequency and amount
contribution for stratiform precipitation increase slightly from the east to the south of the
NCCV, reaching the peak in the northeast quadrant, about 92% and 87%, respectively. After
that, they gradually decrease and reach the valley in the southwest, at about 80% and
62%, respectively. On the contrary, the peak value of convective precipitation contribution
is in the southwest of the NCCV center; the contribution of precipitation frequency and
the amount is about 19.8% and 37%, respectively. The valley value is in the northeast,
where the frequency contribution is about 7.7% and the precipitation amount contribution
is about 13%.

The peak of average storm-top height for all types of precipitation in the NCCV is in
the southwest quadrant of the NCCV, while the peak of convection is more westward. The
valley of the storm-top height is in the east (Figure 6e). The storm-top height of convective
precipitation in the southeast of the NCCV is smaller than that of stratiform, while it is
opposite in other quadrants. The storm-top height of convective precipitation varies greatly
in different directions. From the east side to the southwest side, it gradually increases,
reaching a peak in the southwest, about 6.24 km, and then to the east side, the storm-top
height gradually decreases, reaching the valley value in the east. The storm-top height
peak value of stratiform precipitation is about 5.4 km in the southwest, and the valley value
is about 3.83 km in the east of the NCCV. The azimuth distribution of storm-top height
for total precipitation is basically consistent with that for stratiform precipitation, which is
related to the large proportion of stratiform precipitation in the NCCV.

3.2.2. Characteristics of Near-Surface Microphysics

Figure 7a,b shows the azimuthal distribution of near-surface Dm and dBNw of the
total, stratiform, and convective precipitation in the NCCV. The Dm for different types of
precipitation shows obvious asymmetry, and the azimuth distribution characteristics are
similar (Figure 7a). The peak values are in the west of the NCCV, and the valley values are in
the east. Except for the southeast quadrant, the Dm of convective precipitation is generally
larger than that of stratiform in all directions. The Dm of convective precipitation changes
the most in different directions within the NCCV (the asymmetry is more obvious). From
the east side of the NCCV to the west side, the Dm gradually increases and continues to the
east side, where the Dm gradually decreases. The peak value in the west is about 1.66 mm,
and the valley value is in the southeast, about 1.24 mm. For stratiform precipitation, the
average azimuthal variation of Dm is small, with a peak of about 1.32 mm in the west and a
valley of about 1.25 mm in the east. The Dm distribution of total precipitation is similar to
that of stratiform precipitation.

360



Remote Sens. 2023, 15, 3399

Figure 7. The azimuthal distributions of near-surface (a) droplet mass-weighted mean diameter Dm,
and (b) particle concentration parameter dBNw for total (black solid lines), stratiform (blue solid
lines), and convective (red solid lines) precipitation in the NCCV coordinate system, derived from
GPM DPR for 2014–2019. (A total of 6432 NCCVs are included in the dynamic composite analysis;
samples should be within 2000 km distance of the NCCV center).

The azimuth distributions of dBNw for different types of precipitation are also ob-
viously similar (Figure 7b). In the southeast or south of the NCCV, the concentration of
precipitation particles is the highest (~36); the lowest is in the northwest (~31) for both con-
vective and stratiform precipitation. The variation of convective precipitation in different
directions is larger than that of stratiform clouds. From the east side of the NCCV to the
northwest side, the particle concentration gradually decreases, and then to the southeast
side, the particle concentration gradually increases. The peak value in the southeast is
about 35.9, and the valley value in the northwest is about 31. For stratiform precipitation,
the peak value is about 33.8 in the south, and the valley value is about 32.3 in the north-
west. The particle concentration distribution of total precipitation is basically consistent
with that of stratiform. In general, the concentration of convective precipitation systems
will have lower concentration and larger hydrometeors, while in Figure 7b, except in the
southeast and northeast quadrants of the NCCV, the concentration of droplets in convec-
tive precipitation is relatively smaller, which proves that the microphysical distribution
varies with weather systems [21,23,24,33]. However, for a specific type of precipitation,
the peak and valley values of particle concentration are opposite to that of Dm, which
is related to the characteristics of the droplet-size distribution (high-concentration small
particles or low-concentration large particles). This is consistent with the research results
of Qi et al. [15] that particle concentration and diameter showed a negative correlation.
In addition, compared to Dm, near-surface rain rates for the different types in the NCCV
(Figure 6b) are closer to the azimuth distribution of the dBNw. Especially for stratiform
precipitation, the peak of heavy rain rate in the south corresponds well to the peak of high
concentrations of hydrometeors in the south.

The above results reveal the different characteristics of near-surface DSDs of the
NCCV precipitation in different directions. In order to further analyze the near-surface
microphysics at different positions in the NCCV and study the corresponding relationship
between particle concentration and particle size, Figure 8 shows the two-dimensional
frequency distribution of dBNw and Dm at 2.5 km in four quadrants for convective and
stratiform precipitation in the NCCV coordinate system. The stratiform and convection in
each quadrant generally have high concentrations of small particles and low concentrations
of large particles. The DSDs of stratiform precipitation are more concentrated, while the
DSDs of convective precipitation are much wider, with higher concentrations and larger
hydrometeors.
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Figure 8. The frequency pattern (shading, %) in two-dimensional space of Dm and dBNw at 2.5 km
in the (a,e) northeast, (b,f) northwest, (c,g) southwest, and (d,h) southeast regions within 2000 km
distance of the NCCV center for stratiform and convective precipitation. (The black (white) solid line
represents the frequency higher than 4% (36%)).

For stratiform precipitation (Figure 8a–d), the particle Dm is mainly concentrated
between 0.8 and 2.4 mm, and the dBNw is mainly between 22 and 46. There are differences
in DSDs in different quadrants. The DSDs in the southeast quadrant are the widest,
followed by the southwest quadrant, and the average particle concentration is higher
and the diameter is larger in the two quadrants, corresponding to a high rain rate. For
convective precipitation (Figure 8e–h), the Dm is concentrated between 0.6 and 3.0 mm,
and the dBNw is between 18 and 52. The difference of DSDs in different quadrants is more
significant than that in stratiform clouds. There are two peak centers of DSDs, located
in the northeast and northwest quadrants of the NCCV. One peak center is concentrated
on Dm in the range of 0.8–1 mm, and the dBNw is concentrated in the range of 38–40,
which is composed of a high concentration of small particles. Another peak center is
concentrated when Dm ranges from 1.25 to 1.75 mm, and the dBNw is concentrated from
30 to 34, which indicates a low concentration of large particles probably resulted from
deep convection. However, there is only the former DSD peak center in the southwest and
southeast quadrants, which may be caused by a higher proportion of shallow convective
precipitation in these regions. For the southeast and southwest quadrants with higher
convective rain rates, the strong convective precipitation on the southeast side of the NCCV
is mainly contributed to by near-surface high-concentration hydrometeor particles. The
average diameter of the hydrometeor particles is the smallest, 1.27 mm, while the dBNw is
the largest, 35.82. The DSDs are also more concentrated on large dBNw values and small
Dm values (high particle concentration and small particle diameter, indicated by white solid
lines), with few particles with Dm higher than 2 mm. The stronger convective rain rate in
the southwest quadrant is contributed to by higher particle concentration (dBNw = 34.01)
and larger particle size (Dm = 1.47 mm).
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3.3. Vertical Structure Characteristics of Stratiform and Convective Precipitation in NCCV
3.3.1. Precipitation Characteristics

The vertical distribution structure of the radar echo of precipitation can effectively
reflect the vertical distributions of solid, liquid, and solid–liquid mixed particles in the
NCCV precipitation cloud. Contoured frequency by altitude diagram (CFAD) is helpful to
clearly show the vertical structure characteristics of the NCCV precipitation. Figure 9 shows
the CFAD distribution of radar reflectivity of total, stratiform, and convective precipitation
within 2000 km in NCCV coordinate systems from 2014 to 2019. Above 4 km, the radar
reflectivity factors for all types of precipitation increase rapidly with the decrease in height,
and the hydrometeors such as supercooled water and ice crystals in this layer continue
to freeze and grow through the Bergeron process. For total precipitation (Figure 9a) and
stratiform precipitation (Figure 9b), radar echoes are mainly distributed between 20 dBZ
and 29 dBZ below 4 km, and as the height decreases, the radar reflectivity factor can
reach a larger value, showing a wider radar reflectivity factor spectrum. The frequency of
40 dBZ can reach 5%, reflecting the collision-growth process of particles. For convective
precipitation below 4 km, the increase in radar reflectivity factor is more obvious with the
decrease in height, reflecting the more obvious collision-growth process. Compared to
stratiform clouds, the radar reflectivity factor spectrum of convective precipitation below
4 km is wider, which is distributed from 17 dBZ to 50 dBZ. There is a shallow precipitation
characteristic area, the echo is concentrated below 3 km, and the echo is between 17 dBZ
and 28 dBZ. Another echo center is below 3 km, and the echo is in the range of 32–37 dBZ,
indicating deep convection. These two echo centers corresponded well to the two frequency
centers of near-surface DSDs (Figure 8). Particularly, there is a clear BB feature for stratiform
precipitation, showing a sudden increase in echo impacted by the melted ice particles at
the height of approximately 3~4 km in altitude.

 

Figure 9. The CFADs (shading, %) of the Ku-band reflectivity for (a) total, (b) stratiform, and
(c) convective precipitation within 2000 km distance of the NCCV center, derived from GPM DPR for
2014–2019.

In order to further explore the vertical variation characteristics and differences of
precipitation in different quadrants within the NCCV, Figure 10 shows the CFADs of
radar reflectivity for total, stratiform, and convective precipitation in each quadrant within
2000 km in the NCCV coordinate system from 2014 to 2019. For stratiform precipitation
(Figure 10a–d), the echo top in the southwest quadrant is the highest and the echo is the
strongest, followed by the southeast quadrant of the NCCV. The echo top of stratiform
precipitation in the southwest quadrant of the NCCV is about 12 km, and the echo is mainly
concentrated below 5 km, distributed between 20 dBZ and 30 dBZ. The echo top of the
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southeast quadrant is about 11 km, and the echo is concentrated below 4 km, distributed
in 20–30 dBZ. The storm-top heights of the northwest and northeast quadrants are 10
and 9 km, respectively, and the echoes are concentrated below 4 km, distributed from
20 dBZ to 28 dBZ. Significant BB characteristic areas can be seen in each quadrant. The BB
is higher in the southwest and southeast quadrants, indicating that the melting layer is
also higher. Below 5 km, as the height decreases, the radar reflectivity factor value in the
southeast quadrant can reach a greater value, the spectral width is wider, and the particle
collision-growth process is the most obvious. This may be due to the relatively stronger
upward movement in the southeast quadrant, and the raindrops fall against the airflow,
which is conducive to rapid collision growth.

 

Figure 10. The CFADs (shading, %) of the Ku-band reflectivity in the (a,e) northeast, (b,f) northwest,
(c,g) southwest, and (d,h) southeast regions within 2000 km distance of the NCCV center for stratiform
and convective precipitation, derived from GPM DPR for 2014–2019.

For convective precipitation (Figure 10e–h), the echo height and intensity in each
quadrant are greater than those of stratiform precipitation, and the echo spectrum width is
much wider. As the height decreases, the echo spectrum width increases more significantly,
indicating that the collision growth of particles is more obvious. The CFAD in each quadrant
is significantly different. In the southeast and northeast quadrants, the width of the echo
spectrum increases more significantly as the altitude decreases, indicating that the collision
growth of particles is more obvious. The shallow convection characteristic area can be seen
in each quadrant, and the echo is concentrated below 3 km, distributed in 18–27 dBZ. This
characteristic is particularly significant in the southeast quadrant of the NCCV. Probably
because this area is mostly located in the ocean, shallow convection occurs easily on
the sea surface, resulting in a high proportion of shallow convection and an obvious
characteristic area. In the other three quadrants, a deep convective feature area can be seen,
and the echo is generally concentrated in 32–39 dBZ, which is particularly significant in the
northwest quadrant of the NCCV. In the northwest and southwest quadrants of convective
precipitation (Figure 10f,g), the storm-top height is higher, and the radar echo above 4 km
altitude is stronger, which increases rapidly with the decrease in height, reflecting the
microphysical processes such as ice-crystal and rime growth. Below 4 km in altitude, the
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radar echo also increases rapidly with the decrease in height, which reflects the obvious
collision-growth process in this area, which is consistent with the discovery that the near-
surface particles have larger diameters and smaller concentrations (Figure 5).

In order to further explore the precipitation structures in the NCCV at different direc-
tions and heights, the azimuthal average profiles of radar reflectivity for total, stratiform,
and convective precipitation within 2000 km in the NCCV coordinate system from 2014
to 2019 are presented in Figure 11. For total precipitation (Figure 11a) and stratiform
precipitation (Figure 11b) below 10 km, the reflectivity factor increases with the decrease
in height. This phenomenon is the most significant in the southeast quadrant, indicating
collision growth of particles, corresponding well to the high rain rate in the quadrant. For
convective precipitation (Figure 11c), the echo intensity of each position in the NCCV is
greater than that of the stratiform. The reflectivity factor in the southwest and northwest
quadrants of the NCCV increase with the decrease in height, indicating that the particles
continue to collide and grow during the falling process. The height of the convective echo
top in some areas within the southwest of the NCCV is higher than 14 km, indicating that
there is penetrating convection in the area [34]. In the southeast and northeast, the echo
is smaller than that in the west side of the NCCV, which is different from the results of
the individual case [17] that the east of the NCCV corresponds to a strong echo. In the
southeast quadrant of the NCCV, the storm heights in some areas can be as high as 14 km,
but the frequency of occurrence of these deep clouds over this region is relatively low. The
reflectivity of the upper layer is the smallest, part of which is lower than 21 dBZ, and the
reflectivity near the height of 4 km is up to 28 dBZ. The reflectivity factor increases rapidly
with the decrease in height, indicating that the particle collision growth is more obvious.
However, within the height of 2–3 km, there is a relatively weak echo area, which may
be due to the breakup of particles in the lower layer, showing that the particle diameter
decreases significantly and the concentration increases.

 

Figure 11. The azimuthal distribution of Ku-band reflectivity (shading, dBZ) for (a) total, (b) strati-
form, and (c) convective precipitation within 2000 km distance of the NCCV center, derived from
GPM DPR for 2014–2019. (The sample size in the gray area is less than 0.1% of the maximum
sample size).

3.3.2. Microphysical Structures

The intensity of precipitation echo is affected by both particle concentration and parti-
cle size. Figure 12 shows the CFAD of Dm and dBNw of total, stratiform, and convective
precipitation within 2000 km in the NCCV coordinate system from 2014 to 2019. The
dBNw of convective precipitation is larger (smaller) than that of stratiform below (above)
5 km in altitude. The Dm of convective precipitation is larger than stratiform precipita-
tion above 5 km in altitude. The stronger ascending motion within convective clouds
may bring hydrometers to higher altitude and increases the chances of collision, which
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eventually leads to large-sized hydrometeors and low concentrations. The Dm of total
precipitation (Figure 12a) is concentrated between 0.6 and 2.8 mm at each height layer,
and the dBNw is almost concentrated between 20 and 48 (Figure 12d); the Dm of stratiform
precipitation (Figure 12b) is mainly concentrated between 0.8 and 2.4 mm, and the dBNw is
almost concentrated between 20 and 46 (Figure 12e). The Dm of convective precipitation
(Figure 12c) is mainly concentrated between 0.6 and 3 mm, and the distribution of dBNw is
mainly concentrated between 18 and 52. As the height decreases, the particle diameter and
concentration of convective and stratiform precipitation increase, and the spectral width
increases, which corresponds to the increase in reflectivity. In convective precipitation,
there are two high-frequency regions for particle concentration and size. Particles with a Dm
of 0.8 to 1 mm and a dBNw of 38 to 40 correspond to shallow convection and mainly high
concentrations of small particles. Another high-frequency characteristic region corresponds
to deep convection. The Dm is within 1.2 to 1.6 mm, and the dBNw is 30 to 36.

 

Figure 12. The contoured frequency (shading, %) by altitude diagram of Dm and dBNw for (a,d) total,
(b,e) stratiform, and (c,f) convective precipitation within 2000 km distance of the NCCV center,
derived from GPM DPR for 2014–2019.

4. Discussion

It is important to know the limitations of the present study. To obtain the NCCV center,
ERA5 data at a temporal resolution of 1 h and a spatial resolution of 0.25 degree are used
in this study. Despite the high spatial–temporal resolution, it is still coarser than that of
the DPR observations. The uncertainties during the processes in the identification of the
NCCV center may introduce uncertainties to the results. However, the relatively large
number of samples (6432 NCCVs) included in the synthetic analysis may partially cancel
out the uncertainties. These things considered, since the GPM cannot continuously observe
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the precipitation systems, the analysis of the particle growth and precipitation process
formation can only be derived by deduction, based on the dynamic composite maps.

Here, we try to provide some explanations on the distributions of NCCV precipitation
frequency and intensity. First, the frequency of convective systems is relatively higher in the
southern part of the NCCV. This may be because the NCCV provides a favorable circulation
background to guide the cold air southward. If there are heating conditions at the lower
level, an unstable stratification with high-level dry, cold air and low-level warm and humid
air will be formed, which is conducive to the triggering of the convective system [5,35,36].
The warm and cold air usually intersect in the southern half of the NCCV, which is also the
rear part of the warm and humid tongue [8]. At the same time, the coupling of high- and
low-level jets under the background of NCCV causes a large-scale upward movement on
the southeast side of the system, which invigorates deep convection and heavy rain [37].
In addition, the average storm-top height for all types of precipitation is highest in the
southwest quadrant, while average rain rate in the NCCV is largest in the south of the
NCCV. The mechanism of the obvious phase differences of storm-top height and rain rate
is unknown, and a study of this will be carried out in our subsequent research.

5. Conclusions

To reveal the microphysical characteristics of NCCV precipitation, an NCCV coordi-
nate system is firstly introduced in the present study. Under the coordinate system, the
horizontal distribution, azimuth distribution, and vertical structures of stratiform and
convective precipitation in the NCCV are hereafter explored during 2014–2019. The main
findings are listed as follow.

The near-surface rain rate for convective precipitation in the NCCV is stronger than
that for stratiform precipitation, while the convective precipitation frequency is lower than
stratiform precipitation. The contribution of precipitation frequency and precipitation
amount for stratiform precipitation are both larger than those for convection precipitation,
which are generally higher than 70% and 60%, respectively. The regions with high con-
vective and stratiform precipitation frequency have a comma-shaped distribution. With
the increase in the distance from the NCCV center, the region with frequent stratiform
precipitation occurrence shifts from the northeast quadrant to the southeast quadrant, while
it is mainly located in the southeast quadrant for convective precipitation. The near-surface
droplet sizes of the strong stratiform and convective rain rates inside the NCCV are not
larger than those of smaller rain rates, while the droplet concentration is much higher. This
indicates the great contribution of high droplet concentration to intense rain rate in the
NCCV. The echo top of convective precipitation is higher than that for stratiform precipita-
tion in the NCCV. Below 4 km, the radar reflectivity increases as the altitude decreases for
both convective and stratiform precipitation, but with a much more obvious increase for
convective precipitation, indicating more efficient collision-growth processes. Above 4 km,
hydrometeor particles such as supercooled water and ice crystals in convective and strati-
form precipitation grow through the Bergeron process. The stronger updraft in convective
precipitation clouds may provide favorable environmental conditions for the growth of
precipitation particles. As a result, the droplet concentration of convective precipitation is
greater than that for stratiform below 5 km, but above 5 km, the concentration is smaller
than stratiform and the droplet diameter is larger. There are shallow and deep convections
in the convective precipitation inside the NCCV. Compared to shallow convection, deep
convection has a larger droplet diameter, lower concentration, and stronger echo near the
surface.

The precipitation and microphysical structures vary in different regions of the NCCV
for stratiform and convective precipitation. Convective and stratiform precipitation mostly
occurred in the south part of the NCCV, and the near-surface rain rates are also the largest
in this region, especially in the southeast quadrant of the NCCV. The peak convective and
stratiform rain rates are 6 mm h−1 and 2.67 mm h−1 in the southeast quadrant, respectively.
In addition, the precipitation frequency in the southeast quadrant of the NCCV is also the
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largest, with the azimuthal averages of convective and stratiform precipitation frequencies
reaching 1% and 4%, respectively. The frequency and precipitation contribution of strat-
iform precipitation are the lowest in the southwest of the NCCV and the highest in the
northeast quadrant (reaching 92% and 87%, respectively). On the contrary, the contribution
peaks of convective precipitation frequency and amount in the southwest quadrant of the
NCCV are 19.8% and 37%, respectively. Convective and stratiform precipitation have peak
storm-top heights in the southwest quadrant of the NCCV. The peak values of droplet
concentration and diameter are in the southeast and west of the NCCV, respectively. In the
northwest and southwest quadrants of the NCCV, convective clouds develop deeply, and
the radar echo above the melting layer is stronger than those in other quadrants, which
increases rapidly as the height decreases, indicating the microphysical processes such as
collision-growth and rimming processes of ice crystals and other hydrometeors. Below
the melting layer, as the height decreases, the radar echo increases rapidly, indicating
collision-growth processes, leading to the prevalence of a low concentration of large-sized
droplets at the near-surface, while due to the relatively insufficient water vapor in this
quadrant, the near-surface rain rate is relatively low. In the southeast quadrant of the
NCCV, the storm-top heights are low for convective and stratiform precipitation. The
collision growth of droplets is more significant than that in other quadrants. However,
due to the fragmentation of droplets during the falling process, the rain hydrometeors
near the surface are mainly composed of high-concentration and small-sized droplets. The
high concentrations of hydrometeors together with enough water vapor supply provide
favorable conditions for heavy rain rate in this quadrant.

Previous studies have revealed the difference of DSDs in different seasons and regions
and different precipitation systems [21,23,24,33]. As a continuation of this work, future
work on the microphysical structures of NCCV precipitation in different seasons, and their
differences among different precipitation systems (such as Meiyu precipitation) are worthy
of further investigation using the joint observations from ground-based and satellite-based
instruments, which will help us gain a deeper knowledge of NCCV precipitation.

Author Contributions: Conceptualization, X.Z. and F.C.; methodology, X.Z., F.C. and X.C.; software,
F.C. and X.C.; validation, X.Z. and F.C.; formal analysis, J.W. and F.C.; investigation, X.Z. and F.C.;
resources, X.Z.; data curation, F.C.; writing—original draft preparation, J.W.; writing—review and
editing, X.Z. and F.C.; visualization, J.W., X.Z. and F.C.; supervision, X.Z., F.C. and Y.W.; project
administration, X.Z; funding acquisition, X.Z. All authors have read and agreed to the published
version of the manuscript.

Funding: This work was financially supported by the National Natural Science Foundation of China
(42175006), the Fengyun Application Pioneering Project (FY-APP-2021.0101), Jiangsu Youth Talent
Promotion Project (2021-084), the Basic Research Fund of CAMS (2020R002), and the National Natural
Science Foundation of China (41805023).

Data Availability Statement: The ERA5 data are publicly available at https://cds.climate.copernicus.
eu/cdsapp#!/dataset/reanalysis-era5-pressure-levels?tab=overview, accessed on 5 September 2022.
The GPM DPR dataset can be obtained from https://gpm.nasa.gov/data/directory, accessed on 4
September 2022. The lists of 20-year NCCVs are available for free at Zenodo via https://doi.org/10.5
281/zenodo.5571340, accessed on 1 September 2022. The Himawari-7 data used in our study can be
downloaded from http://weather.is.kochi-u.ac.jp/sat/, accessed on 21 October 2022.

Acknowledgments: The authors thank the editors and three reviewers for their helpful comments
and valuable suggestions, which improved the manuscript.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Chen, X.; Zhuge, X.; Zhang, X.; Wang, Y.; Xue, D. Objective Identification and Climatic Characteristics of Heavy-Precipitation
Northeastern China Cold Vortexes. Adv. Atmos. Sci. 2023, 40, 305–316. [CrossRef]

2. Wang, W.; Li, J.; Hu, C.; Li, J.; Jiao, M. A review of definition, identification and quantitative investigation on Northeast cold
vortex. Sci. Meteor. Sin. 2017, 37, 394–402. (In Chinese)

368



Remote Sens. 2023, 15, 3399

3. Sun, L.; Zheng, X.; Wang, Q. The climatological characteristics of northeast cold vortex in China. J. Appl. Meteor Sci. 1994, 5,
297–303. (In Chinese)

4. Zheng, X.; Zhang, T.; Bai, R. Rainstorm in Northeast China, 6th ed.; Meteorological Press: Beijing, China, 1992; pp. 129–151.
5. Li, S.; Ding, Z.; Dai, P.; Liu, Y.; Han, Y. Recent Advances in Research on Northeast China Cold Vortex. J. Arid. Meteor. 2016, 34,

13–19. (In Chinese) [CrossRef]
6. Sun, L.; An, G.; Gao, Z.; Tang, X.; Ding, L.; Shen, B. A composite diagnostic study of heavy rain caused by the northeast cold

vortex over Songhuajiang-Nenjiang River Basin in summer of 1998. J. Appl. Meteor. Sci. 2002, 13, 156–162. (In Chinese)
7. Shen, X.; Zhang, C.; Gao, H.; Wang, L.; Li, X. Classification and dynamic composite analysis of three kinds of high altitude cold

vortex. Torrential Rain Disasters 2020, 39, 1–9. (In Chinese) [CrossRef]
8. Bai, R.; Sun, Y. The Background Analysis Study of Mesoscale Weather of the Cold Vortex in Northeast China. Heilongjiang Meteor.

1997, 3, 7–8. (In Chinese)
9. Zhang, Y.; Lei, H.; Qian, Z. Analyses of Formation Mechanisms of a Rainstorm during the Declining Phase of a Northeast Cold

Vortex. Chin. J. Atmos. Sci. 2008, 32, 481–498. (In Chinese)
10. Liu, Y.; Wang, D.; Zhang, Z.; Zhong, S. A comprehensive analysis of the structure of a northeast China-cold-vortex and its

characteristics of evolution. Acta Meteor. Sin. 2012, 70, 354–370. (In Chinese) [CrossRef]
11. Chen, L.; Zhang, L.; Zhou, X. Characteristic of lnstable Energy Distribution in Cold Vortex over Northeastern China and lts

Relation to Precipitation Area. Plateau Meteor. 2008, 27, 339–348. (In Chinese)
12. Qi, D.; Yuan, M.; Zhou, Y.; Han, B. Analysis of the Relationship between Structures of a Cold Vortex Process and Rainfall over the

Northeast China. Plateau Meteor. 2020, 39, 808–818. (In Chinese) [CrossRef]
13. Hsieh, Y.-P. An Investigation of A Selected Cold Vortex over North America. J. Meteor. 1949, 6, 401–410. [CrossRef]
14. Pruppacher, H.R.; Klett, J.D.; Wang, P.K. Microphysics of Clouds and Precipitation. Aerosol Sci. Tech. 1998, 28, 381–382. [CrossRef]
15. Qi, Y.; Guo, X.; Jin, D. An Observational Study of Macro/Microphysical Structures of Convective Rainbands of a Cold Vortex over

Northeast China. Chin. J. Atmos. Sci. 2007, 31, 621–634. (In Chinese) [CrossRef]
16. Zhao, Z.; Lei, H. Observed Microphysical Structure of Nimbostratus in Northeast Cold Vortex over China. Atmos. Res. 2014, 142,

91–99. [CrossRef]
17. Zhong, S.; Wang, D.; Zhang, R.; Liu, Y. Vertical Structure of Convective Cloud in a Cold Vortex over Northeastern China Using

CloudSat Data. J. Appl. Meteor. Sci. 2011, 22, 257–264. (In Chinese) [CrossRef]
18. Li, S.; Li, Y.; Sun, G.; Song, W. Cloud microphysical characteristics in the development of stratocumulus clouds over Eastern

China. Chin. J. Geophys. 2019, 62, 4513–4526.
19. Iguchi, T.; Seto, S.; Meneghini, R.; Yoshida, N.; Awaka, J.; Le, M.; Chandrasekar, V.; Brodzik, S.; Kubota, T.; Takahashi, N.

GPM/DPR Level-2 Algorithm Theoretical Basis Document. JAXA–NASA Tech. Rep. 2021; 238p. Available online: https:
//gpm.nasa.gov/sites/default/files/2022-06/ATBD_DPR_V07A.pdf (accessed on 19 April 2023).

20. Chen, F.; Huang, H. Comparisons of Gauge, TMPA and IMERG Products for Monsoon and Tropical Cyclone Precipitation in
Southern China. Pure Appl. Geophys. 2019, 176, 1767–1784. [CrossRef]

21. Chen, F.; Fu, Y.; Yang, Y. Regional Variability of Precipitation in Tropical Cyclones over the Western North Pacific Revealed by the
GPM Dual-Frequency Precipitation Radar and Microwave Imager. J. Geophys. Res. Atmos. 2019, 124, 11281–11296. [CrossRef]

22. Chen, F.; Fu, Y.; Liu, P.; Yang, Y. Seasonal Variability of Storm Top Altitudes in the Tropics and Subtropics Observed by TRMM PR.
Atmos. Res. 2016, 169, 113–126. [CrossRef]

23. Zhang, A.; Chen, Y.; Pan, X.; Hu, Y.; Chen, S.; Li, W. Precipitation Microphysics of Tropical Cyclones over Northeast China in 2020.
Remote Sens. 2022, 14, 2188. [CrossRef]

24. Zhang, A.; Chen, Y.; Zhang, X.; Zhang, Q.; Fu, Y. Structure of Cyclonic Precipitation in the Northern Pacific Storm Track Measured
by GPM DPR. J. Hydrometeorol. 2020, 21, 227–240. [CrossRef]

25. Hou, A.Y.; Kakar, R.K.; Neeck, S.; Azarbarzin, A.A.; Kummerow, C.D.; Kojima, M.; Oki, R.; Nakamura, K.; Iguchi, T. The Global
Precipitation Measurement Mission. Bull. Amer. Meteor. Soc. 2014, 95, 701–722. [CrossRef]

26. Zhang, A.; Fu, Y. Life Cycle Effects on the Vertical Structure of Precipitation in East China Measured by Himawari-8 and GPM
DPR. Mon. Weather Rev. 2018, 146, 2183–2199. [CrossRef]

27. Hamada, A.; Takayabu, Y.N. Improvements in Detection of Light Precipitation with the Global Precipitation Measurement
Dual-Frequency Precipitation Radar (GPM DPR). J. Atmos. Ocean. Tech. 2016, 33, 653–667. [CrossRef]

28. Iguchi, T.; Seto, S.; Meneghini, R.; Yoshida, N.; Awaka, J.; Kubota, T.; Kozu, T.; Chandra, V.; Le, M.; Liao, L.; et al. An Overview of
the Precipitation Retrieval Algorithm for the Dual-Frequency Precipitation Radar (DPR) on the Global Precipitation Measurement (GPM)
Mission’s Core Satellite. Kyoto, Japan, 9 November 2012; Shimoda, H., Xiong, X., Cao, C., Gu, X., Kim, C., Kiran Kumar, A.S., Eds.;
SPIE: Bellingham, WA, USA, 85281C. [CrossRef]

29. Huang, H.; Zhao, K.; Fu, P.; Chen, H.; Chen, G.; Zhang, Y. Validation of Precipitation Measurements from the Dual-Frequency
Precipitation Radar Onboard the GPM Core Observatory Using a Polarimetric Radar in South China. IEEE Trans. Geosci. Remote
Sens. 2022, 60, 1–16. [CrossRef]

30. Seto, S.; Iguchi, T.; Oki, T. The Basic Performance of a Precipitation Retrieval Algorithm for the Global Precipitation Measurement
Mission’s Single/Dual-Frequency Radar Measurements. IEEE T. Geosci. Remote 2013, 51, 5239–5251. [CrossRef]

31. Hersbach, H.; Bell, B.; Berrisford, P.; Hirahara, S.; Horányi, A.; Muñoz Sabater, J.; Nicolas, J.; Peubey, C.; Radu, R.; Schepers, D.;
et al. The ERA5 global reanalysis. Q. J. Roy. Meteor. Soc. 2020, 146, 1999–2049. [CrossRef]

369



Remote Sens. 2023, 15, 3399

32. Li, S.; Ding, Z.; Liu, Y.; Tian, L. Statistical and composite analysis on short-time heavy rainfall of Liaoning province under
Northeast China cold vortex. Sci. Meteor. Sin. 2017, 37, 70–77. (In Chinese) [CrossRef]

33. Radhakrishna, B.; Satheesh, S.K.; Rao, T.R.; Saikranthi, K.; Sunilkumar, K. Assessment of DSDs of GPM-DPR with ground-based
disdrometer at seasonal scale over Gadanki, India. J. Geophys. Res. Atmos. 2016, 121, 11792–11802. [CrossRef]

34. Xian, T.; Fu, Y. Characteristics of Tropopause-Penetrating Convection Determined by TRMM and COSMIC GPS Radio Occultation
Measurements: Tropopause-Penetrating Convection. J. Geophys. Res. Atmos. 2015, 120, 7006–7024. [CrossRef]

35. Knippertz, P.; Martin, J.E. Tropical plumes and extreme precipitation in subtropical and tropical West Africa. Q. J. Roy. Meteor. Soc.
2010, 131, 2337–2365. [CrossRef]

36. Zhong, S.; Wang, D.; Zhang, R.; Liu, Y. Study of Mesoscale Convective System in Heavy Rainstorm Process at a Cold Vortex
Development Stage. Plateau Meteor. 2013, 32, 435–445. (In Chinese) [CrossRef]

37. Wang, Z.; Li, J.; Wang, F.; Lin, C. Asymmetric Characteristics of the Northeast Cold Vortex and Its Effect on Heavy Rain. Plateau
Meteor. 2015, 34, 1721–1731. (In Chinese) [CrossRef]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

370



Citation: Zhu, S.; Wang, B.; Zhang, L.;

Liu, J.; Liu, Y.; Gong, J.; Xu, S.; Wang,

Y.; Huang, W.; Liu, L.; et al.

Assimilating AMSU-A Radiance

Observations with an Ensemble

Four-Dimensional Variational

(En4DVar) Hybrid Data Assimilation

System. Remote Sens. 2023, 15, 3476.

https://doi.org/10.3390/rs15143476

Academic Editors: Xiaolei Zou,

Guoxiong Wu and Zhemin Tan

Received: 30 May 2023

Revised: 2 July 2023

Accepted: 3 July 2023

Published: 10 July 2023

Copyright: © 2023 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

remote sensing 

Article

Assimilating AMSU-A Radiance Observations with an
Ensemble Four-Dimensional Variational (En4DVar) Hybrid
Data Assimilation System

Shujun Zhu 1,2, Bin Wang 1,2,3,4,*, Lin Zhang 5,6, Juanjuan Liu 1,4, Yongzhu Liu 5,6, Jiandong Gong 5,6,

Shiming Xu 2, Yong Wang 2, Wenyu Huang 2, Li Liu 2, Yujun He 1, Xiangjun Wu 5,6, Bin Zhao 5,6 and Fajing Chen 5,6

1 State Key Laboratory of Numerical Modelling for Atmospheric Sciences and Geophysical Fluid Dynamics,
Institute of Atmospheric Physics, Chinese Academy of Sciences, Beijing 100029, China

2 Department of Earth System Science, Tsinghua University, Beijing 100084, China
3 Southern Marine Science and Engineering Guangdong Laboratory, Zhuhai 519082, China
4 College of Ocean, University of Chinese Academy of Sciences, Qingdao 266400, China
5 CMA Earth System Modeling and Prediction Centre, China Meteorological Administration,

Beijing 100081, China
6 State Key Laboratory of Severe Weather, China Meteorological Administration, Beijing 100081, China
* Correspondence: wab@lasg.iap.ac.cn

Abstract: Many ensemble-based data assimilation (DA) methods use observation space localization
to mitigate the sampling errors due to the insufficient ensemble members. Observation space local-
ization is simpler and more timesaving than model space localization in implementation, but more
difficult to directly assimilate satellite radiance observations, a kind of non-local observations. The
vertical locations of radiance observations are undetermined and the transmission of observational
information is thereby obstructed. To determine the vertical coordinates of radiance observations,
a weighted average hypsometry is proposed. Using this hypsometry, AMSU-A radiance observations
are directly assimilated with an ensemble four-dimensional variational (En4DVar) DA system. It con-
sists of a four-dimensional ensemble-variational (4DEnVar) system providing ensemble covariance
and a 4DVar system. Observing system simulation experiments show that the hypsometry alleviates
the degradations in the late period of medium-range forecast in the Northern Extratropics that occur
in the traditional peak-based hypsometry. It obviously improves the analysis qualities and forecast
skills of the En4DVar system and its two components, especially in the Southern Extratropics, when
incorporating AMSU-A radiance observations. The improvement in the En4DVar-initialized forecast
is comparable to that in the 4DVar-initialized forecast in the Southern Extratropics and Tropics. It
indicates that a proper hypsometry enables efficient extraction of useful information from AMSU-A
radiance observations by 4DEnVar with observation space localization. Therefore, the 4DEnVar
provides high-quality ensemble covariances for En4DVar.

Keywords: AMSU-A radiance observation; ensemble four-dimensional variational data assimilation;
observation space localization; weighted average hypsometry

1. Introduction

The ensemble four-dimensional variational (En4DVar) hybrid data assimilation (DA)
approach incorporates the advantage of flow-dependent characteristic of ensemble Kalman
filter (EnKF) into the 4DVar DA approach. It has become popular in major operational
centers of the world and shown great potential for further improving numerical weather
prediction (NWP) skills [1–5]. The En4DVar approach typically uses flow-dependent
information extracted from the ensemble forecasts to help estimate the background error
covariance (BEC) for 4DVar. When applying this approach to global NWPs, the ensemble
size is much smaller than the dimensionality of the state variables of the prediction model

Remote Sens. 2023, 15, 3476. https://doi.org/10.3390/rs15143476 https://www.mdpi.com/journal/remotesensing
371



Remote Sens. 2023, 15, 3476

due to the limitations of computational resource. The limited ensemble size may easily
result in spurious correlations between two grids that are far apart in the BEC matrix (B-
matrix). Localization techniques [6–10] can effectively mitigate such spurious correlations
and thus improve the analysis quality and forecast skill.

The main idea of localization is to restrict the analysis at a specific grid point to be
influenced only by observations within its surrounding local region. Houtekamer and
Mitchell [6] performed observation selection by setting a cutoff radius, thus excluding
the influence of observations outside the cutoff radius on the analysis at the specific grid
point. Houtekamer et al. [11] further proposed a localization scheme using a compactly
supported GC function [12] that decreases monotonically with distance, which is realized
as a Schür product between the ensemble B-matrix and the localization correlation matrix.
Localization can be achieved by assimilating observations one by one to update the analyses
within the local region, or implicitly by simultaneously assimilating all observations within
the local region around the analysis at a specific grid point [13]. However, for ensemble-
based non-sequential DA approaches, using the localized covariance directly in model
space can easily lead to large computational costs if one wants to solve directly in the
global space. Implementing localization in observation space may be a more economical
choice. Approaches that use orthogonal functions (e.g., empirical orthogonal function and
sine function) to decompose the localization correlation matrix can also further reduce the
localization cost in observation space [8,10,14–17].

The elements of the localization correlation matrix in observation space are dependent
on the observation coordinates, which are easy to be calculated for conventional observa-
tions with well-defined positions. Following the development of satellite technology, the
rapidly increasing radiance observations have significantly improved the medium-range
forecasts and have greatly reduced the gap of forecast skills between the northern and
southern hemispheres [18]. It is noted that radiance observations are non-local due to
the sampling of multiple atmospheric layers, and different satellite channels are sensitive
to different atmospheric layers. Therefore, defining the vertical coordinates of radiance
observations is an unavoidable challenge in the use of observation space localization.
Houtekamer et al. [11] used the pressure at the peak of the weighting function to define
the vertical coordinates of radiance observations from the Advanced Microwave Sounding
Unit-A (AMSU-A) instruments in the EnKF system. Fertig et al. [19] selected radiance
observations within the local region to be assimilated into the LETKF system if a weight
above the cutoff value is signed to any model state in the local region. This cutoff-based
selection method is significantly different from the abovementioned peak-based selection
method of Houtekamer et al. [11] when the cutoff value is small and the weighting function
is broad. In addition, it allows a wider range of influence for non-local observations than for
local observations. Miyoshi et al. [20] used the normalized weighting functions of satellite
channels to provide weights for error covariance localization in the LETKF system.

Based on these studies, the EnKF class approaches have significantly benefited from
assimilating radiance observations. In particular, the effective assimilation of AMSU-A
radiance observations in the DA system plays important role in improving forecast skills.
The 4DVar and En4DVar approaches usually use model space localization method for
radiance observations and their DA schemes are globally solved. In contrast, the EnKF class
approaches generally adopt the observation space localization method that uses vertical
coordinates defined by the pressure at peak weight to achieve the effective assimilation of
radiance observations and is solved in local regions. Moreover, Campbell et al. [21] pointed
out that when the number of satellite channels is large enough and the observation error
is very small, the observation space localization is difficult to recover the true state. Thus,
investigating the differences between the effects of model space and observation space
localization techniques on the assimilation and forecast performances when incorporating
radiance observations is beneficial for efficiently using radiance observations in ensemble-
based data assimilations.
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The purpose of this study is to use the weighted average pressure to define the vertical
coordinates of AMSU-A radiance observations in the En4DVar system so as to investigate
the contributions of these observations to the improvements of analysis quality and forecast
skill. In Section 2, a brief description of the DA methods used in this study, including
En4DVar and its 4DVar and 4DEnVar components, the observation space localization
scheme and the vertical positioning method for radiance observations, are presented.
Section 2 also displays the DA configurations, experimental details and observations,
followed by the analysis and forecast results in Section 3. Finally, the conclusions and
discussions are provided in the last section.

2. Materials and Methods

2.1. A Brief Description of DA Methods

The 4DVar system used here is based on the incremental 4DVar scheme [22], which
obtains the optimal analysis of atmospheric state on a low-resolution grid by combining
forecast and observation information. It adopts a highly parameterized climatological
B-matrix: Bc = UUT [4,23], and relies on the adjoint model (ADM) in the minimization
process of solving the optimal analysis.

The ensemble covariance for the En4DVar system is provided by the 4DEnVar
system [24]. The 4DEnVar system is established using the dimension-reduced projection
four-dimensional variational (DRP-4DVar) method [25]. This method uses the ensemble
samples to project the minimization problem of 4DVar in the original model space onto the
reduced-dimensional subspace, and to avoid using the ADM in the minimization process.

The En4DVar system used in this study consists of two components including the
abovementioned 4DVar and 4DEnVar systems [26]. It uses a hybrid BEC (B = γcBc + γeBe)
achieved through the extended control variable approach [27]. Here, Be is the ensemble
covariance produced by the 4DEnVar component and Bc is the climatological covariance
in the 4DVar component. The variables γc and γe represent the scalar weights of the
climatological and ensemble covariances, respectively. Unlike other variants of 4DEnVar,
the hybrid BEC used here consists of a three-dimensional (3D) climatological covariance
from 4DVar and a 4D ensemble covariance from 4DEnVar. In addition, calculating the
gradient of cost function in the ensemble component does not contain the ADM but uses
the same statistical relationship as in the 4DEnVar system. More details about the En4DVar
system can be found in Zhu et al. [26].

2.2. Localization
2.2.1. Observation Space Localization

In the En4DVar system, the localization for the climatological covariance is contained
in its square root U, while the localization for the ensemble covariance is the same as in the
4DEnVar system. The traditional localization scheme based on the Schür product between
the high-dimensionality ensemble B-matrix Be = pxpT

x and the high-dimensionality corre-
lation matrix C may lead to large computational costs. Approximately decomposing the
correlation matrix [8,10] and ignoring the time-variation of localization, the localization
can be economically achieved in observation space by the Schür products between a finite
number of observational perturbation samples and localization leading eigenvectors:{

Epx =
[(

px,1 ◦ ρx,1, · · · , px,1 ◦ ρx,L
)
, · · · ,

(
px,N ◦ ρx,1, · · · , px,N ◦ ρx,L

)]
Epy =

[(
py,1 ◦ ρy,1, · · · , py,1 ◦ ρy,L

)
, · · · ,

(
py,N ◦ ρy,1, · · · , py,N ◦ ρy,L

)]. (1)

Here, px(i = 1, 2, · · · , N) and ρx,j(j = 1, 2, · · · , L) denote the initial perturbation samples and
the leading eigenvectors in model space, and py(i = 1, 2, · · · , N) and ρy,j(j = 1, 2, · · · , L)
denote the corresponding observational perturbation samples and leading eigenvectors.
To further reduce the cost, the leading eigenvectors are selected based on the cumulative
contribution of variance, and each leading eigenvector has three components in zonal,
meridional and vertical directions, respectively. The empirical orthogonal function [8] and

373



Remote Sens. 2023, 15, 3476

the sine function [10] are used for the zonal and vertical components, and the meridional
component, respectively. Thus, the ensemble component of the En4DVar system is solved
in the subspace consisting of the extended perturbation samples that are generated by the
abovementioned Schür products. For more details refer to Zhu et al. [24].

For local observations, the approximation in the extended perturbation samples in-
troduces little error. In contrast, it is more complicated for non-local observations, such
as radiance observations, which does not have explicit vertical coordinates. In order to
implement the vertical localization, we need to properly define the vertical coordinates of
radiance observations.

2.2.2. Vertical Positioning of AMSU-A Radiance Observation

As mentioned earlier, each radiance observation depends on the atmospheric states
at multiple vertical layers. Therefore, its vertical coordinate cannot be given explicitly
as conventional observations. The weighting function of the radiance observation at
a specific horizontal position reflects the contribution of the observation to the atmospheric
state at different vertical layer [20]. The weighting function is typically calculated by
the vertical difference of the transmittance of the satellite channel, which is dependent
not only on the satellite channel but also on the atmospheric profile. In this study, we
proposed the weighted average hypsometry to define the vertical coordinates of AMSU-A
radiance observations:

Pjpr,lch =
∑K

k=1 wjpr,lch,k × pjpr,k

∑K
k=1 wjpr,lch,k

(2)

Here, the subscripts jpr, lch and k denote the atmospheric profile, the satellite channel and
the atmospheric vertical layer; K is the number of atmospheric vertical layers; P denotes
the vertical coordinate of radiance; w and p represent the weight of the satellite channel
and the pressure of the atmospheric profile.

In practice, when the radiance observations are assimilated, the Radiative Transfer for
TOVS (RTTOV) model calculates the transmittance for each satellite channel. Therefore,
the transmittance can be obtained directly from the RTTOV model for the calculation of
weighting functions.

2.3. DA Configurations, Experimental Details and Observations
2.3.1. DA Configurations

The model used here is the operational global forecast system of China Meteorolog-
ical Administration (CMA-GFS), whose original name was the Global/Regional Assim-
ilation and Prediction System (GRAPES-GFS) [28]. The DA systems used in this study
include the 4DVar system [23], and the recently developed 4DEnVar system and En4DVar
system [24,26].

A dual-resolution framework with 1.0◦ for the inner loop and 0.5◦ for the outer loop,
and 87 vertical layers are adopted by all DA systems. In the first assimilation window,
the 4DEnVar system utilizes random perturbation samples with balanced constraints
generated using the “randomcv” method [29]. This method can generate reasonable ini-
tial condition (IC) samples with balanced constraints by using the variational variable
transform. Then, the 4DEnVar system updates the flow-dependent perturbation samples
every 6 h in subsequent assimilation windows by assimilating perturbed observations.
An extended-ensemble-sample-based localization method mentioned in Section 2.2.1 is
applied in the 4DEnVar system. To alleviate the filter divergence problem, inflation, obser-
vation perturbation and SST perturbation approaches are applied [24].

The En4DVar system constructs the hybrid BEC by incorporating the ensemble covari-
ance estimated by 60 ensemble members from the 4DEnVar system into the climatological
BEC of the 4DVar system. The scalar weights of the climatological and ensemble co-
variances for the hybrid BEC in the En4DVar system are 0.25 and 0.8. Moreover, the
ensemble covariance of the En4DVar system utilizes the same localization scheme as in the
4DEnVar system.
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2.3.2. Experimental Details

Observing system simulation experiment (OSSE) allows an objective assessment
of the assimilation and forecast performances of a DA system when the “truth” state
is known [25,30–32]. In this study, cycled assimilation experiments and corresponding
initialized forecast experiments were performed based on the OSSE.

The design of OSSE is similar to Zhu et al. [24,26]. The background field in the
first assimilation window and the “truth” state (or “truth”) were generated by the low-
resolution and high-resolution versions of the CMA-GFS model, which were initialized
from the ERA-Interim 6 h forecast field and the ERA-5 reanalysis field, respectively. For
a fair comparison, all assimilation experiments used the same background field in the first
assimilation window.

Based on previous experiments assimilating conventional observations [24,26], further
experiments adding AMSU-A radiance observations were carried out. The 1-week sensi-
tivity experiments on the basis of the pressure at peak weight and the weighted average
pressure were initially conducted to determine the vertical positioning method for the
observation space localization. The most favorable vertical positioning method for the
forecast performance was adopted. Then, three classes of experiments were designed,
which covers a period of about 1 month starting from 0900 UTC 11 September 2016 and
taking the first 2 days for spin-up. The first class includes the ensemble DA experiments
using the 4DEnVar system and their initialized forecast experiments, and the second one
contains the hybrid DA and forecast experiments with the En4DVar system that require the
flow-dependent data produced by the first one. Additionally, the third class of experiments,
i.e., the standard 4DVar DA and forecast experiments, were conducted for comparisons.

Each class includes two sets of DA experiments, respectively, incorporating only con-
ventional observations [24,26] and both conventional and AMSU-A radiance observations
(simply all types of observations, hereinafter), and two sets of corresponding initialized
forecast experiments. Totally twelve sets of experiments were conducted to investigate
the effects of adding AMSU-A radiance observations on the assimilation and forecast
performances of the En4DVar system and its 4DVar and 4DEnVar component systems.
The analyses of assimilating only conventional observations and assimilating all types of
observations and their initialized forecasts were compared to assess the contributions of
AMSU-A radiance observations. The experiments upon the standard 4DVar and 4DEnVar
systems were conducted to provide the references for evaluating the performance of the
En4DVar system when adding AMSU-A radiance observations.

2.3.3. Observations

The “observations” were extracted from the “truth” state by using the transformations
of observation operators and superimposing observation errors. The conventional observa-
tions used in this study were obtained from sounding and cloud-derived wind, and more
details are presented in Zhu et al. [24]. Additionally, radiance from AMSU-A instruments
of NOAA 15, 18, 19, NPP, and Metop A, B were also utilized. Sounding observations are
sampled every 6 h, while both cloud-derived wind observations and AMSU-A radiance
observations are sampled every 30 min. The radiance observations are assimilated using
Version 12 of the RTTOV model [33] as the observation operator. To avoid the negative
impacts of ground albedo and interpolation errors at upper layers, only channels 5–14 of the
AMSU-A radiance observations were assimilated. Conventional observations cover most of
the Northern Hemisphere, with a lower sampling density in the Southern Hemisphere. In
contrast, radiance observations have a wider sampling range, which especially compensates
for the low coverage of conventional observations in the Southern Hemisphere (Figure 1).
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Figure 1. Spatial distribution of (a) conventional and (b) AMSU-A radiance observations valid
during 0900–1500 UTC on 13 September 2016. The brown dots represent sounding observations,
the blue dots represent cloud-derived wind observations, and the purple dots represent AMSU-A
radiance observations.

2.4. Evaluation Method

In this study, the anomaly root mean square error (ARMSE) [31,32,34] and anomaly
correlation coefficient (ACC) metrics were used to assess the random error and correlation
of the analyses and forecasts against the “truth”, respectively. The globe was divided
into Northern Extratropics (20◦N∼90◦N), Southern Extratropics (20◦S∼90◦S) and Tropics
(20◦S∼20◦N) for calculating the statistical results of these metrics. Moreover, a score card,
which is marked with the significance of performance difference, was used to conveniently
exhibit the performance difference between two forecasts initialized from different analyses
in terms of ARMSE and ACC. Note that the analyses and forecasts from the 4DEnVar
system are its ensemble mean analyses and deterministic 10-day forecasts initialized from
these ensemble mean analyses. For more details about the evaluation methods refer to
Zhu et al. [24,26].
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3. Results

3.1. Vertical Positioning Method

In this subsection, the vertical positioning method was determined by a set of sensi-
tivity experiments. The purpose of these experiments is to investigate the effects of two
vertical coordinate definitions of AMSU-A radiance observations including the pressure at
peak weight and the weighted average pressure on the forecast skill of the 4DEnVar system.

Figure 2a shows the scorecard of the 4DEnVar-initialized forecasts assimilating all
types of observations with the pressure at peak weight as the vertical coordinates of AMSU-
A radiance observations against those assimilating only conventional observations in
terms of ACC and ARMSE. Encouragingly, the addition of AMSU-A radiance observations
leads to significant improvements of the forecasts, especially in the Southern Extratropics
and Tropics, except the degradation in the late period of the medium range over the
Northern Extratropics (Figure 2a). Meanwhile, similar impacts of the AMSU-A radiance
observations on the forecasts can be observed when the weighted average pressure is
used as their vertical coordinates, but the degradation shown in Figure 2a is alleviated
(Figure 2b). Therefore, the weighted average pressure was finally chosen to define the
vertical coordinates of AMSU-A radiance observations in this study.

 

Figure 2. The scorecards of the 4DEnVar-initialized geopotential height (GZ), temperature (T),
zonal wind (U) and meridional wind (V) forecasts assimilating all types of observations with
(a) the pressure at peak weight and (b) the weighted average pressure as the vertical coordinates of
AMSU-A radiance observations against those assimilating only conventional observations. The filling
size of the triangle shows the difference significance of anomaly correlation coefficient (ACC) or
anomaly root mean square error (ARMSE) between the evaluated and reference forecasts. The largest
filling size represents very significant difference, and the other two decreasing filling sizes represent
significant and insignificant differences. The green upward-pointing (purple downward-pointing)
triangles are plotted if the evaluated forecast is better (worse) than the reference forecast. No triangles
indicate equivalent.
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3.2. Effects of AMSU-A Radiance Observations on Analysis Quality

After the vertical positioning method was determined, the effects of AMSU-A radiance
observations on the analysis qualities of the DA systems were evaluated. Based on the
En4DVar system and its two components, the analysis errors of assimilating all types of
observations were compared with those of assimilating only conventional observations so
as to investigate whether the AMSU-A radiance observations benefit the analysis quality
in different DA systems. The results of the 4DVar and 4DEnVar component systems were
used as the references to assess the effectiveness of the En4DVar system on assimilating
AMSU-A radiance observations.

Figure 3 shows the contributions of AMSU-A radiance observations to the decreases
in analysis error in the En4DVar system and its two components. It is found that all
three DA systems reduced the ARMSE on all vertical layers except very few layers over
Northern Extratropics and Tropic when the AMSU-A radiance observations joined the
analyses. In particular, the decreases in ARMSE in all basic variables except specific
humidity are most significant in the Southern Extratropics, especially in the stratosphere
where conventional observations are sparsely distributed (Figure 3, column 2). However,
the most significant improvement in the specific humidity analysis is located in the Tropics
(Figure 3, row 4) where the water vapor content is high. As for the comparisons among three
DA systems, they have different performances on different variables in different regions.
The improvement in the 4DEnVar ensemble mean analysis is more (less) significant than in
the 4DVar analysis on geopotential height (specific humidity), and comparable on zonal
wind and temperature. It is more obvious on temperature (zonal wind and temperature)
at the middle (upper) layers in the Tropics (Northern and Southern Extratropics), but less
obvious on temperature at the lower layers, and on zonal wind at the upper (middle and
lower) layers in the Tropics (Northern and Southern Extratropics). The improvement in
the En4DVar analysis is generally between those in the analyses from its two component
systems. There is larger improvement in zonal wind (temperature) at the middle layers
in the Southern Extratropics and on the layers below 100 hPa in the Tropics (at the upper
layers in the Tropics). Smaller improvement in temperature is in the middle and upper
troposphere in the Northern Extratropics (Figure 3, rows 2 and 3).

The effects of adding AMSU-A observations on the error structures of the En4DVar
and 4DVar analyses and the 4DEnVar ensemble mean analyses were shown in Figure 4.
First, the analysis errors of all three DA systems are significantly reduced in most regions,
indicating that the AMSU-A radiance observations have an overall positive effect on the
analysis quality. Second, it is found that AMSU-A radiance observations most significantly
reduces the analysis errors of the geopotential height, zonal wind and temperature in the
Southern Extratropics, especially near 60◦S, where conventional observations are sparsely
distributed. In addition, the analysis errors of the specific humidity are significantly
reduced not only in the Southern Extratropics, but also in the Tropics (Figure 4, row 4).
Finally, the improvement of analysis by the En4DVar is generally between those by the
4DVar and 4DEnVar. These results are consistent with the findings in Figure 3.
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Figure 3. The anomaly root mean square error (ARMSE) differences between the analyses of assim-
ilating all types of observations and those of assimilating only conventional observations by the
4DVar (black), 4DEnVar (red) and En4DVar (blue) systems in the Northern Extratropics (left column),
Southern Extratropics (middle column) and Tropics (right column). The results of geopotential height
(GZ; units: gpm), zonal wind (U; units: m/s), temperature (T; units: K) and specific humidity (Q;
units: g/Kg) are ploted in rows 1–4, respectively. The green line denotes zero.
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Figure 4. The zonally averaged anomaly root mean square error (ARMSE) differences between assim-
ilating all types of observations and assimilating only conventional observations for the 4DVar (left

column), 4DEnVar (middle column) and En4DVar (left column) analyses. The results of geopotential
height (GZ; units: gpm), zonal wind (U; units: m/s), temperature (T; units: K) and specific humidity
(Q; units: g/Kg) are ploted in rows 1–4, respectively.
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3.3. Effects of AMSU-A Radiance Observations on Forecast Skill

Given that the analysis errors of the DA systems are significantly reduced by adding
AMSU-A radiance observations, we next focus on whether the improved analysis could
benefit the forecast skill as well.

From the comparisons between the geopotential height forecasts initialized from
the analyses with and without including AMSU-A radiance observations in all three
DA systems, it can be found that AMSU-A radiance observations can generally reduce
the geopotential height forecast errors (Figure 5). The largest improvements are mainly
located at the middle and upper layers in the Southern Extratropics, followed by the
Northern Extratropics and Tropics, which is consistent with the analysis error distributions
(Figure 3). In addition, the improvement of the 4DVar-initialized forecast is more obvious
than those of the 4DEnVar- and En4DVar-initialized forecasts in the Northern Extratropics,
but comparable in the Southern Extratropics and Tropics.

 

Figure 5. The time-variation of the anomaly root mean square error (ARMSE) differences between
assimilating all types of observations and assimilating only conventional observations for the geopo-
tential height forecasts (units: gpm) initialized by the 4DVar (left column), 4DEnVar (middle column),
and En4DVar (right column) systems. The results in the Northern Extratropics, Southern Extratropics
and Tropics are ploted in rows 1–3, respectively.

381



Remote Sens. 2023, 15, 3476

Figure 6 shows the effects of AMSU-A radiance observations in the En4DVar, 4DVar,
and 4DEnVar systems on the zonal wind forecast errors. AMSU-A radiance observations in
all these DA systems generally reduces the zonal wind forecast errors. The locations where
the 4DVar- and 4DEnVar-initialized zonal wind forecasts are improved or degraded are
generally consistent with the geopotential height. However, inconsistently, the En4DVar-
initialized zonal wind forecast shows an improvement at the late period in the Northern
Extratropics.

 

Figure 6. Same as Figure 5, except the zonal wind forecasts (units: m/s).

Adding AMSU-A radiance observations to all three DA systems also reduces most
of the temperature forecast errors, with the largest improvement in the Southern Extrat-
ropics (Figure 7). Quite different from the geopotential height and zonal wind, the largest
improvements in the temperature forecasts are located in the stratosphere, and middle
and lower troposphere in the Southern Extratropics (Figure 7, row 2), consistent with
the reduced analysis errors (Figure 3h). In addition, while the 4DVar-initialized forecast
shows a persistent improvement in the Northern Extratropics, the 4DEnVar- and En4DVar-
initialized forecasts performs neutrally. In contrast, the 4DEnVar and En4DVar systems
show larger improvements than 4DVar in the Southern Extratropics and the Tropics. In
particular, the En4DVar system shows the largest improvement.
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Figure 7. Same as Figure 5, except the temperature forecasts (units: K).

Figure 8 shows the effects of AMSU-A radiance observations in all DA systems on
the specific humidity forecasts. Similar to other variables, adding AMSU-A radiance
observations steadily improves the specific humidity forecasts of all DA systems except
for very few lead days in the Northern Extratropics. The improvement of the 4DVar-
initialized forecast is also more significant than those of the 4DEnVar- and En4DVar-
initialized forecasts in the Northern Extratropics (Figure 8, row 1). However, different
from other variables, the largest improvement in the specific humidity forecasts is mainly
distributed in the lower troposphere of the Southern Extratropics (Figure 8, row 2). In
addition, there are significant improvements on the first few lead days in the Tropics
(Figure 8, row 3), consistent with the regions where analysis errors are significantly reduced
(Figure 3l).
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Figure 8. Same as Figure 5, except the specific humidity forecasts (units: g/kg).

Overall, the differences of the 4DVar-initialized forecast performances between as-
similating all types of observations and assimilating only conventional observations are
statistically significant for almost all lead days in the Southern Extratropics and Tropics and
the first few lead days in the Northern Extratropics (Figure 9a). It is encouraging to note
that adding AMSU-A radiance observations to the 4DEnVar and En4DVar systems with the
weighted average pressure as the vertical coordinates in the observation space localization
also has significant positive effects on forecasts. While there are similar improvements in the
Southern Extratropics and Tropics for the 4DEnVar- and En4DVar-initialized forecasts, the
improvements are less statistically significant than those of the 4DVar-initialized forecast at
the last few lead days. In addition, the impacts of AMSU-A observations in the 4DEnVar
and En4DVar systems on the medium-range forecasts in the Northern Extratropics are
neutral to slightly worse (Figure 9). It is reasonable considering that the 4DVar system uses
model space localization, which can simulate close to the true atmospheric state [21,35]. In
contrast, the observation space localization may hinder the transfer of some information
from the radiance observations.
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Figure 9. Same as Figure 2, except the forecasts assimilating all types of observations against
assimilating only conventional observations initialized by the (a) 4DVar, (b) 4DEnVar and (c) En4DVar
systems, respectively.

4. Discussion

This study investigated the effects of incorporating AMSU-A radiance observations on
the En4DVar system. Unlike most En4DVar systems that utilize the ensemble covariance
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produced by the locally solved EnKF class or the ensemble of globally solved 4DVars,
this system introduces the ensemble covariance provided by the globally solved 4DEn-
Var system using an economical observation space localization [26]. To take into account
the information of AMSU-A radiance observations at other vertical layers, a weighted
average hypsometry was proposed to define the vertical coordinates of radiance obser-
vations. The sensitivity experiments indicates that the new hypsometry approach has
a wider range of positive effects on the 4DEnVar deterministic forecasts than the traditional
peak-based approach.

The impacts of adding AMSU-A radiance observations on the assimilation and forecast
performances of the En4DVar system were systematically assessed through 1-month OSSE-
based assimilation experiments and its corresponding initialized forecast experiments.
The results of the 4DVar and 4DEnVar components are also given as the references for
more systematic evaluation of the En4DVar system in assimilating radiance observations.
The analyses of all three DA systems benefit from AMSU-A observations, especially in
the Southern Extratropics, where conventional observations are sparsely distributed. It is
encouraging that the 4DEnVar system using observation space localization improved the
analyses on the upper layers of the Northern and Southern Extratropics more significantly
than the 4DVar system using model space localization. The improvement in the En4DVar
analyses is generally between those of the standalone 4DVar and 4DEnVar components. In
terms of ACC and ARMSE, three DA systems further improved the forecasts when adding
AMSU-A radiance observations to the ICs. There is a steady improvement in the Southern
Extratropics and Tropics, but the impact on the later lead days in the Northern Extratropics
is neutral or even slightly negative. In the Northern Extratropics, the improvement of
forecast by 4DVar is more significant than by 4DEnVar and En4DVar.

Future improvements in the assimilation of radiance observations based on the
En4DVar system will focus on increasing the types of observations and adjusting the
filtering radius of localization. In order to further improve the analysis quality, the En4DVar
system needs to continue adding more radiance observations with complex multi-peak
distribution weighting functions such as those from AMSU-B instruments. In addition,
the broad satellite channel weighting function has a significant influence on the filtering
radius of localization, and too larger or too small filtering radius will limit the assimilation
performance. More flexible and adaptive localization techniques need to be developed for
satellite DA with localization in observation space.

Moreover, although encouraging results were obtained using observation space local-
ization method in assimilating AMSU-A observations with a single-peak distribution of
weighting function, model space localization has proven to be more beneficial for assimilat-
ing radiance observations [21,35]. Therefore, future attempts will also be made to develop
efficient model space localization method for the ensemble component of the En4DVar
system, in order to obtain better results when assimilating radiance observations with
complex multi-peak distribution weighting functions.
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Abstract: FengYun-3E (FY-3E), the fifth satellite in China’s second-generation polar-orbiting satellite
FY-3 series, was launched on 5 July 2021. FY-3E carries a third-generation microwave temperature
sounder (MWTS-3). For the first time, this study demonstrates that MWTS-3 radiances data assimila-
tion can improve the China Meteorological Administration Global Forecast System (CMA-GFS). By
establishing a cloud detection module based on the retrieval results of the new channels of MWTS-3,
a quality control module according to the error characteristics of MWTS-3 data, and a bias correction
module considering the scanning position of satellite and weather systems, the effective assimilation
of MWTS-3 data in the CMA-GFS has been realized. Through one-month cycling experiments of
assimilation and forecasts, the error characteristics and assimilation effects of MWTS-3 data are
carefully evaluated. The results show that the observation errors in MWTS-3 data are similar to
those in advanced technology microwave sounder (ATMS) data within the same frequency channel,
are slightly larger than those in the advanced microwave-sounding unit-A (AMSU-A) data, and are
much better than those in the MWTS-2 data. The validation of the assimilation and prediction results
demonstrate the positive contribution of MWTS-3 data assimilation, which can remarkably reduce
the analysis errors in the Northern and Southern Hemispheres. Specifically, the error growth on the
upper layer of the model is obviously suppressed. When all other operational satellite observations
are included, the assimilation of MWTS-3 data has a neutral or slightly positive contribution to the
analysis and forecast results, and the improvement is mainly found in the Southern Hemisphere.
The relevant evaluation results indicate that the MWTS-3 data assimilation has good application
prospects for operation.

Keywords: FY-3E; early-morning-orbit satellite; data assimilation; microwave-sounding unit

1. Introduction

In recent years, satellite observations have become a key component of the global
operational numerical weather prediction (NWP) system due to their high spatial-temporal
resolution and wide spatial coverage. Many studies have shown that direct assimilation
of microwave-sounding data can remarkably improve the initial conditions of numeri-
cal models so as to improve the prediction levels of global and regional models [1–5].
Most NWP centers have reported a substantial reduction in the root mean square error
(RMSE) in forecasts by effectively assimilating the data from the Advanced Television
and Infrared Observation Satellite (TIROS) operational vertical sounder (ATOVS) onboard
the National Oceanic and Atmospheric Administration satellites (NOAA-15, -16, -17, -18
-19, and -20), the Meteorological Operational satellite-A/B (MetOp-A/B) and the Aqua
earth observing system. Adjoint sensitivity experiments [6] have proven that microwave
temperature-sounding data has become the most influential observation in almost all
operational forecasting systems [7–10].
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Recently, China’s polar-orbiting meteorological satellites have become an impor-
tant part of the global polar-orbiting satellite observing system. Since the successful
launch of China’s new generation polar-orbiting satellite Fengyun-3A (FY-3A) on 26 May
2008 [11,12], Fengyun-3B/C/D (FY-3B/C/D) satellites have been launched successively.
The performance of microwave sounders onboard these satellites is similar to those of
the advanced microwave-sounding unit-A (AMSU-A) onboard the NOAA and MetOp
satellites [11,12]. FY-3A/B are equipped with the first-generation microwave temperature
sounder (MWTS-1), which has four channels with frequencies comparable to channels
3, 5, 7, and 9 of the AMSU-A [13]. FY-3C/D are equipped with the second-generation
microwave temperature sounder (MWTS-2). MWTS-2 has 13 channels, and the channels
located in the oxygen absorption band (50–60 GHz) are identical to those of the AMSU-A.
Various studies on data evaluation [14,15] and assimilation have been carried out for the
MWTS, and many of them have indicated that the assimilation of MWTS-1 and MWTS-2
data has positive impacts on NWP results [15–20].

FY-3E satellite was successfully launched on 5 July 2021, which is the world’s first
meteorological satellite sent into the early-morning orbit for civil use [21]. It has a local equa-
torial crossing time of about 5:40 am. This satellite carries a third-generation microwave
temperature sounder (MWTS-3). A systematic evaluation study [22] has demonstrated that
the performance of MWTS-3 is remarkably better than the previous two generations of in-
struments, with more observational information and well-suppressed observational noises.

The purpose of this study is to evaluate the impacts of the direct assimilation of the
MWTS-3 radiance data on the China Meteorological Administration global forecast system
(CMA-GFS) for the first time. By establishing the quality control (QC) and bias correction
modules suitable for the MWTS-3 data, the effective assimilation of MWTS-3 data in the
CMA-GFS is realized. The influence of MWTS-3 data assimilation on the CMA-GFS is
evaluated based on the results of one-month assimilation and forecasting. It should be
noted that the original name of the operational numerical prediction system in China
was the Global and Regional Estimation and PrEdiction System (GRAPES) [23–25]. After
September 2021, it was renamed CMA-GFS.

The remainder of this paper is organized as follows. Section 2 introduces the CMA-
GFS four-dimensional variational assimilation (4D-Var) system. The general details of the
FY-3E MWTS-3 radiance data is described here. Section 2 also provides the QC and bias
correction scheme for the MWTS-3 radiance data, and the initial assessments of MWTS-3
data. Section 3 presents the analysis of the numerical results of the FY-3E MWTS-3 radiance
data assimilation experiments. The discussion and conclusion are given in Sections 4 and 5.

2. Materials and Methods

2.1. CMA-GFS 4D-Var System

The main components of CMA-GFS include: four-dimensional variational (4D-Var)
data assimilation; fully compressible non-hydrostatical model core with semi-implicit and
semi-Lagrangian discretization scheme; modularized model physics package, and global
and regional assimilation and prediction systems [23].

The CMA-GFS 4D-Var system is an analysis system designed for operational appli-
cation [26]. This assimilation system adopts an incremental analysis method, and the
assimilation process is divided into outer circulation and inner circulation. In order to
reduce the amount of computation, the horizontal resolution of the nonlinear model in the
outer circulation of the assimilation is 0.25 degrees, the horizontal resolution of the tangent
linear model and the adjoint model in the inner circulation is 1.0 degrees, and only the
simplified physical process is applied. The model has 87 vertical layers, with the top being
approximately 0.1 hPa. The 4D-Var data assimilation system applies the incremental analy-
sis scheme proposed by Courtier et al. (1998) [2]. By using the observations distributed
within a time interval (t0, tn) in the assimilation, the cost function can be defined as follows:
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where x(t0) is a state vector composed of atmospheric and surface variables; xb(t0) is a
background estimate of the state vector provided by a 6 h forecast, and yo

i is a vector of
all the observations; H is the observation operator that transforms the state vector x into
observation space; Ri is the estimated error covariance of the observations at time i; Jc
is a constraint term added to control various noises and errors generated in variational
analysis. For the CMA-GFS data assimilation system, Jc is the weak constraints of the
digital filtering. B is the error covariance matrix of xb. In order to solve the problem that the
inverse of the background error covariance matrix (B−1) is too large to be computed, the
background term is preconditioned, which improves the convergence in the minimization
process and avoids calculating B−1 directly. In the CMA-GFS 4D-Var system, the limited-
memory Broyden-Fletcher-Goldfarb-Shanno (L-BFGS) algorithm [27] is used to perform
the minimization.

Currently, the CMA-GFS can directly assimilate radiosonde data, surface synoptic
observations (SYNOPs), ship reports, aircraft reports (Airep), atmospheric motion vec-
tors (AMVs), the AMSU-A and the microwave humidity sounder (MHS) data of NOAA-
15/18/19, the AMSU-A, MHS and infrared atmospheric sounding interferometer (IASI)
data of MetOp-A/B, Suomi National Polar-orbiting Partnership (NPP) ATMS data, the
MWHS-2, micro-wave radiation imager (MWRI) and Global Navigation Satellite System
(GNSS) radio occultation sounder (GNOS) data of FY-3C/D, the MWTS-2 and hyperspec-
tral infrared atmospheric sounder-2 (HIRAS) radiance data of FY-3D, the Constellation
Observing System for Meteorology, Ionosphere and Climate radio occultation (COSMIC
RO) data, etc.

The radiative transfer for TIROS operational vertical sounder-12 (RTTOV-12) [28] is
used as the observation operator for the direct assimilation of satellite radiance data in the
CMA-GFS 4D-Var system. The transmittance coefficients applicable to the RTTOV-12 for
FY-3E MWTS-3 simulation are provided by the National Satellite Meteorological Center
of CMA.

2.2. FY-3E MWTS-3 Observations

The MWTS-3 radiance data in L1b format from September to October 2021 were used
in this study. Channel characteristics of FY-3E MWTS-3 are shown in Table 1. Compared
with the MWTS-2, MWTS-3 has improved its detection capability and performance in-
dicators. The number of detection channels of MWTS-3 is 17, which is 4 more than that
of MWTS-2. Channels 1 and 2 are horizontally polarized, while the other channels are
vertically polarized. The noise equivalent differential temperature (NEDT) of channels
1–11 is about 0.3–0.35 K. The NEDT of channels 12–17 is slightly larger, around 0.6–2.1 K.
The swath width of MWTS-3 is 2700 km, which is much larger than that of the MWTS-2
(2250 km) and is also wider than that of similar instruments in the world, such as the
AMSU-A (2300 km) and ATMS (2500 km). For MWTS-3, the number of fields of view (FOV)
in a single scan line also increases to 98 from 90 for the MWTS-2, which is larger than that
of AMSU-A (30) and ATMS (96).

In terms of channel settings, two channels that can detect cloud water content were
added into MWTS-3 for the first time, with the detection frequencies being 23.8 GHz
and 31.4 GHz, respectively. As a result, the existing mature scheme can be used to iden-
tify the microwave data in cloudy areas [22] based on cloud liquid water path (CLWP)
retrieval [29–31]. In addition, MWTS-3 also has two detection channels at the oxygen
absorption band 50–60 GHz, which can be used to detect the atmospheric temperature
information at central altitudes of about 500 and 700 hPa.
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Table 1. Channel characteristics of FY-3E MWTS-3.

Channel
Number

Center Frequency (GHz) Bandwidth (MHz) Polarization NEΔT (K)

1 23.8 270 QH 0.3
2 31.4 180 QH 0.35
3 50.3 180 QV 0.35
4 51.76 400 QV 0.3
5 52.8 400 QV 0.3
6 53.246 ± 0.08 2 × 140 QV 0.35
7 53.596 ± 0.115 2 × 170 QV 0.3
8 53.948 ± 0.081 2 × 142 QV 0.35
9 54.40 400 QV 0.3
10 54.94 400 QV 0.3
11 55.50 330 QV 0.3
12 57.290 330 QV 0.6
13 57.290 ± 0.217 2 × 78 QV 0.7
14 57.290 ± 0.3222 ± 0.048 4 × 36 QV 0.8
15 57.290 ± 0.3222 ± 0.022 4 × 16 QV 1.0
16 57.290 ± 0.3222 ± 0.010 4 × 8 QV 1.2
17 57.290 ± 0.3222 ± 0.0045 4 × 3 QV 2.1

The weighting function of MWTS-3 is shown in Figure 1, which is calculated using the
RTTOV-12 based on the American standard atmosphere profile. The MWTS-3 can detect
atmospheric temperature information from the troposphere to the stratosphere. The peaks
of the weighting function of channels 1–4 are mainly located on the ground, and those of
channels 5–17 are uniformly distributed in the vertical direction, which allows the MWTS-3
to detect the atmospheric temperature information at different heights. The weighting
function of channel 17 has the highest peak at about 2 hPa.

Figure 1. Weighting Functions of FY-3E MWTS-3 calculated by RTTOV based on US standard
atmosphere profile.

2.3. Cloud Detection

The MWTS-3 instrument observes the Earth from outer space, which is inevitably
affected by clouds. Although the long wavelength allows microwave radiation to penetrate
most nonprecipitation clouds, it is inevitably influenced by cloud absorption, large-particle
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scattering, etc. At present, the assimilation of radiance data in cloudy areas is very challeng-
ing due to the lack of reliable information about clouds in the input atmospheric profiles
and the inability to accurately involve the cloud impact in the fast radiative transfer model.
Many schemes have been developed to assimilate the cloud-influenced observations of
microwave-sounding data [32–34]. However, in order to ensure the stability of the oper-
ational NWP system, the CMA-GFS is still assimilating the clear sky data of microwave
temperature-sounding. Hence, it is necessary to perform cloud detection on the MWTS-3
data in this study.

The microwave sounders onboard the satellites (from FY-3A to FY-3D) lack channels
that are sensitive to cloud absorption and scattering, which makes it difficult to perform
cloud detection in MWTS-1/2 data assimilation. In the early stage, cloud products of the
visible and infrared radiometer (VIRR) mounted on the same platform were used to assist in
cloud detection [15,16]. In order to meet the needs of cloud detection, the MWTS-3 onboard
FY-3E has included the channels of 23.8 GHz and 31.4 GHz for the first time. Previous
studies have developed a mature CLWP retrieval method over the ocean area based on
the brightness temperatures observed at these two frequencies [29], which provides an
effective way for cloud detection in MWTS-3.

Figure 2 shows the distribution of FY-3E MWTS-3 observed brightness temperatures
at channels 1–2 and the retrieved CLWP during 0300–1500 Universal Time (UTC) on
1 July 2014. Note that only the CLWP over the ocean area is retrieved (areas covered by sea
ice are also excluded), which ranges from 0.01 to 2.0 g kg−1.

 
Figure 2. Spatial distribution of observed brightness temperature of FY-3E MWTS-3 channel 1 (a),
channel 2 (b) and retrieved cloud LWP (c) for descending orbit data on 24 September 2021.

The accuracy of the retrieval product is assessed by comparing it with the brightness
temperature of a 12 μm-channel (channel 7) in the medium resolution spectral imager
with a low light level (MERSI-ll) [21] onboard the same platform. Figure 3 shows the
distribution of the retrieved CLWP and MERSI channel 7 brightness temperature during
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0300–1500 UTC on 24 September 2021. As shown in Figure 3, there is a tropical cyclone
over the north Pacific with an obvious high brightness temperature center, which has a
good spatial correspondence with the large-value area of the retrieved CLWP. A larger
CLWP indicates thicker clouds.

Figure 3. Spatial distribution of retrieved cloud LWP from FY-3E MWTS-3 channel 1 and 2, and
brightness temperature of MERSI channel 7 during 0300–1500 UTC 24 September 2021.

For the land area, the differences between the observed and simulated brightness
temperature (O-B) on window channel 3 of MWTS-3 is used for cloudy data identification.
When the O-B exceeds 1.5 K, this FOV is determined to be the data over cloud and will
be rejected.

2.4. The Initial Evaluation of Observation Bias and Error

The accurate estimation of observation bias and error is an important prerequisite for
the effective assimilation of satellite data. Observation from 10–23 September 2021 was
selected for the evaluation of MWTS-3 data before assimilation. The RTTOV-12 was used to
simulate the brightness temperature during the same period based on the ERA-5 reanalysis
data released by the European Centre for Medium-Range Weather Forecasts (ECMWF).
On this basis, the observation bias and error of MWTS-3 were estimated by analyzing the
difference between the observed (O) and simulated (B) brightness temperature. In order to
avoid the influence of the uncertainty of land surface emissivity, only clear-sky observations
over the ocean were selected for the estimation. The means and standard deviations (STDs)
of the calculated O-B of the MWTS-3 data are shown in Figure 4.

It can be seen that the biases and errors have great channel differences. For all channels,
the biases are basically between ±2.0 K. Specifically, the biases of channels 1, 4, 7, 8, 10, and
11 are negative, whereas the biases of channels 4, 8, and 10 reach about −2.0 K. Channels 2,
3, 5, and 9 and the four channels in the upper stratosphere, i.e., channels 14–17, all have
positive biases, which are basically around 1.5 K. While the biases of rest channels are
close to 0.

394



Remote Sens. 2022, 14, 5943

Figure 4. Bias (a) and standard deviation (STD) (b) of the differences between the brightness temperature
observations and ERA simulations for FY-3E MWTS-3 channels during 10–23 September 2021.

The O-B STD (Figure 4b) gradually decreases and then increases with the increasing
height from the ground to higher altitudes. The O-B STDs of channels 1–5 are sensitive to
clouds and are also greatly affected by weather systems. Influenced by the relatively larger
error of the lower-layer background, the O-B STDs of these channels are the largest. The
peak values of the weighting function of channels 6–14 are mainly between 20–700 hPa,
and the overall STD is within 1 K (except channel 8). The STD of channel 8 is about 1.2 K,
obviously higher than those of adjacent channels. The peak values of the weighting function
of channels 15–17 appear in the upper stratosphere, where remarkable increases in the
observation errors are found in these channels, which may be due to the large error of the
upper-level temperature profile in the background field and large NEDTs of these channels.

In general, the observation errors of MWTS-3 are within the normal range; only the
noise of channel 8 is greater than expected. In addition, the biases of channels 6–7 also
exceed those of similar channels of the same-type instruments, such as the ATMS (personal
communication with Prof. Wen F. Z.).

2.5. Channel Selection

As shown in Figure 1, it is found that the maximums of the weighting function of
MWTS-3 channels 1–5 are close to the ground and are sensitive to the underlying surface.
Due to those inaccurate surface physical variables, such as the surface temperature and
surface emissivity, these near-ground channels were not included in the data assimila-
tion. When considering the bias problems of channels 6–8 in the preliminary evaluation
in Section 2.4, these three channels were also excluded. For the upper tropospheric or
stratospheric channels 11–17, since the error of the CMA-GFS is relatively larger near the
model top (10 hPa to 0.1 hPa), the two high-level channels of 16 and 17 were excluded. As
a preliminary study, MWTS-3 channels 9–15 were directly assimilated in the CMA-GFS.

2.6. Quality Control Based on Scan and Surface Characteristics

In addition to cloud detection, some extra QC procedures were applied to eliminate
the observation data with abnormal O-B values caused by complex underlying surfaces
and large terrain height.

Extra QC procedures were carried out in the following order. (I) The observations of
channels 9 and 10 in the cloudy area are removed. (II) All FOVs covering the coastline are
removed. A land mask database with longitudinal and latitudinal resolutions of 0.1◦ is
used for land/ocean/coast identification. (III) The 10 outermost FOVs on each side of a
scan line are not used; (IV) The observations of channel 9 over the sea ice or the land are
not used. Sea ice surface is identified by the criteria that the sea surface temperature is
lower than 271.45 K. (V) If the terrain height is greater than 500 m, the data of channel 10
is rejected. This threshold is based on previous experience. In the CMA-GFS, the QC of
AMSU-A, ATMS, MWTS-1/2 data all adopt this threshold. Lastly, the MWTS-3 data, which
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passes all the above QC procedures, is thinned to a spatial resolution of 120 km according
to the distance between the observations and the nearest model grid.

2.7. Bias Correction

The CMA-GFS 4D-VAR system was used in this study. The basic theory of variational
data assimilation is the Bayesian conditional probability theorem [35]. This theory assumes
that the background error and observation error satisfy the Gaussian distribution, and that
there is no systematic bias. However, in practical application, systematic biases generally
exist in the background and are mainly caused by the continuous forward integration of
the numerical model. Meanwhile, there are inevitably systematic errors in the radiation
transfer model simulations. These also lead to a certain degree of systematic biases in the
O-B, meaning effective bias correction is necessary.

The importance of bias correction for satellite radiances in data assimilation has been
realized by many meteorologists, and a lot of studies have been conducted to develop
effective bias correction methods. It is found that systematic bias mainly consists of the
bias caused by the scanning position difference and the bias depending on the air-mass
property. Harris and Kelly (2001) developed a static bias correction scheme [36]. After
a lot of practical applications, it has proven to be an effective correction scheme and is
widely used in operational NWP centers around the world [3,4]. In 2007, Liu et al. (2007)
added this scheme to the CMA-MESO model and also achieved good results [37]. However,
considering the limitation of the static bias correction scheme in estimating the bias caused
by the change in the weather system, an air-mass bias correction method has been proposed
to take into account the impact of weather systems on systematic biases [3]. In addition, a
variational bias correction scheme has also been established, which considers the variation
of biases in combination with the minimization process of the assimilation system [38]. At
present, this scheme has been applied in many national operational forecast centers, such as
the National Centers for Environmental Prediction (NCEP) and the ECMWF [3,39,40]. After
selecting the appropriate forecast factors, the variational bias correction scheme statistically
updates the correction coefficients in the minimization process of the cost function. This
scheme has also been tested in the CMA-GFS, and it is expected to achieve operational
application in 2023. However, only the scan bias correction and the air-mass bias correction
are involved in this study.

2.7.1. Scan Bias Correction

Since the scan angle bias obviously changes with the latitude, the statistics of scan bias
also need to be conducted in different latitude bands. The whole hemisphere was divided
into 18 latitudinal bands using 10◦ intervals. For each latitude band, the O-B difference
between each scanning position and the nadir point in each scan line was calculated, and
then the average value of all the O-B differences in the same latitude band was obtained as
the systematic bias in this latitude band. A linear smoothing method was also applied to
avoid discontinuous correction between the two adjacent latitudinal bands.

2.7.2. Air-Mass Bias Correction

In this study, two predictors were selected for the air-mass bias correction, namely, the
thicknesses between 300–1000 hPa and 50–200 hPa of the background. Using the two-week
thickness data, a linear regression equation was established for each channel, and the
coefficients, ajo and aji, in the regression equation were obtained for the channel j data with
a scan angle of θ. The regression equation is as follows:

Biasj(θ) = aj0 +
2

∑
i=1

aji(θ)Xji(θ)
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Here Biasj is the O-B bias, and Xji is for the thickness. ajo and aji represent the linear
relationship between the O-B bias and the two thickness data. Using these coefficients, the
O-B bias was calculated and subtracted from each observation in the assimilation process.

After the bias correction, the QC module also removes the observation data with large
O-B values, and the pixels with O-B values greater than two times that of the observation
error are rejected. According to the analysis results in Figure 4, the observation errors were
set to 0.55 K for MWTS-3 channels 9, 10, and 12–14, 0.4 K for channel 11, and 1.1 K for
channel 15 in this study.

3. Results

3.1. Experimental Design

Four experiments were conducted to demonstrate the impact of MWTS-3 data on the
CMA-GFS during the period from 24 September to 25 October 2021. Table 2 shows the
specific experimental designs. Experiment 1 assimilated only the conventional observations,
called CTRL1. The conventional observations contain a global set of surface and upper-air
reports, including radiosondes, SYNOP, ship reports, Aireps, and AMVs from the Global
Telecommunications System (GTS). Experiment 2 assimilated the conventional observations:
NOAA-15/18/19 AMSU-A, NOAA-18/19 MHS, MetOp-A/B AMSU-A, MHS and IASI,
NPP ATMS, FY-3C/D MWHS-2 and MWRI, FY-3D MWTS-2 and HIRAS radiance data,
FY-3C/D GNOS, COSMIC RO data, etc., called CTRL2. The setup of the two sensitive
experiments (TEST1 and TEST2) is identical to the control experiments (CTRL1 and CTRL2),
except that the FY-3E MWTS-3 radiance data were added in TEST1 and TEST2.

Table 2. Experiment design for the four cycle experiments.

EXP Observation Data

CTL1 Conventional data

CTL2
Conventional data+ NOAA-15/18/19 AMSU-A+ NOAA-18/19 MHS+

MetOp-A/B AMSU-A/MHS/IASI+ NPP ATMS + FY-3C/D MWHS-2/MWRI +
FY-3D MWTS-2/HIRAS + FY-3C/D GNOS + COSMIC RO, etc

TEST1 CTL1+FY-3E MWTS-3
TEST2 CTL2+FY-3E MWTS-3

Notes: conventional data consists of radiosondes, SYNOP, ship, Airep, and AMVs.

3.2. Analysis and Forecast of the Cycling Experiments
3.2.1. Characteristics of Data after Quality Control and Bias Correction

Figure 5 shows scatter plots of the observed and simulated brightness temperature of
MWTS-3 channels 11 and 14 before and after QC during September 24–30, 2021. It can be
seen that the differences between the O and B of channel 11 are larger before QC, which are
scatter distributed, especially in the range of 210–220 K. Besides, the scatter plots obviously
deviate from the diagonal. After QC, only the clear-sky observations over the ocean are
retrained, which makes the distributions of O and B closer to each other, and the differences
between them are from −3 K to −5 K. Figure 5b is for channel 14, where the scatter plots
are already close to the diagonal before QC, only the plots with a brightness temperature
higher than 230 K slightly deviate from the diagonal. The QC removes those abnormal
observations effectively and makes the plots closer to the diagonal after QC.

Figure 6 shows the probability density functions of O-B for channels 11 and 14 before
and after bias correction. Before bias correction, the biases of channels 11 and 14 are
about −0.8 K and 0.8 K, and the STDs are 0.31 K and 0.55 K, respectively. The biases
after correction are within ±0.1 K, and the STDs are slightly reduced to 0.29 K and 0.48 K,
respectively. This indicates that the systematic biases of O-B have been corrected.
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3.2.2. Comparisons of Observation Biases and Errors between MWTS-3 and Other
Microwave Temperature Sounders

In order to further clarify the performance of MWTS-3, the bias and error characteristics
of various microwave temperature-sounding data assimilated in TEST2 are given in this
subsection, where the microwave temperature sounders include FY-3E MWTS-3, FY-3D
MWTS-2, AMSU-A onboard NOAA-15/18/19, MetOp-A/B, and NPP ATMs. Figure 7
shows the biases and STDs of O-B from MWTS-3 and AMSU-A before and after bias
correction in TEST2 during the period from 24 September to 25 October 2021. Among them,
the frequencies of AMSU-A channels 5 and 6–14 are the same as those of MWTS-3 channels
7 and 9–17.

Figure 5. Scatterplots of observed (y-axis) and simulated (x-axis) brightness temperature for
MWTS-3 channels 11 (a) and 14 (b) before (black dots) and after (green dots) quality control during
24–30 September 2021.

Figure 6. Frequency distributions of O-B differences for channels 11 (top) and 14 (bottom) before
(hatched bars) and after (solid bars) bias correction for MWTS-3 channels 11 (upper panels) and 14
(down panels) during 24 September–3 October 2021.
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Figure 7. Bias (upper panels) and STD (lower panels) of the O-B for FY-3E MWTS-3, NOAA-15/18/19,
and MetOp-A/B AMSU-A channels before (a,c) and after (b,d) bias correction calculated from the
analysis results of the TEST2 experiment during 24 September–25 October 2021.

As shown in Figure 7, the overall bias of AMSU-A mid- and low-level channels is
generally small before bias correction, where most channels show negative biases. Among
them, the negative bias of AMSU-A onboard NOAA-18 is the most obvious. The bias of
MWTS-3 is slightly larger than that of the same frequency channel of other instruments,
where channel 9 shows a positive bias, while channel 6 of AMSU-A with the same frequency
shows a slightly smaller negative bias. The biases of MWTS-3 channels 10–11 are twice
those of the AMSU-A channels with the same frequency. Channels 12–17 (of MWTS-3) show
positive biases that are opposite to those of AMSU-A. The upper-level channels of MWTS-3
and AMSU-A both exhibit large biases, which may be related to the large temperature
errors in the upper-level of the background. Figure 7c shows that the O-B STD of MWTS-3
is also larger than that of AMSU-A before the bias correction, which may be related to the
fact that the MWTS-3 has more pixels per scan line and a shorter sampling residence time.
After the bias correction, the biases of all instruments are close to 0 (Figure 7b), indicating
that the bias correction method for the CMA-GFS data assimilation system has a good
correction effect. Besides, the STDs of all instruments also obviously decrease after the
correction (Figure 7d).

Figure 8 shows the biases and STDs of FY-3D MWTS-2 and NPP ATMS for the same
period. It can be found that, before bias correction, the bias of ATMS is also smaller than
that of MWTS-3, which is comparable to that of AMSU-A, but the STD is larger than that of
AMSU-A and is only slightly smaller than that of MWTS-3. The magnitudes of the bias and
STD of MWTS-2 are comparable to those of MWTS-3. After the bias correction, the biases of
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all instruments are close to 0, and the STDs are also remarkably reduced. However, the STD
of MWTS-3 is smaller than that of FY-3D MWTS-2 but is more similar to the STD features
of the ATMS channels with the same frequency.

Figure 8. Bias (upper panels) and STD (lower panels) of the O-B for FY-3E MWTS-3, FY-3D MWTS-2
and NPP ATMS channels before (a,c) and after (b,d) bias correction calculated from the analysis
results of the TEST2 experiment during 24 September–25 October 2021.

As indicated above, the comparisons among the observation errors of these microwave-
sounding data before and after bias correction reveal that the error of AMSU-A is the
smallest, followed by that of MWTS-3 and ATMS, and the observation error of MWTS-2 is
the largest.

3.2.3. Analysis and Forecast

After investigating the characteristics of the MWTS-3 data, the assimilation effect
of MWTS-3 data was further evaluated. The effect of adding the MWTS-3 data to the
conventional data assimilation was explored first. Figure 9 shows that the RMSE of the
geopotential height and the potential temperature differences between the analysis field and
ERA-5 reanalysis data in the southern and Northern Hemispheres are reduced remarkably
during the period from 24 September to 25 October 2021. Due to the lack of conventional
observations in the Southern Hemisphere, the RMSE reduction in the Southern Hemisphere
is most pronounced by adding the MWTS-3 data. Since only channels 9–15 of MWTS-3 are
assimilated, and the peak heights of the weighting functions are located in the range of
10–400 hPa, the variables in the middle and high layers of the model are improved the most.
Because there are a large number of conventional observations in the middle and lower
layers of the Northern Hemisphere, the influence of MWTS-3 data assimilation over these
regions is very small. However, as there are few conventional data above the height of
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10 hPa, the improvement of adding MWTS-3 data on the geopotential height and potential
temperature above 10 hPa is more obvious.

 

Figure 9. RMS of geopotential height from the analysis field difference between CTL1 and ERA
(black) and TEST1 and ERA (red) in the (a) Southern Hemisphere and (b) Northern Hemisphere from
24 September–25 October 2021. (c,d) are similar to (a,b) but for the potential temperature.

Figure 10 shows the daily RMSE of the geopotential height differences between the
analysis results and the ERA-5 reanalysis data for CTRL1 and TEST1 in the Southern
Hemisphere at 10 hPa during the period from 24 September to 25 October 2021. It can be
seen that, in the CTRL1, due to the lack of observation data above the altitude of 10 hPa,
the model error increases rapidly with time. On the other hand, although only the MWTS-3
data is added in TEST1, the growth of the model error above 10 hPa is obviously suppressed,
and the RMSE is greatly reduced in the first 15 days and then stably maintained within
60 gpm.

For operational assimilation applications, the impact of assimilating the FY-3E MWTS-
3 data on the operational NWP system using all observation data needs to be paid more
attention. CTRL2 assimilates all observation data used in the operations, including conven-
tional and various satellite data, while TEST2 assimilates the MWTS-3 data additionally.
The comparison shows that, after adding the MWTS-3 data, the errors of geopotential
height, potential temperature, the U and V wind exhibit little change compared with the
CTRL2 results at almost all altitudes. As shown in Figure 11, below an altitude of 2 hPa,
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the errors of the TEST2 results are slightly lower than those of the CTRL2 results. However,
near the model top of above 2 hPa, the analysis results are slightly worse. This may be
related to the imperfection of the bias correction scheme for the upper-level satellite data.
Figure 12 shows that the error of wind below 5 hPa is slightly reduced. Overall, the effects
of MWTS-3 data assimilation are neutral or slightly positive.

 

Figure 10. The daily RMS of geopotential height for the analysis field difference between CTL1 and
ERA (black) and TEST1 and ERA (red) at 10 hPa in the Southern Hemisphere from 24 September–
25 October 2021.

Figure 11. RMS of geopotential height for the analysis field difference between CTL2 and ERA
(black) and TEST2 and ERA (red) in the (a) Southern Hemisphere and (b) Northern Hemisphere from
24 September–25 October 2021. (c,d) are similar to (a,b) but for the potential temperature.
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Figure 12. RMS of U wind for the analysis field difference between CTL2 and ERA (black), TEST2
and ERA (red) in the (a,c) Southern Hemisphere and (b,d) Northern Hemisphere.

Using the analysis results of CTRL2 and TEST2 (at 1200 UTC of each day) as the
initial conditions, a 10-day prediction was achieved. The comprehensive scorecard for
the evaluation of the forecast results shows the abnormal correlation coefficients (ACCs)
and RMSEs of various variables at different levels and in different regions (Figure 13).
It can be seen that the assimilation of MWTS-3 data has a positive contribution to the
10-day forecasts in the Northern and Southern Hemispheres, especially to the first two-day
forecasts of the Southern Hemisphere. The overall impact in East Asia is neutral. In tropical
areas, the impact on the ACCs is also generally neutral, but the RMSEs have increased,
especially for the errors of geopotential height and potential temperature, which need to be
further investigated in the future.
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misphere during 24 September -25 

Figure 13. The score card for TEST2 against CTL2.

4. Discussion

This study demonstrates the impact of the FY-3E MWTS-3 radiances data assimilation
for the first time. In the follow-up study, a further comparison of the impacts of data
assimilation between MWTS-3 and MWTS-2 will be conducted to provide a reference for
the improvement of the Fengyun satellite microwave temperature sounder. For the two
newly added channels (6 (53.246 ± 0.08 GHz) and 8 (53.948 ± 0.081 GHz)) of MWTS-3,
further assessment and application research for their assimilation is needed. In addition,
as the new generation of early-morning orbiting satellites, the FY-3E, NOAA series, and
the MetOp series polar-orbiting satellites have formed a complete three-orbit observation
system. The supplementary effect of MWTS-3 is worth further exploration.

5. Conclusions

FY-3E is the fifth polar-orbiting satellite in the FY-3 series launched in July of 2021 in
China, which carries the new-generation microwave temperature-sounding instruments.
Compared with its predecessor satellites, two channels capable of retrieving the CLWP
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have been designed for the first time, which is of great help for cloud detection in data as-
similation. In addition, two detection channels have been added with their peak weighting
functions near 700 hPa and 500 hPa, and the ability to detect atmospheric temperature has
been improved compared with the previous generation MWTS-2.

After the effective QC, bias correction, and accurate error specification of the MWTS-3
data, the direct assimilation of MWTS-3 radiance data has been realized in the CMA-
GFS. The near one-month cycling experiments have indicated that the errors of analysis
results can be remarkably reduced by adding the MWTS-3 data to the conventional data,
especially for the variables on the upper layer of the model, where there is a lack of sufficient
conventional observations. When all the observations in operation are included, the MWTS-
3 data assimilation has a neutral contribution to the forecasts in the Northern Hemisphere
and a slightly positive contribution in the Southern Hemisphere. However, in the tropics,
the forecast errors of geopotential height and potential temperature have increased after
adding the MWTS-3 data, which needs further investigation.
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Abstract: The FY-3E/HIRAS-II (Hyperspectral Infrared Atmospheric Sounder-II), as an infrared
hyperspectral instrument onboard the world’s first early morning polar-orbiting satellite, plays a
major role in improving the accuracy and timeliness of global numerical weather predictions. In
order to assess its observation quality, the geometrically, temporally, and spatially matched scene
homogeneous HIRAS-II hyperspectral observations were convolved to the channels corresponding
to the Himawari-8/AHI (Advanced Himawari Imager) and FY-3E/MERSI-LL (Medium-Resolution
Spectral Imager) imagers from 15 March to 21 April 2022, and their brightness temperature deviation
characteristics were statistically calculated in this paper. The results show that the HIRAS-II in-orbit
observed brightness temperatures are slightly warmer than the AHI observations in all the matched
AHI channels (long wave infrared channel 8 to channel 16) with a mean brightness temperature
bias less than 0.65 K. The bias of the atmospheric absorption channel is slightly larger than that
of the window channel. A standard deviation less than 0.31 K and a correlation coefficient higher
than 0.98 in all channels means that the quality of the observation is satisfactory. The thresholds
chosen for the colocation approximation factors (e.g., observation geometry angle, scene uniformity,
observation azimuth, and observation time) for matching the HIRAS-II with AHI contribute little and
negligible uncertainty to the bias assessment, so the difference between the two observed radiations
is considered to be mainly from the systematic bias of the two-instrument measurement. Compared
with MERSI-LL window channel 5, the observations of both instruments are very close, with a mean
bias of 0.002 K and a standard deviation of 0.31 K. The mean brightness temperature bias (HIRAS-II
minus MERSI-LL) of the MERSI-LL water vapor channel 4 is 0.66 K with a standard deviation of
0.22 K. The mean brightness temperature bias of channel 6 and channel 7 is 0.63 K (the standard
deviation is 0.36 K) and 0.5 K (the standard deviation is 0.3 K), respectively. The biases of channel
4 are significantly and positively correlated with the target scene temperature, and the biases of
channel 6 and 7 show a U-shaped change with the increase in the scene temperature, and the biases
are smallest (close to 0 K) when the scene temperature is between 250 K and 280 K. The statistical
characteristics of the HIRAS-II–MERSI-LL difference vary minimally and almost constantly over a
period of time, indicating that the performance of the HIRAS-II instrument is stable.

Keywords: Hyperspectral Infrared Atmospheric Sounder-II; FY-3E; Himawari-8/AHI

1. Introduction

Satellite-borne infrared hyperspectral atmospheric sounders can obtain global mete-
orological observations with high precision and high spectral resolution and have been
frequently applied to retrieving atmospheric temperature and humidity profiles, data as-
similation, and climate studies [1]. In addition, quality control of meteorological satellite
observations is a pivotal step before using satellite data for assimilation and retrieval, and
it is the fundamental basis for building long-term infrared hyperspectral datasets [2].

FY-3E, the world’s first early morning polar-orbiting meteorological satellite, was suc-
cessfully launched on 5 July 2021. It effectively fills a void for global satellite observations
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and provides 100% global satellite data coverage for numerical weather prediction (NWP)
at 6-h intervals [3]. The HIRAS-II (Hyperspectral Infrared Atmospheric Sounder-II) is a
continuation of the infrared hyperspectral instrument HIRAS onboard the FY-3D, and it
can provide hyperspectral observations in the thermal infrared band with 3041 contiguous
channels. Compared with its predecessor, the field of view (FOV) array within a field of
regard (FOR) has changed from 2 × 2 to 3 × 3 with the spatial resolution increased from
16 km to 14 km at the nadir, the sensitivity is enhanced by more than 2 times with the
spectral calibration accuracy increased by 30% and the radiometric calibration accuracy
increased from 0.7 K to 0.5 K [4]. HIRAS-II is expected to become the reference instrument
for infrared remote sensing instruments; therefore, independently assessing its data quality
for radiance measurements is of great importance in improving the accuracy and timeliness
of global numerical weather prediction.

The combined remote sensing and intercalibration based on the satellite-borne infrared
hyperspectral atmospheric sounder and high-spatial-resolution imager has become one of
the most effective means to quantify the radiometric calibration accuracy for both types
of instruments. Gunshor calibrated the water vapor channels and window channels of
five geostationary satellite imagers using the High-Resolution Infrared Radiation Sounder
(HIRS) and the Advanced Very-High-Resolution Radiometer (AVHRR) onboard NOAA-
14 [5]. Tobin used the Atmospheric Infrared Sounder (AIRS) to evaluate the radiometric
accuracy of the Moderate-Resolution Imaging Spectroradiometer (MODIS) carried on the
same platform [6]. Wang used the Infrared Atmospheric Sounding Interferometer (IASI) to
intercalibrate the water vapor channel of the GOES-11 and GOES-12 [7]. Xu Na et al., using
the hyperspectral measurements of IASI as a reference, objectively assessed the on-orbit
radiometric calibration accuracy of the FY-3A Medium-Resolution Spectral Imager (MERSI)
thermal infrared channel [8]. Gong used the Cross-track Infrared Sounder (CrIS) onboard
the Suomi National Polar-orbiting Partnership (SNPP) satellite platform to cross-check
the thermal infrared channels of the Visible Infrared Imaging Radiometer Suite (VIIRS)
on the same platform [9]. Yang et al. assessed the relative bias of the HIRAS radiometric
calibrations using the Metop-A/B IASI observations based on the Simultaneous Nadir
Overpass (SNO) intercalibration method [1].

Accuracy assessments of satellite instrument on-orbit calibrations is necessary to
ensure product consistency and interoperability, and it is also extremely important for
bias correction in data assimilations [10]. However, HIRAS-II—which is on board the first
early morning polar-orbiting satellite launched last year—is operational this year, and
the quality of its radiance measurements has not yet been reported in the literature. The
Advanced Himawari Imager (AHI) mounted on the Japanese geostationary meteorological
satellite Himawari-8 is recognized as one of the most accurate imaging instruments in the
world. The AHI is greatly improved over those of the MTSAT (Multi-functional Transport
Satellite) series in terms of the number of bands, spatial resolution, and temporal frequency;
and infrared (IR) band calibration is accurate to within 0.2 K with no significant diurnal
variation [11–13]. Therefore, this paper evaluates the quality of the radiance measurements
based on the spatially and temporally matched Himawari-8/AHI observations from 15
March to 21 April 2022, and also performs an intercomparison with the thermal infrared
observations of MERSI-LL carried out on the same platform.

2. Data Used in the Research

The HIRAS-II is an interferometric Fourier transform spectrometer carried in a polar
orbit 836 km above the ground. HIRAS-II views the ground in the conventional mode
through a cross-track rotary scan mirror that provides ±50.4◦ ground coverage every 8 s.
Each scan line observes 32 fields of regard (FORs), including 28 continuous Earth targets,
2 cold space targets, and 2 blackbody targets on the satellite. Each field of regard (FOR)
includes a 3 × 3 field of view (FOV) with a spatial resolution of 14 km at the nadir. HIRAS-
II covers the 3.92–15.38 μm infrared band with 3041 continuous channels at a spectral
resolution of 0.625 cm−1. The HIRAS-II Level 1 radiance observations from 15 March to 21
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April 2022 are used in this paper. The data can be found on the Chinese Feng Yun satellite
remote sensing data service network (http://data.nsmc.org.cn accessed on 11 April 2022).

The Moderate-Resolution Spectral Imager-Low Light (MERSI-LL) is an important
optical instrument onboard FY-3E with microlight and infrared detection capabilities. It is
equipped with one visible channel operable with low-level illumination and six infrared
channels. The spatial resolution of the two infrared split-window channels is 250 m, and
the remaining channels are 1000 m. The MERSI-LL Level 1 radiance observations with a
spatial resolution of 1000 m from 15 to 22 March 2022 are used in this paper and can be
downloaded from http://data.nsmc.org.cn (accessed on 11 April 2022).

The AHI on the geostationary satellite Himawari-8 successfully launched in October
2014 and is one of the most advanced spaceborne imagers in the world. It has 16 observation
channels (3 visible, 3 near-infrared, and 10 infrared), of which the spatial resolution of the
infrared channel is 2 km and the temporal resolution is 10 min. Himawari-8/AHI radiation
data obtained from the Japan Earth Observation Data Center (https://www.eorc.jaxa.jp/
ptree/index.html accessed on 11 April 2022) from 15 March to 21 April 2022 are analyzed.

The channel settings and performance of the thermal infrared band covered by HIRAS-
II, AHI, and MESI-LL are shown in Table 1. The last row of the table (spectral coverage)
specifies the central wavelength and the corresponding peak height of the weighting func-
tion (in parentheses) for each channel. The AHI has nine channels that can be completely
spectrum matched with the HIRAS-II spectrum, of which channels 8, 9, and 10 are water
vapor absorption channels; channels 13, 14, and 15 are window channels; and channels 11,
12, and 16 are SO2, O3, and CO2 absorption channels, respectively. The weighting function
peak heights of AHI channels 8, 9, 10, 12, and 16 are 300 hPa, 371 hPa, 532 hPa, 40 hPa, and
863 hPa, respectively. The weighting function heights of the remaining channels are almost
near the surface. For MERSI-LL, only channels 4, 5, 6, and 7 can be completely spectrum
matched. Channel 4 is a water vapor channel (the peak height of the weighting function
is approximately 400 hPa), and channels 5, 6, and 7 are window channel with a central
wavelength of 8.55 μm, 10.8 μm, and 12.0 μm, respectively.

Table 1. Instrument performance parameters of HIRAS-II, AHI, and MERSI-LL in the longwave
infrared band.

HIRAS-II AHI MERSI-LL

Satellite platform FY-3E Himawari-8 FY-3E
Spatial resolution/km 14 km (at nadir) Infrared: 2 km Infrared: 1 km

Spectral coverage
3041 channels

(3.92–15.38 μm) with spectral
resolution 0.625 cm−1

Ch8: 6.2 μm (300 hPa)
Ch9: 6.9 μm (371 hPa)

Ch10: 7.3 μm (532 hPa)
Ch11: 8.6 μm (window)
Ch12: 9.6 μm (40 hPa)

Ch13: 10.4 μm (window)
Ch14: 11.2 μm (window)
Ch15: 12.4 μm (window)
Ch16: 13.3 μm (863 hPa)

Ch4: 7.2 μm (400 hPa)
Ch5: 8.55 μm (window)
Ch6: 10.8 μm (window)
Ch7:12.0 μm (window)

3. Observation Data Matching and Evaluation Method

Four major steps are involved in an intercomparison of the FY-3E/HIRAS-II infrared
hyperspectral observations with the Himawari-8/AHI radiance observations of the corre-
sponding longwave infrared channel, including (1) spectral convolution, (2) observation
geometry and temporal matching, (3) spatial matching, and (4) uniformity checking. The
matching process is shown in Figure 1. The following will be a step-by-step detailed
introduction.
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Figure 1. Intercomparison flow chart of HIRAS-II, AHI, and MERSI-LL.

3.1. Spectral Convolution

The most fundamental problem in the intercomparison between the spaceborne imager
and sounder observation is radiance spectral matching. The two types of instruments with
different spectral resolutions cannot be directly compared. To be compared with the
imager instrument observations, the hyperspectral radiance must be convolved to match
the spectral response function (SRF) of the broadband imager [14,15]. The computational
formula to achieve spectral convolution is

L =

∫ ν2
ν1

R(ν)S(ν)dν∫ ν2
ν1

S(ν)dν
(1)

where ν is the wavenumber, L is the radiance calculated by convolution, R(ν) is the
hyperspectral radiance at the corresponding wavenumber and S(ν) is the spectral response
function of the imager. The simulated HIRAS-II brightness temperature spectrum using
fast radiative transfer mode RTTOV under American standard atmospheric conditions, as
well as the AHI and MERSI-LL spectral response functions (SRF), are given in Figure 2.
The bottom horizontal coordinate is the wavelength, the upper horizontal coordinate is
the wavenumber, the left vertical coordinate is the simulated brightness temperature of
HIRAS-II, and the right vertical coordinate is the spectral response function. The solid line
in the figure is the spectral response function of the matched AHI channels 8–16, and the
dashed line denotes the spectral response function of MERSI channels 4–7.

3.2. Observation Geometry and Temporal Matching

The most important step in the intercomparison between the imager and the sounder
observation is to find the consistent (same) FOV [16]. The polar-orbiting satellite FY-
3E passes the geostationary satellite Himawari’s nadir 140.7 E at approximately 0830
or 2030 UTC daily, the observation time difference remained within 10 min. Since the
measurements of the cross-track scanning instruments are sensitive to the scan angle
(satellite zenith angle), the scan angle of both instruments in the matched field of view is
specified to be less than 5◦ to ensure that HIRAS-II and AHI observe the same scene. To
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minimize the difference in observation geometry and ensure that both instruments have
similar observation geometry paths, the scan angle is further constrained [7,17]∣∣∣∣cos θ1

cos θ2
− 1

∣∣∣∣ < 0.002 (2)

where θ1 and θ2 are the scan angles of the geostationary and polar-orbiting satellites,
respectively.

Figure 2. Simulated HIRAS-II brightness temperature spectra from RTTOV overlaid the spectral
response functions of AHI (solid line) and MERSI-LL (dashed line), channel numbers for AHI are
shown near the top of the graph and channel numbers for MERSI−LL are near the bottom.

3.3. Spatial Matching and Uniformity Check

The spatial field of view collocation of the FY-3E/HIRAS-II and Himawari-8/AHI in
the infrared channel is shown in Figure 3, where the grid is the AHI pixel, the large circle is
a HIRAS-II field of regard (FOR) centered on the field of view (FOV) to be matched (target)
and the small circle is the HIRAS-II FOV within its FOR. The spatial resolution of the
HIRAS-II FOV (14 km at the nadir) is coarser than that of the AHI infrared channel (2 km).
Approximately 7 × 7 AHI pixels (small squares in Figure 3) fall in a HIRAS-II FOV (the
small circle in Figure 3). The average of all these AHI pixel measurements is taken as the
imager’s measurement in the matching FOV [18]. This requires that the observation target
be relatively homogeneous. Since there are many AHI pixels collocated in the HIRAS-II
FOV, some of which are clear sky and some are cloudy, at the same time the underlying
surface of the field of view is not homogeneous, it is necessary to check the uniformity of
each HIRAS-II FOV, which is carried out by using the ratio of the standard deviation of the
matched AHI radiations to its mean value

Stdfov/Meanfov < 0.01 (3)

where Stdfov denotes the standard deviation of the observed radiance from all the matched
AHI pixels within each HIRAS-II FOV, and Meanfov is the mean radiance of all these
AHI pixels. The threshold value is set to 0.01. Only uniform scenes are selected for
intercomparison to reduce the uncertainty introduced by the field of view averaging.

Furthermore, a constraint of background environmental uniformity of the HIRAS-II
FOV is needed to compensate for the minor error of the spatial collocation, as well as to
reduce the uncertainty due to different azimuths. The 3 × 3 HIRAS-II FOV (the large circle
in Figure 3) centered on the HIRAS-II FOV to be matched is considered the background
environment area.

Stdenv/Meanenv < 0.05 (4)

where Stdenv denotes the standard deviation of all the matched AHI pixels’ radiance within
the background area, and Meanenv denotes the mean radiance of these matched AHI pixels.
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Figure 3. Spatial matching of HIRAS-II and AHI. The small square represents the AHI pixel, the
small circle is the HIRAS-II FOV, and the large circle is the HIRAS-II FOR.

3.4. Statistical Calculation

For each collocated HIRAS-II—AHI FOV, the brightness temperature difference
(BT diff = BTHIRAS − BTAHI) and the standard deviation of the brightness temperature

difference (Std =
√

∑n
i=1(BT diffi − BT diffmean)

2/(n − 1)) are counted (n is the number of
samples).

A total of 458 pairs of samples are obtained after collocating the HIRAS-II observations
with the AHIs from 15 March to 21 April 2022 based on the above matching steps.

3.5. Matching with MERSI-LL on the Same Platform

When the HIRAS-II observations are compared with those from the AHI nadir on the
geostationary satellite, the matched fields of view are concentrated near the tropical equator,
and the dynamic range of the observed brightness temperature is narrow. The HIRAS-II
observations will be compared with measurements from one imager that is carried on a
polar-orbiting platform to evaluate its observation accuracy on a global scale. However,
FY-3E is the first early morning polar-orbiting satellite with a significant observation
time difference (even more than 8 h) from the established mid-morning or afternoon orbit
satellites. Therefore, the MERSI-LL imager on the same FY-3E platform is chosen to perform
the HIRAS-II calibration in this paper, and the MERSI-LL channels 4–7 are spectral matched.
Since HIRAS-II and MERSI-LL are on the same polar-orbiting satellite platform and are
almost observed simultaneously, the matching process of the two instruments is relatively
simple. Only the nadir HIRAS-II FOV is matched to ensure the same observation scene. The
spectral matching, spatial matching, and uniformity checking steps are the same as those
for AHI. Finally, a total of 12,395 pairs of HIRAS-II and MERSI-LL observation samples
were matched over 8 days from 15 to 22 March 2022.

4. Results and Discussion

4.1. Comparison of HIRAS-II with AHI

There are nine Himawari-8/AHI channels (channels 8 to 16) that are spectral matched
with FY-3E/HIRAS-II in the longwave infrared band. The scatter plots of the convolved
HIRAS-II observed brightness temperature with AHI measurements in channel 8 to 16
are given sequentially in Figure 4. The horizontal coordinate is the HIRAS-II observed
brightness temperature, the vertical axis is the AHI observation, the dashed line is the
y = x line, and the solid line is the linear fitting result. Because the matched samples are
concentrated near the nadir of the geostationary satellite, the dynamic range of the observed
brightness temperature for each channel is narrow, and the value gradually decreases as
the peak height of the weighting functions of atmospheric absorption channels increases.
The observations of the two instruments are very close, with correlation coefficients higher
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than 0.98, and the fitting lines almost coincide with the y = x line in all the channels. The
statistical bias and standard deviation for the HIRAS-II—AHI matching samples from
15 March to 21 April 2022 are listed in Table 2. Figure 4 and Table 2 show that all the
channels have a slightly positive bias; namely, that the HIRAS-II convolved observations
are slightly warmer than AHI with a maximum bias of 0.65 K (channel 9 in the water vapor
wing), and the minimum is 0.22 K (window channel 14). The standard deviation of all the
channel biases ranges from 0.22 to 0.31 K with small values and little difference between
the channels. Water vapor absorption channels 8–10 and ozone absorption channel 12
have relatively larger biases and small standard deviations, while the biases of the window
channels (such as channels 14 and 15) are relatively small, and the standard deviations
are slightly large. In addition, the closer the peak height of the weighting function is to
the surface, the larger the standard deviation is. This is because the value range of the
observed brightness temperature of the window channels is relatively larger than that of
the absorption channels, so the dispersion is larger in the window channel.

Figure 4. Scatterplot of the convolved HIRAS-II brightness temperature and the AHI brightness
temperature for channels 8–16. The dashed line is y = x, and the solid line is the linear fitting result.

The ideal condition for the realization of the cross-calibration using the simultane-
ous nadir overpass (SNO) method is that the two instruments observe the same target at
the same time through the same atmospheric path. However, the matching condition is
appropriately approximated in the actual application to obtain enough samples, and the
introduction of the matching threshold may bring uncertainty to the calibration evalua-
tion. For the HIRAS-II and AHI cross-calibration, the observation inconsistency may be
partly due to the random errors caused by the differences in observation geometry, scene
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uniformity, and observation time. To analyze the possible uncertainties caused by the
colocation approximation factors, water vapor channel 8 with the highest peak height of the
weighting function is taken as an example. The distribution of the brightness temperature
differences of HIRAS-II and AHI with various matching factors: (a) observation geome-
try, (b) scene uniformity, (c) azimuthal difference, and (d) observation time difference are
shown in Figure 5. The larger the value of the horizontal coordinate in Figure 5a denotes the
larger the difference in the observation geometric viewpoint. A larger value of the x-axis in
Figure 5b indicates worse uniformity within the field of view. The larger x value of Figure 5c
corresponds to the larger difference in the observation azimuth of the two instruments. The
solid line shows the linear fit pattern of the brightness temperature differences with the
approximation factors. The brightness temperature differences are randomly and uniformly
distributed with these factors and do not increase with the decrease in various matching
degrees. There is no obvious linear variation characteristic with these matching factors,
indicating that the influence of various matching factor differences within their threshold
on observation bias can be neglected and that these reasonable matching thresholds bring
little uncertainty to the bias assessment. Figure 5e shows the distribution of the brightness
temperature differences with the HIRAS-II observed brightness temperature. These is also
no significant scene temperature-dependent bias. The results of the remaining channels are
similar and omitted. After excluding the random errors caused by the matching factors
mentioned above, it can be concluded that the HIRAS-II—AHI brightness temperature
differences mainly represent the systematic observation bias of the two instruments.

Table 2. Statistics of brightness temperature bias between HIRAS-II and AHI.

AHI

ch8 ch9 ch10 ch11 ch12 ch13 ch14 ch15 ch16

Mean (k) 0.5780 0.6465 0.4909 0.3726 0.5465 0.2688 0.2274 0.3935 0.3259
Std (k) 0.2527 0.2398 0.2185 0.2165 0.2171 0.2881 0.2917 0.3061 0.2814

Mean HIRAS BT (k) 240.1 250.0 259.7 293.4 277.4 295.8 294.5 290.2 276.2
Correlation coefficient 0.9909 0.9941 0.9929 0.9896 0.9850 0.9852 0.9850 0.9837 0.9756

Figure 5. Brightness temperature biases between HIRAS-II and AHI of channel 8 varying with
(a) observation geometry factor, (b) scene homogeneity factor, (c) azimuth angle factor, (d) observation
time differences, and (e) HIRAS-II observations (the solid line shows the linear fitting result).

4.2. Comparison of HIRAS-II with MERSI-LL

The observed biases and standard deviations were counted based on the 12,395 pairs
of samples matched by HIRAS-II and MERSI from 15–22 March 2022. The distribution of
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the brightness temperature differences (HIRAS-II minus MERSI-LL) with the HIRAS-II ob-
served scene temperature for channel 4–7 are shown in the left subplot of Figure 6 with the
vertical coordinates representing the brightness temperature differences and the horizontal
coordinates representing the observed scene temperature. The color distinguishes the
scene uniformity, and the dashed line gives the mean of the biases. The probability density
distributions of the brightness temperature differences are given in the right subplot with
the horizontal coordinate as the sample probability density. Channel 4 of MERSI-LL is a
water vapor absorption band with a central wavelength of 7.22 μm (peak height of the
weighting function 400 hPa), and channel 5–7 are window channels with a central wave-
length of 8.55 μm, 10.8 μm, and 12.0 μm, respectively. The dynamic range of the channel 4
target brightness temperature is between 220 and 280 K, and the HIRAS-II measurement is
slightly higher than the MERSI-LL observations (the mean bias is 0.6643 K) with a standard
deviation of 0.2229 K. The dynamic range of channel 5 is slightly larger at approximately
220–300 K, and the observed brightness temperatures of HIRAS-II and MERSI are close,
with a mean bias of 0.0023 K and a standard deviation of 0.3135 K. The dynamic range of
channel and 7 target brightness temperature are between 210 and 310 K, and the biases
of channel 6 and 7 show a U-shaped change with the increase in the scene temperature,
and the biases are smallest (close to 0 K) when the scene temperature is between 250 K and
280 K. Channel 4 has smaller brightness temperature differences at lower scene tempera-
tures (i.e., high latitudes) and relatively larger brightness temperature differences at higher
scene temperatures (i.e., low latitudes), especially when the bias increases to 1.2 K near the
equator. Although the channel 5 bias takes values of approximately 0 K, the bias dispersion
increases as the HIRAS-II observed scene temperature increases. Both channel 6 and 7 have
relatively larger brightness temperature differences at lower scene temperatures and higher
scene temperatures, and the maximum value is close to 1.75 K. From the right subplot, it
can be seen that the probability density distributions of the brightness temperature bias for
channels 4–7 all conform to the normal distribution.

It is noteworthy that the brightness temperature differences of the water vapor channel
4 in Figure 6 are obviously positively correlated with the target scene temperature, and
the window channels 6 and 7 also have an obvious scene temperature-dependence, while
window channel 5 shows no scene temperature-dependent bias. At the same time, AHI
water vapor channels 9 and 10—whose spectral positions are close to MERSI-LL channel
4—also do not find bias scene-dependent characteristics. Since HIRAS-II and MERSI-LL
are mounted on the same platform, the scene uniformity is the only factor that introduces
matching uncertainty into the intercomparison. Figure 7 shows the scatter distribution
of MERSI-LL channel 4 (a), channel 5 (b), channel 6 (c), and channel 7 (d) brightness
temperature differences (HIRAS-II minus MERSI-LL) with scene uniformity. A larger value
of the horizontal coordinate in Figure 7 indicates worse scene uniformity, and the solid
line indicates the linear fitting result. The brightness temperature differences of channel
5–7 are uniformly distributed with the scene uniformity and do not have linear variation
characteristics (in Figure 7b). However, the brightness temperature differences of channel 4
show an obvious linear trend with the scene uniformity, and the biases gradually decrease
as the scene uniformity worsens (in Figure 7a). Combined with the scatter color of channel
4 in Figure 6, the scene uniformity is relatively poor (yellow) in the high latitudes with a
low brightness temperature, and the scene uniformity is good in the low latitudes with a
high brightness temperature. This is because the underlying surface in the field of view
varies greatly in the polar region when the instrument is scanning with the same spatial
resolution and swath, especially the Arctic has greater underlying surface variability due
to the presence of different surface types (e.g., land, snow, ocean, glacier, etc.) with higher
variability in absolute temperature. Theoretically, the bias is smaller when scene uniformity
is better. However, Figure 6 shows that the scene uniformity gradually improves with the
increasing scene temperature, while the bias increases instead. This indicates that the scene
uniformity is not the cause of the scene temperature-dependent bias.
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Figure 6. (left) Scatterplot of the HIRAS-II–MERSI-LL BT bias versus the scene temperature and
(right) the histogram of the BT differences. The dashed line indicates the mean value. The color
indicates the scene homogeneity.
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Figure 7. Scatterplot of brightness temperature biases between HIRAS-II and MERSI-LL varying
with scene homogeneity of (a) channel 4, (b) channel 5, (c) channel 6, and (d) channel 7 (the solid line
shows the linear fitting result).

The main factors that may cause spaceborne radiation imager calibration errors mainly
include blackbody emissivity and spectral response function instrument nonlinearity.
MERSI-LL channel 4 is located in the wing area of the water vapor absorption band,
and a very small drift in the spectral response function can also lead to a temperature-
dependent bias in the scene. However, to date, there have been no specific references about
the design of the black bodies, the calibration system, and so on of these two instruments
onboard FY-3E. These matters require further study in the future.

The day-to-day variations in the mean biases and standard deviations are counted
based on the HIRAS-II–MERSI-LL matched samples. The daily mean biases of channel 4
range from 0.64 to 0.68 K, and the standard deviations are all approximately 0.2 K. The
daily mean biases of channel 5 range from −0.02 to 0.02 K, and the standard deviations
are approximately 0.3 K. The daily mean biases of channel 6 range from 0.62 K to 0.64 K,
and the standard deviations are approximately 0.35 K. The daily mean biases of channel
7 range from 0.48 K to 0.51 K, and the standard deviations are approximately 0.3 K. The
biases of the two instruments vary minimally and almost constantly over a period of time,
indicating that the performance of the HIRAS-II instrument is stable.

5. Conclusions

To assess HIRAS-II’s on-orbit observation quality, the geometrically, temporally, and
spatially matched scene homogeneous HIRAS-II hyperspectral observations were con-
volved to the longwave infrared channels corresponding to the Himawari-8/AHI and
FY-3E/MERSI-LL from 15 March to 21 April 2022, and their brightness temperature devi-
ation characteristics were statistically calculated in this paper. The matching samples of
HIRAS-II and AHI are concentrated near the equator, and the spectral matching channels
are longwave infrared channel 8 to channel 16 onboard the same polar orbiting satellite plat-
form FY-3E. The matching samples of HIRAS-II and MERSI-LL are evenly distributed all
over the world with spectral matching channels 4 to channel 7. The following conclusions
can be made based on this analysis:

1. The HIRAS-II on-orbit observed brightness temperatures are slightly warmer than
the AHI observations, with a small positive bias in all the matched channels. The
brightness temperature scatters of both observations are distributed near the y = x
line with a correlation coefficient higher than 0.98 in all channels. The biases of water
vapor channels 8–10 and ozone absorption channel 12 are relatively large, with a
maximum of 0.65 K (channel 9 in the water vapor wing), and the biases of the window
channels are relatively small, with a minimum of 0.22 K (channel 14). The standard
deviations for all channels are small (0.22–0.31 K) and there is little difference between
the channels.
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2. The thresholds chosen for the colocation approximation factors (e.g., observation
geometry angle, field of view uniformity, observation azimuth, and observation time)
when matching the HIRAS-II with AHI contribute little and negligible uncertainty
to the bias assessment, so the difference between the two observed radiations is
considered to be mainly from the systematic bias of the two instrument measurements.

3. Since HIRAS-II and MERSI-LL are mounted on the same platform, the scene uni-
formity is the only factor introducing matching uncertainty in the intercomparison.
The mean brightness temperature bias (HIRAS-II minus MERSI-LL) of the MERSI-LL
water vapor channel 4 is 0.66 K with a standard deviation of 0.22 K. To window
channel 5, the observations of both instruments are very close, with a mean bias of
0.002 K and a standard deviation of 0.31 K. Both channel 6 and 7 have relatively larger
brightness temperature differences at lower scene temperatures and higher scene
temperatures, with a mean bias of 0.63 K (the standard deviation is 0.36 K) and 0.5 K
(the standard deviation is 0.3 K), respectively.

4. The biases of MERSI-LL channel 4 are obviously positively correlated with the target
scene temperature. The biases of channel 6 and 7 show a U-shaped change with the
increase in the scene temperature, and the biases are smallest (close to 0 K) when the
scene temperature is between 250 K and 280 K. The statistical characteristics of the
HIRAS-II–MERSI-LL difference vary minimally and almost constantly over a period
of time, indicating that the performance of the HIRAS-II instrument is stable.

As a final note, we just found the phenomenon of bias distribution, which is not
yet fully explained due to lack of relevant references. Therefore, we will use NWP data,
double-difference method to further evaluate the accuracy of HIRAS-II in future studies.
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Abstract: FY4A/GIIRS (Geostationary Interferometric Infrared Sounder) is the first infrared hyper-
spectral atmospheric vertical sounder onboard a geostationary satellite. It can achieve observations of
atmospheric temperature and humidity profiles with high vertical and temporal resolutions. Presently,
convolutional neural network algorithms are relatively less used in the field of atmospheric profile
retrieval, and different convolutional neural network approaches have different characteristics. The
one-dimensional convolutional neural network scheme 1D-Net and two three-dimensional retrieval
schemes U-Net 1 and U-Net 2 are used to achieve atmospheric temperature and humidity profiles
under all skies based on GIIRS-observed brightness temperatures in this paper. After validation with
test training data, the retrievals of different schemes derived from actual GIIRS observations and
level 2 operational products were verified with ERA5 reanalysis data and radiosonde measurements
in summer and winter respectively. The retrieved three-dimensional temperature and humidity fields
from U-Net 1 and U-Net 2 are closer to the ERA5 reanalysis field in both distribution and value than
the retrievals from the 1D-Net scheme and level 2 operational products. In particular, the inversion
field of the U-Net 2 scheme is more continuous in space. Compared with radiosonde observations,
the accuracy of the level 2 temperature product is the highest when the field of view is completely
clear both in winter and summer month. The root mean square error (RMSE) of temperature retrieval
of the two U-Net schemes is the second highest, and the RMSE and bias of the 1D-Net scheme are
both large. Two U-Net schemes overestimate the temperature and humidity slightly in winter and
underestimate it in summer in both clear and all sky cases. Under all sky conditions, the temperature
retrieval RMSE and bias of the two U-Net schemes above 800 hPa are lower than those of the level
2 products, especially the U-Net 2 scheme with an RMSE of approximately 2.5 K. The U-Net 2 scheme
bias is the smallest, with a value of approximately 0.5 K in winter. Since the level 2 product only
provides the atmospheric temperature above the cloud top, it indicates that its temperature product
accuracy is very low when the field of view is influenced by clouds. The humidity retrieval RMSEs of
the two U-Net schemes is within 2 g/kg, better than that of the 1D-Net scheme. The retrieval accuracy
of the U-Net 2 scheme is approximately 0.3 g/kg better than that of the U-Net 1 scheme below
600 hPa in winter. Level 2 does not provide humidity products. The summer humidity retrieval is
worse than in winter. In general, among the three deep machine learning algorithms, 1D-Net has
a large retrieval error, and the temperature and humidity from U-Net 2 have the highest accuracy.
The retrieval speeds of the two U-Net schemes are nearly the same, and both are faster than that of
scheme 1D-Net.

Keywords: FY4A/GIIRS; temperature and humidity profiles; convolutional neural network (CNN);
U-Net
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1. Introduction

Atmospheric temperature and humidity profiles are two important parameters to
study atmospheric state and play an important role in the research of atmospheric science.
Accurately obtaining these parameters is of great significance to improve the accuracy of nu-
merical weather forecast and short-term weather warning and forecast [1]. The traditional
way of obtaining atmospheric temperature and humidity profiles through radiosonde
observations has limited spatial representativeness due to the influence of geographical
conditions and other factors and has failed to meet the needs of operational and modern
meteorological development. However, the development of satellite remote sensing tech-
nology has made up for the shortage of radiosondes and provided technical support for
the acquisition of global atmospheric temperature and humidity profile distributions with
high spatial-temporal resolution [2].

The horizontal and vertical resolutions and accuracies of atmospheric temperature and
humidity profiles must meet the requirements of numerical weather prediction systems,
so it is necessary to study the remote sensing accuracy that can be achieved by using
satellite technology and to study which retrieval method can obtain the optimal retrieval
results. The number of setting channels for atmospheric sounding radiometers uploaded
on meteorological satellite platforms determines their vertical observation resolution. Due
to the small number of channels, the spectral resolution of microwave and imager instru-
ments is low, and the weight function is too wide, so it is impossible to retrieve the fine
atmospheric profile in the vertical direction. In contrast, the spaceborne infrared hyper-
spectral atmospheric vertical sounders have thousands of channels in the thermal infrared
band with high spectral resolution and narrow weighting function and can obtain high
vertical resolution three-dimensional finer observations of atmospheric temperature and
humidity parameters.

The Geostationary Interferometric Infrared Sounder (GIIRS) onboard FY-4A launched
on 11 December 2016 (China’s new generation of quantitative remote sensing meteoro-
logical satellites with geostationary orbits) is the first infrared hyperspectral atmospheric
sounder mounted on a geostationary meteorological satellite. The GIIRS can provide
time-continuous, high-spectral-resolution atmospheric sounding information [3], which is
used to retrieve the vertical structure of atmospheric temperature and humidity parameters
with high vertical resolution. The improved vertical resolution provides higher accuracy
services for numerical weather forecasting, weather monitoring, and warning [4].

To date, the traditional methods commonly used to retrieve atmospheric temperature
and humidity profiles based on satellite-based infrared hyperspectral observations are
statistical regression methods and physical retrieval methods. The statistical regression
approaches include the eigenvector method [5–7], empirical orthogonal function expansion
method [8], and least squares method. Although the statistical regression algorithm is
simple to calculate and retrieval results are more stable, it does not consider the physical
nature of the atmospheric radiation transmission process, and the retrieval accuracy needs
to be improved. Moreover, the method relies on training samples and cannot be applied
to areas where the sample information is not sufficiently representative. Although the
retrieval accuracy is high, the physical retrieval method, such as the one-dimensional
variational method, requires an initial field, complex physical processes to be considered,
and a long computation time [9,10].

With the continuous development of artificial intelligence, machine learning algo-
rithms have been applied to various research fields and have demonstrated a powerful
ability to handle big data. Machine learning algorithms with features such as adaptive,
self-organizing, and real-time learning have gradually been introduced into the field of
meteorology, providing new ideas for atmospheric remote sensing. Singh et al. [11] re-
trieved atmospheric temperature and humidity profiles from microwave and infrared
hyperspectral data, respectively, with a shallow learning neural network approach, and
the results showed good agreement for all atmospheric pressure levels except for below
850 hPa. The deep learning algorithm is now also gradually applied to satellite remote
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sensing retrieval with the continuous development of machine learning. For example,
Malmgren-Hansen et al. retrieved atmospheric temperature profiles with a convolutional
neural network (CNN) algorithm based on infrared atmospheric sounding interferometer
(IASI) observations and found that the CNN algorithm has higher retrieval accuracy than
the linear regression method [12].

As one of the representative methods of deep machine learning (namely, hierarchical
machine learning methods including multilevel nonlinear transformations), the convo-
lutional neural network algorithm mainly integrates feature extraction into multilayer
perceptions through structural reorganization and weight reduction. It unifies feature
representation and regression prediction with obvious advantages compared to shallow
models in feature extraction and modelling and has achieved good performance in image
recognition and classification [13–15]. However, its application in the field of atmospheric
parameter profile retrieval has rarely been reported in the literature. Therefore, three
convolutional neural network schemes are applied to retrieve atmospheric temperature
and humidity profiles based on the infrared hyperspectral GIIRS observations in this paper,
namely, the traditional convolutional neural network scheme 1D-Net to retrieve the one-
dimensional atmospheric temperature and humidity profiles and the U-Net 1 and U-Net
2 schemes to retrieve the three-dimensional profiles. Meanwhile, the retrieval accuracy and
efficiency of each scheme are evaluated by comparison and verification.

2. Data

2.1. GIIRS Data

GIIRS is the first hyperspectral infrared instrument onboard the geostationary mete-
orological satellite, and two infrared spectral bands (longwavelength IR (LWIR) band of
700–1130 cm−1 and the medium-wavelength IR (MWIR) band of 1650–2250 cm−1) with
a spectral resolution of 0.625 cm−1 are designed to detect the atmosphere. There are
1650 channels in total, and the nadir spatial resolution is 16 km. The LWIR band is 689 chan-
nels containing the CO2 absorption band near 15 μm, the thermal infrared window region
in the 8–12 μm and the 9.6 μm O3 absorption band. The MWIR band includes the strong
water vapor absorption band (5–8 μm) centered at 6.3 μm, which can be used to retrieve
atmospheric water vapor profiles, as well as the CO2 absorption band near 4.3 μm, with
a total of 961 channels. The main GIIRS instrument performance parameters are given in
Table 1. GIIRS observes China and its surrounding area (3◦~55◦N, 66◦~144◦E), including
7 latitude belts from north to south, with each belt taking 15 min. Each scan belt has
59 fields of regard (FORs), and each FOR contains 128 fields of view (FOVs). Each GIIRS
FOR is composed of 128 FOVs arranged in a 32 × 4 array.

Table 1. Specifications of FY4A/GIIRS.

Parameter Performance

Spectral bandwidth Longwave: 700–1130 cm−1

Mid wave: 1650–2250 cm−1

Spectral resolution 0.625 cm−1

Spectral channels Longwave: 689
Mid wave: 961

Sensitivity Longwave: 0.5–1.12 mW/(m 2sr cm−1)

Mid wave: 0.1–0.14 mW/(m 2sr cm−1)
Spatial resolution 16 km (the nadir)

Temporal resolution 67 min (China area)
Spectral calibration accuracy 10 ppm

Radiation calibration accuracy 1.5 K

GIIRS Level 1 (L1) radiation observed data for the whole month of February 2020
and February 2021 were used in this study, including radiance measurement, latitude,
longitude, and satellite zenith angle information. At the same time, cloud mask (CLM)
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and atmospheric temperature profile products from GIIRS Level 2 (L2) operational prod-
ucts were used. The GIIRS L1 and L2 datasets are from the Chinese National Satellite
Meteorological Center (http://satellite.nsmc.org.cn, accessed on 12 January 2022).

2.2. ERA5 Reanalysis Data

European Centre for Medium-Range Weather Forecasts (ECMWF) consistently gen-
erates atmospheric reanalyses of the global climate by assimilating various data from the
ground, upper air, and satellite observations into the earth system model [16]. The ERA5
dataset (https://apps.ecmwf.int/datasets/, accessed on 12 January 2022) is the latest gen-
eration reanalysis dataset provided by the ECMWF, which makes a significant step forward
in the assimilation system, model input, spatial resolution, output frequency, and quality
level compared with its former ERA-Interim [17]. The spatial resolution is 0.25◦ × 0.25◦,
and the temporal resolution is 1 h. There are 37 pressure levels from 1000 hPa to 1 hPa. The
atmospheric temperature and water vapor parameters of the three-dimensional grid are
mainly used for validation. Since the ERA5 data and GIIRS observations are different in
spatial and temporal resolution, the ERA5 temperature and water vapor profile need to
be spatially interpolated to each GIIRS FOV before comparison. The ERA5 value at the
nearest four grid points is selected for distance-weighted averaging. The maximum time
matching difference is 1 h. For example, when the GIIRS observation time is 00 to 01 (UTC),
the ERA5 reanalysis dataset at 01 (UTC) will be matched.

2.3. Radiosonde Observation Data

The radiosonde data from 89 Chinese upper-air stations in February and July 2021 are
used to examine the accuracy of atmospheric temperature and humidity profile retrieval.
The data are from the China Meteorological Data Service Center (CMDC, http://data.
cma.cn/, accessed on 10 March 2022). With the ascent of the balloon, vertical profile data
of pressure, geopotential height, temperature, dew point temperature, wind direction,
and wind speed from the ground to approximately 1 hPa are provided twice daily at 00
and 12 (UTC), and measurements are transmitted back to the ground station via radio
signals [16]. The dew point temperature is converted to the water vapor mixing ratio
to compare with humidity retrievals. The matched difference in latitude and longitude
between the GIIRS FOV and radiosonde station is less than 0.25◦, and the time difference is
less than 1 h.

3. Introduction of Three Convolutional Neural Network Schemes

3.1. Training Data for the One-Dimensional Scheme 1D-Net

The training dataset consists of the global training profiles from the Cooperative Insti-
tute for Meteorological Satellite Studies (CIMSS) and the corresponding GIIRS observed
brightness temperature simulated by the Radiative Transfer for TOVS (RTTOV) fast radia-
tive transfer model [18]. It includes 15,704 discrete profiles of atmospheric temperature,
humidity, and ozone on a global scale with 101 pressure levels from 1100 hPa to 0.005 hPa.
The sample data are representative of a large number of samples and have been applied
to retrieve infrared hyperspectral atmospheric parameters many times [19]. A total of
12,528 atmospheric profiles of the training data within the range of [60◦N, 60◦S] are used as
the training sample in our paper considering the China area covered by FY-4A geostationary
satellites. The 12,528 atmospheric profiles and the simulated GIIRS brightness temperature
using it as RTTOV input constitute the training sample pair. One thousand pairs were
selected as independent test samples according to the principle of 1 out of 10, and the
remaining pairs were used to train the algorithm model. The brightness temperatures
of 225 selected GIIRS channels were used as input for training the 1D-Net scheme [20].
The input and output dimensions, the number of training samples, and the time taken to
retrieve the China area of the 1D-Net network are shown in detail in Table 2 (Line 2).
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Table 2. Sample parameters for network training.

Model
Input

Dimensions
Training

Sample Size
Training

Sample Size
Retrieval Time

1D-Net 225 × 1 1 × 101 11,528 pixels 8′9′′
U-Net 1 32 × 32 × 225 32 × 32 × 37 4454 images 3′27′′
U-Net 2 160 × 160 × 225 160 × 160 × 37 284 images 3′9′′

The observed fields of view on both sides of the nadir (satellite zenith = 0◦) of a geosta-
tionary meteorological satellite have different degrees of deformation, and the deformation
rate increases with increasing satellite zenith angle. The brightness temperature spectrum
of GIIRS observations with different satellite zenith angles simulated from RTTOV using
the U.S. Standard atmospheric profiles are shown in Figure 1. The different color lines
represent the bias between the simulated brightness temperature with satellite zenith angles
of 10◦, 20◦, 30◦, 40◦, 50◦, 60◦, and 70◦ minus the nadir simulation. The simulated brightness
temperatures are very sensitive to the satellite zenith angle, especially the difference due
to the change in satellite zenith angles in some absorption bands, which can be more
than 10 K. The satellite zenith angles must be considered when retrieving the atmospheric
temperature and humidity profiles. Eight sets of 1D-Net convolutional neural network
retrieval models were built in this study by classifying the satellite zenith angles from 0◦ to
80◦ at 10◦ intervals.

Figure 1. The simulated brightness temperature bias between different satellite zenith angles and 0◦

(American standard atmosphere).

When the actual observed satellite zenith angle is θ, the two nearest satellite zenith
angles θ1 and θ2 classifications are found and the corresponding models to retrieve two
sets of atmospheric profiles X1 and X2 are used, respectively. Then, the final retrieval
parameters are obtained by linear interpolation as Equations (1)–(3):

X = aX1 +bX2 (1)

a =
|θ – θ 1|
|θ 2 – θ1| (2)

b =
|θ 2 – θ|
|θ 2 – θ1| (3)

3.2. Training Data for the Three-Dimensional Scheme U-Net 1

The training dataset for the three-dimensional (3D) atmospheric temperature and
humidity profile retrieval consists of the two-dimensional (horizontal) real GIIRS bright-
ness temperature observations covering the China area and the temporal-spatial matched
horizontal atmospheric temperature and humidity fields from ERA5 reanalysis data. The
sample can be viewed as picture data and is correlated and continuous in horizontal space.
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The input data dimension of the U-Net convolutional neural network algorithm
is [H(input) × W(input) × C1(input)], and the output data dimension is [H(output) ×
W(output) × C2(output)], where H and W are the length and width of the sample image,
respectively. The input is the GIIRS observed 225 channels (C1) brightness temperature,
and the output is the atmospheric parameter of 37 vertical pressure levels (C2).

Each GIIRS observation FOR consists of 128 FOVs arranged in a 32 × 4 array. The
U-Net 1 scheme spliced the observed brightness temperature of every eight consecutive
FORs in the longitudinal direction to form a 32 × 32 pixel picture sample. Figure 2 shows
the observed brightness temperature of the GIIRS 900 cm−1 channel in China from 00 to 01
(UTC) on 01 February 2020. Each white box in Figure 2 represents a sample size including
32 × 32 FOVs, where the horizontal lines represent different scan belts. The ERA5 data
were spatially interpolated to the 32 × 32 pixel image. A total of 4454 pairs of samples were
matched from 01 February 2020 to 10 February 2020, as detailed in Table 2.

Figure 2. Example of U-Net training sample size.

3.3. Training Data for the Three-Dimensional Scheme U-Net 2

The U-Net 2 scheme selected the continuous GIIRS observations of the whole China
area as a sample image with 160 × 160 FOVs (the full coverage area in Figure 2). There are
284 training samples for the whole month of February 2020. The input data for the U-Net 2
model are 225 channel GIIRS observations with dimensions of [160 × 160 × 225], and the
output data are atmospheric parameter retrievals of 37 pressure levels with dimensions of
[160 × 160 × 37].

3.4. Model Structure and Parameter Optimization

The structure of a traditional convolutional neural network mainly includes an input
layer, convolutional layer, pooling layer, fully connected layer, and output layer. The
main function of the convolutional layer is to extract features from the input image, the
pooling layer is equivalent to a downsampling process, and the fully connected layer
combines the local features extracted from the previous layers into the global features by
nonlinear combination.

The 1D-Net model used in this study contains 1 input layer, 4 convolutional layers,
2 pooling layers, 1 fully connected layer, and 1 regression output layer. The convolutional
layers and pooling layers are set alternately to form a multilayer neural network. The
frame structure is shown in Figure 3. The input layer is the brightness temperature of
225 channels for each sample, which can be considered as a one-dimensional image of
width 1, so the input layer size is 225 × 1. The output layer is the atmospheric temperature
and humidity profiles with a size of 1 × 101. The dark part of the figure is the convolution
kernel size, and the convolution operation is performed with a 1D convolution kernel. To
build the optimal network, indicators such as retrieval root-mean-square error (RMSE),
RMSE of network validation and network training time for test data are calculated for
different parameter settings. The network optimal parameters were finally determined
as follows: the convolution kernel size was 5 × 1, each pooling layer was 2 × 1 averaged
pooling, the activation function was ReLU, and the training optimizer was Adam.
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Figure 3. Frame structure for the 1D-Net model.

The U-Net convolutional neural network is a transformation of the traditional convolu-
tional neural network and consists of two basic structure paths. The first is the contracting
path, also called the encoder or analysis path, whose purpose is to capture the information
in the image by convolution and pooling processes similar to the regular convolutional
network. The second path is the expanding path, also known as the decoder or synthe-
sizer path, which consists of upwards deconvolution and connecting features from the
contracting path. Its purpose is to achieve precise localization of the segmented part of the
image information and improve the output picture resolution. The structure of the U-Net
2 network constructed in this study is shown in Figure 4, with the contracting path on the
left and the expanding path on the right. The purple arrows represent the convolution
process (the convolution kernel size is 4 × 4), and each convolution process is followed by
a modified linear unit called a ReLU. The grey arrows represent the crop and concatenation
process, the red arrows represent the pooling process (2 × 2 maximum pooling method),
and the green arrows represent the upconvolution process (2 × 2 convolution kernel). The
number above the blue box indicates the number of channels in each layer, and the left
box is the image size. The feature maps of the two parts are integrated using 4 crop and
concatenation structures (grey arrows in Figure 4).

Figure 4. U-Net model structure.
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4. Validation of Retrieval Results

4.1. Comparison with ERA5 Reanalysis

GIIRS Level 2 operational products downloaded from the CMDC website include
CLM, temperature profiles (available only for clear sky and above the cloud top for cloudy
field of view), etc., but humidity products were not released.

To test the retrieval accuracy of the above 1D-Net scheme and the two U-Net schemes,
the temperature retrievals are compared with the ERA5 reanalysis fields and the GIIRS L2
operational atmospheric products. Using the GIIRS observation covering China at 00 to
01 (UTC) on 01 February 2021 as an example, the observed brightness temperature of the
900 cm−1 channel is shown in Figure 5. The warm areas in the figure represent the clear sky
area with relatively high brightness temperature, while the cool tone areas with low values
are covered with clouds. The lower the brightness temperature is, the higher the vertical
cloud development height. The temperature retrievals at 1000 hPa are shown in Figure 6,
where (a) is the 1D-Net scheme, (b) is the U-Net 1 scheme, (c) is the U-Net 2 scheme, and (d)
and (e) are the temperature fields of GIIRS L2 and ERA5, respectively. Figure 7 illustrates
the temperature retrievals at 500 hPa. The blank pixels in Figure 6e correspond to the
GIIRS L2 temperature lacking FOV, and an increasing number of FOVs are missing as the
height decreases because no L2 temperature product is below the cloud top under cloudy
conditions. The retrieved temperature fields both at 1000 hPa and 500 hPa from the two
U-Net schemes and L2 operational products are all closer to the ERA5 reanalysis field in
terms of horizontal spatial distribution and values, especially for the U-Net 2 scheme, while
the 1D-Net scheme is slightly worse. At 1000 hPa, the retrieval from the 1D-Net scheme
is generally low (especially at high latitudes) with a large difference from ERA5. The
temperatures from the two U-Net schemes are higher than those from ERA5 in the region
of [60◦–75◦E, 50◦–55◦N], GIIRS L2 temperatures are underestimated relative to ERA5, the
U-Net 1 retrievals are also low, and the U-Net 2 retrievals are closest to the EAR5 reanalysis
in the Tibetan Plateau. The retrieved field of various schemes at 500 hPa is closer to ERA5
than that at 1000 hPa, indicating that the high-level retrieval accuracy is higher than near
the surface. Since the training sample of the U-Net 1 scheme is composed of segmented
small region images, traces of the segmented areas can be clearly seen in the temperature
retrievals, and the retrieved temperature fields are less continuous near the region boundary.
The U-Net 2 training sample is the whole China area image, so the retrieved fields are very
continuous in horizontal space and are closer to the ERA5 temperature fields.

Figure 5. The GIIRS observed 900 cm−1 brightness temperatures (unit: K) for the China area from 00
to 01 (UTC) on 01 February 2021.
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(a) (b)

(c) (d)

(e)

Figure 6. Temperature fields (unit: K) at 1000 hPa from 00 to 01 (UTC) on 01 February 2021:
(a) 1D-Net; (b) U-Net 1; (c) U-Net 2; (d) ERA5; (e) Level 2 product.

(a) (b)

(c) (d)

(e)

Figure 7. Same as Figure 6 except for 500 hPa: (a) 1D-Net; (b) U-Net 1; (c) U-Net 2; (d) ERA5;
(e) Level 2 product.
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The humidity retrieved results are shown in Figure 8 (at 1000 hPa) and Figure 9 (at
500 hPa). (a), (b), and (c) give the retrievals of the 1D-Net scheme, U-Net 1 scheme, and
U-Net 2 scheme, respectively, and (d) is from ERA5. Humidity profiles are not provided
in the GIIRS L2 products. The large value area of warm colors indicates abundant water
vapor, and the cold tone corresponds to the low value dry area. The retrieved humidity
fields of the two U-Net schemes are relatively close to the ERA5 reanalysis at 1000 hPa and
500 hPa, while the difference is large for the 1D-Net scheme, especially at 500 hPa. There are
many clutter points of 1D-Net because this scheme only carries out retrieval of the vertical
dimension for each field of view independently. The two U-Net water vapor retrievals at
500 hPa have relatively high values on the northwest side of the Tibetan Plateau, which
coincides with the lower brightness temperature in Figure 5. Low brightness temperature
implies cloud cover and high water vapor content. The retrieved high value areas of water
vapor correspond to the low brightness temperature in Figure 5, which indicates that the
retrieved results are very effective. Similarly, traces of segmented small areas can be seen in
the humidity from the U-Net 1 scheme.

(a) (b)

(c) (d)

Figure 8. Water vapor mixing ratio (unit: g/kg) at 1000 hPa from 00 to 01 (UTC) on 01 February 2021:
(a) 1D-Net; (b) U-Net 1; (c) U-Net 2; (d) ERA5.

(a) (b)

(c) (d)

Figure 9. Same as Figure 8 except for 500 hPa: (a) 1D-Net; (b) U-Net 1; (c) U-Net 2; (d) ERA5.
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To quantitative test the retrieval accuracy, the temperature and humidity ME (mean
error) and RMSE (root mean square error) profiles from the three schemes and GIIRS L2
products compared with ERA5 reanalysis data for the whole February 2021 are given in
Figures 10 and 11 respectively. The red lines are ME profiles, the black lines are RMSE
profiles. The thicker dash-dotted line represents the 1D-Net scheme, the dashed line is the
U-Net 1 scheme, the solid line is the U-Net 2 scheme, and the thinner dash-dotted line
represents the L2 operational products. Figure 10 shows that most of the heights of these
schemes are positive bias except for U-Net 2 from 750–150 hPa. The MEs of the two U-Net
schemes are within 1 K at all pressure levels. The bias of 1D-Net scheme is significantly
increased below 300 hPa. The RMSE of U-Net 1 and U-Net 2 are much smaller than 1D-Net.
U-Net 2 scheme is better than that of the U-Net 1 scheme at all pressure levels. The accuracy
of L2 products is close to two U-Net schemes below 700 hPa, but the RMSE increases with
height. The retrieval error profiles of water vapor mixing ratio are shown in Figure 11.
Humidity products are not provided by the L2 operational products. The humidity bias
of two U-Net is close to 0 g/kg at all pressure levels, while 1D-Net scheme bias is larger
than U-Net schemes. RMSE of all schemes decreases with height. The values of two U-Net
schemes are smaller than 1D-Net. U-Net 1 humidity RMSE is lower than that of U-Net 2
above 800 hPa.

Figure 10. Temperature retrieval error profiles compared with ERA5 reanalysis field for the whole
February 2021. The red lines are ME profiles, the black lines are RMSE profiles. The thicker dash-
dotted line represents the 1D-Net scheme, the dashed line is the U-Net 1 scheme, the solid line is the
U-Net 2 scheme, and the thinner dash-dotted line represents the L2 operational products.

Figure 11. The same as Figure 10 except for water vapor mixing ratio.
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4.2. Comparison with Radiosonde Observations

The retrievals of the three schemes are evaluated in terms of mean error and root mean
square error using temporal-spatial matched radiosonde observations as true. It is divided
into all sky and clear sky for the retrieval accuracy check separately based on observations
from the whole month data of February 2021. The determination of clear FOV was based
on the GIIRS L2 operational CLM products, which made clear sky and cloud judgements
for each FOV.

The bias profile of the temperature retrieval under clear sky conditions for February
2021 is shown in Figure 12. The color and line shape denote the same as Figure 10. The
sample number used to calculate the MEs and RMSEs at each pressure level is given on
the right vertical coordinate. The sample number matched in each level decreases with
decreasing altitude, which is because some radiosonde stations have no data at very low
altitudes affected by the terrain. Figure 12 shows that the RMSEs of these scheme retrievals
all slightly decrease with increasing height under clear FOVs (except near the surface), and
the accuracy of the L2 operational products is higher with RMSE within 3 K. The retrieval
accuracy of the two U-Net schemes is similar to that of the L2 operational products in the
upper troposphere. The 1D-Net scheme RMSE is significantly larger at all pressure levels,
and the U-Net 2 RMSE is slightly smaller than that of U-Net 1. The MEs of the two U-Net
schemes and L2 products are close to 0 K with high accuracy above 250 hPa. L2 operational
products have the smallest bias above 500 hPa, and the biases of the two U-Net schemes
are smaller at heights below 500 hPa.

Figure 12. Temperature retrieval error profiles compared with radiosonde under clear FOVs for
February 2021. The color and line shape denote the same as Figure 10.

The bias profile of the temperature retrieval under all sky conditions for February
2021 is shown in Figure 13. The red lines are the ME profiles, the black lines are the
RMSE profiles. The number in the first column of the right vertical coordinate of Figure 13
represents the statistical sample size of the three convolutional neural network schemes
for each pressure level matched with radiosonde observations, and the second column
one represents the sample number matched with GIIRS L2 operational products, which is
less than that of the convolutional neural network scheme because GIIRS L2 operational
products are not retrieved below the cloud top. The RMSEs of the temperature retrieval
by the two U-Net schemes are lower than those of the L2 products at almost all levels in
Figure 13, and the Level 2 RMSE increases substantially above 500 hPa. The RMSEs of the
two U-Net schemes are relatively large near the surface, and the accuracy of temperature
gradually increases slightly with altitude above 800 hPa, with an RMSE of approximately
2.5 K. The retrieval accuracy of the U-Net 2 scheme is approximately 0.5 K better than that
of the U-Net 1 scheme at all pressure levels. In terms of the temperature ME, the U-Net 2
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scheme has a positive bias above 800 hPa, while the L2 operational products and U-Net 1
scheme have a negative bias, especially the bias of the L2 products above 550 hPa, which is
large with the gradually increasing RMSE. The U-Net 2 scheme bias is the smallest, with a
value of approximately 0.5 K. The 1D-Net scheme has a large ME and RMSE below 400 hPa.

Figure 13. Same as Figure 12 except for all sky.

The ME and RMSE profiles of the retrieved humidity for all sky and clear sky FOVs
for February 2021 are shown in Figures 14 and 15, respectively. Again, the sample number
used to calculate the error is given for each pressure level on the right vertical coordinate.
Humidity products are not provided by the L2 operational products. It can be seen from
the figures that the RMSEs decrease with increasing height in both all sky conditions and
clear sky conditions. The RMSE is maximum for the 1D-Net scheme at all levels, and the
U-Net 1 RMSE is slightly larger than that of U-Net 2 at altitudes below 650 hPa. The bias
of the 1D-Net scheme is larger than that of the U-Net schemes for almost all altitudes, the
MEs of the two U-Net schemes above 650 hPa are similar (both close to 0 g/kg), and the
water vapor bias of U-Net 2 is relatively small below 650 hPa.

Figure 14. Water vapor mixing ratio retrieval error profiles compared with radiosonde under clear
FOVs for February 2021. The color and line shape denote the same as Figure 10.

433



Remote Sens. 2022, 14, 5112

Figure 15. Same as Figure 14 except for all sky.

The GIIRS observations from July 2021 are used to further test the universality of these
schemes. For summer months, the matched July 2020 data are trained to build network.
The retrieval error of temperature and humidity under clear FOVs and all sky are shown in
Figures 16 and 17, respectively. The U-Net 2 algorithm gives the highest retrieval accuracy
in above winter month, so we just compare the U-Net 2 with L2 products in July. The
solid line is U-Net 2 scheme and dashed line represents the L2 operational products. In
Figure 16a, the U-Net 2 temperature is negative bias in summer while positive ones in
winter (Figure 12). To bias and RMSE, the L2 products accuracy are all better than U-Net
2 for clear FOVs. The summer RMSE of L2 products is smaller than winter. To humidity
(Figure 16b), the positive bias of U-Net 2 in wither (Figure 13) also changes to negative bias.
This means that U-Net 2 overestimates the temperature and humidity slightly in winter
and underestimates it in summer. The summer humidity RMSE is bigger than winter.

Under all sky conditions (Figure 17), the temperature retrieval accuracy of U-Net 2
is obviously higher than L2 product no matter ME or RMSE in summer and the U-Net
2 improve the temperature retrieval in the middle and lower troposphere. The summer
humidity retrieval is worse than in winter.

Figure 16. Temperature (a) and water vapor mixing ratio (b) retrieval error profiles compared with
radiosonde under clear FOVs for July 2021. The red lines are ME profiles, the black lines are the RMSE
profiles. The solid line is U-Net 2 scheme and dashed line represents the L2 operational products.
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Figure 17. Same as Figure 16 except for all sky: (a) temperature retrieval error profiles; (b) water
vapor mixing ratio retrieval error profiles.

4.3. Discussion of Three Convolution Neural Network Schemes

The three deep learning convolutional neural network schemes all can retrieve at-
mospheric temperature and humidity profiles for all the sky. The 1D-Net scheme with
large retrieval bias is mainly because of just considering single FOV observations in the
retrieval and fail to incorporate spatial information and feature transformations. While
U-Net schemes consider the relevance from the image perspective and establish directly
the relationship between the input image and output image by extracting image features
and using 3D convolution. So, the U-Net temperature and humidity retrievals are more
accurate and closer to the actual atmosphere, especially the U-Net 2 scheme. At the same
time the retrieval fields are more continuous in horizontal distribution.

5. Conclusions

Three convolutional neural network schemes are used to retrieve one-dimensional
and three-dimensional atmospheric temperature and humidity profiles, respectively, based
on FY4A/GIIRS observations in this paper. The retrieval accuracy of the three schemes was
examined and validated using ERA5 reanalysis fields and radiosonde observations under
all sky and clear sky fields of view. The results are as follows:

(1) Compared with the ERA5 reanalysis field and the GIIRS L2 operational products,
the retrieval accuracy of the 1D-Net scheme needs to be improved, and the three-
dimensional atmospheric temperature and humidity field retrieved by the two U-Net
schemes are closer to the ERA5 reanalysis field in both distribution and value; in
particular, U-Net 2 retrieval is more continuous in horizontal space.

(2) The accuracy of L2 operational temperature products is the highest, the temperature
retrieval RMSE for the two U-Net schemes is the second highest, and the RMSE and
ME of the 1D-Net scheme are all larger compared with temporal-spatial matched
radiosonde observations when the GIIRS field of view is completely clear. The tem-
perature RMSE and bias of the two U-Net schemes under all sky conditions are lower
than those of GIIRS L2 above 800 hPa, especially for the U-Net 2 scheme. The accuracy
of the Level 2 temperature product will be reduced under the influence of clouds. The
humidity RMSEs of the two U-Net schemes are within 2 g/kg, the 1D-Net scheme is
worse, and humidity products are not provided by the L2 operational product.

(3) The three deep learning convolutional neural network schemes all can retrieve 3D
atmospheric temperature and humidity profiles for all the sky from the perspective
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of the image. The 1D-Net scheme only carries out retrieval of the vertical dimension
for each field of view independently, with larger bias and discrete retrievals. The
U-Net schemes use GIIRS multichannel spatial observations as input to improve the
retrieval accuracy with cloud influence, and the retrieval fields are more continuous
in horizontal distribution and closer to the actual atmosphere. The U-Net 2 scheme
has the highest retrieval accuracy, followed by U-Net 1. The retrieval speed of the two
U-Net schemes is nearly the same, faster than that of 1D-Net. The time required to
retrieve the China area covered by the GIIRS is approximately 2–3 times longer than
that of the U-Net schemes.
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Abstract: Spaceborne microwave radiometer observations play vital roles in surface parameter
retrievals and data assimilation, but widespread radio-frequency interference (RFI) signals in the
C-band channel result in a lack of valuable data over large areas. Establishing repaired data based on
existing observation information is crucial. In this study, Advanced Microwave Scanning Radiometer
(AMSR)-2 C-band data affected by RFI were accurately repaired through the iterative principal
component analysis (PCA) method in 2016 over the U.S. land area. The standard deviation (STD) and
bias characteristics of the brightness temperature in the C-band vertical polarization channel were
compared and analyzed before and after the restoration to verify the assimilation application prospect
of the repaired data. Not only was the spatial continuity of the microwave imager observations
significantly improved following restoration; the STD and bias of the observation minus background
(OMB) of the restored data were basically consistent with those of the RFI-free data. The STD of OMB
exhibited obvious seasonal variations, which were approximately 4.0 K from January to May and
3.0 K from June to December, whereas the biases were near zero in winter but negative (approximately
−2.0 K) in summer. The surface type and terrain height also critically affected the STD and bias. The
STD decreased with increasing terrain height, whereas the bias exhibited the opposite trend. The
STD was largest in low-vegetation areas (4.0 K) but only approximately 2.0–3.0 K in pine forest and
brush areas. These results show that the restored data have a high prospect for retrieval application
and assimilation, and the STD and bias estimation results also provide a reference for land-based
AMSR-2 data assimilation.

Keywords: AMSR-2; radio frequency interference; PCA iterative restoration; community radiative
transfer model; bias correction

1. Introduction

A number of low-frequency microwave radiometers have been put into use (e.g.,
AMSR-2, Advanced Microwave Scanning Radiometer 2, etc.), which have offered oppor-
tunities for the derivation of more direct surface parameter estimations [1–5]. Modern
numerical weather predictions (NWPs) rely on assimilating these satellite observations and
retrievals to initialize the current state of the land surface accurately [6–11].

The continuous improvement of the assimilation effect has always been the goal of
AMSR-2 data assimilation research [12,13]. During the data assimilation process, appropri-
ate adjustment of the background field is determined by the observation error characteristics
of the observation data and the background field, as well as some physical mechanisms.
Due to the lack of true values, the STD of OMB is often used to characterize the observation
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error in data assimilation studies. Therefore, accurate STD estimations of OMB have an
essential impact on the effect of data assimilation [14–16].

Bias estimation also plays a crucial role in satellite data assimilation (DA), since
it is assumed that the differences between the background and observations satisfy an
unbiased Gaussian distribution. In DA theory, systematic bias between satellite-observed
and model-simulated radiances should be removed as a necessary condition for meeting
this requirement [17,18]. Furthermore, the corrected brightness temperatures are also
essential for other steps within DA, for example, cloud detection [19], which depends on
the observation-minus-background (OMB) departures [18]. The proper treatment of such
systematic biases is critical for the success of data assimilation systems [9,20–26].

Many studies have shown that both effective bias correction and STD estimation are
significant prerequisites for successful data assimilation [9,25], but the current estimation
methods mostly provide a uniform estimate over the ocean in consideration of the high
spatial consistency of the ocean surface. However, the biggest difference between land and
sea is the complex underlying surface characteristics of land.

In addition to large STDs caused by the artificial RFI, the variable underlying surface
types over land cause considerable error in the surface emissivity. Moreover, a change in
surface elevation will further complicate the simulation errors of brightness temperature
caused by the surface temperatures and surface emissivity. Therefore, the assimilation of
AMSR-2 data over land requires the targeted estimation of OMB standard deviations for
different vegetation types and terrain heights on the basis of the current accuracy of the
surface emissivity and surface temperature. Thus, the observation weight can be adjusted
adaptively in the actual assimilation process and the effective assimilation of the AMSR-2
data over land can be realized.

However, the research on bias correction and STD estimation for AMSR-2 data has
been restricted by RFI. AMSR2, which contains a low-frequency C-band (6.9-GHz and
7.3-GHz channels) and an X-band (10.7-GHz channel), is suitable for soil moisture monitor-
ing [27–29]. The optimal low-frequency channel for data assimilation and retrieval using
AMSR-2 is the 6.9-GHz channel, as this relatively low frequency responds to a deeper soil
layer and is less attenuated by the atmosphere and vegetation than other channels [30].
However, the 6.9-GHz channel is also prone to interference by RFI signals, and the strong
signal interference of RFI makes it impossible to effectively estimate the STD and bias of
data from this channel, which makes the application of the channel data very difficult.
Japan Aerospace Exploration Agency (JAXA) soil moisture products are mainly constructed
based on the results retrieved from the 10.7-GHz channel due to the wide range of radio
frequency interference (RFI) that occurs globally [28].

RFI refers to the radiation signal received by a satellite microwave radiometer that
is confused by active remote sensing signals with similar bands to those used in human
activities [31]. The strong signals emitted from these interfering sources conceal relatively
weak thermal radiation signals from the Earth–atmosphere system, thus leading to the
distortion of observations and causing significant increases in the brightness temperature
of the detectors at the low-frequency band [31,32]. Numerous studies have shown that RFI
is an extremely vital and nonnegligible factor in low-frequency bands (such as the C-band
and the X-band), causing an anomalous bias which affects the application of microwave
radiometer data [7,33,34].

An RFI filter has been used before data assimilation in a number of studies [7,9,35].
However, eliminating observational data from the low-frequency channel, which is affected
by interference, inevitably causes a large amount of data to be wasted, and may also lead
to a large range of observation data being lost.

To compensate for the loss of a large amount of observation data caused by RFI,
Shen et al. (2019) [36] proposed an RFI data restoration method based on principal compo-
nent analysis (PCA), making full use of the channel correlation and the spatial continuity
of observations.
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Most of the studies on AMSR-2 assimilation directly discard the data affected by RFI.
Although the restored data can fill a wide range of observational data gaps, the applicability
of these restored data in the assimilation process still requires further evaluation; specifically,
answering the question of whether this restoration method can retain the STD and bias
characteristics of the observational data is crucial for research on the follow-up of targeted
bias-corrections and observational weight settings in the assimilation process. Therefore, in
this paper, we used the established PCA iterative restoration method to repair RFI-affected
data and then evaluated the bias and STD characteristics before and after the restoration
process for different vegetation types and terrain heights. We hoped to provide more
accurate bias and STD estimation results for AMSR-2 data assimilations over land.

The paper is structured as follows. In Section 2, we briefly describe the AMSR2
radiance data and the community radiative transfer model (CRTM), and give a brief
introduction to the RFI detection and restoration method. In Section 3, we presents the
validation of the restoration method and then compare and analyze the bias characteristics
of the data before and after RFI restoration. Conclusions and discussions are summarized
in Section 4.

2. Materials and Methods

2.1. AMSR-2 Brightness Temperature Observations

AMSR-2, an instrument carried on GCOM-W1, is a 14-channel, dual-polarization
conically scanning passive microwave radiometer with 7 frequencies ranging from 6.9 to
89.0 GHz. This radiometer detects faint microwave emissions from the surface and atmo-
sphere of Earth. The AMSR2 radiance observations frequencies are 6.9, 7.3, 10.65, 18.7, 23.8,
36.5, and 89.0 GHz, as listed in Table 1 [37]. The low-frequency channels below 10.65 GHz
are usually used to retrieve various surface parameters, such as the soil moisture, vegetation
water content, and snow thickness, as they are window channels with strong vegetation-
and soil-penetrating abilities [2,3,5]. The surface incident angle of AMSR2 is maintained
at 55 degrees, as this angle is less affected by sea surface winds and produces a large
difference between the horizontal and vertical polarization results. The interval between
the two conical scans is 1.5 s. The satellite advances approximately 10 km along the running
track during this interval, and the width of one scanning line is approximately 1450 km.
This scanning process can cover 99% of the world in two days.

Table 1. AMSR2 characteristics and performance.

Channel
Frequency

(GHz)
Polarization

Bandwidth
(MHz)

Resolution
(km)

Sensitivity
(K)

1/2 6.925 H/V 350 35 × 62 0.34
3/4 7.3 H/V 350 34 × 58 0.43
5/6 10.65 H/V 100 24 × 42 0.7
7/8 18.7 H/V 200 14 × 22 0.7

9/10 23.8 H/V 400 15 × 26 0.6
11/12 36.5 H/V 1000 7 × 12 0.7
13/14 89.0 H/V 3000 3 × 5 1.2

The study domain is the central and southeastern United States (30◦–40◦N, 260◦–285◦W)
where C-band AMSR-2 radiance data are seriously affected by RFI. This domain also
includes a variety of temperate land cover types with complex topography [38]. Performing
the experiments in this domain allowed us to test the impact of the PCA iterative restoration
method on changeable surface types and terrain.

To certify that this restoration method had good stability and prospects for data
assimilation, it was necessary to obtain a sufficiently vast data sample to conduct RFI
identification and restoration. Therefore, in this study we selected the AMSR-2 L1R-class
observed brightness temperature data covering the study domain for the one-year period
of 2016 (1 January to 31 December).
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2.2. Background—CRTM Simulations

Three fast radiative transfer models have been applied worldwide: the radiative
transfer for TOVS (RTTOV) [39], the community radiative transfer model (CRTM), and the
advanced radiative transfer model system (ARMS) [40]. In particular, the newly developed
ARMS model can be applied to the assimilation of data from the Fengyun satellites and
those sensors not included in existing radiative transfer models [40,41]. The CRTM was
developed by the U.S. Joint Center for Satellite Data Assimilation (JCSDA) to provide
fast and accurate satellite radiance simulations and Jacobian calculations at the top of the
atmosphere under all weather and surface conditions [42]. Only the CRTM model was
used in this study. It can be shown that the measured radiance in this case is a weighted
average of the atmospheric temperature profile.

Figure 1 showed the weighting functions calculated by the atmospheric profiles over
ocean (a), and at altitudes of 1000 (b), 2000 (c) and 3000 (d) meters over land, respectively.

 

Figure 1. Weighting functions of the AMSR-2 channel 1–14 using CRTM based on the atmospheric
profile over ocean (a) and for terrain height of 1000 m (b), 2000 m (c) and 3000 m (d) over land.

The weighted function K(p) can be calculated as follows:

K(p) = dτ/dln(p) (1)

here τ means the atmospheric transmittance, p is for the pressure [43].
The weighting functions were calculated based on the atmospheric profiles using

the CRTM. The profile information includes temperature, specific humidity and pressure
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profiles, as well as surface temperature and surface wind field information. It can be seen
that weighting functions change little for channels with frequencies less than 10.7 GHz,
but for other channels’ weighting functions, the differences between the ground and the
atmosphere gradually decrease with the increase of terrain height. The weighting functions
of the channels with different polarization modes at the same frequency were consistent [44].
The peaks of the weighting function for each channel was located near the surface, as the
microwave imager was mainly designed to improve our ability to detect surface parameters
through remote sensing.

The amount of radiation detected by the microwave imager is represented by a
weighted sum of surface radiation and atmospheric upward microwave radiation in dif-
ferent vertical layers near the ground; this value is mostly sensitive to the atmospheric
temperature at the height of the maximum weighting function. The horizontal polarization
channel and the vertical polarization channel with the same frequency have the same
weighting function.

On the lowest-frequency channel (i.e., 6.9 GHz), the atmosphere contributes the least
to the amount of observed radiation. The higher the frequency of the channel is, the wider
the weighting function is. The weighting functions of the low-frequency channels are
generally located inside the high-frequency channels, except for the 23.8- and 36.5-GHz
channels. Thus, the brightness temperatures observed between different channels are
highly correlated if the atmospheric contribution is significant [44].

2.3. Model Input—ECMWF Reanalysis Data

European Center for Medium-Range Weather Forecasting (ECMWF) hourly reanalysis
data, with a horizontal resolution of 0.25 × 0.25 degrees and 37 vertical model levels,
were used as the input for the CRTM. The input variables for CRTM include the three-
dimensional atmospheric temperature, water vapor mixing ratio, and air pressure, as well
as the two-dimensional surface variables of soil moisture, surface skin temperature, wind
speed, and wind direction.

Hourly ECMWF liquid water path (LWP) reanalysis data with a horizontal resolution
of 0.25◦ × 0.25◦ were used to identify data collected under clear-sky conditions.

2.4. OMB Calculation Method

In this study, we used the International Geosphere-Biosphere Programme (IGBP)
surface type dataset to identify the continental brightness temperature data. Among all
the AMSR-2 pixels labeled as “water” in terms of their surface type, further works were
carried out to eliminate the pixels within 50 km from coastlines to remove those mixed
pixels with water.

Although microwave radiation is able to penetrate some non-precipitating clouds,
it is basically unable to penetrate deep precipitation clouds. Even in penetrable clouds,
various particles affect microwave radiation through absorption, emission and scattering
effects [45,46]. To prevent effects associated with brightness temperature simulation uncer-
tainties in cloudy areas on the bias and STD estimation, in this study we only used data
obtained over continental areas under clear-sky conditions.

In order to acquire the simulated brightness temperature at AMSR-2-observed pixel
locations and times, polynomial interpolation and linear interpolation were performed
on the ECMWF analysis dataset in the horizontal and temporal dimensions, respectively.
We processed the hourly ECMWF liquid water path (LWP) data in the same way. The
brightness temperature data were considered “cloudy” data when the cloud water path
value was greater than 0.01 g/kg, thus allowing us to identify data collected under clear-sky
conditions. For the threshold, we referred to the study by Zou et al. (2017) [47]. The total
water and ice cloud contents are close to 0.01 kg m−2, which is used as the threshold to
detect the cloud in Zou et al. (2017) [47].

Due to the lack of true observed values, the observation errors in the brightness
temperature data are mostly estimated by obtaining the standard deviations of the OMB
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(observation-minus-background) values [48–51]. In satellite data assimilation, both the
observations (O) and model simulations (B) are assumed to be unbiased. Therefore, STDs
can be expressed as:

ΔDi = Oi − Bi

σ =

√
∑N

i=1
(
ΔDi − ΔD

)2

N − 1
(2)

where Oi and Bi are the observed and simulated brightness temperature values on the same
pixel, respectively, and ΔDi means the OMB value of the pixel. ΔD and σ represent the
mean value and the standard deviations of the OMB value, respectively. N represents the
counts of all the continental pixels under clear-sky conditions.

2.5. RFI Detection Method—Normalized Principal Component Analysis (NPCA)

The spatial correlations of natural-radiation-generated microwaves among different
AMSR-2 instrument observation channels are often very high, as natural surfaces usually
produce ultrawideband and smooth microwave radiation.

However, the brightness temperature of the low-frequency AMSR-2 channel increases
significantly and abnormally in cases where RFI signals exist, resulting in weakened
correlations between these RFI-affected channels and the other channels. The NPCA
method, which takes advantage of the aforementioned feature, can effectively identify RFI
signals through a PCA decomposition of the constructed interference coefficient matrix,
using the brightness temperature difference calculated between the low-frequency channel
and the high-frequency channel (low-high). On the other hand, the brightness temperature
of the high-frequency channel can be strikingly reduced under the scattering effect of some
natural targets (such as ice and snow), thus resulting in an inverse spectral difference
gradient in continental regions covered with ice and snow. Therefore, Zou et al. (2013) [52]
proposed an RFI detection method for NPCA analyses that has been shown to be effective
for identifying RFI in data collected over snow- and ice-covered surfaces; this proposed
method is suitable for identifying RFI over complex continental areas with mixed winter
snow and RFI signals or over non-scattering surfaces in summer.

2.6. RFI Restoration Method—Iterative PCA Method

To compensate for the loss of a large amount of observation data caused by RFI,
Shen et al. (2019) [36] proposed an RFI data restoration method based on principal compo-
nent analysis (PCA). PCA can be used to extract observation information at different spatial
scales into some independent PCA modes. The iterative PCA restoration method was
established to obtain the correct brightness temperature of the RFI-affected point according
to the correct observations around it.

For any observation, if the NPCA method recognizes that this observation has been
affected by RFI, then on the satellite orbit where the point is located, the observation data
from multiple channels for RFI-free points within the experience range of 350 km around
the target point can form a repair matrix containing the target point, but the brightness
temperature of the target point will be set to an initial value of 0.

PCA modes representing spatial features with different scales can be obtained through
PCA decomposition of the matrix. For any data matrix B, the PCA modes correspond math-
ematically to the eigenvectors of the covariance matrix of B. The order of the PCA modes is
determined based on the eigenvalues of the matrix corresponding to the eigenvectors. The
higher-ranked modes correspond to larger eigenvalues, and larger eigenvalues correspond
to spatial features with larger values of covariance. In relation to atmospheric variables, a
large value of covariance often corresponds to more energy, and the energy of a large-scale
weather system is generally much larger than that of a small-scale weather system. Thus,
the PCA modes of meteorological variables often correspond to the weather variability
features at different scales. More details can be found in Demšar et al. (2013) [53].
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The brightness temperature of the target point, determined by means of a large-scale
spatial structure, can be obtained by iteratively repeating the reconstruction process of
the first mode. The same iterative restoration process can be performed for the rest of
the PCA modes, and when all PCA modes are included, the final iterative repair results
are obtained.

The proposed restoration method was used to recover observations affected by RFI
with high precision [36]. The results of theoretical experiments and real data restoration ex-
periments proved that the accuracy and effectiveness of the new method were much better
than those of the Cressman method. Furthermore, the spatial continuity of observations in
the recovered data were very well preserved by the new method.

3. Results

3.1. C-Band Continental RFI Characteristics

The NPCA method, described in Section 2.5, was used for RFI detection on C-band
AMSR-2 data in this study. Figure 2 shows the brightness temperatures obtained by the
AMSR-2 instrument in the 6.9-GHz and 10.7-GHz vertical polarization channels (Here-
inafter referred to as 6.9-GHz-V and 10.7-GHz-V) over the area of the U.S. in the autumn
of 2016, as well as the spatial distribution of the RFI signals identified through NPCA
(Figure 2a–c). The brightness temperature of the 6.9-GHz channel was generally less than
that of the 10.7-GHz channel for most of the continent, because the dielectric constant
of water in soil and vegetation depends on this frequency, thus resulting in an increased
surface emissivity with an increasing frequency [30]. However, the presence of an RFI
signal at the 6.9-GHz frequency caused the brightness temperature of this frequency to
increase abnormally, thus resulting in a spectral difference with an opposite sign to that
expected. The brightness temperatures of the 6.9-GHz channel in the concentrated areas
of Virginia, North Carolina, Texas, and other states were significantly higher than the
brightness temperatures of the higher-frequency 10.7-GHz channel, which were far above
300 K, with notable horizontal spatial distribution discontinuities. In the identification
results obtained using the NPCA method, the larger the value was, the stronger the possi-
bility of RFI interference. As shown in Figure 2c, regions with abnormally high brightness
temperatures (shown in Figure 2a) were detected as having significant RFI signals.

 
Figure 2. Spatial distributions of brightness temperatures of the 6.9-GHz-V channel (a) and the
10.7-GHz-V channel (b) over the U.S. continental area in the autumn of 2016; RFI signals identified by
the NPCA for the 6.9-GHz-V channel are shown in (c).
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The NPCA method was used for the detection of RFI signals in the horizontal and
vertical AMSR-2 6.9-GHz channels over the study domain in 2016, and a daily variation
curve of the proportion of the 6.9-GHz-V and 6.9-GHz-H channel scanning points affected
by RFI for the land scanning points was obtained for the study domain (Figure 3). In
Figure 3, the red line represents the vertical channel and the blue line represents the
horizontal polarization channel. The figure shows that both the horizontal and vertical
channels in the study region encountered continuous RFI signals throughout the year. In
particular, the degree of interference in the vertical channel was obviously greater than that
in the horizontal channel. Thirty to forty percent of the data were not available for data
assimilation or retrieval applications because of RFI interference.

 
Figure 3. Daily variation curves of the proportion of pixels affected by RFI in the study domain for
the 6.9-GHz-H (blue) and 6.9-GHz-V (red) channel in 2016.

3.2. RFI Restoration and Validation

Figure 4 shows the spatial distributions of the mean observed (a) and restored
(b) brightness temperatures of the 6.9-GHz-V channel and the mean observed brightness
temperatures of the 7.3-GHz-V (c) and 10-GHz-V (d) channels in autumn 2016. Comparing
Figure 4a,b, it can be seen that those abnormally high brightness temperatures caused by
RFI were well repaired. The overall geographic distribution of the brightness temperature
showed good spatial continuity after this restoration, and the spatial distribution was con-
sistent with the natural surface emission characteristics; in addition, the small-brightness
temperature characteristics were restored as well.

In addition to the existing AMSR-E channel, two more channels were added to the
AMSR-2 with frequencies near 6.9 GHz and 7.3 GHz. Anne et al. (2015) showed that the
RFI phenomenon in the 7.3 GHz observation channel was significantly reduced in the U.S.,
Japan, and India, where there was severe pollution in the 6.9 GHz channel. As can be seen
from Figure 4c, only a few regions showed abnormally high brightness temperatures over
300 K, such as northern West Virginia, central and eastern Alabama, and southern Kansas.
However, in the corresponding region of the 6.9-GHz-V channel, there were no abnormally
high brightness temperatures. The brightness temperatures of 6.9-GHz-V were generally
lower than those of 10.7-GHz-V, except for the RFI-affected region. The frequencies of the
6.9-GHz channel and the 7.3-GHz channel were very close, so the brightness temperatures
of the 7.3-GHz channel could be used qualitatively to verify the correctness of the repaired
brightness temperatures. It can be seen that the spatial structure of the restored brightness
temperature was similar to that of the 7.3-GHz channel. The low-value center in the
middle of the region was well reproduced, and the spatial structures of three brightness
temperature centers in the northeast of the United States, which were severely impacted by
RFI, were also well restored.
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Figure 4. Spatial distributions of mean observed (a) and restored (b) brightness temperatures of the
6.9-GHz-V channel and the observed 7.3-GHz-V (c) and 10.7-GHz-V (d) channels in autumn 2016.

Figure 5 shows the distribution of the brightness temperature difference between the
6.9-GHz-V channel and the two high-frequency channels, 7.3-GHz-V (a) and 10.7-GHz-V (c),
respectively. Figure 5b,d are the same as Figure 5a,c except for the restored brightness
temperatures of the 6.9-GHz-V channel. RFI interference led to an abnormal increase in
the brightness temperature values, resulting in the opposite spectral differences. Therefore,
the larger the positive value in the spectral difference, the more affected were the values
in the 6.9-GHz-V channel by RFI. As can be seen in Figure 5a,c, a large area of this region
was affected by RFI, and the differences were even greater than 10 K. As can be seen
in Figure 5b,d, this difference was basically within 5 K after the repair process. This
indicates that the abnormal brightness temperature was well corrected, and also proves the
effectiveness of the restoration method.

In consideration of the relatively high percentage of RFI signals in the 6.9-GHz-V
channel (the red curve in Figure 3), in this study, we focused on the observation bias and
STDs of the 6.9-GHz-V channel in the subsequent analysis.

3.3. Comparison of Simulated Brightness Temperature under Clear- and Cloudy-Sky Conditions
over Ocean

The hourly cloud liquid water paths based on ERA5 reanalysis data were used to
detect clear sky and cloudy data. In order to prove the accuracy of the cloud detection
process and the reliability of CRTM simulation, the ocean surface area within the study area
was selected for the comparison of OMB characteristics between clear-sky and cloudy areas.

Here, the monthly OMB standard deviations in clear-sky (blue line) and cloudy-sky
(red line) areas were calculated separately (Figure 6). The OMB standard deviation in the
cloudy area was approximately 6.0 K; this value was much larger than that obtained for the
clear-sky area, with an obvious monthly difference. The largest standard deviation, reaching
7.26 K, was observed in June, whereas the smallest value was obtained for December. This
may be due to the prevailing convective weather in summer, resulting in more deep clouds.
However, the simulation errors for the clear-sky area were primarily reduced, as the
standard deviation was maintained at around 0.9 K with a minimal standard deviation of
approximately 0.6 K from June to July. The stationary standard deviation in the clear sky
areas also proves the effectiveness of the cloud detection method.
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Figure 5. Spectral difference between the observed 6.9-GHz-V channel and the 7.3-GHz-V (a)
and 10.7-GHz-V (c) channels, respectively, and the restored 6.9-GHz-V channel and observed
7.3-GHz-V (b) and 10.7-GHz-V (d) channels in autumn 2016.

 

Figure 6. Monthly variations of OMB standard deviations (solid line) and bias (dotted line) for data
in clear-sky (blue line) and cloudy-sky (red line) conditions over ocean from the 6.9-GHz-V channel
in 2016.

It can be seen that there was also a large discrepancy between the monthly OMB
bias in clear-sky (blue dotted line) and cloudy-sky (red dotted line) areas over ocean. The
simulation was relatively accurate in clear-sky conditions, and the bias was basically below
1 K, with a minimum bias of zero in summer. The bias under cloudy conditions was
significantly larger than that for clear-sky areas on the whole, and the bias value was
basically around 3 K, with a maximum value of 3.8 K in September and October. The bias
changed slightly from January to June, and was stable around 3.7 K.

3.4. Standard Deviation over Land

Figure 7 depicts the averaged OMB values before and after the restoration for the
6.9-GHz-Vchannel within the selected domain in autumn 2016. It reveals that the RFI
area exhibited an obviously large bias without restoration (Figure 7a), basically exceeding
15.0 K and even exceeding 100.0 K at the maximum point. The simulation errors in the RFI-
affected area were significantly reduced following the repair process (Figure 7b), with errors
basically within 5.0 K, apart from some systematic deviations in high-terrain areas. Using
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the training data sets obtained under RFI-free conditions from AMSR-E, Wu et al. (2011) [54]
developed the linear relationship between the measurements obtained at 10.7 GHz and
those at 18.7 or 6.9 GHz. Then, the RFI-affected brightness temperatures were corrected
based on the RFI-free measurements at 18.7 or 10.7 GHz via this linear relationship. The RFI-
correction algorithm was able to produce brightness temperatures at AMSR-E frequencies
with a root mean square (RMS) error of no more than 1.5 K. In this study, we focused on
the 6.9-GHz-V channel of AMSR-2. The standard deviation of the OMB of this channel was
6.7 K, and it decreased to 4.0 K after restoration using the PCA iterative method.

Figure 7. Averaged OMB before (a) and after (b) the restoration for the 6.9-GHz-V channel in
autumn 2016.

Although it is clear that the spatial continuity of the brightness temperature data was
improved through the restoration process, the impact of this restoration method on the
standard deviations still needs to be further clarified in order to apply this method in data
assimilation. Figure 8 shows the standard deviation and mean values of the OMB before
(magenta line) and after the restoration (red line) for RFI-affected data of the 6.9-GHz-V
channel. For comparison, the undisturbed data (blue line) are also shown here. The pink
and gray bars in Figure 8a represent the numbers of RFI-affected and RFI-free pixels,
respectively. The OMB standard deviation of the unpolluted data was approximately
4.0 K from January to May, whereas this value remained at approximately 3.0 K from
June to December. The standard deviation for RFI-interfered data was significantly higher
than that of the pollution-free data, with a value of approximately 8.0 K, with a minimal
OMB standard deviation of 6.4 K obtained in June. From this OMB standard deviation
comparison, it can be seen that the OMB STD values of RFI-affected data were significantly
reduced after the restoration. The OMB STD of the restored data in each month was basically
similar to that obtained from the RFI-free data; even monthly variation characteristics were
also effectively reproduced in these OMB STDs.

As seen from the bias variation shown in Figure 8b, the bias of the RFI-free data was
within the range of ±3.0 K. This varied obviously with the season, about 2 K in winter and
−2 K in summer. From winter to summer, the bias basically showed the characteristics
of a gradual decrease. The bias of RFI-affected data was significantly higher than that of
the RFI-free data. The high values reached 9 K, and the low values were above 3 K. It
also showed the same seasonal variation characteristics as the correct data. However, after
the restoration, the bias derived for each month was very close to that obtained from the
nonpolluted data, and the seasonal variation characteristics were effectively reproduced,
further confirming the rationality of the restoration method. The land surface temperature
had a strong impact on the simulated brightness temperatures. Some previous studies
have pointed out that there are obvious seasonal biases in the surface temperature of ERA5
LST, attributed to uncertainty in land surface variables such as the leaf area index and land
cover type, etc. [55]. This is a possible reason for the formation of seasonal differences in
OMB biases.
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Figure 8. Monthly variations of the OMB standard deviation (a) and bias (b) obtained from the
RFI-affected data before (magenta) and after (red) the restoration process and from the RFI-free data
(blue) in 2016. The column bars represent the counts of considered data.

3.5. Variation Characteristics of STDs with Terrain Height and Surface Type

In contrast with the marine domain, which has uniform underlying surface properties,
the underlying surfaces in land areas have two important characteristics: significant discrep-
ancies in topographic height and changeable surface types. The STDs and bias estimation
results obtained in land areas are thus inevitably affected by these two characteristics.

The biggest discrepancy between the assimilation of microwave imaging data over
the land surface and the ocean is the complexity of the land surface’s emissivity. In the
microwave range, the land emissivity model is complicated as the land emissivity of each
surface type depends on different parameters, such as soil moisture, topography, and the
presence and physical properties of vegetation or snow [56]. The surface emissivity error
may be significantly different for different land surface types, which will inevitably lead
to inconsistency in the brightness temperature simulation bias observed over different
land surface types. Therefore, it is necessary to estimate the STDs according to different
surface types for the assimilation of AMSR-2 data over land. In addition, the errors of the
surface temperature and wind field are much larger than those of variables in the upper
atmosphere, so it is particularly important to estimate the OMB bias and STD according
to the land cover type. After that, the effective bias correction and observation error
specification can be achieved in the assimilation, to effectively account for the observation
information of different vegetation types.

To increase the representative of the statistical results, the OMB values of the AMSR-2
6.9-GHz-V channel in the study domain were converted into grid data with a horizontal
resolution of 0.25◦ × 0.25◦. The spatial distributions of the standard deviations and bias
before and after the restoration for 2016 within the analyzed land area are show in Figure 9.
For comparison, the spatial distribution of terrain and vegetation types are also shown in
the figure.
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Figure 9. Spatial distributions of the terrain heights (a), surface types (b), standard deviations (c,d),
and bias (e,f) before (c,e) and after the restoration (d,f) in the analyzed land area.

It can be seen from the topographical distribution shown in Figure 9a that the to-
pography in the study domain was complex, exhibiting a large gradient that was mainly
characterized by a distribution in which eastern areas were higher than western areas. The
elevation of the Appalachian Mountains in the eastern study domain was relatively high,
ranging from approximately 1000 to 1500 m. The elevations in the west Mississippi River
Plain and the south Gulf Coast Plain were lower in comparison. As seen from the surface-
type distribution (Figure 9b), the study domain mainly consisted of distributed pine trees,
brush forests, and a small area of low vegetation. As seen from the STD distribution of the
integral observed data in the 6.9-GHz-V channel (Figure 9c), which was abnormally large
(above 4.0 K), the whole study domain was seriously affected by RFI before the restoration
was applied. In the domain, the region with the largest STD—of approximately 7.0 K—was
found in the Mississippi River Plain.

After the restoration of the disturbed brightness temperature data, the standard
deviations characterizing this region were significantly reduced (Figure 9d). The standard
deviation in the Mississippi River Plain area was approximately 3.0 K; this value was
basically reduced to approximately 2.0 K in the other areas. The standard deviation in the
Appalachian Mountain region basically decreased to less than 1.0 K after the restoration;
this value was lower than that of the plain region because the low-frequency AMSR-2
observations are highly sensitive to soil moisture variations, which were relatively small
in the mountainous region, leading to the smaller STDs obtained for this area than those
obtained for the plains region. The observation bias was correspondingly large due to the
strong RFI effect, as seen from its distribution (Figure 9e), with the highest mean value
located in the Appalachian Mountains at approximately 8.0 K. The bias in the plain area
was relatively low, with values between −3 and 3.0 K. After the restoration, the biases
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in most areas decreased significantly, approaching close to 0.0 K, but a positive bias was
maintained in high-terrain areas, whereas the negative bias persisted in coastal and central
low terrain areas.

Figure 9 shows that the spatial distribution of bias and standard deviations was
very similar to that of vegetation types. In order to further clarify the impact of RFI
restoration on different vegetation types, Figure 10 presents the OMB mean values and
standard deviations before and after the restoration of RFI-affected data under different
vegetation types.

 

Figure 10. Comparison of standard deviation (a) and mean values (b) of OMB before (red bar) and
after (blue bar) the restoration of RFI-affected data for the AMSR-2 6.9-GHz-V channel in 2016 over
brush, pine forest, and low vegetation within the selected domain.

It can be seen in Figure 10a that STDs were obviously reduced after RFI restoration
under all different surface types. Among these, the restoration effect of brush-covered
area was the most significant, with the STD decreasing from 8.0 K to about 3.6 K. Fur-
thermore, the STD decreased from 6.3 K to about 3.6 K within pine-forest-covered areas.
The STD of low-vegetation regions was the highest after restoration, around 4.8 K. This
is because increased vegetation cover and surface roughness reduce the sensitivity of mi-
crowave observations to soil moisture, leading to greater uncertainty in the background
simulation [30].

The bias of the restored data was also significantly lower than before. The bias of pine
and brush forest regions decreased from around 4.0 K to about 0.0 K. The bias was reduced
from 1 K to −2.0 K over low-vegetation area after the accurate repair process.

In addition to vegetation types, the rapidly changing topographic height is another im-
portant feature of the land surface that is different from the ocean surface. In order to further
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evaluate the characteristics of data errors over land, the bias and STDs are also presented
here for data under different terrain heights and different vegetation types (Figure 11). In
contrast with Figure 10, the statistics here include all RFI-affected and RFI-free data, so that
the statistical results can be directly applied to the actual data assimilation process.

 
Figure 11. Variation curves of the OMB mean values (b,d,f) and standard deviations (a,c,e) character-
izing the 6.9-GHz-V AMSR-2 channel with terrain height in the U.S. in 2016. The red and blue lines
represent the pre- and post-repair results, respectively.

Figure 11 shows the variation characteristics of the STDs and bias obtained before and
after the restoration with varying terrain heights and surface types, with pink reticulated
bars indicating the amount of data processed. In this study, we analyzed three major
ground types that corresponded to large amounts of data, namely, pine forests, brush
regions, and low vegetation. The results revealed obvious differences in the influence
of RFI on the brightness temperatures corresponding to different vegetation types under
different terrain heights. Among these differences, in pine-forest- and brush-covered areas,
the restoration method had an obvious improvement effect on the STD and bias values at
different elevations. The STD even reached 8.0 K before the restoration, whereas this value
was maintained between 2.0 and 3.0 K following the restoration, decreasing gradually with
increasing terrain. The bias value obviously increased with increasing terrain height; this
trend was contrary to that of the STDs. The bias value increased rapidly with increasing
terrain height below 700 m. When the elevation reached heights above 700 m, the bias
was reduced from 8 K to basically below 4.0 K overall following the repair process. In the
area covered by low vegetation (Figure 11e,f), RFI was most serious at elevations located
below 500 m, where the STD even reached 12.0 K; this value decreased to approximately
4.0 K following the restoration. In the areas with elevations over 500 m, the STDs obtained
before and after the restoration were similar, both of which were approximately 4.0 K,
and these barely changed with regard to terrain variations. The maximum bias obtained
for elevations below 500 m before restoration was 6.0 K, and this value was gradually
stabilized from −4.0 K to −2.0 K following the restoration process.
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4. Discussion

The data obtained from microwave radiometer observations have important appli-
cation value, especially in the case of low-frequency-channel observations, which play
a crucial role in the surface parameter retrieval and data assimilation required in NWP;
however, the effects of large-range RFI signals in these low-frequency channels lead to a
large amount of observation data being wasted.

To obtain more effective observational data that are applicable to retrieval and as-
similation tasks, an iterative PCA method was proposed to repair the RFI-affected data.
Although it is clear that the spatial continuity of the brightness temperature data was
improved through the restoration, the question of whether this restoration method can
retain the STD and bias characteristics of the observational data is crucial for subsequent
targeted bias-correction and observational weight-setting research in data assimilation.

Based on AMSR-2 observations from 1 January 2016, to 31 December 2016, in this
study, we used the NPCA method to identify RFI-affected data on the C-band (6.9 GHz) in
the central and southeastern United States and then applied an iterative PCA method to
repair the corrupted data.

Finally, the STD and bias characteristics of the data obtained before and after the repair
task and of the pollution-free data collected from the 6.9-GHz-V channel were analyzed
in detail, and specifically, the variation characteristics of the STD and bias observed in
land areas with varying terrain heights and surface types were further examined, thus
providing a corresponding reference for subsequent data assimilation tasks involving
low-frequency-channel data from AMSR-2 in land areas.

The long-term restoration results obtained herein show that the applied restoration
method was not affected by the terrain height, vegetation type, or seasonal differences.
Therefore, the next step will involve assimilating the restored brightness temperatures into
numerical models to explore the impacts of the brightness temperature restoration process
on the data assimilation.

5. Conclusions

In this study, RFI-affected AMSR-2 C-band data regarding the U.S. land area in 2016
were accurately repaired through iterative principal component analysis (PCA). The STD
and bias characteristics of the brightness temperature data in the C-band vertical po-
larization channel were compared and analyzed before and after restoration to verify
the assimilation potential of the repaired data. The main conclusions of this work are
described below.

(1) The NPCA method was used to identify RFI signals in the observed brightness
temperature data representing the U.S., collected from the 6.9-GHz channel for 2016. The
results showed that severe RFI impacts persisted throughout the year in the U.S. The
interference sources were mainly distributed in areas containing cities, such as the states of
Virginia, North Carolina, and Texas. The amount of data suffering from RFI accounted for
approximately 40% of the total amount of analyzed data.

(2) Based on the iterative PCA method applied herein, the disturbed brightness tem-
peratures throughout the year were repaired. On the whole, the abnormally high brightness
temperatures corresponding to RFI areas were repaired with a high level of precision. The
overall brightness temperature distribution conformed to natural surface emission charac-
teristics, maintaining good spatial continuity following the repair process, with small-scale
features also being effectively recovered. At the same time, the applied restoration method
was not affected by seasonal changes in brightness temperature or by variations in terrain
or vegetation types and thus exhibited good stability and prospects for long-term RFI data
recovery.

(3) The STD and bias in RFI-affected areas were significantly reduced following the
restoration process; in addition, both of them were consistent with the corresponding
values obtained from the pollution-free data, indicating that the repaired data retained the
bias and STD characteristics of the observation instrument. Furthermore, in pine-forest-
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and brush-covered areas, the restoration method had an obvious improvement effect. Over
land, the STD decreased gradually with increasing terrain, but the trend of the bias was the
opposite. These findings will be useful for subsequent data assimilation applications.
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Abstract: Brightness temperature (TB) observations at an infrared channel (10.3 μm) of the Advanced
Baseline Imager (ABI) on board the U. S. 16th Geostationary Operational Environmental Satellite
(GOES-16) are used for determining tropical cyclone (TC) center positions and rainband sizes. Firstly,
an azimuthal spectral analysis method is employed to obtain an azimuthally symmetric center of
a TC. Then, inner and outer rainbands radii, denoted as RIR and ROR, respectively, are estimated
based on radial gradients of TB observations at different azimuthal angles. The radius RIR describes
the size of the TC inner-core region, and the radius ROR reflects the maximum radial extent of TC
rainbands. Compared with the best track centers, the root mean square differences of ABI-determined
centers for tropical storms and hurricanes, which totals 108 samples, are 45.35 and 29.06 km, respec-
tively. The larger the average wavenumber-0 amplitude, the smaller the difference between the
ABI-determined center and the best track center. The TB-determined RIR is close but not identical to
the radius of the outermost closed isobar and usually coincides with the radius where the strongest
wavenumber 1 asymmetry is located. The annulus defined by the two circles with radii of ROR and
RIR is the asymmetric area of rainbands described by azimuthal wavenumbers 1–3. In general,
amplitudes of wavenumber 0 component centered on the ABI-determined center are greater than or
equal to those from the best track. For a case of a 60 km distance between the ABI-determined and
the best track TC center, the innermost azimuthal waves of wavenumbers 1–3 are nicely distributed
along or within the radial distance RIR that is determined based on the ABI-determined TC center. If
RIR is determined based on the best track, the azimuthal waves of wavenumbers 1–3 are found at
several radial distances that are smaller than RIR. The TC center positions, and rainband size radii are
important for many applications, including specification of a bogus vortex for hurricane initialization
and verification of propagation mechanism of vortex Rossby waves.

Keywords: geostationary satellite observations; tropical cyclone center positioning; tropical cyclone
rainband size

1. Introduction

The center position and size of a tropical cyclone (TC) are essential parameters required
by vortex initialization for numerical TC forecasts [1,2] and estimation of TC intensity [3,4].
Studies on the dynamics of TC structural and intensity changes also require an accurate
center position and size of a TC [5–11]. For example, verifying the propagation mechanism
of vortex Rossby waves by observations is usually achieved by measuring the radial scale
and velocity of the TC inner spiral rainbands which rotate counterclockwise and move
outward radially [7,12,13]. Guo and Tan [8] defined a TC intensity-related parameter called
TC fullness, which is defined as the ratio of the difference between the radius of 17 m s−1

near-surface wind speed (R17) and the radius of maximum wind (RMW) divided by R17.
The RMW and R17 are used to describe the sizes of the TC eye and inner-core region,
respectively. Therefore, accurate TC center positions and sizes can also be applied to the
calculation of TC fullness. Since TCs occur and intensify mostly over the oceans, where
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only a handful of in situ measurements are available, meteorological satellites have become
the primary data sources for investigating TCs. Geostationary satellite imagers’ brightness
temperature (TB) observations in the infrared and visible channels have sufficient temporal
and horizontal spatial resolution to reveal many structural features of TCs [3,4,14].

The TC center-positioning methods in numerical studies were reviewed by Ryglicki
and Hart [15], who roughly divided all the methods into three categories. The first category
is called the local extreme method, which defines a TC center as the geographic location
where the surface pressure or the potential vorticity within the TC inner-core region
reaches its minimum or maximum, respectively [16,17]. The second category is called the
weighted grid points method, which takes the centroid of the properly weighted pressure or
potential vorticity field as the TC center [18–20]. The third category is called the minimum
azimuthal variance method, which takes the center of an annulus meeting the following
conditions as the TC center: inside the annuli with varying widths centered on the position
of RMW, the azimuthal variance is minimized, or the azimuthal mean of pressure or wind
speed is maximized [21–23]. The last method assumes that the symmetric component of a
pressure field or wind field containing a TC always dominates the asymmetric components.
Observational studies of TCs mainly used reflectivity observations and derived wind
field products from ground and airborne radars, as well as wind field observations from
reconnaissance aircraft [13,24]. Therefore, many TC center-positioning methods are based
on wind field observations around a TC, seeking a TC center position to maximize the
azimuthal average tangential wind speed [24–28] or the symmetric component of the
tangential wind [7] inside the annuli with different widths centered at the RMW. In addition,
Corbosiero et al. [12] used the dynamical center of the vortex determined by Willoughby
and Chelmow [29] as the TC center when decomposing the symmetric and asymmetric
components of a TC. Guimond et al. [13] directly used the TC center position observed by
the Air Force and NOAA reconnaissance aircraft when verifying the vortex Rossby waves
by radar observations.

In operational analysis and forecast of TCs, abundant infrared, visible, and microwave
observations provided by meteorological satellites are mainly used to locate the TC
center [3,4,30–34]. The most famous TC center-positioning methods are the Advanced
Dvorak Technology (ADT) for determining TC intensity and the Automated Rotational
Center Hurricane Eye Retrieval (ARCHER) algorithm [33,34]. The ARCHER algorithm em-
ploys multiple data sources to locate the TC center, including TB observations at infrared,
visible, 85–92-, and 37-GHz microwave channels and wind vectors from scatterometer
retrievals. Hu and Zou [35] tried to locate TC centers by an azimuthal spectral analysis
method using microwave TB observations at a single channel of the Advanced Technology
Microwave Sounder (ATMS) and the Microwave Humidity Sounder (MHS) onboard polar-
orbiting operational environmental satellites (POESs). Since a single polar-orbiting satellite
can only observe the same TC twice daily at most, even during times with three possible
polar orbits (morning, afternoon, and early morning) of all POESs, there would be six
times global observations per 24 h. In this study, the infrared TB observations with 15 min
temporal and 2 km horizontal resolutions provided by the Advanced Baseline Imager (ABI)
onboard the U.S. 16th Geostationary Operational Environmental Satellite (GOES-16) are
used to determine TC centers and radii of the inner and outer rainbands. Being capable
of better resolving cloud top distributions than microwave radiations, GOES infrared TB
observations can better capture small-scale cloud structures of TCs from space.

Aside from TC motion and intensity, TC sizes, which determine the potential impacts
of TCs [36–38], as well as arial coverages and distributions of TC-induced cloud and rain-
fall [39,40], have received a lot of attention in research. We may name a few size parameters
employed in past research: the radius of the 34 kt near-surface wind speed (R34) [8,41]; the
radius of 15 m s−1 near-surface wind speed (R15) [42,43]; the radius of outermost closed
isobar (ROCI) [44,45]; the average radius of 5 kt tangential wind (R5) at 850 hPa [46]; the
average radius of 1 × 10−5 s−1 relative vorticity [47]; the radius of the maximum radial
gradient of sea level pressure (SLP) [1]. The lack of in situ measurements makes routine
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operational wind radii estimation heavily dependent upon satellite observations [48]. Liu
and Chan [47] measured the average radius of 1 × 10−5 s−1 relative vorticity as the TC
size using the European Remote-Sensing Satellites-1 and wind scatter observations. Using
the Quick Scatterometer (QuickSCAT) surface wind speed, Lee et al. [43] and Chan and
Chan [49] measured the TC sizes as R15 and R34, respectively. Knaff et al. [46] indirectly
measured the TC size (R5) by establishing a relationship between the azimuthally averaged
850 hPa tangential winds from model analyses and the radial distribution of azimuthally
averaged infrared (~11 μm) TB. Lu et al. [50] measured the TC size (R34) by establishing a
relationship between the R34 and the TB radial profiles derived from satellite imagery. In
summary, TC sizes were generally quantified by wind or SLP data.

A TC is essentially a rotating, organized system of clouds and thunderstorms. It is
natural to describe its size based on TC cloud structures. The TC size, determined from near-
surface wind speeds and/or SLP data, cannot fully represent TC cloud structures. Since TC
spiral rainbands are usually shown as banded low-valued TB regions, spatial variations
in GOES infrared TB observations can reflect the cloud structures and cloud convection
intensity of TCs [3,51–54]. A TC is usually regarded as an axisymmetric vortex [55], but
asymmetric structures (non-circular TC eye, spiral rainbands, etc.) are also very important
for its movement and development. The spiral rainbands are spiral band structures of
convection or precipitation that occur outside the hurricane eyewall. In this study, the
rainband near the TC center and of strong azimuthal symmetry in GOES infrared TB
observations is called the inner core rainband, and the spiral rainband farther from the TC
center often has an asymmetry distribution called the outer spiral rainband [56,57]. The TC
inner-core region is typically defined as an axisymmetric region 100–200 km away from
the TC center [57] or as a dynamically controlled region by cyclonic vortex circulation [58].
Since there are huge differences in TB values between the TC cloud area and its surrounding
environment [59], this study, in addition to determining TC center positions, also attempts
to derive the radii from the boundaries of the TC cloud area to the TC center at different
azimuthal angles. Considering that the outer spiral rainbands are usually distributed in the
periphery of a TC (the upwind end lies outside the TC inner-core region and the downwind
end lies within the TC inner-core region), and the inner core rainbands are located within
the TC inner-core region [57], it is hypothesized that the minimum and maximum radii
from the TC cloud boundaries at 24 azimuthal angles of 15◦ to the TC center represent the
radii of the inner and outer spiral rainbands from the TC center, respectively, which are
called the radius of inner core rainband (RIR) and the radius of outer spiral rainband (ROR),
respectively. Thus, RIR describes the size of the TC inner-core region, and ROR reflects the
maximum radial extent of TC rainbands.

The article is organized as follows: Section 2 provides the instrument characteristics
of ABI, the National Hurricane Center (NHC) best track data, and TC cases. Section 3
briefly describes an azimuthal spectral analysis method for TC center positioning and
a step-by-step procedure for determining radii RIR and ROR. In Section 4, ABI-derived
results on center position, RIR and ROR of Hurricanes Irma and Jose (2017) are given, and
the relationships among the moving track, the steering flow, and TC cloud convections
during the time period when Jose made a circled track are discussed. In Section 5, spatial
distributions and amplitudes of symmetric and asymmetric components centered at the
ABI-determined center and the best track are compared. Section 6 presents conclusions.

2. Data and TC Case Description

2.1. Instrument Characteristics of ABI and Best Track Description

The two ABIs onboard GOES-16 and GOES-17, respectively, are two same passive
multi-channel imaging radiometers to provide imagery and radiometric information of
Earth’s surface, atmosphere, and cloud distributions in the Western Hemisphere. It is similar
to the Advanced Himawari Imager (AHI) on board the Japanese satellite Himawari-8 [60].
The ABI concurrently produces a full disk for the whole Western Hemisphere every 15 min,
and views the Earth with 16 different spectral bands, including two visible channels
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(channels 1 and 2), four near-infrared channels (channels 3–6), and ten infrared channels
(channels 7–16). The horizontal resolutions at nadir are 0.5 km for channel 2, 1 km for
channels 1, 3, and 5, and 2 km for the remaining channels. Among 10 ABI infrared channels,
channels 7, 11, 13, 14, and 15 are surface sensitive, channels 8, 9, and 10 are located
in a water vapor absorption band, while channels 12 and 16 reside in ozone and carbon
dioxide absorption bands, respectively [61]. The 10.3 μm infrared window channel 13 is less
sensitive to water vapor absorption than other infrared window channels and therefore aids
in cloud feature identification and estimation of cloud-top TB, whose primary application
includes the identification of convective severe weather signatures and estimation of
hurricane intensity [61]. The TB observations from the ABI channel 13 (10.3 μm) are used
to determine TC centers and rainbands radii in this study.

The National Hurricane Center (NHC) maintains a climatology of all Atlantic tropical
cyclones between 1851–2020, called the Hurricane Database2 (HURDAT2) [62]. For each
TC, HURDAT2 contains six hourly estimates of its center positions, 1 min maximum
sustained surface winds, minimum SLP, and the radii of 34, 50, and 64 kt wind speeds in
four quadrants. The tropical cyclone extended the best track dataset (EBTRK) [63] was
created by supplementing HURDAT2 with additional TC parameters, including the radius
of maximum wind speed, eye diameter, pressure, and radius of the outermost closed isobar.
The release time of the best track data generally lags by one year. The TC center position,
the radii of 34 kt near-surface wind in four quadrants from HURDAT2, and the radius of
the outermost closed isobar from the EBTRK are used in this study.

2.2. TC Case Description

Hurricanes Irma and Jose occurred in 2017 over the Atlantic Ocean and were selected
as two TC examples to determine TC centers and rainband sizes. The reasons for choosing
these two TC cases are as follows: Hurricane Irma had a typical northwestward track in the
Northern Hemisphere, while Hurricane Jose made a clockwise loop over the southwestern
Atlantic (Figure 1). Both Irma and Jose were long-lived hurricanes in September 2017.
Jose reached category 4 strength on the Saffir-Simpson Hurricane Wind Scale, and Irma
reached category 5 strength. Thus, the possible influences of TC intensity and motion on
the accuracy of TC center positioning and TC rainband sizes can be illustrated for two TC
cases with different tracks and intensity categories. The turning track of Jose is conducive
to showing the hourly track by using hourly ABI observations. Criteria for TC times are
the followings: all observed TCs are required to be over the ocean or before landfalling
because the land surface will greatly affect the TC cloud structures in TB observations at
ABI channel 13, TCs are required to be south of 40◦N latitude to serve as a coarse exclusion
of extratropical transition cases, and the maximum sustained wind of TCs must be greater
than or equal to 50 kt (25 m s−1) because organized rotation is rarely evident in the infrared
imagery of ABI below the tropical storm (TS) intensity. A total of 45 times for Irma and
63 times for Jose at 6 h intervals meet the above conditions.

Figure 1. Best tracks (colored markers) of Hurricane Irma from 0000 UTC August 30 to 0000 UTC
September 12, 2017 and Jose from 0600 UTC September 5 to 1200 UTC September 22, 2017. Intensity
categories (colored markers) are shown in the legend.
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3. Methods of Determining TC Center and Rainband Size

The azimuthal spectral analysis method proposed by Hu and Zou [35] was used to
determine the center positions of Irma and Jose based on ABI channel-13 TB observations.
It aims at obtaining a center position for which the symmetric component encompassing the
center is the largest. Two steps are included in this method. The first step is to determine
an initial first-guess position. Based on the fact that there is usually a region of low TB
values within the eyewall and the inner core rainband close to the TC center, the first-guess
position is determined as the position with the minimum value of TB observations averaged
over a coarse grid of 1.5◦ × 1.5◦. The second step is to carry out a set of azimuthal spectral
analyses within circular areas of the radius Ri centered at different tryout centers. The
subscript “i” of Ri is an index representing the tryout centers, which are distributed at
0.05◦ × 0.05◦ resolution and are contained in a 2◦ × 2◦ square area centered at the first-
guess position. A detailed description of how to determine Ri is described in the next
paragraph. Among all the tryout centers, the one which produces the largest value of the
radially-mean amplitude of wavenumber 0 component (symmetric component) within the
radial distance of Ri is taken as the TC center. A detailed explanation of the azimuthal
spectral analysis method can be found in [35].

The azimuthal spectral analysis method for TC center positioning requires that the
symmetric component of a TC within the radius Ri is always dominant. In a previous
study [35] using POES microwave humidity sounder’s observations, Ri was empirically
set to 360 km. Taking an advantage of GOES infrared TB observations of high resolution
and high cloud sensitivity, this study attempts to determine objectively the largest radial
distance over the circumferences of radius Ri and smaller radii where the spectral analysis
is carried out. An example is given in Figure 2 to illustrate such a procedure. Figure 2a
shows the spatial distributions of ABI channel-13 TB observations at about 1200 UTC
September 4, 2017, around Irma as well as the first-guess position determined from it.
Variations of the observed TB values along the northwest-southeast (NW-SE) line passing
through the first-guess position and the radial gradients of TB values along the NW-SE
line are shown in Figure 2b. Within the radial distance of about 400 km, the TB values are
relatively low and fluctuate greatly radially, reflecting the impacts of TC cloud distributions
on TB. Beyond the 400 km radial distance, the TB values are relatively high and stable, which
represents the variations of environmental TB distributions. Considering these features
in TB observations, we propose the following method to determine objectively the largest
radial distance (Rfg) from the first-guess position to the boundary of the TC-related cloud
area. We firstly determine the inflection points where the radial gradient of TB switches
from positive to negative from the center outward. If the average TB within 100 km on the
radially outward side of the inflection point is greater than or equal to the average TB of the
surrounding environment of a TC, the radial distance of the inflection point is regarded as
the radius from the TC center to the boundary of TC related cloud area along the NW or SE
direction. The average TB of the surrounding environment refers to the average TB between
800–1000 km away from the center [64]. The purpose of using average TB within the range
of 100 km rather than the TB at a certain radial distance is to avoid the situation where a
long and narrow high-valued TB region generated between the outer spiral rainbands is
taken as the circumference separating TC from the surrounding environmental region. It
can be seen from Figure 2b that the radius of the TC cloud area boundary in the northwest
direction is determined as the radial distance where the inflection point of TB gradient is
caused by the small-scale disturbance of TB. Obviously, the radial distance where the high-
valued environment TB becomes stable is larger than the radial distance of the inflection
point caused by the small-scale disturbance of TB. In order to avoid such incidents, a 50 km
low pass Lanczos filter proposed by [65] was applied to obtain the filtered TB and its radial
gradient, which are also shown in Figure 2b. The final radius Rfg is determined based on
the filtered TB sequences. The two radii determined by the filtered TB observations along
the NW and SE directions in Figure 2b are about 363.0 and 424.5 km, respectively. The radii
of the boundaries of the TC cloud area at 24 azimuthal angles of 15◦ are determined by the
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same method mentioned above. Considering that the TC structure in the outer-core region
is generally more asymmetric than that in the inner-core region [53], the smallest radius of
the TC cloud area at 24 azimuthal angles is taken as the radius Ri to ensure the symmetric
component is a dominant feature within Ri.

Figure 2. (a) Spatial distribution of ABI channel-13 brightness temperature (TB) observations (unit:
K; color shading) within and around Irma at about 1200 UTC September 4, 2017 and a northwest-
southeast (NW-SE) line passing through the first-guess position (magenta open circle) along which
the original (black curve) and filtered (red curve) TB observations are shown in (b). Also shown in
(b) are the radial gradients (unit: K) of original (gray curve) and the filtered TB observations (blue
curve) along the same NW-SE line. The filtered TB value averaged over 800–1000 km distances from
the first-guess position is indicated by a horizontal dashed line in red. The TB value at the boundary
of TC cloud area determined by the original and filtered TB observations along the NW-SE line is
indicated by black and red open circle, respectively.

Having the first-guess position and the radius Ri, an azimuthal spectral analysis is
conducted at all tryout centers located in a 2◦ × 2◦ square area centered on the first-guess
position. The tryout center corresponding to the maximum value of the wavenumber-0
amplitude averaged over radial distances from 20 km to Ri was taken as the TC center. There
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are not very many TB observations along the circumferences within a radius of less than
20 km. Figure 3 shows variations of the distance between the best track center and the ABI-
determined center with varying values of the largest radius for calculating the largest mean
wavenumber-0 amplitude at about 1200 UTC September 4 and 1800 UTC August 30, 2017.
We can see that the distance between the best track center and the ABI-determined center
using the radius Ri, which is determined objectively by the ABI channel-13 TB observations,
is reasonably small. At 1800 UTC August 30, 2017, the current result of the distance between
the best track and the center using the objectively determined radius of Ri in this study is
smaller than that of Hu and Zou [35] who used an empirical value of 360 km for Ri.

Figure 3. Variations of the distance between the best track center and the ABI-determined TC center
when Ri is varied from 40 to 360 km at about 1200 UTC September 4, 2017 (solid curve) and 1800 UTC
August 30, 2017 (dashed curve). The objectively determined Ri values of 270 and 360 km (solid
triangles) are indicated by solid triangle symbols.

Having the TC center determined from TB observations, we proceeded to determine
TC rainband sizes using the same method for determining the radius Ri. The only difference
is using the TC center, instead of the first-guess position. The smallest and largest radii of
the TC cloud area at 24 azimuthal angles are taken as the radius of the inner core rainband
(RIR) and the radius of the outer spiral rainband (ROR). Two examples are provided to
show the results of RIR and ROR for Irma at about 1200 UTC September 4, 2017, and
1800 UTC August 30, 2017. Figure 4a,b show the spatial distributions of TB observations
within and around Irma, locations of the ABI-determined boundaries of the TC cloud
area at 24 azimuthal angles of 15◦, and two circles with radii of RIR and ROR at both
times. It can be seen that almost all TC structures, including the outer spiral rainbands, are
contained within the circumference of the radius of ROR. The circle with a radius of RIR
describes mainly the nearly axisymmetric region with an inner core rainband. Therefore,
RIR describes approximately the size of the nearly axisymmetric TC inner-core region, and
the ROR reflects the maximum radial extent of TC rainbands. Figure 4c,d show the original
and filtered TB observations and the radial gradients of filtered TB sequences along the
directions in which the values of RIR and ROR are generated at about 1200 UTC September 4
and 1800 UTC August 30, 2017, respectively. Results from ABI-determined TC centers and
the values of RIR and ROR at all times of Irma and Jose at 6 h intervals will be given and
discussed in Section 4.
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Figure 4. Spatial distributions of TB observations (color shading) around Irma, locations (small black
open circles) of the ABI-determined boundaries of the TC cloud area at 24 azimuthal angles of 15◦

centered on the ABI-determined center (magenta open triangle), the RIR (blue circle), and ROR (black
circle) at about (a) 1200 UTC September 4 and (b) 1800 UTC August 30, 2017. (c) The filtered TB
sequences (blue and black curves), the original TB sequences (cyan and gray curves), and the radial
gradients of filtered TB sequences (red curves) along the 300◦ and 15◦ directions counterclockwise
from due east at about 1200 UTC September 4, 2017. The RIR (blue dashed vertical line) and ROR

(black dashed vertical line) are marked. (d) The same as (c), with the exception for the time of
1800 UTC August 30, 2017.
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4. Results of TC Center and Rainband Size

The TC center from the best track data refers to the center position near the sur-
face, which usually is the location of minimum wind or minimum pressure. Although
the definition of center position from the best track is quite different from the azimuthal
symmetric center determined by the ABI channel-13 TB observations in this study, the
best track is still the only reliable and available dataset to be compared for showing
the accuracy of the ABI-determined center. The center-positioning results for Irma and
Jose from ABI were compared with those from MHS/ATMS TB observations of mi-
crowave channel 18 (183.31 ± 7.0 GHz) of ATMS onboard S-NPP satellite and microwave
channel 5 (190.31 GHz) of MHS onboard MetOp-A satellite using the same azimuthal cen-
ter positioning method. Figure 5a shows the distances between the ABI-determined centers
and ATMS channel 18- or MHS channel 5-determined TC centers from the best track
centers of Irma during the time period from 1800 UTC on August 30 to 1800 UTC on
September 10, 2017. Hurricane Irma was observed 31 times by the S-NPP and MetOp-A
satellites. The mean distance from the best track center for the ABI-determined centers and
ATMS- or MHS-determined centers are about 14.9 and 13.8 km, respectively. Therefore,
compared with the best track data, the TC center-positioning differences of ABI channel-
13 determined TC centers are similar to those of ATMS channel-18 or MHS channel-5
determined TC centers.

Figure 5. (a) Track errors of ABI channel 13-determined TC centers (solid triangles, magenta) and
ATMS channel 18- or MHS channel 5-determined TC centers (solid circles, black) compared with the
best track for Irma from 1800 UTC August 30 to 1800 UTC September 10, 2017. The mean distance
between the best track centers for the ABI-determined centers or ATMS- or MHS-determined centers
are about 14.9 and 13.8 km, respectively. Intensity categories (color shading) are shown in the legend
above (a). (b,c) Spatial distributions of (b) MHS channel-5 and (c) ABI channel-13 TB observations
(color shading; unit: K) around Hurricane Irma at about (b) 1154 and (c) 1200 UTC on August 31, 2017.
The ABI-determined center (magenta open triangle), MHS-determined center (magenta open circle),
and the best track center (magenta hurricane symbol) are also indicated.
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However, a single polar-orbiting satellite can only observe the same TC twice daily at
most, but a geostationary satellite can continuously observe it at 15 min or shorter time
intervals. The horizontal resolution of ABI channel 13 is about 2 km, which is eight times
higher than that of MHS/ATMS channels. This means that ABI can capture more detailed
TC structures than MHS/ATMS. For example, Figure 5b,c show the spatial distributions
of MHS channel-5 and ABI channel-13 TB observations around Irma, the ABI-determined
center, MHS-determined center, and the best track center at about 1154 and 1200 UTC on
August 31, 2017, respectively. It is seen that a clear TC eye was observed in the ABI channel-
13 TB observations but not in the MHS channel-5 TB observations. The ABI-determined
center is just located at the position of the TC eye and is close to the best track center. Unlike
ABI infrared channel 13, microwave radiation from ATMS channel 18 and MHS channel 5
can penetrate cirrus and discern TC structures in the middle and lower troposphere [35]. To
sum up, although TB observations of ABI channel 13 and ATMS channel 18/MHS channel
5 can all determine the TC centers by the azimuthal spectral analysis method, the ABI TB
observations with high spatial-temporal resolutions have an advantage for the continuous
center-positioning of TC.

The ABI-determined track and the best track of Irma from 1800 UTC August 30 to
1800 UTC September 10, 2017, are provided in Figure 6a. It is seen that these two tracks are
quite close. Variations of ROR, RIR and ROR −RIR for hurricane Irma are shown in Figure 6b.
The mean values of RIR and ROR are about 348 and 877 km, respectively. The difference
between RIR and ROR can be used to describe roughly the radial extent of the ring within
which strong asymmetric outer spiral rainbands are located.

Figure 6. (a) Tracks of ABI-determined TC center (magenta open triangle) and the best track
center (black open circle) of Irma at 12 h intervals from 1800 UTC on August 30 to 1800 UTC
September 10, 2017. (b) Variations of the ROR (black curve with open triangles), RIR (blue curve with
open triangles), and the difference (green curve with open triangles) at 6 h intervals during Irma’s
lifetime. The longitudes of and times of Irma’s centers are also indicated in (b).
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Hurricane Jose made a clockwise loop over the southwestern Atlantic during an
overall northwest movement. It was a weaker hurricane than Irma on the whole. Figure 7
shows the distances between the ABI-determined centers and ATMS channel 18- or MHS
channel 5-determined TC centers from the best track centers of Jose during the time period
from 0600 UTC September 6 to 1800 UTC September 21, 2017. Jose was observed 42 times
by the S-NPP and MetOp-A satellites. The mean distances from the best track center for the
ABI-determined center and ATMS- or MHS-determined center are about 37.4 and 34.2 km,
respectively. The mean distances are smaller when Jose was a category-2 or stronger
hurricane than at weaker intensities. Compared with the best track, the mean distance
of the ABI-determined center of Jose is larger than that of Irma, as shown in Figure 5a.
Therefore, it can be inferred preliminarily that the higher the TC intensity, the smaller
the difference between the ABI-determined center and the best track. Of course, a larger
dataset is needed in order to confirm this. Figure 8a,b show the spatial distributions of TB
observations around Jose, the locations of the ABI-determined boundaries of the hurricane
cloud area at 24 azimuthal angles, RIR and ROR at about 1200 UTC September 12, 2017, and
1200 UTC September 15, 2017, respectively. It is seen that there is a large TB depression
zone near the center of Jose without an obvious TC eye and spiral rainband structures,
and the whole structure of Jose is strongly asymmetric. The circular area of radius ROR
contains almost all TC structures. Figure 8c shows the ABI-determined TC track and the
best track of Irma from 0600 UTC September 6 to 1800 UTC September 21, 2017. Temporal
variations of ROR and RIR and the difference between them are shown in Figure 8d. The
average value of RIR of Jose is about 243 km, which is smaller than the average value of
RIR (348 km) of a stronger hurricane like Irma. The average ROR of Jose is about 873 km.
Tables S1 and S2 list the best track centers, ABI-determined centers, RIR and ROR for Irma
from 1800 UTC August 30 to 1800 UTC September 10, 2017 and Jose from 0600 UTC
September 6 to 1800 UTC September 21, 2017 at 6 h intervals (a total of 108 TC times),
respectively. Compared with the best track, the root mean square differences of ABI-
determined centers for tropical storms and hurricanes are 45.35 and 29.06 km, respectively.

Figure 7. Same as Figure 5a except for Jose. The mean distances from the best track center for the
ABI-determined centers and ATMS- or MHS-determined centers are about 37.4 and 34.2 km, respectively.
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Figure 8. (a,b) Same as Figure 4a,b except for Jose at about (a) 1200 UTC September 12 and
(b) 1200 UTC September 15, 2017 (c,d) Same as Figure 6a,b except for Jose from 0600 UTC September 6
to 1800 UTC September 21, 2017.
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We may compare ROR and RIR with R34 and ROCI from the best track data. The
temporal evolutions of ROR, RIR, R34 and ROCI are shown in Figure 9a,b for Irma and Jose,
respectively. Since the best track data only provides R34 in the four quadrants of northeast,
northwest, southwest, and southeast, ROR and RIR in Figure 9 refer to the maximum
and minimum radii of the boundaries of the TC cloud area from the ABI-determined TC
center in the same four quadrants. It can be seen that the ROR is much larger than R34
and ROCI. For Irma (Figure 9a), RIR and ROCI are nearly the same, but not identical.
Both RIR and ROCI are greater than R34. For Jose (Figure 9b), RIR varies greatly with
time and is close to ROCI and larger than R34 before 0000 UTC September 13, and then
increases rapidly and is larger than R34 and ROCI between 0000 UTC September 13 and
1800 UTC September 15, and then decreases gradually and is smaller than R34 and ROCI
after 1200 UTC September 18. The R34 and ROCI are measured based on near-surface wind
and SLP, respectively. They are essentially different from RIR and ROR, which are estimated
by ABI infrared TB observations of GOES-16 to describe the radial extents of TC cloud
structures. Therefore, the relationship between them is not necessarily straightforward.

Figure 9. Temporal evolutions of ROR (magenta markers indicating quadrants) and RIR (blue markers
indicating quadrants) along northeast (NE), northwest (NW), southwest (SW), and southeast (SE)
directions, radius of the outermost closed isobar (black open circle), the radius of the 34 kt wind
(black markers indicating quadrants) in the same quadrants as RIR, and minimum SLP (black star
markers) of (a) Hurricane Irma from 1800 UTC August 30 to 1800 UTC September 10, 2017 and
(b) Jose from 0600 UTC September 6 to 1800 UTC September 21, 2017. Intensity categories are shown
in color shading.
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The track of ABI-determined centers at 1 h intervals and the best track at 6 h intervals
from 0600 UTC 11 to 0600 UTC September 16, 2017, when Jose made a clockwise loop over
the southwestern Atlantic are shown in Figure 10. The ABI-determined centers and the
best track at 1800 UTC 13, 0000 UTC 14, 0600 UTC 14 and 1200 UTC 14 September are
indicated for clarity purposes. It is seen that Jose oscillated around the mean path and
swung occasionally in a small region, which may be related to the trochoidal oscillation
of the TC track pointed out by previous studies [53,66–71]. The environmental steering
flow, which is calculated as the deep-layer mean wind [72,73] based on the ERA5 winds
within a circular area of 500 km radius centered at the ABI-determined center, is also shown
in Figure 10. It is seen that Jose made a clockwise loop mainly under the control of the
steering flow, while the small-scale oscillations are not consistent with the direction of the
steering flow. Wu and Chen [74] pointed out that trochoidal oscillations associated with
TC motion cannot be explained by the steering flow. Of course, the causes of the hourly
oscillations of Jose require further investigation.

Figure 10. Track of ABI-determined centers at 1 h (red open marker) and 6 h (red solid marker)
intervals and the best track (blue solid marker) of Jose from 0600 UTC September 11 to 0600 UTC
September 16, 2017. Also indicated is the environmental steering flow (black arrow, the length of
5 m s−1) calculated from the ERA5 wind reanalysis. The ABI-determined centers and the best track
centers at 1000 UTC 11, 1800 UTC 13, 0000 UTC 14, 0600 UTC 14, and 1200 UTC 14 September 2017
are highlighted by the colors in the legend.

In order to further explore relationships among the track, the steering flow, and cloud
distributions during the time period when Jose made a clockwise looping track, the spatial
distributions of the ABI channel-13 TB observations, and the ERA5 geopotential height
at 500 hPa within and around Jose at six selected times, along with the ABI-determined
track and the steering flow of Jose at 6 h intervals, are put together in Figure 11. We see
a large area of TB depression and a 500 hPa geopotential low near Jose’ s center. The
moving direction of Jose is consistent with the environmental steering flow. Actually,
Jose became trapped between the large cyclonic circulation associated with Irma and the
flow on the back side of a large mid-latitude closed low system centered off the coast of
Atlantic Canada by September 12, 2017. The resulting steering pattern caused Jose to slow
down considerably and make a clockwise loop over the southwestern Atlantic through
September 16. Before 1200 UTC September 11, Jose moved northwest with a large area of
TB depression around the TC center. After 0600 UTC September 12, there is a relatively
small region of TB depression, indicating the isolated convection zone appeared northeast
of the main TB depression zone. Afterward, Jose began to move northeastward. At 0000
UTC September 13, small discrete convections were separated from the southeast and
south sides of the main TB depression zone, and the motion of Jose shifted from going east
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to southeast. At 1200 UTC September 13, an isolated convection appeared on the south
side of the main TB depression zone, and Jose began to move southward. By 0600 UTC
September 14, discrete small convections around the south side of the main TB depression
zone dissipated, and the motion direction of Jose shifted from southward to westward.
After 1800 UTC September 14, Jose restored a large TB depression around its center and kept
moving northwest. Thus, it can be seen that the asymmetric convective activities within the
TC circulation are associated with the TC movement to some extent, which is consistent
with previous studies [75–77]. Willoughby et al. [75] and Holland and Lander [76] pointed
out that the mesoscale convective systems rotating within the TC core can have an impact
on the short-term motion of TC. Ritchie and Elsberry [77] acknowledged the possibility
that significant changes of TC track in the order of tens to even hundreds of kilometers over
several days could result from an interaction of TC with a persistent mesoscale convective
system rotating within TC circulation.

Figure 11. Spatial distributions of ABI channel 13-TB observations (color shading; unit: K) and ERA5
geopotential height (contour; unit: m) at 500 hPa at (a) 1200 UTC 11, (b) 0600 UTC 12, (c) 0000 and
(d) 1200 UTC 13, (e) 0600 and (f) 1800 UTC September 14, 2017. Also shown are the ABI-determined
track (cyan curve with solid markers indicating hurricane intensity) of Hurricane Jose, as well as
the ABI-determined center (magenta solid marker), ROR (dashed black circle), and the steering flow
(black arrow, the length of 5 m s−1) at the same time as TB observations.
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5. Discussions of Symmetric and Asymmetric Components in ABI TB Observations

In order to compare the spatial distributions and amplitudes of symmetric and asym-
metric components centered at either the ABI-determined center or the best track center, we
selected a case of a 60 km distance between the ABI-determined center and the best track
center. Figure 12a shows the spatial distribution of ABI channel-13 TB observations within
and around Hurricane Jose, the ABI-determined cloud boundaries, the ABI-determined
center, and the best track at 1000 UTC September 11, 2017. The distance between the
ABI-determined center and the best track center is highlighted in Figure 10. Figure 12b
compares radial variations of percentage amplitude of wavenumbers 0–3 over the sum of
wavenumbers 0–10 amplitudes with the ABI-determined center and best track as assumed
by Jose’s centers at about 1000 UTC September 11, 2017. Taking the ABI-determined center
for spectral analysis, the wavenumber-0 amplitude always accounts for the largest pro-
portion (over 50%) of all wavenumbers’ amplitudes within the 20–300 km radial distance,
indicating that the symmetric component dominates the whole pattern of the TC within
the 300 km radial distance. The wavenumber-1 amplitude is more than 10% beyond the
radial distance of 120 km and keeps a stable value of about 20%. If the best track is used as
the center, wavenumber-0 amplitudes are more than 40% larger than that of wavenumber 1
within a 20–100 km radial distance. However, the wavenumber-1 amplitude exceeds the
wavenumber-0 amplitude beyond the radial distance of 100 km and keeps a stable value of
about 45%. The surpassing of wavenumber-1 to wavenumber-0 amplitudes indicates that
the wavenumber-1 asymmetric component dominates the entire pattern of the TC within
the corresponding radial distance. By comparison, the amplitude of the wavenumber 0
component (symmetric component) centered on the ABI-determined center is always larger
than that of the wavenumber 0 component centered on the best track center, but it is just the
opposite for wavenumbers 1 and 3. The amplitude of the wavenumber-2 asymmetric com-
ponent centered on the ABI-determined center is smaller than that of the wavenumber-2
component centered on the best track center within the radial distance of 100 km, but the
amplitudes of the two are very similar outside the radial distance of 100 km.

Figure 12. Cont.
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Figure 12. (a) Spatial distribution of ABI channel 13 TB observations (color shading; unit: K) around
Hurricane Jose at 1000 UTC September 11, 2017. The ABI-determined center (magenta open triangle),
the best track center (cyan hurricane symbol), the RIR (blue circle), and ROR (black circle) are also
indicated. (b) Radial variations of the azimuthal wavenumbers 0–3 amplitude percentages (solid
curves; %) with the ABI-determined center (open triangle) and best track (hurricane symbol) as
assumed by Jose’s centers at about 1000 UTC September 11, 2017.

Figure 13 shows the original TB, filtered TB, and radial gradients of the filtered TB
observations along the directions where RIR and ROR are determined using the ABI-determined
center (Figure 13a) or the best track center (Figure 13b) at about 1000 UTC September 11, 2017.
Figure 14 shows the spatial distributions of wavenumbers 0–3 components of ABI channel-13
TB observations around Jose, centered on the ABI-determined center and the best-track
center at 1000 UTC 11 September 2017. Also indicated in Figure 14 are two circles of radii
of RIR and ROR determined in Figure 13. For wavenumbers 1–3 asymmetric components
centered on the ABI-determined TC center, it is seen that RIR coincides with the radius
where the strongest wavenumber 1 asymmetry is located, and the annulus defined by the
two circles of radii of ROR and RIR contains the main asymmetries of wavenumbers 1–3,
which mainly reflect the asymmetric outer spiral rainbands. Weak wavenumbers 1–3
asymmetries also appear inside the circle at the radius of RIR, which may be related to
the propagation of vortex Rossby waves within the TC inner-core region [12,13]. For
wavenumbers 1–3 asymmetric components centered on the best track center, the circular
region with the radius of RIR contains the main strong wavenumber 1 asymmetries and
some strong wavenumbers 2 and 3 asymmetries. When RIR is determined based on the
ABI-determined TC center, the innermost azimuthal waves of wavenumbers 1–3 are nicely
distributed along or within the radial distance RIR. However, if RIR is determined based
on the best track, the azimuthal waves of wavenumbers 1–3 are found at several radial
distances less than RIR.
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Figure 13. (a) Same as Figure 4c or Figure 4d except for Jose at about 1000 UTC September, 11 2017.
(b) Same as (a) except for the TB sequence centered at the best track center.

Figure 14. Cont.
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Figure 14. Spatial distributions of (a–h) wavenumbers 0–3 components (color shading; unit: K)
of ABI channel-13 TB observations around Hurricane Jose centered at the ABI-determined cen-
ter (magenta open triangle; left panel) and best track (magenta hurricane symbol; right panel) at
1000 UTC September 11, 2017. The RIR (blue circle) and ROR (black circle) are also indicated.

The average value of wavenumber-0 amplitudes and maximum wavenumbers 1, 2,
and 3 amplitudes from 20 km to the outermost radius Ri of the azimuthal spectral analysis
with the ABI-determined center and the best track center as the center of spectral analysis
for 45 times of Hurricane Irma and 63 times of Hurricane Jose are shown in Figure 15. The
distances between the ABI-determined center and the best track center are also indicated in
Figure 15. It is seen that the average wavenumber-0 amplitude with the ABI-determined
center are consistently larger than or equal to those with the best track center. The larger the
average wavenumber-0 amplitude, the smaller center positioning difference. Specifically,
the difference is less than 35 km when the average amplitude percentage of the wavenumber
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0 component centered on the ABI-determined center (the best-track center) is greater than
60% (50%). The maximum amplitude of the wavenumber-1 component centered at the
ABI-determined center is mostly less than or equal to that centered at the best track. Most
maximum amplitudes of wavenumbers-2 or -3 components centered on the ABI-determined
center and those centered on the best-track center have no obvious difference. Therefore,
the amplitudes of wavenumbers 0 and 1 are sensitive to the location of the TC center, while
wavenumbers 2 and 3 are fairly robust, which is consistent with the research result of [7].

Figure 15. Scatter plots of (a) average amplitude (%) of wavenumber 0, (b–d) maximum amplitude
(%) of wavenumbers 1, 2, and 3 from 20 km to the outermost radius of the azimuthal spectral analysis
with the ABI-determined center and best track center as the center for the spectral decomposition
for 45 times of Hurricane Irma (open circle) and 63 times of Hurricane Jose (open triangle). The
differences (km) between the ABI-determined centers and best-track centers are indicated by colors.

6. Conclusions

TB observations on infrared channel 13 (10.3 μm) of ABI are used for determining the
center positions and rainband sizes of Hurricanes Irma and Jose (2017). The azimuthal
spectral analysis method is employed to determine the azimuthally symmetric center of
TCs. With the ABI-determined azimuthally symmetric center as the TC center, the radii
of inner core rainbands and outer spiral rainbands, namely RIR and ROR, are determined
objectively based on radial gradients of TB values at different azimuthal angles in the
infrared TB field observed by geostationary satellites, which describe the size of the TC
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inner-core region and the maximum radial extent of TC rainbands, respectively. The ABI-
determined center positions of Hurricane Irma and Jose at 6 h intervals are compared with
the best track in order to verify the accuracy of the azimuthal spectral analysis method
for TC center positioning. The center position of Jose is determined hourly by the ABI
during the period when Jose made a clockwise loop, and the hourly track is found to
oscillate around the mean path and swing occasionally in a small region. The moving track,
the steering flow, and TC cloud convections during the time period when Jose made a
circled track are discussed, suggesting that the turning track of Jose is mainly under the
control of steering flow, and mesoscale convective systems rotating within TC circulation
can also influence the direction of TC movement to some extent. The ROR determined by
TB observations is found to be much larger than the radii of 34 kt near-surface wind and
the outermost closed isobar, and RIR is close but not identical to the radius of the outermost
closed isobar and usually coincides with the radius where the strongest wavenumber 1
asymmetry is located. The annulus defined by the two circles with radii of RIR and ROR is
the asymmetric area of rainbands described by azimuthal wavenumbers 1–3. Finally, the
spatial distributions and amplitudes of symmetric and asymmetric components centered
at the ABI-determined center and the best-track center are compared. The innermost az-
imuthal waves of wavenumbers 1–3 are well distributed along or within the circumference
of RIR that is determined based on the ABI-determined TC center. If RIR is calculated using
the best track, the azimuthal waves of wavenumbers 1–3 can be found at several radial
distances less than RIR. Besides, it is found that the larger the average wavenumber-0
amplitude, the smaller the difference between the ABI-determined center and the best-track
center. The average amplitude of the wavenumber-0 (wavenumber-1) component centered
on the ABI-determined center is always greater (smaller) than or equal to that centered on
the best-track center.

The center position and rainband sizes of TCs estimated by the infrared TB observa-
tions from GOES-16 in this study can be used as the parameters required by specifying
a bogus vortex for hurricane initialization and meeting the requirements of verifying the
propagation mechanism of vortex Rossby waves by satellite observations. The azimuthal
spectral analysis method for TC center positioning requires a TC intensity of 25 m s−1 or
above in this study to ensure that the whole pattern of a TC is dominated by the symmetric
component. The scenario where the asymmetric component dominates the whole pattern
of a TC needs further study. The relationship between the radius of the inner core rainband
measured in this study and the TC intensity has not been explored. Considering that TC
intensity is usually not closely related to a single TC size parameter [8], more parameters
that can describe the size of a TC, such as the TC eye diameter, should be estimated by
geostationary satellites to explore the relationship between TC size and intensity in the
future. The TB observations provided by geostationary satellites with high temporal and
horizontal spatial resolution can fully reveal the horizontal spatial structures of TCs and
the evolution of TC cloud structures over time, which lays the observation foundation for
our future focus on the verification of the propagation mechanism of vortex Rossby waves
in TCs by geostationary satellite observations.

Supplementary Materials: The following supporting information can be downloaded at: https:
//www.mdpi.com/xxx/s1, Table S1: the best track center, ABI-determined center, RIR and ROR of
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Abstract: The Special Sensor Microwave Imager Sounder (SSMIS) onboard the Defense Meteoro-
logical Satellite Program (DMSP) F16, launched on 18 October 2003, was the first conical-scanning
radiometer to combine the Special Sensor Microwave/Imagers (SSM/I), Special Sensor Microwave/
Temperature Sounder (SSM/T), and the Special Sensor Microwave/Water Vapor Sounder (SSM/T2).
Nearly 20 years of F16 SSMIS data are available to the general public, providing many opportunities
to study the atmosphere at both the synoptic and decadal scales. However, data noise from compli-
cated structures has occurred in the brightness temperature (TB) observations of lower atmospheric
sounding (LAS) channels since 25 April 2013. We used a two-dimensional Fast Fourier Transform
to analyze the characteristic features of data noise in cross-track and along-track directions. We
found that the data noise is around 1–2 K and occurs at certain cross-track wavelengths (Δλ)noise. A
latitudinal variation was found for (Δλ)noise. Due to noise interference, TB observations reflecting
rain, clouds, tropical cyclone warm core, temperature, and water vapor distributions are not readily
distinguishable, especially in channels above the middle troposphere (channels 4–7 and 24), whose
dynamic TB range is smaller than low tropospheric channels 1–3. Examples are provided to show the
impact of the proposed noise mitigation for conical-scanning TB observations to capture 3D structures
of hurricanes directly. Once the noise in F16 SSMIS LAS channels from 25 April 2013to the present is
eliminated, we may investigate the decadal change of many features of tropical cyclones derivable
from these TB observations.

Keywords: F16 SSMIS LAS channels; brightness temperature observations; along-track varying
cross-track data noise; tropical cyclone

1. Introduction

The Special Sensor Microwave Imager/Sounder instrument (SSMIS) onboard the
US Air Force Defense Meteorological Satellite Program (DMSP) polar-orbiting satellite
F16, launched on 18 October 2003, was the successor and combination of the Special
Sensor Microwave/Imagers (SSM/I), the Special Sensor Microwave/Temperature Sounder
(SSM/T), and the Special Sensor Microwave/Water Vapor Sounder (SSM/T2) onboard
the F10–15. As a conical scanning radiometer with a constant 45◦ scan angle, the SSMIS’s
24 channels, whose central frequencies range from 19 to 183 GHz, are primarily designed
to enhance remote-sensing capabilities of the land surface, ocean surface wind speed,
cloud liquid, and rain rate (channels 12–18), measure the atmospheric radiation from the
surface to about 30 hPa (channels 1–7), the upper troposphere (channel 24, ~12 hPa) and the
mesosphere (channel 19, ~0.28 hPa), and obtain features sensitive to water vapor contents
in the middle and lower troposphere (channels 8–11). SSMIS field-of-view (FOV) sizes are
the same, and the distance between any two neighboring FOVs along a scan line does not
vary. Therefore, weather-related structures are directly visible in global TB observations
at channels 1–7, often called lower atmospheric sounding (LAS) channels. The F16 SSMIS
TB observations have been available to the general public since 20 November 2005. As of
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now, we have more than 16 years of F16 SSMIS observations. Unfortunately, a significant
data noise has occurred in F16 SSMIS TB observations since 25 April 2013. Our study
analyzes these noise characteristics and develops an appropriate noise-detection algorithm
for F16 SSMIS observations. Only then can we explore a unique opportunity to study the
weather and climate of the atmosphere over 16 years using simultaneous measurements of
imager channels, temperature-sounding channels, and humidity-sounding channels from
F16 SSMIS.

Using satellite microwave observations to study the weather and climate of the at-
mosphere has been conducted more substantially using cross-track temperature sounders
since the earliest Microwave Sounding Unit (MSU) onboard the National Oceanic and At-
mospheric Administration (NOAA) polar-orbiting satellites TIROS-N, which was launched
on 13 October 1978. The 4-channel MSU onboard TIROS-N, NOAA-6 to NOAA-14 was
then replaced by the 15-channel Advanced Microwave Sounding Unit-A (AMSU-A) when
NOAA-15 was launched on 13 May 1998. The AMSU-A onboard NOAA-15 to NOAA-19
and MetOp-A/B/C [1,2] was finally replaced by the Advanced Technology Microwave
Sounders (ATMS) when S-NPP and NOAA-20 were launched on 28 October 2011 and
18 November 2017, respectively [3]. The global TB observations from multiple cross-track
microwave temperature sounders have more than 40 years of continuous data records [4]
that are routinely assimilated into NWP systems at nearly all operational centers and have
contributed to significant improvements in global NWP forecast skills at the National
Centers for Environmental Prediction (NCEP) [5], the European Centre of Medium-Range
Weather Forecasts (ECMWF) [6,7], and China [8,9]. However, as a unique feature of cross-
track radiometers, the limb effect causes the structural features of weather not to be directly
visible from TB observations. This finding is not the case for TB observations from the
conical scanning radiometer SSMIS.

Among different weather systems, tropical cyclones (TCs) remain of great interest to
research and operational forecasts [10–13]. Due to the fast-evolving nature of their struc-
ture, track, and intensity controlled by complex, dynamic physics processes and societal
impacts, satellite observations have become instrumental for investigating and predicting
TCs that are mostly over oceans where conventional observations are rare. Besides direct
assimilation of conical scanning microwave observations [14–17], another way to fully
explore the potential values of polar-orbiting satellite microwave TB observations for TC
research and forecasts is to apply TC warm core, TC center position, and inner and outer
rainband sizes derivable from TB observations to vortex initialization. The microwave
radiance is approximately a linear function of the atmospheric temperature at frequencies
<200 GHz, larger than all SSMIS and AMSU-A channel frequencies. Based on this physical
consideration, TC warm-core anomalies can be retrieved based on TB observations from
these microwave instruments [18–22]. The assimilation of satellite microwaves retrieved
TC warm-core temperatures improved 48-h forecasts of intensifications and vertical struc-
tures of all model state variables (e.g., temperature, water vapor mixing ratio, liquid water
content mixing ratio, tangential and radial wind components, and vertical velocity) for
Hurricane Florence (2018) and Typhoon Mangkhut (2018) [23]. Hu and Zou [24,25] devel-
oped an azimuthal-spectral-analysis-based center-fixing algorithm to determine the TC
center position in real-time using the TC’s axisymmetric structural information embedded
in TB observations. The noise, if not detected and removed, prevents the application or
reduces the accuracy of the TC warm-core retrieval and TC center positioning using SSMIS
TB observations.

The conical-scanning node makes SSMIS LAS channels a potentially important data
source complementing cross-track radiometers in revealing TC structures. The long-term
F16 SSMIS data availability also allows an investigation into the decadal change of TCs.
For these purposes, we aimed to remove the noise found in the F16 SSMIS LAS channels
from 25 April 2013 onward. Our paper is organized as follows: Section 2 briefly describes
F-16 SSMIS TB observations of LAS channels. Section 3 describes methods for analyzing
and mitigating data noise. Our results are presented in Section 4, showing temporal
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and latitudinal dependences of data noise in F-16 SSMIS LAS channels TB observations.
Methods to avoid artificial errors induced by noise mitigation due to sharp TB variations
over TC heavy rainfall areas are discussed in Section 5. Our conclusions and future plans
are provided in Section 6.

2. Data Description

DMSP F16 is a sun-synchronous polar-orbit satellite at an altitude of approximately
833 km, circling the Earth at 14.1 revolutions per day. The SSMIS instrument onboard
F16 is a conically scanning passive microwave radiometer that collects data from the aft
(forward) to the nadir for a morning ascending (descending) node orbit. It measures
upwelling microwave radiation from 24 channels located in a range of frequencies from
19 to 183 GHz [26]. These 24 channels consist of the lower atmospheric sounding (LAS)
channels 1–7 and 24, the environmental sensor channels 12–16, imager channels 8–11 and
17–18, and upper atmospheric sounding channels 19–23. Although only the SSMIS channels
12–18 from F16, F17, and F18 were intercalibrated to SSM/I equivalent channels to generate
the so-called Fundamental Climate Data Record (FCDR) of TB data from the SSMIS sensors,
the output FCDR file also contains the TB and geolocation information for all the other
SSMIS channels with limited corrections and no intercalibration applied [27]. Ten years
since its launch date, TB observations of the SSMIS LAS channels from DMSP F16 were
contaminated by obvious noise, preventing any possible attempts to study climate change.
Our study focuses on F16 SSMIS LAS channels.

Channel characteristics for the LAS channels are shown in Table 1. The LAS channels
are located in the oxygen (O2) band and provide measurements of upwelling microwave
radiances responding to emissions and absorption due to O2 rotational transitions. They
provide information on atmospheric temperature. The eight LAS channels are designed to
profile atmospheric temperature from the surface to the upper stratosphere near 12 hPa.
Channel 1 is the window channel, and other LAS channels are sounding channels. A TB
measurement from a particular channel quantifies a radiation amount from a vertical layer
of the atmosphere centered around the altitude of the maximum weighting function (WF)
shown in Table 1. The SSMIS antenna bore-sight is designed at a 45◦ angle off the nadir so
that the SSMIS conically scans the Earth’s surface at an incidence angle of 53◦With a swath
width of 1707 km. All fields-of-view (FOVs) are 27 × 18 km2 in the along- and across-track
directions. The sampling interval is the same as 12.5 × 37.5 km2 for channels 1–7 and
channel 24 in the along- and across-track directions. In 1.9 s, SSMIS can measure 60 scenes
(i.e., FOVs) within a scan range of 143.2 degrees along a single scanline. Although later
than MSU and much later than AMSU-A, the F16 SSMIS is the first instrument employing
a conical scan geometry for temperature sounding [28].

Table 1. The LAS channel characteristics.

Channel Number 1 2 3 4 5 6 7 24

Frequency (GHz) 50.3 52.8 53.596 54.40 55.50 57.29 59.4 57.29
Peak WF (hPa) 1000 630 440 230 100 63 33 12

Bandwidth (MHz) 400 350 250 30.0
Sensitivity (K) 0.4 0.5 0.6 0.7

FOV Size ((km)2) 27 × 18 (along track × across track)
Sampling Interval 12.5 × 37.5 (along track × across track)

We obtained the F16 SSMIS data used in this study from the following website:
http://rain.atmos.colostate.edu/FCDR/data_access.html (accessed on 5 January 2022).
Figure 1 shows the local equator crossing time (LECT) variations of F16 from its launch
to 15 June 2021, the last day of available F16 SSMIS data (Figure 1). We found systematic
noise in TB observations of F16 SSMIS LAS channels since 25 April 2013. For example,
Figure 2 provides spatial distributions of TB observations at channels 1–7 and 24 over a
small portion of an ascending swath on 5 September 2017. A systematic curvy noise pattern
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was seen in all TB observations of the LAS channels. The higher the channels’ WF peak
altitudes, the clearer the noise distributions because this part of the swath went over Hurri-
cane Irma, whose associated cloud and precipitation affected low-level TB observations
more than high-level channels. The dynamic range of TB observations for channels 4–7
and 24 (~4–5 K) are much smaller than those of channels 1–3 (~10–20 K) for the part shown
in Figure 2. To search for a possible law of the curvy noise scanning pattern of the conical
radiometer SSMIS, we indicated across-track distributions of 60 FOVs along several SSMIS
scanlines at an interval of 25 scanlines in Figure 2e and along-track distributions of FOVs at
an interval of 5 FOVs in Figure 2f. With this noise observation, we developed a method for
mitigating TB noise in the F16 SSMIS LAS channels.

Figure 1. Variations of LECT at the ascending (solid curve) and descending (dashed curve) nodes of
F16. Three time periods are also indicated: no available data (gray curve), high-quality data (green
curve, from 20 November 2005 to 25 April 2013, and noisy data (red curves, from 25 April 2013 to
15 June 2021) in LAS channels TB observations.

Figure 2. Cont.
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Figure 2. (a–h) TB observations of channels 1–7 and 24 on 5 September 2017. The across-track
distributions of 60 FOVs along several SSMIS scanlines at an interval of 25 scanlines in (e) and the
along-track distributions of FOVs at an interval of 5 FOVs in (f) are also shown. Hurricane Irma was
located around 17.0◦N, 59.7◦W.

487



Remote Sens. 2022, 14, 3171

3. Method for Noise Mitigation

Using the two-dimensional (2D) discrete fast Fourier transform (FFT), we can express
the TB observations over a targeted portion of swath as follows:

yo
k,l =

M−1

∑
m=0

N−1

∑
n=0

Cm,nei(m 2πk
M +n 2πl

N ) (1)

where yo
i,k represents the TB observation at the ith FOV and the jth scanline (I = 1, 2, . . . ,

M, j = 1, 2, . . . , N); M is the total number of FOVs along a single scanline (M = 60); N is
the total number of scanlines (N ≈ 300); and Cm,n is the amplitude of the 2D wave with
wavenumbers m and n in the across- and along-track directions, respectively. The inverse
Fourier transform is defined as follows:

Cm,n =
1

MN

M−1

∑
k=0

N−1

∑
l=0

yo
k,l e

−i(k 2πm
M +l 2πn

N ) (2)

The wavelength (λm) in the across-track direction is calculated from the wavenumber
(m) using the formula λm = M−1

m × Δxacross−track, where Δxacross−track is equal to the across-
track sampling interval of 37.5 km. Similarly, the wavelength (λn) in the along-track direc-
tion is calculated from the wavenumber (n) using the formula λn = N−1

m × Δyalong−track,
where Δyalong−track is equal to the along-track sampling interval of 12.5 km.

In general, the TB amplitude decreases rapidly with the increasing wavenumber. If
there is a sudden increase in amplitude within a range of wavenumbers (Δm)noise, we can
remove these wave components by setting the amplitude Cm,n to zero when m ∈ (Δm)noise
for all n. The reconstructed TB field is obtained by the inverse FFT:

ỹo
k,l =

M−1

∑
m=0

N−1

∑
n=0

C̃m,nei(m 2πk
M +n 2πl

N ) (3)

C̃m,n =

{
Cm,n if m /∈ (Δm)noise
0, if m ∈ (Δm)noise

(4)

The data noise is defined as yo
k,l − ỹo

k,l . The above procedure to generate noise-mitigated
TB observations (ỹo

k,l) is applied to LAS channels 5–7 and 24.
In the presence of heavy precipitation, TB observations have outliers of an abnormally

small value. Some of these low TB values sneak into extracted noise. We conducted an
extra step to avoid the impacts of heavy precipitation-induced TB outliers of abnormally
small value on noise mitigation. Specifically, we used an Empirical Mode Decomposition
(EMD) developed by Huang et al. [29] to extract the high-frequency random noise from
TB observations along a scanline. The highest frequency across-track variation, called the
first intrinsic mode function (IMF), is extracted from TB observations and obtained by
identifying all the local maxima and minima of yo

k,l (k = 1, 2, . . . , M). All the local maxima
are then connected with a cubic spline as the upper envelope, and all the local minima are
connected with a cubic spline as the lower envelope. The upper and lower envelopes are
finally averaged to obtain the local mean, denoted as a1,1(j). The 1st IMF of yo

k,l (k = 1, 2,
. . . , M) is defined as:

C(1)
k,l = yo

k,l − a1,l(j) (5)

Set
ŷo

k,l = yo
k,l − C(1)

k,l (6)

If at some FOVs ({ki}), values of the first IMF are greater than 1.7 times the bi-weight
standard deviation, these FOVs are subtracted from TB observations:

ŷo
k,l =

{
yo

k,l , if k /∈ {ki}
yo

k,l − C(1)
k,l , if k ∈ {ki}

(7)
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A 2D spectral analysis is conducted for the field of ŷo
k,l . The values subtracted on the

right-hand-side of (6) are added back to the noise-mitigated TB field:

˜̃yo
k,l =

{
ỹo

k,l , if k /∈ {ki}
ỹo

k,l + C(1)
k,l , if k ∈ {ki}

(8)

The above procedure is used to generate noise-mitigated TB observations (˜̃yo
k,l) for

LAS channels 1–4. Data noise is defined as yo
k,l − ˜̃yo

k,l .

4. Results Characterizing a Systematic Noise in F16 SSMIS LAS TB Observations

Two sequential SSMIS swaths are provided in Figure 3, which shows TB observations
from channel 5 on 5 September 2017. The observation times for the swath whose edges
are indicated by solid black curves were from 1915 to 2057 UTC; those for the other swath
with edges indicated by black dashed curves are from 2057 to 2238 UTC. There are orbital
gaps in low latitudes. The global TB observations vary more than 20 K, characterized by
a significant latitudinal distribution. The TBs near the south pole are below 206 K, and
those near the north pole are above 226 K. The TBs near the equator are around 214 K. It is
difficult to see any noise structures in Figure 3 with more than a 20 K range of TB variations
and 7 K color interval.

Figure 3. TB observations at channel 5 over two sequential swaths on 5 September 2017. One swath
had its observation times from 1915 to 2057 UTC (edges indicated by a black solid curve) and the
other swath from 2057 to 2238 UTC (edges indicated by a black dash curve). Three areas with
300 scanlines (black boxes) are also indicated: area A is at the ascending node over the western
Northern Hemisphere, area B is at the descending node over the eastern Northern Hemisphere, and
area C is at the ascending node over the western Southern Hemisphere.

We arbitrarily chose the following three areas of the first swath in Figure 3 for a more
detailed analysis. Areas A and C are two portions at the ascending node over the western
Northern and Southern Hemispheres, respectively. Area B is at the descending node over
the eastern Northern Hemisphere. All three areas contain 300 scanlines. The dynamic
range of channel 5 TB observations over the three local areas A, B, and C is reduced to
about 5–10 K (Figure 4), and a systematic noise pattern of a curvy shape becomes visible
in the distributions of TB observations. A 2D spectral analysis described in Section 3
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was conducted for TB observations in these three areas. Variations of 2D amplitude with
respect to wavenumbers in cross- and along-track directions are presented in two ways to
provide a qualitative and quantitative look at all waves in Figures 5 and 6, respectively. The
amplitudes and cross-track wavenumbers shown as the color shading and y-axis in Figure 5
are simply switched to the y-axis and curves in Figure 6. In Figure 6, amplitude variations
with the along-track wavenumber are represented by a spaghetti map for all 1–150 cross-
track wavenumbers in each area. A common spectral feature among TB observations
over the three areas is that the amplitudes are the largest near-zero wavenumbers and
decrease rapidly with wavenumbers in both across- and along-track directions. However,
we also noticed amplitudes at some fixed across-track wavenumbers being higher than their
neighboring wavenumbers, which may represent noise signals seen in the left panels of
Figure 4. The exact across-track wavenumbers of these large-amplitude bands are different
among these three areas.

Figure 4. Cont.
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Figure 4. TB observations of channel 5 on 5 September 2017 before (left panels) and after noise
reduction (right panels) in areas A (top panels), B (middle panels), and C (bottom panels).

Figure 5. Variations of amplitude with respect to wavenumbers in cross- and along-track directions
in areas (a) A, (b) B, and (c) C.
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Figure 6. Cont.
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Figure 6. Variations of amplitudes with respect to the along-track wavenumbers for the cross-track
wavenumbers 1–13 (color curves) and 14–150 (gray curves) over (a) area A, (b) area B, and (c) area C.

The detected noise, defined as the difference between the original and reconstructed TB
observations, is shown in Figure 7. The curvy noise-looking pattern in the TB observations
of channel 5 (left panels in Figure 4) resembles the noise detected in Figure 7 and disappears
in the spatial distribution of TB observations of channel 5 over areas A, B, and C after the
noise mitigation (right panels in Figure 4).

The regional dependence of data noise on across-track wavenumbers is further con-
firmed in Figure 8, which shows the along-track variations of 2D amplitude with respect
to the cross-track wavenumber for TB observations over the two swaths in Figure 3. The
across-track wavenumbers of larger amplitudes vary along both swaths compared with
those of larger and smaller neighboring wavenumbers. We also found that variations of
the across-track wavenumbers of data noise with respect to the observing latitude were
the same for the two swaths. In other words, the F16 SSMIS LAS channels’ data noise
depends on the latitude of the F16 orbit. Bell et al. [28] reported that solar intrusions into
the warm calibration load affect the calibration accuracy for different parts of the orbit,
and the thermal cycling of an orbit may also result in a modulation of the measured TB
observations by the main reflector emission. The exact root cause for this noise pattern
requires further investigation and is beyond the scope of this study.

Being sensitive to the atmosphere in the lower altitudes of the middle and lower
troposphere than other LAS channels in the upper troposphere and stratosphere, TB
observations of LAS channels 1–4 were more strongly affected by cloud and precipitation.
Figure 9 provides an example of channel-3 noise extracted by the same method as channel
5 (yo

k,l − ỹo
k,l , Figure 9a). The noise was extracted by adding a step to avoid the impacts of

heavy precipitation-induced TB outliers of abnormally small value on the 2D spectrum
(yo

k,l − ˜̃yo
k,l , Figure 9b), and the reconstructed channel-3 TB observations (i.e., ˜̃yo

k,l) at the
ascending node on 5 September 2017 (Figure 9c). The noise extracted by the same method as
channel 5 (Figure 9a) was not homogeneously distributed in space, with large magnitudes
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in places of abnormally low TB observations. After adding a step to avoid the impacts
of heavy precipitation-induced TB outliers, the noise extracted by the same method as
channel 5 (Figure 9b) was homogeneously distributed in space and resembled those of the
upper-level channel 5 (right panels in Figure 4).

Figure 7. The noise extracted from TB observations of channel 5 on 5 September 2017 in areas (a) A,
(b) B, and (c) C.
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Figure 8. Variations of the amplitude averaged over along-track wavenumbers 1–150 with respect to
the cross-track wavenumber for TB observations over the two swaths shown in Figure 3: (a) the swath
with its observation times from 1915 to 2057 UTC (black-curved edges) and (b) the other swath whose
observation times were from 2057 to 2238 UTC (dash-curved edges). The 2D FFT with 300 scanlines
each time is carried sequentially with an overlap of 50 scanlines between two neighboring portions of
the 2D Fourier analysis domain.

Figure 9. (a) Channel 3 noise at the ascending node on 5 September 2017 extracted by the same method
as channel 5. (b) Same as (a) except for adding a step to avoid the impact of heavy precipitation-
induced TB outliers of abnormally small value on noise mitigation. (c) The reconstructed channel
3 TB observations.
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Figure 10 provides the spatial distribution of TB observations after noise reduction for
the LAS channels 1–4, 6–7, and 24 over the same swath portion as Figure 2. The systematic
curvy noise pattern seen in Figure 2 was successfully removed. What remains to be seen in
TB observations besides weather signals are random errors, which are 0.4, 0.5, 0.6, and 0.7
for channels 4, 6, 7, and 24 (see Table 1). The noise detected for channels 1–4, 6–7, and 24
(Figure 11) have a curvy pattern, as seen in TB observations (Figure 2).

Figure 10. TB observations after noise reduction for channels 1, 2, 4, 6–7, and 24 on 5 September 2017.
Hurricane Irma was located around 17.0◦N, 59.7◦W.
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Figure 11. Detected noise at channels 1, 2, 4, 6–7, and 24.

5. Hurricane Structures Directly Revealed by SSMIS LAS Channels

Hurricanes are characterized by structured bands of cloud and precipitation. Due to
the scattering effect by ice particles, TB observations in hurricane rainbands are colder than
their surroundings. Therefore, a horizontal TB distribution can reveal hurricane rainband
structures. We chose Hurricane Irma (2017) to illustrate TB observations from SSMIS LAS
channels’ capability to capture its structures.

Irma was the most intense hurricane to strike the United States since Katrina in 2005.
It originated at low latitudes in the deep tropics on 30 August 2017 and rapidly intensified
shortly after its formation. Irma fluctuated between hurricane categories 2 (H2) and 3
(H3) (Saffir–Simpson scale) from 1800 UTC on 31 August to 1800 UTC on 4 September
2017 while experiencing a series of eyewall replacement cycles and reaching category 5
at 1200 UTC 5 September 2017. After its first landfall in Cuba on 9 September 2017 as a
category-5 hurricane, Irma made its second and third landfalls in Florida’s Cudjoe Key and
Marco Island at H4 and H5 intensities, respectively. It caused widespread and catastrophic
property damage and many deaths.

Figure 12a shows the SSMIS TB observations at LAS channel 3 for Hurricanes Irma and
Jose; the latter appeared simultaneously with Irma over the Atlantic Ocean in September
2017. Since the detected noise of channel 3 is <0.5K (Figure 13b), the TB observations after
the noise deduction look the same as Figure 13a, whose color interval is 0.5 K. At 0721 UTC
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on 8 September, Irma reached H4 intensity and Jose, the hurricane located to the southeast
of Irma, was H3. At 0000 UTC on 8 September, the maximum sustained wind speed was
161 and 121 mph for Irma and Jose, respectively. The radius of 34-kt wind speed was 296
and 222 km for Irma and Jose, respectively. In Figure 13, the west swath captured the
structures of Hurricane Irma, and the east swath revealed Hurricane Jose’s structure. A
relatively large orbital gap exists between the two swaths. The hurricane eye is identifiable
for both Irma and Jose. The observed TB values in the circularly distributed convective
rainband regions are more than 6 K lower than those in their eyes, clear streaks between
rainbands, and environments. The eye and rainband range of Irma are larger than those
of Jose, with a fixed FOV size of 27 × 18 km2 at a fixed interval between the neighboring
FOVs of 12.5 × 37.5 km2 (see Table 1). Such hurricane structures cannot be seen directly
from TB observations of cross-track temperature sounders due to variations in their FOV
size, spacing between two neighboring FOVs, and WF peak altitude along a scanline.
Considering AMSU-A as an example, the altitude where the atmosphere contributes the
most to an observed TB also increases with scan angle in the troposphere. Spacing between
neighboring FOVs also increases with scan angle, and the across-track diameter of an FOV
is 48 and 155 km at the nadir and swath edge, respectively [30]. Even the smallest AMSU-A
FOV at the nadir is much coarser than the SSMIS FOV.

Figure 12. (a) TB observations and (b) the detected noise at channel 3 from 0721 UTC to 0910 UTC 8
on September 2017 after noise mitigation. Hurricane Irma, located at (21.6◦N, 73.9◦W), had a category
H4 intensity, and Hurricane Jose, located at (15.9◦N, 55.3◦W), had a category H3 intensity.

498



Remote Sens. 2022, 14, 3171

Figure 13. Cross-track cross-sections of TB anomalies at channels 1–6 along the scanline passing
through the center (21.6◦N, 73.9◦W) of Hurricane Irma at 0906 UTC (left panels) and the center
(15.9◦N, 55.3◦W) of Hurricane Jose at 0727 UTC (right panels) on 8 September 2017 (a,b) before and
(c,d) after noise mitigation. The hurricane center position is indicated by a hurricane symbol at the
bottom of each figure panel.

LAS channels were designed for vertically profiling the atmosphere and can be used to
examine the vertical structures of hurricanes. Figure 13 provides vertical cross-sections of
TB observations for channels 1–6 along the scanline passing through the center of Hurricane
Irma located at (21.6◦N, 73.9◦W), and along the scanline passing through the center of
Hurricane Jose at (15.9◦N, 55.3◦W). The mean environmental temperature within a latitude–
longitude geographic box centered at the same latitude of the hurricane center but away
by 1000 km was subtracted to see the warm-core structure more clearly. An unrealistic
wave-like structure at a scale of about 112 km is seen in TB observations above 200 hPa
without removing detected noise (Figure 13a,b). The proposed noise detection algorithm
successfully removed this noise (Figure 13c,d). The warm-core maxima of both Irma and
Jose are located at about 250 hPa. The Irma warm-core TB is more than 7 K, which is 4 K
warmer than Jose. The warm core of Irma went to the ocean surface and extended to 70 hPa,
while Jose was confined from 400 to 100 hPa. Significant scattering by precipitation size
ice particles was confined below 400 and 500 hPa for Irma and Jose, respectively. Similar
cross-sections of TB observations capable of revealing the vertical structures of a hurricane
can be determined along any line passing through the hurricane center from the SSMIS
LAS observations. However, cross-sections from AMSU-A sounding channel observations
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can only be determined along a line with a fixed FOV passing through the hurricane
center, mainly from south to north directions, slightly tilted westward and eastward for the
ascending and descending node, respectively.

As Hurricane Irma moved along its best track and the intensity changed (see Figure 14a),
the vertical structure also changed, as indicated by TB observations at Irma’s center from
30 August to 11 September 2017 (Figure 14b,c). The detected noise was less than 1.2 K
(Figure 14d). Here, the TB anomaly is defined as the TB observations subtracted by the
mean environmental temperature within a latitude–longitude geographic box centered at
the same latitude of the hurricane center but away by 1000 km. Irma’s warm core was
maximized at about 250 hPa. As Irma’s intensity increased from 31 August to 5 September
2017 (see Figure 1b in Tian and Zou [22]), the TB warm-core depth and intensity continually
increased from 5 September to 8 September, during which Irma was an H5 hurricane. We
noticed that the warm core extended to the surface around 0805 UTC on 5 September and
0910 UTC on 8 September due to Irma’s large clear eye, as shown in Figures 13 and 14 for
the 0910 UTC on 8 September. Such useful information is difficult to obtain by AMSU-A TB
observations or warm-core temperature retrieval due to the AMSU-A’s inability to resolve
hurricane eye adequately.

Figure 14. Cont.
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Figure 14. (a) The best track (black markers) of Hurricane Irma from 0000 UTC on 30 August to
0000 UTC on 12 September 2017. Different markers indicate intensity categories. The solid and hollow
markers indicate different days. Red markers indicate the SSMIS observation time. (b,c) Temporal
evolution of the vertical variations in SSMIS temperature anomalies at Irma’s center (b) before and
(c) after noise reduction from 1800 UTC on 30 August to 0000 UTC on 11 September 2017. (d) The
detected noise. The times when Hurricane Irma’s center was located within SSMIS swaths are
indicated by short red lines in (a) and black dashed vertical lines in (b–d).

6. Conclusions

The 20-year long-term satellite observations from F16 provide opportunities and
challenges for TC study. Using the conical scanning mode, the TB observations from the
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LAS channels can directly reveal useful information on TC location, intensity, size, and
rainband distribution. The challenge is that a systematic data noise appeared after 10 years
of F16 operation. We aimed to develop an appropriate method for removing the noise so
that the remaining 10 years of F16 SSMIS LAS channel observations can be used together
with the first 10 years of high-quality data.

Although it appeared complicated, we found a simple 2D FFT that shows promise for
the above-intended purpose. We implemented it to an SSMIS swath in a portion-by-portion
manner, where a portion consisted of 300 scanlines. An extra step was added to avoid
the impacts of heavy precipitation-induced TB outliers of abnormally small value in TB
observations of LAS channels 1–4 during the 2D FFT analysis. For each data portion,
the data noise appeared to have larger amplitudes at certain across-track wavenumbers
than neighboring wavenumbers (either smaller or larger), which does not vary with the
along-track wavenumbers. The across-track wavenumbers of data noise vary and depend
on the latitude of the F16 orbit. The magnitude of the noise varies between 0.5 and 2 K
depending on the channel number.

The TC features seen in TB observations for SSMIS LAS channels are illustrated for
Hurricanes Irma and Jose, along with the impacts of the data noise. We plan to first perform
an extensive validation of this technique, especially in the tropics, over a longer period and
then extend to all data periods with detected noise. Finally, we will use the 20 years of F16
SSMIS observations for a more substantial study on global TCs at both the synoptic and
climate scales.
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Abstract: A satellite altimeter measures sea surface height (SSH) along the nadir track. Multiple
satellite altimeters have been in orbit, and the measurements been merged for mapping mesoscale
eddies of ~100 km in size in the oceans. The capability of the mapped SSH for resolving mesoscale
eddies depends on mapping algorithms. A two-dimensional variational (2DVAR) algorithm was
implemented to generate mapped SSH at a grid size of 1/12◦ in the South China Sea. A range of
comparisons were performed between the mapped SSH and the commonly used AVISO (Archiving,
Validation, and Interpretation of Satellite Oceanographic satellite data) mapped SSH data product
at a grid size of 1/8◦ and 1/4◦. The effective resolution, which represents the spatial scale that
the data can resolve, was examined. The effective resolution of the mapped SSH using the 2DVAR
algorithm is approximately 100 km, while it is 250 km with the 1/8◦ and 1/4◦ AVISO data products.
The difference in the effective resolution results from the difference in the background state and
thus the background error. The result suggests that the effective resolution of the mapped data
could be increased by choosing a background state so that the associated errors could have a smaller
decorrelation length scale.

Keywords: effective resolution; deviation from background field; merged maps; mesoscale eddies

1. Introduction

Abundant in situ observations of oceans (e.g., Argo, drifter, and glider) have greatly
promoted the progress of oceanography and led to unprecedented advancements in oceanic
dynamics [1–5]. However, limited by the high cost of deploying oceanic observing plat-
forms, the density of in situ observations is still insufficient to resolve mesoscale eddies at a
scale of ca. 100 km in size over the wide-open ocean [6,7]. Mesoscale eddies have long been
recognized as “synoptic systems” in the ocean [8]. With a rapid advancement of remote
sensing technology, satellite altimeters, which measure sea surface height (SSH), provide
most important measurements for detecting and monitoring mesoscale eddies [9].

Satellite altimeters measure sea surface height (SSH) only at nadir points, producing
one-dimensional along-track SSH [10]. To resolve two-dimensional (2D) mesoscale features,
it is therefore necessary to merge along-track data from multi-satellite altimeters to produce
spatiotemporally continuous maps [11,12]. Currently, the most commonly used gridded
altimeter maps are from the Data Unification and Altimeter Combination System (DUACS),
formerly known as Archiving, Validation, and Interpretation of Satellite Oceanography
(AVISO) data products. It is also called level 4 (L4) product. This L4 product was generated
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using an optimal interpolation (OI) algorithm. The newly reprocessed delayed-time (DT)
DUACS daily global absolute dynamic topography (ADT) maps (DT2018 and DT2021) have
a global spatial resolution of 1/4◦ × 1/4◦ (longitude × latitude), providing an effective
resolution (ER) of ca. 240 km at middle latitudes [12].

An ER represents the spatial scale that the data can resolve. We emphasize that an ER
differs from the grid size. Unlike the grid size, an ER is defined as a space–time scale of
the structure that the gridded data can correctly resolve. An OI method always imposes
a filtering effect [13,14]. One question is then whether there is room to increase the ER
beyond the AVISO data product [1,15].

The SCS is an immense marginal sea in the near-equatorial tropics. Energetic mesoscale
eddies occur at a range of sizes. More than 7000 eddies were identified from the satellite
altimetry data during the period 1992–2009 [16]. Based on their generation mechanisms,
the eddies can be separated into four geographic regions [17]. The Kuroshio invasion is
particularly considered in the surrounding area of the Luzon Strait. More than half of the
eddies’ radii are 100–200 km, <15% have radii exceeding 200 km, and they have a Rayleigh
distribution peak of 130 km [18]. Eddies with the largest radii (100–150 km) occur in the
central and western SCS. The SCS region is thus selected in this study.

A two-dimensional variational (2DVAR) method is implemented to map ADT data.
ADT should be used, rather than sea level anomalies (SLA) for eddy detection [19]. The
2DVAR method was recently introduced for mapping the multi-satellite altimeter data for
the East China Sea, the SCS, and the California Current system. The merged data from
those areas was shown to have better ER than the AVISO data product [11,12,20].

The 2DVAR and OI methods are based on optimal estimation theory. Both methods
use a background state. The associated background error covariance thus plays a key role
in the methods. The background error correlation can be characterized by its correlation
length scale. The main objective of this study is to illustrate that the background error
decorrelation length scale is a factor that dictates the ER of the mapped data. To improve
the ER, a proper background state should be carefully chosen. The background error should
have a relatively smaller correlation length scale.

The ER in 2DVAR mapped data and AVISO data products are compared. The compar-
ison is made not only with the 1/4◦ global product but also with a customized regional
1/8◦ product in the SCS, particularly provided by DUACS. Another focus is to examine
whether the specially customized regional 1/8◦ product has the same performance as other
regional AVISO products. Finally, this work demonstrates the robustness of the 2DVAR
mapped data, in terms of its higher ER and quality. To comprehensively validate the
quality of the merged 2DVAR and 1/4◦ AVISO products, we used two additional mapping
datasets (the 1/4◦ AVISO and the HYCOM products), comparing their accuracy and ER.
These findings on the HYCOM ER could be meaningful for future data assimilation, as the
HYCOM product can distinguish 80 km-scale ocean structures.

2. Data and Methods

2.1. Datasets

Major datasets that are used in the analyses are summarized as follows.
First, the 1/4◦ × 1/4◦ AVISO data product. It is also known as the DUACS-DT2021

maps. For convenience, it is called ‘1/4◦ AVISO’. This is the latest version of 1/4◦ AVISO.
In this version, the following improvements were implemented over the previous DUACS-
DT2018 version [14]:

A. New altimetry standards and geophysical corrections were used to improve the
accuracy of sea level anomaly (SLA) content. The regional mean sea level (MSL)
trend and regional deviation was affected.

B. The new ‘internal tide’ correction was used to improve the mesoscale signal mapping.
C. The new mean sea level (non-repetitive and recent tasks) or mean profile (repetitive

task) was used to improve the accuracy of SLA and regional deviation.
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D. The new mean dynamic topography (MDT) was used to improve the geostrophic
current and regional deviation.

E. The mesoscale signal on the L4 products were improved by using the improved
mapping parameters.

Second, The 2021 customized version of the 1/8◦ × 1/8◦ grid-resolution DUACS ADT
product (‘1/8◦ AVISO’).

Table 1 lists the improvements in the 1/8◦ regional European AVISO product compared
with 1/4◦ global AVISO product, as well as the regional spatial ER [16,21,22].

Table 1. Variance and effective resolution (ER) of regional Europe products. The first column is the
variance of the differences between 1/8◦ DT2021 regional Europe product and SARAL-DP/ALtika
independent along-track measurements from 2016 to 2019. In parenthesis, variance reduction (in %)
compared with the results obtained with the 1/4◦ DT2021 Global product. The second column is
the spatial ER of the 1/8◦ DUACS-DT2018 product in the regional European seas. In parenthesis,
average resolution over the basin.

European Seas Variance [cm2] Effective Resolution [km]

Black Sea 14.4 (−0.94%) 100 to 150 (~130)
Mediterranean Sea 15.3 (−4.25%) 90 to 160 (~130)

The 1/8◦ regional European AVISO products provided substantially better spatiotem-
poral resolution than the global product. For the current study, 1/8◦ AVISO products were
custom-produced for the SCS region for the first time. We hope that they will match the
European Sea AVISO products in quality.

Third, the daily averaged reanalysis product of a fully 3D, multivariate, variational
ocean data assimilation system (the Navy Coupled Ocean Data Assimilation (NCODA)
System (HYCOM-NCODA, hereafter ‘HYCOM’; U.S. Naval Oceanographic Office), ob-
tained by averaging the data over eight periods each day. The HYCOM reanalysis product
was produced by using the 3D-Var method to assimilate the satellite altimeter SSH, in two
alternative ways: (1) assimilating the along-track data of the satellite altimeter directly, and
(2) assimilating the merged maps of 2D horizontal analysis of SSH [23].

To evaluate the reconstruction achieved using the different models, we first used
independent data, including remote sensing Multi-scale Ultra-high Resolution (MUR)
Sea Surface Temperature (SST) data and in situ Global Drifter Program (GDP) drift buoy
data [24,25]. In addition, the AVISO along-track L3 data—from the Sentinal-3A (S3A) and
Jason-3 (J3) satellites—were used for observation-based ground truthing. Owing to their
low observation error and stable operation, S3A and J3 are used primarily to analyze the
merged field error and the ER and useful resolution (UR).

The selected period was from 1 April to 1 September 2018, in the SCS, covering
0◦–26◦N and 100◦–130◦E. Five altimeters were in orbit in this region and period, providing
sufficiently dense observational coverage and corresponding to the customized 1/8◦ AVISO
product provided by DUACS.

2.2. A Two-Dimensional Variational Method

2DVAR is based on the 2D variational principle. The solution is optimal in the sense
of minimum error variance [11,12,20]. The solution is obtained by minimizing the cost
function:

J(h) =
1
2
(h − hb)

TB−1(h − hb) +
1
2

N

∑
s=1

(Hsh − ho
s )

TR−1
s (Hsh − ho

s ) (1)

where h is the analysis field, hb and ho
S are the background and observation fields of the SSH,

respectively; B and Rs are the error covariance matrices of the background and observation
fields, respectively; the subscript ‘s’ denotes the time level, and ‘N’ is the total number of
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time levels of observation. Hs is the observation operator that maps the background to the
observations. The superscripted ‘T’ indicates ‘transposing matrix’.

The analytical solution that minimizes Equation (1) can be written as:

ha = hb +

(
B−1 +

N

∑
s=1

HT
s R

−1
s ho

s − Hs

)−1 N

∑
Seq=1

HT
s R

−1
s (ho

s − Hshb) (2)

The AVISO products are based on the optimal interpolation principle, and the solution
can be written as follows [26]:

ha
x = hb

x + ∑M
r=1 Cxr

[
∑M

q=1 A−1
rq

(
ho

q − hb
q

)]
(3)

where ha
x is the SSH estimate on the regular grid x, hb

x is the background field, ho
q is

the observation field, Arq is the covariance matrix between observation points r and q,
and Cxr is the covariance matrix between the observation and grid points. The solutions
(Equations (2) and (3)) can be shown to be equivalent to each other [15].

One factor that the two methods was adapted differently is the background fields hb
x.

The 2DVAR model used the merged map of the previous day, whereas DT2010, DT2014,
and DT2018 (AVISO products) used mean dynamic topography (MDT), which is the SSH
over a period T [seven years (1993–1999), 20 years (1993–2012), and 25 years (1993–2017)]
above the Geoid, as follows [21]:

MDTT = 〈SSH〉T − Geoid (4)

where SSH is the height of the surface above the ellipsoid of the reference and includes the
Geoid. The ADT field on the initial day of the 2DVAR product was obtained by directly
interpolating the observation data along a satellite track without a background field. One-
day merging can eliminate the error differences between different background fields. The
first day of the merging algorithm was not used in the evaluation as a product in Section 3.
The 2DVAR method used 10 d of along-track data before and after the central day (21 d
in total) and considered the temporal evolution error. Therefore, there was temporal
correlation in the background field. The different period T of the background fields used in
the 2DVAR and AVISO models will introduce different background errors:

εb
x = hb

x − ht
x (5)

where hb
x is the background field and ht

x is the unknown actual value at the background
state time. During mapping, the covariance (B in Equation (2) and Cxr in Equation (3))
is directly related to and is constructed using the background error εb

x. Simultaneously,
the background error influences the sea level anomaly field. For example, the longer
the averaged period, the closer the background field is to the actual value, and the more
accurate the inter-annual and climatic-scale signals are in the SLA [26]. However, an
increase in the time-averaged range of maps as the background field may not improve the
covariance matrix, in turn hindering the improvement in the resolution capability of the
merged maps. To demonstrate this and to analyze the influences of the background field,
different B (C xr) values based on the above two methods were simulated. Although it
cannot be obtained directly by observing its error, the estimation of B (C xr) can be used to
solve the function equation.

In the mapping method, the background error covariance matrix B (C xr) and the
covariance matrix of observation error (Hs in Equation (2) and Arq in Equation (3)) are
used as the weight parameters that determine the dissemination of information in the
estimation field of the observed data. Assuming that the observation error is spatially
uncorrelated, B (C xr) determines the propagation weight of the spatial observation data.
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In data assimilation, the information propagation weight primarily represents the filtering
characteristics [18]. B (C xr) always can be decomposed as follows:

B = ∑ C ∑ (6)

where C is the correlation matrix.
Estimating the matrix B (C xr) thus requires the length scale of correlation matrix C,

which is the core parameter characterizing the covariance matrix B (C xr), because the
length scale extracts significant information from the matrix [27]. The auto-correlation
function was used here to calculate the correlation C; the distance at which the correlation
dropped to 0.6 was used as the length scale of its correlation.

According to the definition of ε in the forward calculation of SSH, the simulation of ε
for 2DVAR and AVISO in this study was specified as follows: 2DVAR used the merged maps
of the previous day as the background fields, whereas AVISO used the 7-, 20-, and 25-year
climate-averaged fields from 1993. The background error was calculated by subtracting the
along-track daily data from the background field. For the linear along-track datasets, the
covariance of each datasets was calculated using other data within 90 km. The covariance of
all the along-track data was then averaged, and the covariance of the Gaussian distribution
was obtained via ordinary least squares fitting.

The autocorrelation function of a uniform and isotropic one-dimensional spatial random
field is equivalent to the power spectral density (PSD), according to the Wiener–Khinchin
theorem [28]. For spatially uniform background errors, the spectral representation of the
covariance matrix B (C xr) is equivalent to the spectral representation of the correlation
matrix C. For homogeneous and isotropic background errors, the covariance in the spectral
space is the variance of each wave number, namely PSD. The correlation based on the
autocorrelation function should have physical (filtering) characteristics similar to the PSD
of the background error. The degree of filtering of small-scale signals should have the same
variation as the correlation: that is, these values should increase together [29].

The following section presents the relationship between the length scale of the correla-
tion and the energy proportions of different scale errors. The Fourier transform method was
used to calculate the energy spectral density which represents the PSD of the background
errors. To highlight the differences in the energy spectral density between different models,
the spatial distance was divided into five scales, and the portion below the minimum
distinguishable scale in all models was omitted when calculating the percentages.

3. Results

3.1. Signal Proportion of Different Scales in the Background

The 2DVAR method generated the smaller correlation length scale than the AVISO
method (Figure 1). For the AVISO method, the correlation length scales increased with time
in years averaged for the background. This indicates that, even when a finer spatial grid is
used, selecting a too-long averaged period for the background field prevents the reduction
in the correlation length scale.

Around the SCS, slightly more than 25% energies of the identified signal in the back-
ground errors of the 2DVAR method were for small mesoscale signals (50 km to 150 km),
and 20% energies for signals of 150 to 400 km (Figure 2). In the background errors of the
AVISO method, small mesoscale (<150 km) signals had a deficient proportion (2–6%) of
energies in the 7-, 20-, and 25-year averaged background. Those signals with a spatial
scale >400 km accounted for 75% (7 y) and 88% (20 and 25 y) of the total energy, respec-
tively. The 2DVAR method generated more signals that have smaller scales because it uses
a day-to-day estimate, giving less weight to low-frequency longer spatial scales, whereas
the AVISO methods exhibit the opposite effect at each length scale.
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Figure 1. The correlation length scale and its Gaussian-fit distribution of the 2DVAR and AVISO
maps with different background time windows.

Figure 2. Proportion of error energy at different scales of background errors with the 2DVAR and
AVISO methods with different background time average windows.

As the length of the background time window increases from day to year, the propor-
tion of energies with large-scale signals remaining in the background errors increased, and
the correlation length scale increases. Therefore, using a long-time-averaged background
field in the mapping implementation hinders improvement of the resolution capability of
the merged maps.

3.2. Evaluation of Accuracy

To validate the reconstruction of small mesoscale structure and consistency with the
actual signal, different merged maps were evaluated against independent SST and drifter
trajectory data and dependent along-track satellite ADT data. Tides significantly influence
the coastal area of the SCS. The continental shelf, at an average depth of 200 m, was not
included in the analyses in this section.
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3.2.1. Remote Sensing Evaluation

Although the spatial patterns of anticyclone eddies are not entirely consistent in terms
of SST, or are even orthogonal in some weaker eddies [30], SST of mesoscale eddies is
often characterized by a warmer center of the anticyclone, similarly, cyclonic eddies often
have colder centers. To a certain extent, SST is responsive to small mesoscale dynamic
processes in the upper ocean. In this section, we compared the sea surface geostrophic
current, inverted from the ADT data, with the MUR SST anomaly (SSTA) to verify the
accuracy of the estimated ADT structure [31].

2DVAR single-day surface flow and temperature corresponded highly in terms of
refined structural features (Figure 3a). The other three models show this correspondence
only at a larger scale, with poor correspondence in terms of the same refined structure
(Figure 3b–d). The geostrophic current of the 1/4◦ AVISO model was weaker than that of
the other models. Although the 2DVAR model achieved better reconstruction of mesoscale
eddies, it may induce more small-scale noise in the map the same SST.

3.2.2. In Situ Evaluation

The in situ GDP hourly drifting buoy datasets [3] is widely used to study small-scale
high-frequency dynamic ocean processes. The GDP measures ocean current velocity at a
depth of 15 m using a drogue that pulls a surface float underwater with each passing wave.
The drogue creates strain against the lower hull of the surface float, thereby reducing the
effect of wind. Here, a drifter path in the middle of the SCS, far from the coast areas, was
selected to reduce the influence of tides. A drifter with a curved moving path was compared
to evaluate its ability to capture the mesoscale structure in the various merged maps.

On 29 May 2018 (Figure 4), the buoy paths were parallel to the contours of the ADT
gradients of the four models. On 30 and 31 May 2018 (Figure 4b,c), the buoy paths were
almost parallel to the contours of the ADT gradient of the 2DVAR model and perpendicular
to those of the other maps. The result of the other models are mostly inconsistent with the
buoy data shown in Figure 4d, for 1 June 2018. The relationship between the buoy path and
the height field gradient is similar to that in panels c–e of Figure 4. Comparing the 2DVAR
height field with that of the stand-alone buoy reveals that the buoy rotated counterclockwise
around a small eddy with a low center at SSH, consistent with the eddy characteristics
obtained using the 2DVAR method. The two AVISO models and HYCOM have poor
reconstructions of smaller-scale eddies, thus resulting in buoy trajectory crossovers with
their height fields. Therefore, 2DVAR exhibits certain advantages over the other models in
terms of its ability to present smaller mesoscale eddies in the ocean.

Figure 3. Cont.
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Figure 3. MUR sea surface temperature (SST) and the inversion of geostrophic current from merged
absolute dynamic topography (ADT): (a) 2DVAR, (b) HYCOM, (c) 1/8◦ AVISO, and (d) 1/4◦ AVISO
on 7 July 2018.
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Figure 4. Absolute dynamic topography (ADT) maps of 2DVAR, HYCOM, 1/8◦ AVISO, and 1/4◦

AVISO (sorted by column) with the drifting buoy path. The days are (a) 29 May, (b) 30 May, (c) 31
May, (d) 1 June, and (e) 2 June 2018 (sorted by row, respectively). Blue line: drift path of the buoy
on the focal days; red line, drift path during the two days before and after. The arrow indicates the
geostrophic vectors from the middle moment of the focal day.

All of the models exhibited lower geostrophic velocities than the drifting buoys
(Figure 5). Although the HYCOM data were the most concentrated in the regression curve,
the 2DVAR regression curve illustrates a better fit, with a slope closest to 1. The 2DVAR
model also had the lowest root mean square deviation (RMSD) for the entire map.
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Figure 5. Geostrophic velocity scatter plot and linear regression curve of (a) 2DVAR, (b) HYCOM,
(c) 1/8◦ AVISO, and (d) 1/4◦ AVISO with the drifting buoy. The slope of the dotted black dot is 1.
Equation y on the upper left corner represents linear regression curve which is the dotted line colored
in red. R is the correlation of linear regression coefficients. C is the correlation coefficient between the
merged map and the drifting buoy data, and the root mean square deviation (RMSD) between the
merged map and the drifting buoy data.

3.2.3. Along-Track Satellite Evaluation

To calculate the root mean square error (RMSE), correlations, and linear regressions of
the merged maps and thus evaluate their accuracy, the L3 along-track data from the S3A
and J3 satellites were used as the hypothetical true values [11]. S3A has smaller orbital
spacing and higher data density satellite than J3, allowing it to cover a larger area in the
full-field mapping of RMSE. To illustrate the relationship between the 2DVAR maps and
those generated using the other models, an index score (S) comparing the deviations of
each product was calculated [12]:

S = 1 − σ2
2DVAR/σ2

Others (7)

where σ is the mean square error for each model; ‘Others’ refers to the models other than
2DVAR; and S is the degree of deviation of other models relative to 2DVAR. A positive S
indicates a higher error relative to that of 2DVAR, while a negative S reflects an error less
than that of 2DVAR. Table 2 lists the mean RMSE and S for the entire map, reflecting the
accuracy of the merged maps.

2DVAR had the lowest RMSE for the center waters of the SCS (at only 1–2 cm), followed
by the 1/4◦ AVISO model (at ca. 1 cm higher) (Figure 6a,c,e,g). The 1/8◦ AVISO model had
an RMSE of ca. 5–6 cmca. double those obtained in the previous two models (Figure 6d,h).
HYCOM exhibited the highest RMSE (>20 cm, relative to the S3A data) in the northern SCS
(Figure 6b) and <10 cm relative to the J3 data (Figure 6f). The large RMSE obtained for the
Pacific Ocean, Luzon Strait, and the Celebes Sea was due to the tidal influences in coastal
areas and high eddy kinetic energy (EKE) transport from the Pacific crossing Luzon Strait
to Kuroshio [32]. In summary, the mean RMSE for the entire map (Table 2) was lowest for
the 2DVAR model, at ca. 0.01 cm lower than that of the AVISO global 1/4◦ model, and
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substantially lower than that of the HYCOM model. S varied in the same way as RMSE,
being highest for HYCOM and lowest for 1/4◦ AVISO model.

Table 2. The accuracy of 4 models. The root mean square error (RMSE, in cm) for entire map
compared with along-track S3A and J3 satellite L3 data, and the mean error index score S for entire
map of each product compared with 2DVAR.

Experiments/
Models

RMSE [cm] S

S3A J3 S3A J3

2DVAR 0.0299 0.0340 / /
HYCOM 1.5946 0.5189 0.8987 0.9421

1/8◦ AVISO 0.0678 0.0688 0.6658 0.7070
1/4◦ AVISO 0.0396 0.0414 0.1125 0.2313

Figure 6. Root mean square error (RMSE) on the satellite track of merged absolute dynamic to-
pography (ADT) compared with S3A (a–d) and J3 (e–h) satellite along-track data: (a,e) 2DVAR,
(b,f) HYCOM, (c,g) 1/8◦ AVISO, and (d,h) 1/4◦ AVISO. Note that the color scale for each map is
differ from each other for the uniform of colors.

Due to the strong influence of the Kuroshio, the zonal flow in the surface (shallower
than 500 m) of the Luzon Strait is typically westward [32]. Thus, most of the high-frequency
mesoscale eddies generated from the Bashi and Northern Philippines Strait were propa-
gated from the longest channel of eddy propagation in the SCS to the southwest of the
northern SCS (from the Luzon Strait to ca. 18◦N, 112◦E), often with a long lifecycle [33].
The high RMSE values southwest of Taiwan island in both of the AVISO models reflect the
same distribution characteristic as the longest channel of eddy propagation. This result
may occur because the increased presence of eddies in the channel increases the spatiotem-
poral variability in sea surface conditions, increasing the difficulty in reproducing smaller
eddies. For the two AVISO maps, the poor scale-recognition resolution resulted in higher
RMSE values in the channel. While 2DVAR model benefits from its good scale-recognition
resolution, its RMSE exhibited very low consistency with the propagation channel.

The 2DVAR model exhibited a linear regression correlation coefficient (R) > 0.95 and
had the highest correlation coefficient (C) (ca. 0.98) (Figure 7a,e). The correlation between
the HYCOM data and the S3A hypothesized true value was only 0.64 (Figure 7b), almost
0.30 points smaller than that of the other three models. This is highly consistent with the
differences in RMSE values.
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Figure 7. Correlations between the merged maps: (a,e) 2DVAR, (b) HYCOM, (c) 1/8◦ AVISO,
(d) 1/4◦ AVISO, and S3A (a–d) and J3 (e–h) satellite along-track data. The ratio of the black dotted
line is 1; C is the coefficient of correlation; the red dotted line is the linear regression curve; y represents
its equation; and R is the coefficient of correlation for linear regression.

3.3. Evaluation of Effective Resolution

Figure 8a presents the ADT sequence of the along-track sampling points from the four
merged maps and J3 satellite data for a randomly selected date (9 July 2018). The track
(Figure 8b) is sorted in the sequence P1–6. Among the four merged maps, 2DVAR exhibited
the best fit and best reflected the satellite signal amplitude and small-scale information,
especially at P1–2. HYCOM performed the worst, with the largest deviation from satellite
data, especially at P5–6. The 1/4◦ AVISO model deviated slightly from the satellite data.
The deviation between the 1/8◦ AVISO and 1/4◦ AVISO data waveform was almost regular
at every sampling point. An offset occurred because the time scale of correlation and the
MDT of the customized 1/8◦ AVISO product had been adjusted.

Each product was a mapping of multiple satellite data, including the J3 data. Part of
the merged data approximately 370 and 420 points did not match the ADT variance in J3.
The reasons may not only be related to the smaller temporal scales of these processes than
that used in 2DVAR or AVISO but also to their smaller spatial scales than the background
error correlation coefficient scales.

ER refers to scale-recognition resolution, a parameter that relates the recognition
capability of the altimeter product to the dynamic signal of ocean eddies. Scale-recognition
resolution is defined as the minimum resolvable spatial scale of the signal in the merged
map, and its value indicates the smallest sea-surface eddy that can be distinguished in the
signal from the perspective of energy spectral density [13].

Scale-recognition resolution was calculated using the definitions of ER and UR [21]
based on the wavenumber PSD of the ADT field, using the observational ADT data as a
spatial sequence with distance as the independent variable. ER was obtained using the ratio
of the PSD of the noise to the signal, i.e., the noise–signal ratio (NSR). UR was obtained
using the ratio of the PSD between the estimated value of the merged maps and the satellite
along-track signal, i.e., the signal ratio (SR). At NSR or SR of 0.5, the wavelengths (λ)
corresponding to their positions are ER and UR, respectively. By comparing local phase
differences, using ER reduces the large systematic error generated by the comparison
between the different phases, although it may be more affected by noise. UR reflects a
comparison of spatial sequence spectral amplitudes that relatively better represent the
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energy magnitude of the signal available within the product data. The average value
of each grid point along the track during the study period was recorded to obtain the
resolution along the track.

Figure 8. The absolute dynamic topography (ADT) sequence (a) from merged maps along the along-
track points of satellite J3 on 9 July. The red and blue dashed lines are the separation position between
different tracks. The J3 satellite track in the South China Sea (SCS) for 9 July (b); red dotted line).
The sequence P1–6 indicates the direction of movement of different parts of the satellite tracks and
corresponds to the sequence of the sampling fragments separated by the red and blue dashed lines.

Data for the same day as in Figure 8 (9 July 2018) was selected to display the PSD
and scale-recognition resolution results. In the wavelength range of 90–400 km, the PSD
value of the mapping field deviation of the 2DVAR product was much lower than that of
the 1/8◦ and 1/4◦ AVISO and HYCOM models (Figure 9a). The PSD value approximately
70–200 km wavelength of the mapping field of the 2DVAR product was higher than that
of the other models shown in Figure 9b. Excluding the 2DVAR model, the other three
models did not differ substantially in PSD. The order of ER and UR of the same product is
consistent among all products (Figure 9c,d). Relative to the two AVISO models, the 2DVAR
model had ER and UR values ca. 30% lower, whereas HYCOM had slightly higher ER and
UR values.

Both ER and UR of the 2DVAR model were mostly between 50 and 150 km, with the
higher resolutions near the coast or islands (Figure 10a–d). The HYCOM data ER showed an
extremely high value, (>200 km) and occupying a large area, with the UR mostly between
100 and 200 km (Figure 10b,f). For the two AVISO models, ER showed 150–250 km in a
large area, with some being ≥250 km. For the two AVISO models, UR was concentrated
approximately 200 km in most parts of the study area. For all four models, ER was much
higher in the vicinity of the Philippine Islands and their coastal waters than else. Owing
to the presence of anomalously fluctuating signals (noise), which could be confused with
small-scale signals in the ocean, ER had limited usefulness for resolving eddies.
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Figure 9. The power spectral density (PSD) that calculated by (a) subtraction and (b) non-subtraction
of the J3 data (except for the gray line in (a), it was the origin data of J3 satellite) from the four merged
maps (2DVAR, HYCOM, 1/8◦ AVISO, and 1/4◦AVISO). (c) Effective resolution (ER) and (d) useful
resolution (UR) of the four merged maps based on NSR and ER, respectively on 9 July.

By definition, the ER value of an area with a high error increases correspondingly, and
the minimum resolved scale of the ocean eddy signal in the data increases. Comparing the
error statistics described in Section 3.2.3, ER > UR for most of the regions with large RMSE.
For example, for the southwestern waters regions with high EKE, around the Dongsha
Islands of Taiwan Island [16], ER < UR for the 1/4◦AVISO model, while for the other three
models, ER > UR. Based on these findings, for zones with large RMSE values, UR is more
effective than ER for identifying eddies.

Determining the ability to reconstruct eddies involves evaluating the scale of the
spatial field and the time scale. Based on a previous work [20], we used the time-frequency
domain and spatial wavenumber as reference elements to determine the 2D distribution
of the energy spectrum of the height field. The merged maps were decomposed via a
3D Fourier transform. In terms of the period, 2DVAR captured the signals much better
than the two AVISO models, within 20 d and 80–200 km (Figure 11a,c,d). The frequency
wavelength PSD of HYCOM was large in the wavelength range of 200–1000 km and in the
period 0–100 d (Figure 11b). The 2DVAR model exhibited a very low proportion of energy
for spatial scale of <80 km (Figure 11a) relative to that in the 80–200 km range, owing to
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filtering by its variational merging. Although the AVISO models had an energy proportion
below 80 km (Figure 11c,d), the method filtered out more energy at the 80–200 scale.

Figure 10. (a–d) Effective resolution (ER) and (e–h) useful resolution UR of the four merged models
of (a,e) 2DVAR, (b,f) HYCOM, (c,g) 1/8◦ AVISO, and (d,h) 1/4◦AVISO in the South China Sea (SCS)
and nearby waters used S3A satellite data as true values; the darker the color is, the larger the ER or
UR value is.

Figure 11. The frequency wavelength power spectral density (PSD) values of the four merged maps.
Due to the different spatial map resolutions, the coordinate range of each spectrum was different.
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The 2DVAR and AVISO models were used as the hypothetical ground truthing to
examine the HYCOM data, and a parameter similar to ER was used to score the frequency
wavelength PSD (FWPSDs), as follows [20]:

FWPSDs = 1 − FWPSD(ADT − ADTtrue)/FWPSD(ADTtrue) (8)

A PSD distribution with a score > 0.5 is considered accurate and reliable. For the
2DVAR models, the HYCOM data were reliable in time–space frequency domain > 80 km,
regardless of the time span (Figure 12a). For the two AVISO models, HYCOM was con-
sidered reliable only for frequency domains > 150 km, and improved as the time scale
increased (Figure 12b,c).

Figure 12. The frequency wavelength power spectral density (PSD) values of the three merged maps.

Based on these results, the 2DVAR merged maps have the highest quality and lowest
ER among the four models. In an early study [20], 2DVAR merged maps had a higher ER
than the 1/4◦ AVISO merged maps for the East China Sea region, especially in the open
ocean and to the north of Taiwan Island, where mesoscale eddies are relatively large and
long-lasting. Here, for the SCS, 2DVAR merged maps achieved better performance than
1/4◦ AVISO merged maps in reconstructing mesoscale oceanic structure, and their ER was
as low as 130 km, or even 110 km around the middle latitudes [12]. For the California
Current system, the 2DVAR merged maps could resolve smaller scales than the global 1/4◦
DUACS-DT2018 maps [11]. These findings together demonstrate that the 2DVAR model
has advantages in terms of its merged map quality and ER, and without region-dependent.

4. Discussion

4.1. Signal Composition in Background Field and Associated Error

For the AVISO models, the background-field MDT was obtained using a multiyear-
averaged SSH field. Therefore, the signal contained in the background field is strongly
time-smoothed, and the error associated with the background field contained more large-
scale ocean circulation signals, interannual variation, and seasonal variation. At the same
time, the 2DVAR background field did not smooth the signal for any time or region, and
induct an evolution error to maintain all signals in the merging processes. Therefore, the
background error with the 2DVAR method comprised more small and mesoscale signals
than that with the AVISO.

4.2. Filtering Effect of Correlation Coefficient Scale in Variational Method

The wavenumber energy spectral density of the background error and the characteris-
tics of the background error covariance have similar physical (filtering) characteristics.

The filtering characteristics of the PSD associated with the background error decrease
with the spatial scale, owing to the localization and intermittence of small-scale systems,
and small-scale errors can only represent a certain proportion of the background error.
When the spatial scale of the correlation coefficient is larger, the proportion represented
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by small scale error is less. For authentic ocean signals, when the proportion of the signal
energy of a certain scale is lower, the error of that scale is more difficult to correct in the
merged maps.

Based on these filtering characteristics, and owing to authentic ocean signals of the
AVISO merged maps, it is difficult to distinguish small-scale oceanic structure, due to the
larger correlation length scale with the AVISO method.

4.3. The Scale of Effective Resolution Compared with Eddy Radius

The correlation length scale was 10 km for 2DVAR and 100 km for AVISO. The 2DVAR
ER was 50–150 km, while that of both AVISO models was 150–250 km.

For the eddies in the SCS, the 2DVAR ER range includes the peak wavelength of the
eddy radius Rayleigh distribution, whereas AVISO fails to include the peak wavelength.
The 2DVAR merged map can reconstruct mesoscale eddies more accurately than the
AVISO maps.

4.4. The Restriction of HYCOM and the Advantages of 2DVAR

HYCOM reanalysis was produced using data assimilation. Altimetry data is first
used to estimate temperature and salinity vertical profiles, employing the ISOP (Improved
Synthetic Ocean Profiles) algorithm. The estimated temperature and salinity profiles are
then assimilated into HYCOM. This assimilation method may limit the impact of altimetry
data in the reanalysis:

• There is limited historical sampling data, leading to inaccurate assimilation of height
field results.

• Non-steric sea surface heights in the altimeter data cannot be assimilated.
• The set of an assimilation thresholds is defined as the noise level of the satellite

altimeter (currently set to 4 cm), which restricts the merging of small-scale information.

It is believed that the long background field time window of AVISO is the key fac-
tor causing its resolution to decline. The 2DVAR model has additional technical advan-
tages [23]:

• The matrix deformation avoids inversion of the background error covariance matrix
and can be minimized over the entire grid domain, and is therefore suitable for solving
high-resolution problems with a large number of grid points.

• The processing methods of the background error covariance matrix and observation
error covariance matrix are more flexible than those of the other models; this flexibility
is convenient for simplifying and introducing dynamic constraints.

• Using the observation operator H, it is easy to merge the observation data of different
properties.

Comparing with HYCOM, 2DVAR does not depend on the above assumptions such
as ‘noise level’, directly merges along-track data, and applies the correlation length scale
to supplement noise filtering, thereby retaining small and mesoscale signals. Therefore,
the obtained 2DVAR merged map provides higher quality reconstructions than the map
obtained using HYCOM reanalysis data.

4.5. Limitations and Future Work

Although the ER of 2DVAR product has been effectively improved, many small-scale
processes still cannot be resolved due to the temporal and spatial scales. To increase
the density of observation and acquire more valid information, 2DAVR introduced the
evolutionary error in the observation error (Rs = Rm + Re, the observation error covariance
matrix Rs consists of measurement Rm and evolutionary error covariance matrices Re) to
address the difference between observation time and mapping time [12]. In addition, the
wide-swath Surface Water and Ocean Topography (SWOT) mission was launched on 15
December 2022. As a result, the findings of this study can be extended to resolve small-scale
features in maps derived using data from new multi-satellite altimeters, including SWOT
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data [34]. The multi-scale data merging will be tried to improve further the ER of merged
maps in the future [35].

5. Conclusions

The analyses have shown that the ER of the 2DVAR mapped altimetry data is ap-
proximately 130 km, while it is approximately 250 km for both the 1/8◦ and 1/4◦ AVISO
mapped data products. The factors for increasing the effective resolution was then ex-
amined. Both the 2DVAR and AVISO OI methods were formulated based on optimal
estimation theory, and they are equivalent to each other [15]. The differences arise only
from their implementation.

It was shown that the differences in the effective resolution result from the difference
in the chosen background states and thus the associated background error. In the 2DVAR
method, the mapped SSH of the previous day was used as the background state, while a
25 yeas mean used as the background state in the AVISO OI method. Thus, the background
error with the 2DVAR method are relatively dominated by meso- and small-scale signals. In
contrast, the background error with the AVISO OI method is the anomalies from the 25 year
mean, and thus it includes large-scale signals, such as interannual and seasonal variabilities.
The large-scale signals leads to a larger correlation length scale. A large correlation length
scale imposes stronger filtering effect on the merged maps. Thus, the large correlation
length scale is the main reason for a low effective resolution with 1/4◦ AVISO, even with a
finer spatial grid of 1/8◦ AVISO and 1/12◦ HYCOM.
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Abstract: An hourly rainfall of 201.9 mm fell in Zhengzhou on 20 July 2021, breaking the hourly
rainfall record of mainland China and causing severe urban flooding and human casualties. This
observation-based study investigates the associated convective-scale and mesoscale dynamics and
microphysical processes using disdrometer and polarimetric radar observations aided by retrievals
from the Variational Doppler Radar Analysis System. The synoptic flow forcing brought abundant
moisture from the oceans and converged at Zhengzhou; then, the extreme rainfall was produced by a
slow-moving convective storm that persisted throughout the hour over Zhengzhou. Unusually high
concentrations of raindrops of all sizes (showing combined properties of maritime and continental
convection) are revealed by the disdrometer data, whereas the polarimetric radar data suggest that
both ice-based and warm rain processes were important contributors to the total rainfall. High pre-
cipitation efficiency was achieved with an erect updraft at the low levels, whereas enhanced easterly
inflows kept the storm moving slowly. The interaction between convective-scale and mesoscale
dynamics and microphysical processes within the favorable synoptic conditions led to this extremely
heavy rainfall.

Keywords: extreme rainfall; dynamics and microphysics; slow-moving convection

1. Introduction

On 20 July 2021, the 24-h rainfall (0000 to 2400 LST) reached 612.9 mm (Figure 1a)
in Zhengzhou (ZZ) city, Henan Province, China, approaching the city’s average annual
rainfall amount of ~640 mm. Between 1600 and 1700 LST, an hourly rainfall rate of 201.9 mm
was observed, which broke China’s previous record of 198.5 mm h−1 set in 1975 in the
same province (known as the “75.8” rainstorm [1]). At least 302 lives were lost in this
record-setting extreme rainfall that flooded ZZ, including the city’s subway system and
underground tunnels.

This extreme rainfall period was part of a week-long (from 17 to 23 July 2021, hereafter
named as the “21.7” rainstorm) heavy rainfall episode in a broad region of Henan Province
near the foothills of the Taihang and Funiu Mountains. This prolonged extreme heavy
rainfall event was accompanied by abnormal synoptic conditions in East Asia (Figure 1b),
including (1) the western Pacific subtropical high (WPSH) shifting northward, (2) Typhoon
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In-Fa located east of Taiwan, and (3) the 200 hPa South Asian high (SAH) extending
northeastward, that produced ingredients conducive to heavy rainfall in Henan [1–8]. A
water vapor channel, referred to as an atmospheric river (AR) in other regions [9], was
established between Typhoon In-Fa and the WPSH (indicated by the strong water vapor flux
in Figure 1b) that transported abundant tropical oceanic moisture over 500 km inland. The
extension of the 200 hPa SAH led to upper-level wind divergence in the vicinity of ZZ, also
providing favorable upper-level conditions for the development of deep convection in ZZ.

 

Figure 1. (a) Distribution map of ground instruments on the digital terrain elevation map around
ZZ. Triangles denote the locations of four operational radars. Blue, red, and purple contours indicate
the 24-h accumulated rainfall over 100, 250, and 400 mm on 20 July, respectively. The time series
of the hourly rainfall from the ZZ national surface station (indicated by a red cross) is also shown
in the bottom right corner of the figure. (b) Circulation fields at 0800 LST on 20 July 2021. Gray
contours represent geopotential height at 500 hPa, and the bold line indicates the location of the
western Pacific subtropical high (WPSH). Vectors are vertically integrated water vapor flux (in the
layer of 1000–300 hPa) larger than 150 kg m−1 s−1, and black dots indicate the wind divergence at
200 hPa that is larger than 10−5 s−1. Shading represents the 10.8 μm infrared brightness temperature
from FY-4A. The black cross indicates the location of the ZZ national surface station.

These synoptic conditions that were favorable for the heavy rainfall in Henan Province
were identified by the Chinese Meteorological Administration (CMA) in their forecasting
operations. Based on operational numerical models and objective forecasting techniques,
the National Meteorological Center (NMC) of the CMA predicted an over 250 mm daily
rainfall amount in Henan for 20 July one day in advance but failed to predict the extreme
intensity and timing of the extreme rainfall in ZZ. The average hourly rainfall (Figure 1a) ex-
cluding the period of 1600–1700 LST in ZZ was about 18 mm h−1 throughout the day. Heavy
rainfall is typically accompanied by single or multiple slow-moving convective storms
over an area, whereas the basics involved in the development of flash-flood-producing
storms are generally well known [10–12]. The difficulties lie in predicting the exact time,
location, and amount of heavy rainfall [13–15]. To generate the extreme rainfall in ZZ,
many favorable conditions needed to coexist, and dynamic, thermodynamic, and micro-
physical processes needed to work in synergy to efficiently convert a large amount of
water vapor into precipitation. The “21.7” rainstorm event revealed the ongoing challenges
in forecasting the location and amount of extreme hourly rainfall [16,17], even when the
environmental conditions are correctly predicted to be very favorable.
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Numerical studies were conducted to investigate the possible dynamical mechanism
responsible for the production of the “21.7” extreme rainfall [6,18]. The dynamics of this
extreme rainfall event were also studied by Sun et al. [19] using the four-dimensional
Variational Doppler Radar Analysis System (VDRAS) [20]. Based on the combined observa-
tions of the polarimetric radar and disdrometer, the overall variability of microphysical
characteristics for the heavy rainfall episode from 19 to 21 July 2021 was examined [21],
whereas Yin et al. [22] explored the precipitation efficiency of the “21.7” extreme rainfall
using numerical simulation. However, the detailed microphysical processes and their cou-
pling with multiscale dynamical processes to produce the record-breaking hourly rainfall
have not yet been investigated. This study focuses on the likely convective and mesoscale
dynamics and microphysical processes that transformed the abundant oceanic moisture in
the ZZ area to generate this record-breaking hourly rainfall between 1600 and 1700 LST on
20 July 2021. The three-dimensional wind and thermodynamic fields are obtained from the
VDRAS, and the corresponding microphysical processes are deduced from the Luoyang
(LY) operational polarimetric radar and a disdrometer at the ZZ national surface station.

2. Datasets and Methods

2.1. Datasets

This study used data from the operational observational network operated by the
CMA, including 4 operational S-band Doppler radars (ZZ, LY, PDS, and SQ in Figure 1),
19 lightning detection sensors, 6900 automatic weather stations (AWSs), and a second-
generation OTT particle size and velocity (PARSIVEL) disdrometer (OTT-2) located at ZZ.
These radars perform volume scans at nine elevations (0.5◦, 1.5◦, 2.4◦, 3.4◦, 4.3◦, 6.0◦, 9.9◦,
14.6◦, and 19.5◦) every 6 min, with an unambiguous range (velocity) of 150 km (26.5 m s−1).
The LY and ZZ radars can measure polarimetric variables including the differential re-
flectivity (ZDR), differential propagation phase shift (ΦDP), and specific differential phase
(KDP). The disdrometer can measure the number, concentration, and fall speed of raindrops
within 32 bins ranging from 0 to 25 mm every minute.

2.2. Methods

The procedure for the data quality control of the OTT-2 data was introduced in Chen
et al. [23]. The calculation of the raindrop size distribution (DSD), including the generalized
intercept parameter (Nw) and mass-weighted mean diameter (Dm) followed Bringi et al. [24].
The radar data were firstly quality controlled to remove the ground clutter and velocity
alias and correct the effect of partial beam blockage and the ZDR bias [25], then bilinearly
interpolated onto constant-altitude planes with a 1 km grid spacing in both the horizontal
and vertical directions [26]. The ten hydrometeor types (drizzle (DZ), rain (RA), big drops
(BD), ice crystals (IC), vertical aligned ice (VI), aggregates (AG), wet snow (WS), high-
density graupel (HG), low-density graupel (LG), and hail (HA)) were identified from
polarimetric radar data based on the fuzzy logic method presented in Dolan et al. [27], and
the retrieval of ice water content (IWC) and liquid water content (LWC) mainly involved a
method similar to that in Cifelli et al. [28] but with the LWCs for non-solid hydrometeors
calculated from the KDP. The LWC-KDP relationship was fitted through the DSD data using
the T-matrix method [29]. The precipitation efficiency was calculated using the rain rate
divided by the total water vapor within a layer from 3 to 5 km heights [30].

The VDRAS is a four-dimensional variational data assimilation system that assimilates
radar observations (i.e., radar reflectivity and radial velocity) and surface observations with
the background provided by the weather research and forecasting (WRF) model [20,31]. In
the VDRAS analysis, radar observations from ZZ, SQ, PDS, and LY (Figure 1) with a 6-min
interval, together with surface observations of temperature and wind from the 6900 AWSs
with a 5-min interval were assimilated. The VDRAS domain was centered at the ZZ radar
with a horizontal resolution of 3 km and 0.4 km vertical spacing from 0900 to 2000 on
20 July 2021.
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3. Results

3.1. Mesoscale and Convective Dynamical Processes

Widespread precipitation occurred in the central and northern parts of the Henan
Province, with convective activities mostly in the mountainous areas west of ZZ on
20 July 2021. Figure 2a shows the horizontal winds at 0.6 km above the mean sea level
(MSL) obtained from the VADRS analysis at 1200 LST, i.e., four hours before the extreme
hourly rainfall in ZZ. Predominantly easterlies from the east of Henan were blocked on
the southeastern slope of the Taihang Mountains and turned into northeasterlies in the
form of a barrier jet [32] (see Supplementary Figure S1) that funneled into the valley to-
wards LY, whereas east of the Funiu Mountains was southerly flows towards the Song
Mountains (SM) and ZZ. Together with the easterly flows east of ZZ, a three-way low-level
convergence was set up at ZZ that had the potential to produce extreme rainfall. In the
lower troposphere (Figure 2b), there was a mesoscale vortex located west of ZZ [18,33]. The
horizontal winds of this low-level mesovortex were primarily southerlies/southwesterlies
over ZZ, which showed an increasing trend from 1000 LST, with a moderate speed of
~14 m s−1 at 1600 LST (see Supplement Figure S2). By 1600 LST, the low-level convergence
at ZZ was strengthened, with the maximum more than doubled from 1.4 × 10−3 s−1 at
1200 to 3.5 × 10−3 s−1 (Figure 2c). Easterly winds increased toward ZZ, leading to the
enhancement of convergence.

A sounding extracted from the 1200 LST VDRAS analysis 150 km southeast of ZZ
(Figure 2e) exhibited a well-mixed boundary layer due to solar insolation, with a low lifting
condensation level (LCL) of 685 m MSL and a moderate convective available potential
energy (CAPE) of 2670 J kg−1. The net low-level moisture convergence into a budget box
over ZZ (red box in Figure 2a) steadily increased from 1100 LST, reaching a maximum at
1600 LST and quadrupling over the period. Most of the increase was due to the increase in
inward flux through the eastern boundary and the decrease in outward flux through the
western boundary (Figure 2d). The large positive flux through the southern boundary also
increased somewhat, whereas the northern boundary flux remained negative but small.
Because of the continuous moistening, the low-level inflow was near saturation (Figure 2e),
tending to suppress the evaporative cooling of rainfall. In consequence, the storm produced
a relatively weak cold pool of about 2 K, whose leading edge was near ZZ (Figure 2f).

Tracing back in time, the convective storm (labeled CS in Figure 3) that reached ZZ
by 1600 LST (Figure 3c) was initiated before 1200 LST along the southern slope of the
SM, ~55 km southwest of ZZ (Figure 3a). This storm was characterized by a maximum
reflectivity of ~55 dBZ, with the 30 dBZ echo reaching ~6.5 km altitude and a few lightning
flashes. The storm moved northeastward at a speed of ~5 m s−1 and reached the western
edge of ZZ at around 1500 LST (Figure 3b). Because of the three-way low-level convergence
over ZZ, the storm became quasi-stationary between 1600 LST and 1700 LST, producing
the extreme hourly precipitation. In the west–east direction, the cold pool density current
was balanced by the low-level easterly inflow, which were 6.2 m s−1 and −6.4 m s−1,
respectively, between 1600 and 1700 LST (Figure 2g). In the south–north direction, the
low-level southerly and northerly winds were also nearly in balance, with mean values
of 4.8 and −4.0 m s−1, respectively (Figure 2h). The above balances between multiscale
flows are in agreement with the numerical results of Wei et al. [18] and contributed to
the quasi-stationarity of the convective storm in ZZ. The slow-moving storm reached its
peak intensity (Figure 3c,d) with increased lightning. The maximum 30 dBZ echo height
reached 12 km in the east–west vertical cross section through the precipitation center of
the storm (Figure 3e), indicating enhanced convection intensity [34,35]. This deep, erect
convection favored higher precipitation efficiency [36,37]. The VDRAS analysis showed
that at 1600 LST, the low-level easterly inflows entered the storm updraft below 3 km
and the air and ice aggregates exited the front (i.e., east side) of the storm above a 5 km
altitude (Figure 3f). These falling ice aggregates could have helped maintain the storm by
destabilizing the storm inflow [38].
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Figure 2. (a) Perturbation temperature (shading) and horizontal wind vectors at 0.6 km MSL in the
VDRAS analysis at 1200 LST on 20 July 2021. Yellow contours are the horizontal convergence starting
from −1 × 10−3 s−1 at an interval of −2 × 10−3 s−1. Black lines are 600 m terrain elevation contours
and the purple triangle indicates the location of the record-breaking hourly precipitation rain gauge
station in ZZ. (b) As (a) but at 3 km. The curved arrow represents the mesoscale vortex. (c) As (a) but
at 1600 LST. (d) 0–3 km moisture fluxes through the 4 borders of a 60 × 60 km box region covering the
ZZ city (red box in (a,c)) and net flux into the box (positive into the box), based on the VADRS analysis.
(e) Inflow environment sounding located at 150 km southeast of ZZ (yellow X in (a)) extracted from
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the VDRAS analysis at 1200 LST with the red, green, and black solid lines representing the temperature
profile, dew point profile, and the parcel ascent curve, respectively. (f) Perturbation temperature
(shading) and wind vectors in the west–east vertical cross section through the center of ZZ city
(line AB in (c)) in VADRAS analysis at 1600 LST. Red contours denote 40 dBZ radar reflectivity.
(g) Evolution of cold pool density current and low-level easterlies between 0 and 1 km calculated
within the red and black boxes in (c). (h) Evolution of the southerly and northerly wind components
to the south and north of the storm (see the white boxes in (c)) over ZZ, respectively.

 

Figure 3. Observed radar reflectivity (color shading; units: dBZ) and horizontal winds at 600 m MSL
at (a) 1200 LST, (b) 1500 LST, (c) 1600 LST, and (d) 1700 LST on 20 July 2021. A terrain height of 200 m
is indicated by the bold brown contours. The black line represents the urban area of ZZ, and the
triangle indicates the national surface station with the hourly extreme rainfall in ZZ. The blue pluses
indicate that the lightning occurred 30 min before and after the radar time. SM indicates the Song
Mountain. West–east cross sections of (e) ZH (color shading) and ZDR (contours) and (f) hydrometer
types based on hydrometeor classification algorithm (shading) and KDP (contours) across the rainfall
center at 1600 LST.

530



Remote Sens. 2023, 15, 4511

3.2. Microphysical Processes in the Extreme Rainfall
3.2.1. Vertical Distributions of Hydrometeors

The hydrometeor classification algorithm (HCA [27]) based on the polarimetric radar
data indicates graupels (large rain drops) above (below) the freezing level (Figure 3f). The
combination of the large reflectivity ZH (~58 dBZ), differential reflectivity ZDR (~3.0 dB),
and differential phase KDP (~4◦ km−1) near the surface beneath the updraft signals in-
tense rainfall with the presence of large and oblate raindrops [39,40]. Positive ZDR and
KDP columns were collocated with the updraft, where the region of ZDR > 1.0 dB and
KDP > 1.5◦ km−1 extended to a 6.5 km altitude, indicating supercooled liquid particles
lifted above the freezing level (~5 km) by the strong updrafts (Figure 3e,f) [41,42]. The
existence of the supercooled liquid water favored the riming process and the presence of
graupel in the updraft region above the freezing level.

The time series of the ZH, ZDR, and KDP fractions in specified value bins from 1200 to
2000 LST on 20 July 2021 are presented in Figure 4a–c. The polarimetric radar variables
come from the 30 × 30 km box centered at the CS (labeled in Figure 3) at 2.0 km MSL. As the
CS developed to the mature stage between 1600 and 1700 LST, the radar reflectivity values
were frequently above 50 dBZ. About 20% of the ZDR samples exceeded 2.0 dB in this hour,
which was obviously higher than in any other hour, indicating abundant large raindrops
formed in the CS. In addition, the fractions with a high KDP value (over 3.0◦ km−1) also
peaked in the same hour, suggesting the dominance of extreme liquid water contents and
instant rain rates at this vertical level. The significantly higher fractions of large polarimetric
radar variables compared with other hours are consistent with the hourly extreme rainfall
at the surface.

The vertical structure of the polarimetric radar variables in the region of radar-
observed extreme rainfall near ZZ (KDP higher than 4◦ km−1, approximately 160 mm h−1

based on the radar-estimated rainfall) is illustrated in Figure 4d. More than 95% of the
extreme rainfall occurred in the strong updraft region, as shown in Figure 3f. Between
12 and 8 km, ZH increased rapidly, whereas ZDR decreased slightly with decreasing height;
the ZDR was around 0 dB, suggesting there was aggregation in this layer [43]. Between 8 km
and 5 km (the 0 ◦C level), the increase in both ZH and KDP indicates the existence of more
supercooled liquid drops [41]. The increase in ZH, ZDR, and KDP towards the 0 ◦C level
reflects the occurrence of active riming processes, as further confirmed by the normalized
frequency of hydrometeors showing that large ice particles (graupel or hail) dominate in
this layer (Figure 4e). Below the 0 ◦C level, ZH, ZDR, and KDP continuously increased to-
ward the ground, indicating active warm rain processes of coalescence and accretion [44,45]
that help increase the raindrop sizes and enhance precipitation. The enhanced ZH and ZDR
within 1 km below the 0 ◦C level can be partly attributed to the melting of graupel and hail
because of the increase in the dielectric constant and aspect ratio [46,47].

The radar-derived IWC and LWC analysis shows a rapid increase in LWC below the
melting level, mainly through the accretion of cloud drops along with the auto-conversion
process. The maximum LWC is about 6.2 g m−3 near the ground, less than twice the
IWC maximum (about 3.9 g m−3), suggesting that both ice and warm rain processes
have important contributions to the surface extreme rainfall. This can be explained by
the interactions between the kinematic and microphysical structures of the convective
storm under favorable environmental conditions. A low LCL, strong low-level moisture
convergence, and a deep warm cloud layer can promote the rapid and efficient conversion
of inflow water vapor to cloud drops and then raindrops in the updraft through active
warm rain processes [10]. Meanwhile, the strong updraft also transports water vapor and
liquid water above the freezing level to promote the production of graupels and hails.
Previous studies showed that upright convection has a higher precipitation efficiency than
tilted convection because it allows for a more effective collection of cloud condensate
by precipitation [36,48]. In this event, because the convective storm was erect, the large
raindrops from melting graupels or hailstones can fall through the updraft and grow by
accretion and coalescence below the melting layer and contribute to the extreme rainfall.
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This suggests an optimal coupling between ice-based and warm rain processes contributed
to the extreme hourly rainfall in ZZ.

 
Figure 4. Time series of (a) ZH, (b) ZDR, and (c) KDP fractions in specified bins at 2.0 km MSL in the
30 × 30 km box centered on the CS (labeled in Figure 3) from 1200 to 2000 LST. Average profiles of
(d) polarimetric radar variables and (e) hydrometer types (shading), LWC (black solid), and IWC (red
dashed) for KDP values higher than 4◦ km−1 near the ZZ national surface station between 1600 and
1700 LST. The label for IWC/LWC is shown at the top of the panel.

3.2.2. The Raindrop Size Distribution on the Ground

The DSD is an important feature of precipitation microphysics [49]. The time series of
DSD from 1 min OTT−2 observations at ZZ (Figure 5a) shows that both the drop number
and maximum drop diameter increased dramatically between 1600 and 1700 LST. Note
that the variations in the DSD during this period represent different parts of the convective
storm moving across ZZ. The concentration of small raindrops (D < 1 mm) reached as high
as 104 m−3 mm−1, with the largest drop diameter being about 7 mm. With the increase in
drop concentrations for all particle sizes, the hourly rain rate reached an extreme value
of 201.9 mm h−1. The largest contribution (66%) to total rainfall was from mid-size drops
(1–3 mm), whereas large drops (D > 3 mm) were the second largest contributor (22%). On
the other hand, small drops dominated the total number concentration (81.5%) but had the
least contribution (12%) to the total rainfall. This is consistent with the large ZDR and high
KDP near the surface (Figure 4a).

532



Remote Sens. 2023, 15, 4511

Figure 5. (a) Time series of 1 min DSDs from the OTT disdrometer at the ZZ national surface
station. Color shading represents the DSD in logarithmic units of mm−1 m−3 and the y-axis indicates
the equivalent volume diameter (mm) of raindrops; the instant rain rate is plotted as the red line.
(b) Scatters of Nw (Dm) from the ZZ extreme hourly rainfall between 1600 and 1700 LST (red) and
DSD samples with an instant rain rate over 20 mm−1 h−1 from 1200 to 2000 LST (blue), respectively.
The two gray rectangles represent the maritime and continental convective clusters reported by [24].
The blue, green, black, and red crosses represent the mean values of convective rain in different
regions from previous studies [50–53].

The scatter plot of log10Nw (the generalized intercept parameter, indicating the rain-
drop concentration) and Dm (mass-weighted mean diameter) in Figure 5b illustrates the
unique microphysical characteristics that distinguished the extreme hourly rainfall in ZZ
(red dots) from other documented heavy rainfall events produced by typical continental
or maritime convection [50–53] as well as other rainfall hours of the “21.7” rainstorm
surrounding the extreme rainfall hour (blue dots). The two rectangle boxes in Figure 5b
represent the characteristics of maritime and continental convection [24], dominated by
warm-rain collision–coalescence processes (higher concentration of small drops) and ice-
based microphysical processes (the presence of larger drops from the melting of graupel
and hail), respectively [50]. Recent statistical studies have revealed that convective rainfall
in South China possesses a maritime nature due to the impact of the East Asian summer
monsoons or tropical cyclones [23,52,53], whereas convective rainfall in North China pos-
sesses more a continental nature being influenced by the northeast cold vortex and other
mid-latitude systems [51,54]. The intense convective rainfall samples (defined as a rain rate
>20 mm h−1 but excluding the period from 1600 to 1700 LST, i.e., blue dots in Figure 5b)
show a large variation of Dm and log10Nw (positioned in between these two boxes), reflect-
ing the presence of ice processes in the ZZ rainfall. During the extreme hourly rainfall
in ZZ, the concentrations of both large and small drops increased (Figure 5a), exhibiting
the combined properties of maritime (high Nw) and continental (large Dm) convection.
This unique characteristic of DSD indicates that both ice-based and warm-rain processes
were active in producing the extreme hourly rainfall in ZZ, which is consistent with the
microphysical processes inferred from the polarimetric radar observations in the previous
subsection. They appear to be the results of extremely rich moisture (like the data of marine
precipitation) and sufficiently large CAPE and low-level convergence forcing (that promote
deep convection).

4. Conclusions

The “21.7” extreme rainfall event hit Zhengzhou, China on 20 July 2021, causing
hundreds of fatalities and great economic losses. In particular, the 1 h precipitation at a
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national surface station in ZZ was 201.9 mm between 1600 and 1700 LST, breaking the
record for hourly precipitation in mainland China. Our analyses show that the record-
breaking hourly precipitation was produced by a quasi-stationary, well-organized, deep
convective storm in ZZ that was fed by abundant tropical moisture via an atmospheric
river between the WPSH and Typhoon In-Fa. The Taihang Mountains northwest of ZZ
played a vital role in turning the environmental low-level easterlies into mountain-parallel
northeasterly flows in the north, helping to block the southerly flows from the south into
ZZ. The storm that moved into ZZ to produce the extreme hourly rainfall was initiated on
the southern slopes of the Song Mountains southwest of ZZ.

The low-level easterly flow into ZZ was steadily enhanced in the hours preceding the
extreme rainfall, whereas the airflow out of the ZZ region on its west side weakened in the
same period. The flow changes led to a net moisture flux into ZZ that quadrupled in 5 h
preceding the extreme hourly rainfall in ZZ. The enhanced low-level easterly flow roughly
balanced the relatively weak cold pool density current and kept the storm stationary over
ZZ. The rainstorm contained unusually high concentrations of small raindrops with the
presence of some very large drops (about 7 mm). The rain DSDs and the polarimetric-
radar-derived microphysical properties provided the first observational evidence that
both oceanic (high number of raindrops, active warm rain processes) and continental
(large raindrops, active ice processes) rain characteristics were active and very efficient in
converting the abundant tropical moisture into the record-breaking hourly rainfall. These
key dynamical and microphysical processes are summarized schematically in Figure 6.

Figure 6. The conceptual model of the maintenance and precipitation microphysics of the convective
storm resulting in extreme hourly rainfall in ZZ. The blue line with triangles indicates the cold pool
gust front. The red arrows represent the prevalent winds.

This study provides insights into how local extreme rainfall may be better predicted
by including mesoscale and convective scale processes together with the well-forecasted
favorable synoptic conditions for heavy rainfall. This study also points out the unique
DSD differentiating this extreme rainfall event from most other documented precipitation
events in different regions of the world. We admit that an MCS should consist of both

534



Remote Sens. 2023, 15, 4511

convective core and anvil cloud regions, with the latter also likely to contribute to the
production of extreme rainfall. In this study, our main purpose was to investigate the key
factors causing the record-breaking hourly rainfall in a local ZZ region weather station.
According to radar observations, this hourly extreme rainfall was directly caused by the
convective cell over ZZ. More observational and modeling studies will be conducted to
investigate whether there are optimal and synergetic combinations between dynamics and
microphysics in producing the unique DSD identified in the “21.7” extreme rainfall event.
To be able to accurately represent within numerical weather prediction models the unique
microphysical characteristics of this event and all other important ingredients that act in
synergy to produce such record-breaking extreme rainfall and to provide quantitatively
accurate operational forecasting with sufficient lead time remain challenging. Gaining
insights and understanding of the physical processes and mechanisms involved is critical
and this study represents one of the first efforts toward this goal.

Supplementary Materials: The following supporting information can be downloaded at: https://www.
mdpi.com/article/10.3390/rs15184511/s1, Figure S1: (Top) Terrain elevation (shading) and VDRAS
analysis horizontal winds at 0.6 km MSL (vector) at 1200 LST on 20 July 2021. (Bottom) Potential
temperature (shading) and VDRAS analysis wind field in the vertical plane along line AB at 1200 LST
on 20 July 2021. Red contours indicate the speed of horizontal wind normal to the vertical plane
(i.e., nearly parallel to the Taihang Mountain); Figure S2: (Top) Horizontal wind vectors and speed
(shading) at 3 km MSL in the VDRAS analysis from 1000 to 1600 LST on 20 July 2021. (Bottom) Time
evolution of the mean horizontal wind speed over ZZ at different heights. Reference [55] is cited in
Supplementary Materials.
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