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Abstract: Designing proper solid oxide fuel cell (SOFC) system configurations is essential for their
high efficiency. The present study analyzes the performance improvement of the SOFC system with
anode off-gas recirculation (AOGR). Two AOGR configurations are suggested. Depending on the
heat flows of off gases, the configurations are called AOGR #1 and #2, respectively. Additionally, a
reference system is examined for comparison. This study aims to numerically evaluate the charac-
teristics and performance of each system under various operating conditions such as fuel and air
utilization factors. The operating current density and steam to carbon ratio are fixed at 0.3 A /cm?
and 2.5, respectively. The results indicate that the system performance shows a large difference
depending on the system configurations. The SOFC system with AOGR has better performance
than the reference system under the operating conditions considered in this paper. However, it is
also revealed that depending on the system configuration and operating conditions, AOGR can be
effective or ineffective for system performance. Therefore, a deliberate operating strategy for AOGR
systems needs to be developed based on the load conditions.

Keywords: SOFC; AOGR; hydrogen recirculation; system performance; power generation system

1. Introduction

Solid oxide fuel cells (SOFCs) have recently received attention as an alternative power
source since they have especially high electrical efficiency, low emission and fuel flexibility.
Challenging issues for SOFC commercialization are having long-term durability and en-
hancing economic efficiency. Due to the long operation time of a SOFC, it is mainly utilized
as a stationary power plant. Therefore, achieving high system efficiency and fuel utilization
becomes important because it is directly linked to economic efficiency [1,2]. To improve
system efficiency, designing an appropriate system configuration is necessary in addition
to applying highly efficient components. The overall system efficiency varies according to
the layout of the system components.

Generally, thermal energy from stack off-gas and system exhaust gas are utilized in
order to improve system efficiency. The heat is recovered at heat recovery heat exchangers
(HR-HEs) and often supplied to the fuel/air preheater and reformer or used to generate
steam necessary for the reforming reaction [3,4]. The SOFC combined heat and power
(CHP) system has also been widely suggested for efficient SOFC systems [5-9]. In utilizing
exhaust heat from the stack and system, the system composition and its configuration
highly affect the system’s overall efficiency. Therefore, many studies on designing system
configurations have been conducted [6,7].

In order to improve system efficiency, anode off-gas recirculation (AOGR) can be
adopted for the SOFC system. Anode off-gas (AOG) contains unreacted hydrocarbons and
a high content of steam. The recirculated AOG reacts as fuel inside a fuel cell, leading to an

Energies 2021, 14, 3607. https:/ /doi.org/10.3390/en14123607
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increase in the fuel utilization efficiency. The efficiency of the steam methane reforming
(SMR) reaction is also promoted by additionally supplied steam from AOG [10,11].

In the study of Powell et al. [12], a 2 kW class SOFC system with AOGR was ex-
perimentally verified. Heat and steam from AOG were delivered to an adiabatic steam
reformer. As a result, the overall fuel utilization efficiency was increased up to 93%, and
the system achieved a maximum net LHV efficiency of 57% at 1.7 kW. Additionally, a
parametric study of the SOFC system with AOGR was conducted by Lee et al. [10]. In this
study, a turbocharger and an ejector were suggested to supply air and recirculated AOG.
The effects of the external reforming (ER) ratio, fuel utilization and steam to carbon (S/C)
ratio were examined. The suggested system showed electrical efficiency of 64.6% when
the ER ratio, fuel utilization and S/C ratio were 0.4, 0.75 and 2.5, respectively. Through
the sensitivity analysis, it was revealed that fuel utilization was the most influential factor
in the system efficiency. Table 1 presents a literature summary of the SOFC system with
AOGR analyzed by many researchers.

Table 1. A literature summary of the SOFC system with AOGR.

Authors

SOFC Power Hele AOGR Device Comments

(Max.)

The turbocharger and ejector are used to
blow the cathode air and AOG. Sensitivity

Leeetal. [10] SkW 64.6% Ejector analysis has been conducted to determine
the optimal operating schemes.
56.6% The system uses adiabatic ESR and AOGR
Powell et al. [12] 1.7-22 kW (LHV; Blower system. Required heat and steam for SMR
are provided by recirculated AOG.
A cascade system having a double SOFC
66% system and a single SOFC system with
Kooetal. [13] 138 kw (LHV) Blower AOGR was analyzed using the
exergy-based analysis method.
66% A novel micro AOGR fan has been
Wagner et al. [14] 6 kW y Fan introduced and experimentally coupled to
(LHV)
SOFC system.
SOFC system with a variable flow ejector
Baba et al. [15] 1kW - Ejector was examined under partial load and full
load conditions.
58.7% Tow AOGR blowers were developed and
Tanaka etal. [16] 10kw (LHV) Blower coupled with SOFC system simulator.
41°% SOFC running on propane with AOGR
Dietrich et al. [17] 0.3 kW (LH\Of) Injector was experimentally examined and

compared to a partial oxidation system.

Additionally, the method that can generate additional electricity by utilizing SOFC
exhaust gas has been widely studied. SOFC hybridization with other power generation
systems allows the system efficiency to be effectively improved [7,18,19]. Kuchonthara
et al. [19] evaluated a combined power generation system with a SOFC and various gas
turbine (GT) cycles. The results indicated that the humid air turbine promoted the thermal
efficiency of the overall system. The effectiveness of a SOFC-engine hybrid system was
experimentally demonstrated by Kim et al. [18]. A 5 kW class SOFC stack and internal
combustion engine were combined, and the electrical efficiency of the hybrid system
increased by up to 26%.

In this paper, two SOFC system configurations with AOGR were developed. The
differences between the first AOGR system (AOGR #1) and the second AOGR system
(AOGR #2) were the heat flows of AOG, cathode off-gas (COG) and catalytic combus-
tor off-gas (CCOG). The details were described in Section 2. The performances of each
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system were evaluated in comparison with those of a reference system. For comparison,
component-level mathematical modeling was conducted. Analysis of the effect of the
fuel/air utilization factor and recirculation ratio was conducted based on the simulation
result. In particular, the temperature of each component, net power, and electrical and
thermal efficiency were examined.

2. System Configurations

To evaluate the system efficiency of various SOFC system configurations, the reference
SOFC system and the system with AOGR were analyzed. The reference system shown in
Figure 1a consists of an external steam reformer (ESR), a SOFC stack, a catalytic combustor
(CC), air blowers, a steam generator, an air preheater and an HR-HE. For an efficient system,
a direct internal reforming (DIR) SOFC was suggested. The DIR stack enables hydrocarbons
to be reformed directly inside a stack [20,21]. As the steam reforming reaction is highly
endothermic, the ESR needs a large amount of heat. In the reference system, ESR thermally
integrated with CC was used, in other words the heat of combustion from CC was directly
provided to the ESR. This ESR is called an allothermal reformer [4]. Due to the thermal
stability of CC, additional air to the CC blows when needed to keep the temperature of the
CC lower than 1123.15 K [22]. Thermal energy from COG was used to generate the steam
required for the steam reforming process. Cooled COG has the effect on preventing the
excessive temperature increase of the CC. CCOG supplies heat to the ESR and stack air
flow. The rest of the CCOG thermal energy was recovered from the HR-HE.

The first concept of the SOFC system with AOGR is suggested in Figure 1b, and it is
named the AOGR #1 system. AOG flowed into the fuel preheater through a recirculation
blower. The recirculation blower was generally able to withstand hot gas up to 1073.15 K,
so recirculated AOG needed to be cooled at the fuel preheater. The recirculated AOG is
able to warm the ESR and simultaneously provide the additional steam required for the
SMR reactions. Distinctive flows of AOG and fuel are marked with blue lines in Figure 1b.

Figure 1c shows the second concept of the SOFC system with AOGR, which is called
the AOGR #2 system. While the ESRs shown in Figure 1a,b were thermally integrated to
the CC, the ESR shown in Figure 1c obtained the required heat only from the reactant flows,
namely, the adiabatic reformer. It has been demonstrated that the SMR reaction can occur
using only the sensible heat of the inlet gas [4,12]. The inlet fuel to the ESR was heated in
two stages by the heat from recirculated AOG and COG. The heat of CCOG was used to
warm up the stack supplied air and was recovered at the HR-HE. The differences of the
AOGR #2 system compared to the AOGR #1 system are highlighted with green lines in
Figure 1b.

Ambient Air
CCair
blower
coG
Steam T T
Ll COG |
generator Fuel : 106
Water Steam SOFC Catalytic
cH, ————»| Reformer Stack Combustor
A
{AIr CCcoG

i Air preheater
s — --—-@----+ Ventilation
CCoG

HR-HE
Stack air
blower

'
1
Ambient Air

(a)

Figure 1. Cont.
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Figure 1. Schematic diagram of the system configuration; (a) reference system, (b) AOGR #1 system,
and (c) AOGR #2 system.

3. Model Description

The purpose of the model developed in this paper was firstly to compare the perfor-
mance and efficiency of various configurations and then to develop a control strategy in
subsequent research. To check the system response according to the control design, the
model has to be dynamic and not too complex [1,23]. In addition, the needs of dynamic
models have been addressed by several authors because of the high operating temperature
of SOFCs [24,25]. Therefore, a dynamic and lumped component model was developed in
the SIMULINK environment. First, the steady-state characteristics of each system were
examined to check the effectiveness of the systems. Dynamic characteristics and control
strategies will be analyzed in future papers. In the following sections, the descriptions of
each component model are discussed.

3.1. A SOFC Stack

In this model, a 1 kW class DIR stack has been adopted for an efficient SOFC system,
and it is a planar SOFC stack with an anode-supported cell. The conditions inside a SOFC
stack are appropriate for the SMR reaction because of its proper operating temperature and
electrochemically generated steam. Additionally, internal reforming has several advantages,
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such as reducing the size of the external reformer and air blower power consumption by
means of decreasing the stack air flow rate for stack cooling [23,26,27].

The SOFC stack is composed of reactant channels and the positive-electrolyte-negative
(PEN) structure. The model accounts for mass balances, thermal balances and electrochem-
ical reactions. Specifications of the stack are presented in Table 2. Fuel and air mixtures are
assumed to follow the ideal gas law.

Table 2. A SOFC stack specifications.

Parameter Values
Cell length (m) 0.1

Cell width (m) 0.1
Number of cells 40
Anode electrode thickness (m) 1x1073
Cathode electrode thickness (m) 3x 1074
Electrolyte thickness (m) 2%x1075
Anode channel height (m) 3x 1074
Cathode channel height (m) 5x 1074
Channel width (m) 1x1073
Number of channels 60
Anode porosity 0.4
Density of PEN (kg m~3) 5300
Specific heat of PEN (J kg~ K1) 500

3.1.1. Mass Balance Model

In the mass transfer model, the species in the anode channel are considered as CHy,
H,0, CO, Hy and CO,, and those in the cathode channel are only N and O,. Four reactions
inside a stack are considered. All the reactions are presented in Table 3.

Table 3. Reactions considered inside a stack.

Reaction Equation
Steam methane reforming reaction (SMR) CH4 + H,O — CO +3H; (R1)
Water gas shift reaction (WGS) CO + Hy,O — Hy + CO, (R2)
H, oxidation reaction (Ox) Hy + 0% — HyO +2¢™ (R3)
O, reduction reaction (Red) 050, +2¢~ — 0%~ (R4)
Opverall reaction Hy +0.50, — H,O (R5)

Mass balance dynamics for i species in fuel and air channels are given in Equations (1)
and (2). In the fuel channel, (R1)—(R3) reactions described in Table 3 take place. (R4)
reaction occurs in the air channel. r; is the molar rate of formation for i species, and is
obtained from the equations below.

aC; ¢ 9Cis -

atl = —ug—==+ri (i=CHy H0, CO, Hy, COy) @
aC; a9C; ;
= Mg, e (1= No, O) ®

For calculating the reaction rates of (R1) and (R2), there are various relations ac-
counting for the reaction rates of SMR and WGS [1,20,28]. Among the equations, Chinda
et al. [29] model presented in Equations (3)—(8) has been used. Chinda et al. derived the
reaction rate from Arhenius’ curve fits using the data by Lehnert et al. [30]. Ry and kg
represent the reaction rate and forward reaction rate constant of reaction k, respectively.
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Chinda et al. considered that the SMR reaction occurs at the surface of the anode and the
WGS reaction takes place inside the void volume of the anode.

P} Pco
RRl = le <PCH4PHZO — I;éRl {mol m_z Sil} (3)
Py, P
Rgo = kro <PHZOPCO - %) [mol m3 s*l] )
B 231266 I
kr1 = 2395 exp( RT ) [molm Pa"s ] 5)
B 103191 o
kro = 0.0171 exp( RT ) {molm Pa™”s ] 6)

K} indicates the equilibrium constant of reaction k and can be calculated by Equations (7)
and (8) [2], Z is defined as (1000/T(K)-1), The unit of Kg; is Pa?, and Ky, is a dimension-
less constant.

Ky = 1.0267 x 10%exp (—0.251324 +0.3665Z3 + 0.5810Z% — 27.13Z + 3.2770) @)

Kpo = exp (—0.293523 +0.63512% +4.1788Z + 0.3169) ®)
The reaction rates of (R3) and (R4) are equal to the electrochemical reaction rate of the
fuel cell and can be obtained by Faraday’s law as shown in Equation (9).

Rrs = R4 = Rgs = L [mol s~ ] ©)

2F

From Equations (3)—-(9), the molar rate of formation per volume (r;) can be inferred.
Nitrogen does not react, so N, is zero.

1
rcH, = *TRRl (10)
f
1 1
TH,0 = *ERRl — & Rro + V”RRS (11)
1
rco = ERRl — €4Rpo (12)
1 1
THy = 3§RR1 +e,Rpo — VaRRB’ (13)
rco, = €aRra (14)
1
0 = ~057Res (15)

The pressure decrease (Ap) through the anode and cathode channels is calculated
using Equation (16). Equations (17) and (18) represent the friction factor (f) for laminar and
turbulent flow, respectively. ¢ is the aspect ratio of the channel, and v, is the gas velocity.

24

= R 2000 16
f Re[l — 1.3553¢ + 1.9467¢2 — 1.7012¢3 + 0.9564¢* — 0.2537¢5] (Re <2000)  (16)
0.0791
f = g0z (Re = 2000) 17
4Lch
= f ot 5Pt as)
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3.1.2. Electrochemical Reaction Model

Cell potential can be computed by Equation (19). The thermodynamic reversible
potential (V) is determined by the Nernst equation in Equation (20) [31]. A voltage drop
from the thermodynamic reversible potential exists because of overpotentials summarized
in Table 4.

Veet1 = Viev — Nacta — Nact,e — Nohm — Meone (19)
_ RTpeyn,  Pmo

Vieo = Eg = =5 In Py Y5 (20)

Eg = 1.2723 — 2.7645 x 1074TpEN (21)

Table 4. Equations for the overpotentials of the stack based on Ref. [29].

Equation

Activation overpotential
Nacta = %sinhfl(ﬂﬁ)
jou = 1.5 x 1010 exp( 137000)

Nacte = 4, Fshzh (2]oC>
joe =8 x 1010 exp( 140000)
Ohmic overpotential
Hohmic = J(ASRonmic) = ]:}
o =334 x 10* exp( 10300)

PEN
Concentratlon overpotential

Ncone,c = zp 11’1(1 - jth>

3.1.3. Thermal Balance Model

For thermal energy calculations, the lumped capacitance method was used. Homoge-
neous temperature among the fuel cell components was assumed, so the temperature of
the fuel cell was considered the same as Tpgy. Heat absorption and release related to the
reactions inside the fuel cell and convective heat transfer between the fuel cell and fuel/air
bulk flows were considered in this model. Consequently, three temperatures were achieved
from the thermal balance model: air, fuel bulk flow temperature and PEN temperature.
The relevant equation for thermal balances in the PEN structure appears as follows.

ITpEN 9ga _ 9g.c
ot PPENCp, PENLcwctPEN PPENCp,PEN LewetpEN 22)
1
( tPl:N AHR1RR1 — AHRoeqRro — fPth el AHRSRR5)

PPENCp,PEN

For the calculation of heat transfer at gas channels, the Nusselt number (Nu) was
considered to be a constant value of 3.39. Anode and cathode channels can act as fins of
uniform rectangular cross-sectional areas, so relations for heat transfer at extended surfaces
are used, as shown below, where 74 is the fin efficiency and the convective heat transfer
coefficient /., is obtained from Nu.

9g = 1fhen (NchAf + Ab) (Tpen — Tg) (23)

3.2. Steam Methane Reformer

The methane steam reforming process requires a large amount of heat; thus, exhaust
gas from the system is generally used as a heat source for the ESR, namely, an allothermal
reformer. The reference and AOGR #1 systems suggested in this paper adopted this type
of ESR. However, DIR stacks can mitigate the demand for high-performance ESR [4].
ESR can operate at a lower temperature range than the normal operating temperature



Energies 2021, 14, 3607

(973.15-1073.15 K) [32]. Hence, an adiabatic reformer was also examined in the AOGR #2
system. A shell and tube type catalytic steam reformer was selected in this paper, and the
suggested specifications of the reformer are detailed in Table 5. The model consists of mass
and thermal balance models. Gas mixtures are considered ideal gases, and the porosity of
the bed is constant.

Table 5. Reformer specifications.

Parameter Values
Length (m) 0.3
Diameter (m) 0.2
Particle diameter (m) 12 x 1073
Catalyst pore radius (m) 1x10°8
Bed porosity 0.4
Density of reformer (kg m~3) 3970
Specific heat of reformer (J kg~' K1) 765

For catalytic steam reformers, it is important to find the most appropriate catalyst
because it directly affects the performance of the reformer. Among various active metals,
nickel (Ni) is widely used because of its high reactivity and long durability [33,34]. Xu and
Froment examined the kinetics of the SMR process with a Ni/MgAl,Oj4 catalyst under an
operating range of approximately 675-1000 K. The results are the most widely used for
SMR kinetcis [35]. The SMR model in this paper has been developed based on the Xu and
Froment model. While various reactions take place in catalytic SMR, only the SMR reaction,
the WGS reaction, and the direct steam reforming (DSR) reaction are considered. The SMR
(R1) and WGS (R2) reactions are defined in Table 3, and the DSR (R6) reaction is presented
below. It is assumed that the species in the reactant flow are CHy, H,O, CO, H; and CO;.
The SMR kinetics based on Xu and Froment model are organized in Table 6 [35].

Direct steam reforming reaction (DSR) CHy 4+ 2H,0 — CO; + 3H; (R6) (24)

Table 6. The equations for SMR kinetics based on Xu and Froment model based on Ref. [35].

Equation

Reaction rate[mol kg_}s ']

ket (P(‘luPHZO*P%ZPCO/KAM)
Rsmrr1 = Ea Den?

k PCoPH,0—PH, Pco, / Kera
Rsmr, r2 = ﬁ—( e )

ke (Pcm Pfizo *Pfiz pco,/ K[,RJ)

Rsmrre = e Den?

Den =1+ Kcopco + Ku,pH, + Kenypen, + Kmo?n,0/ Ph,
Kinetic rate constant

- 240100
kg = 4.225 x 105 exp(fm)

_ 6 67130
ko = 1955 x 10° exp ( — £7122.)

_ 15 243900
kre = 1.020 x 10 exp(fm)
Equilibrium constant
Ko r1 = exp(—26830/T + 30.114)bar?
K, ro = exp(4400/T — 4.036)

Ko re = exp(—22430/T + 26.078)bar3
Rate of formation or consumption of each species[mol kg_,ts ']

TSMR,CH, = —1R1RsMR, R1 — TR6 RsMR, R6
rSMR,cO, = TR2RsMmR, R2 + IR6 RsMR, R6
TSMR,H,0 = —HR1RsMR, R1 — TR2RsMR, R2 — 21[R6 RsMR, R6

rsMR,H, = 3MR1RsMmR, R1 + TR2RsMmR, R2 + 47R6 RSMR, R6
rSMR,cO = IR1IRsMR, R1 — TR2RsMR, R2
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Mass and thermal balances in both the gas and solid phases are presented below.
Equations (25) and (26) represent the mass balance in the gas and solid phases for each
species i, respectively [28]. The mass transfer coefficient (k, ;) is presented in Equations (27)
and (28) [36].

oC, ; 9C., :
€p afﬂ _ —Ug% - kg,fav(Cg,,- — Cs,i) 25)
dcy,
d;,t = —kg,z‘(lz; (Cg,i - Cs,,‘) + (1 — gb)PCﬂerMR,i (26)
. D;
ki = jp,iReSc;/> = o
14
epjp,i = 0.765Re™ 82 + 0.365 - Sc; 03% ©28)

Equations (29) and (30) are the thermal balances in the gas and solid phases. The
convective heat transfer coefficient (i spr) in Equation (30) is known from the Chilton—
Colburn j-factor (jy). For forced convection through a packed bed, Yoshida et al. [37]
suggested empirical correlations of jy. ¥ is an empirical coefficient depending on the
particle shape, and its value is 1 for a sphere.

aTg aTg " hg,SMR”v (

= eyt T, — Ty) (29)

T

0T hg SMRAv (1 —ep)ocat
o= ST, — T,) + P NN AH e R,) (kK =R1, R2, R6 (30)
ot ObedCp,b (T~ T) OvCp,b ;( KR ( )
. C 3 p Z}L
hesmr = ju Z)grz%q (31)
ju = 0.91Re *1¥ 0.01 < Re < 50 (32)
ji = 0.61Re~*41¥ 50 < Re < 7000 (33)

3.3. Catalytic Combustor

To compute the temperature and species in the CC, a mathematical model including
mass and thermal balances was developed. A Pt-catalyzed monolithic combustor is ana-
lyzed. Specifications of CC are given in Table 7. The oxidation reactions over Pt considered
in this model are CO, CHy and H; oxidation. The rate expressions and reaction rate per Pt
surface area are organized in Table 8 based on Ref. [38]. Chemical reactions are assumed to
occur only on the external surface of the catalytic wall.

Table 7. Catalytic combustor specifications.

Parameter Values
Length (m) 0.25
Width (m) 0.25
Height (m) 0.1
Number of cells 10,000
Hydraulic diameter (m) 12 x 1073
Catalyst pore radius (m) 1x10°8
Tortuosity 14
Monolith porosity 0.63
Density of solid (kg m~3) 430
Catalyst (m? m~3) 26,895
Mass (m% m~—3) 25
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Table 8. Equations for the reaction rate of CC based on Ref. [38].

Equation
Oxidation reactions of CC
CO +0.50, — CO, (R1)
CHy +20, — COy + H,O (R2)
Hy +0.50, — H,O (R3)

Reaction rate[mol m 2s~1]
Rec,co = kiycoyo,/G
Reech, = kayemyo,/G
Ree,n, = kymyo,/G
G = (1+ Kcocco)?

Rate constant[molK m2s1]
ki = 6.699 x 10° exp(—12556/T)
ky = 7.326 x 10% exp(—19000/T)

Adsorption equilibrium constant
Kco = 65.5exp(961/T)

Homogeneous temperature, concentration and velocity within the channel are as-
sumed for mass and thermal balance computations. Equations (34) and (35) describe the
mass balances for the gas and solid phases for each species i, where i refers to CHy, H,O,
Hy, CO, CO,, O, and Ny. The corresponding equations for thermal balances for the gas
and solid phases are presented in Equations (36) and (37). For the heat transfer coefficient
(hg,cc) calculation, Nu is considered to have a constant value of 3.39.

Yy i WYg,i
€m af’ =% ai = kin,iS (Yg,i — Vs,i) 4
. RT,
(1— Sm)% = kn,iS (Vg — Vs,i) + ptCtC aRcc,i (35)
0
oT aT,
snngCp,gETf =TgccS(Ts — Tg) — vgpgcpg 875 0
dT;
(1 —em)pscps— = hgceS(Tg = Ts) + | Y (—AH)R; 7
1

3.4. Balance of Plant
3.4.1. Air and Recirculation Blower

A model of air and recirculation blowers was employed to examine the outlet tem-
perature and power consumption. The stack air flow rate was determined by the air
utilization factor, and the CC air flow rate was controlled to maintain a CC temperature be-
low 1123.15 K. In terms of the recirculation blower, the target recirculation ratio determines
the flow rate. The blower outlet temperature and power consumption are obtained from
Equations (38) and (39). In the computation, the values of #jse, Hfmotor and 1,0, Were 0.8,
0.9 and 0.9, respectively.

1—(po/pi)< /"

Hisen

Tbluwer,o = Tblower,i - Tblower,i (38)

Pblower = mblower‘:p,air(Tblower,o - Tblower,i) NmotorNmech (39)

3.4.2. Heat Exchanger

Heat exchangers are employed to recover heat from AOG, COG and exhaust gas.
They act as fuel/air preheaters, a steam generator and a HR-HE. The outlet temperature of
each gas and heat transfer rate are defined by the effectiveness-NTU method, as shown in

10
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Equation (40) since the information is insufficient to use the LMTD method. ey indicates
the effectiveness of a heat exchanger and was set to 0.75.

qHE = SHECmin(Th/i - Tc,i) Chin = min{choh Ccoal} (40)

3.5. Performance Factor

Uguer and Uy, indicate the fuel and air utilization factors, respectively. Methane is
only supplied as fuel in this model. If there are other hydrocarbons in fuel, they should
be added to the denominator in Equation (41). The fuel and air flow rates of the stack
are determined from the target utilization factor. Recirculated hydrogen, however, is not
considered when the fuel flow rate is calculated.

J
Ufyel = ——— 41
fuel SFHCH4 (41)
J
u... — 42
air 4Fy02hair (42)

The electrical, thermal and total efficiencies are shown in Equations (43)—(45). The
electrical efficiency of the system is the ratio of the net generated energy of the system to the
chemical energy of the supplied fuel. To estimate the thermal efficiency, the temperature of
the final exhaust gas from the CC (Tyept) is assumed to become 393.15 K after the HR-HE.

Hele = Pstnck - PFCBZawer - PCCBlower (43)
e e, LHVcn,
_ Cp,ccocmccoc(Tecoc,0 — Toent) )
ik itcr, LHVcr,
Hiot = Nele + Mth (45)
" then,LHVcp,

4. Results and Discussion
4.1. Model Validation

To demonstrate the reliability of the developed model, a model validation process is
essential. Comparing the simulation results to the experimental data of the whole system
is the best way to validate a model, however, the purpose of this paper was to estimate the
performance depending on the system configuration. Thus, only the model of the most
complex component, which is a SOFC stack, is demonstrated in this paper. A 1 kW class
stack as described in Table 1 was used for the experiment. During the experiments, the fuel
and air flow rates were constant regardless of the current. H, and CO, were supplied at
27.96 and 10.61 lpm, respectively, as fuel. The air flow rate was fixed at 66.10 Ipm. The load
current was varied from 0 to 29.92 A. The stack temperature was maintained at 1023.15 K
during the experiment. The model validation results are displayed in Figure 2. As a result,
the model was able to accurately predict the performance of the stack.

11
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Figure 2. Comparison between the predictions and experimental data.

4.2. Operating Conditions for Simulation

The operating conditions for the simulation are presented in Table 9. Methane was
used as fuel. The fuel and air flow rates were determined depending on the fuel/air
utilization factor and operating current density. Steam flow rate was calculated based
on the fuel flow rate and S/C ratio. The steam was generated at steam generator using
thermal energy from off-gas. The PI controller adjusted the CC air flow rate so that the
temperature of the CC did not exceed 1123.75 K. In this study, the performance of each
system was investigated with various fuel/air utilization factors and recirculation ratios.
We define the reference condition of the simulation as the condition with both a utilization
factor of 0.6 and a recirculation ratio of 0.2.

Table 9. Operating conditions for the simulation.

Parameter Values
Inlet fuel CHy
Operating pressure of the system (bar) 12
Operating current density (A cm™2) 0.3
Maximum temperature of CC (K) 1123.15
Exhaust gas temperature (K) 393.15

S/C ratio at ESR 2.5
Ambient temperature (K) 298.15
Fuel/ Air utilization factor (Reference value) 0.3-0.8 (0.6)
Recirculation ratio (Reference value) 0-0.8 (0.2)

4.3. Result 1: The Effect of the Fuel/Air Utilization Factors
4.3.1. Reference System

The fuel flow rate changed from 6.42 to 2.41 lpm in accordance with the fuel utilization
factor of 0.3 to 0.8. The air flow rate was fixed at 30.57 lpm. Figure 3a,b indicate the
temperature of each component, the CC air flow rate and the heat transfer rate of each heat
exchanger. As the fuel utilization factor increased, less fuel was supplied to the system. This
decreased the combustion energy at the CC and the additional CC air flow rate for cooling.
When the fuel utilization factor was 0.8, the temperature of CC became lower than 1123.15 K
without additional air flow to the CC. The ESR was thermally integrated with CCOG in
the reference system; therefore, the temperature of the ESR decreased. In Figure 3b, it
was observed that the heat transfer rate from CCOG to ESR and the amount of recovered
heat were rapidly reduced. On the other hand, the stack temperature increased due to
the lowered internal reforming rate. The SMR process is a strong endothermic process,

12
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so the more abundance the internal reforming reactions are, the lower the temperature of

the stack.
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Figure 3. The effect of fuel utilization factor on the reference system; (a) temperature of each
component, (b) heat transfer rate at each heat exchanger (COG HE: steam generator, CCOG HE: air
pre-heater, HR HE: heat recovery heat exchanger).

To examine the effect of the air utilization factor, the fuel utilization factor was fixed at
0.6 and the air utilization factor was changed from 0.3 to 0.8. The results are depicted in
Figure 4a,b. A decreased stack air flow rate led to a temperature rise in the stack, and the
raised temperature accelerated the internal reforming reaction. Consequently, the hydrogen
molar flow rate to the CC increased, causing larger heat generation in the CC. Although
extra air was supplied to the CC, the total amount of air diminished because the stack air
flow rate decreased further. Less heat was transferred from the CCOG to the ESR, thus, the
temperature of the ESR slightly decreased.
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Figure 4. The effect of air utilization factor on the reference system; (a) temperature of each com-
ponent, (b) heat transfer rate at each heat exchanger (COG HE: steam generator, CCOG HE: air
pre-heater, HR HE: heat recovery heat exchanger).

4.3.2. SOFC System with AOGR #1

In this section, the AOGR #1 system is examined. As the condition described in
Section 4.3.1, the fuel or air utilization factor was changed from 0.3 to 0.8. For the cal-
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culation, the recirculation ratio was held constant at 0.2. The results of the fuel and air
utilization factors are presented in Figure 5a,b, respectively. Overall, the results are similar
to those presented in Figures 3 and 4. By comparing the CC air flow rate, the generated heat
of the CC of this system was slightly lower than that of the reference system. The AOGR
system enhanced the efficiency of fuel utilization, so the available energy in CC becomes
reduced. The temperature of the recirculation blower is also shown in Figure 5a,b, and it
falls within the appropriate operating temperature. The recirculation blower temperature
was between 691.79 and 745.86 K.

1,400 500 1,400 500
—e—Tstack —#—TCC 'E‘ —e— Tstack —#—TCC 'E‘
1,300 | T TESR —+—TRBlower s 1300 | —+—TESR —+— TRBlower S
= 0 =CCAir = . =
1 400 ¢ = 0 = CCAir 4 400
< 1,200 | O _, 1,200 o
= ! g X | 8
@ 1100 T £ @ 1,100 - 1 300 5
S N1 ©
® w 2 g
S 1000 | O ® 1,000 o
: 2 Rl PN
E 900 € £ 900 1202
2 L o o
800 EF 0l 5
{100 2 2
£ {100 g
700 $=c E 700 PGS ——{ 3
T Dy o o
- e > >

600 0 600 O- o0 Q=== g
03 04 05 06 07 08 03 04 05 06 07 08
Fuel utilization factor Air utilization factor
(a) (b)

Figure 5. The effect of (a) fuel and (b) air utilization factors on the AOGR #1 system.4.3.3. SOFC
System with AOGR #2.

The difference between the AOGR #1 and AOGR #2 systems is the heat supply method
for the ESR. As mentioned in Section 2, the ESR applied in the system with AOGR #1 was
thermally integrated with the CC to directly absorb heat from the CCOG. Meanwhile, the
ESR used in the AOGR #2 system received the required heat only from the reactants. Fuel
preheater 2 was also added to recover additional heat from the COG, as shown in Figure 1c.
The effect of fuel and air utilization factors on component temperatures is presented in
Figure 6a,b. The changes in temperature of the stack, ESR and CC were similar to those
presented in Section 4.3.2. However, CCOG did not directly flow to the ESR, and the
temperatures of the stack and CC in the AOGR #2 system became higher than those in the
AOGR #1 system. When the fuel utilization factor was 0.8, the stack temperature slightly
decreased. Under this condition, the effect of the stack temperature reduction because of
the lowered inlet air temperature became greater than the effect of the stack temperature
increase caused by the weakened internal reforming reaction.

With regard to the recirculation blower, the temperature of the recirculation blower
increased to 728.02 K at the fuel utilization factor of 0.8. The heat supply amount at the
fuel preheater diminished in accordance with the increase in the fuel utilization factor. On
the other hand, the temperature of the recirculation blower decreased as the air utilization
factor increased because of the reduced heat transfer rate in the steam generator.
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Figure 6. The effect of (a) fuel and (b) air utilization factors on the AOGR #2 system.

4.4. Result 2: Performance Analysis
4.4.1. Comparison of Net Power

Figure 7a represents the net power of each system with various fuel utilization factors.
For the computation of net power, the power consumptions of the stack air blower, CC air
blower and recirculation blower were considered. According to the result of the reference
system, the net power continuously increases with increasing fuel utilization factor. An
increased stack temperature affected the enhancement of net power. For the AOGR #1
and AOGR #2 systems, however, the net power decreased when the fuel utilization factor
reached a certain value. The maximum net power of AOGR #1 and AOGR #2 was 774.92
and 848.88 W, respectively, at a fuel utilization factor of 0.7. An increase in the stack
temperature had a positive effect on power enhancement, on the other hand, the power
was simultaneously negatively affected since a relatively high fuel utilization factor caused
a fuel dilution problem at the anode. The effect of the air utilization factor on the net power
is depicted in Figure 7b. The weakened cooling effect by lower stack air flow resulted in
performance improvement for all systems.
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Figure 7. Net power of each configuration with various (a) fuel and (b) air utilization factors.

When comparing the results of each system, the net power of the AOGR #2 system was
higher than that of the other systems. This was because the AOGR #2 system applied the
heat of CCOG only to the stack inlet air, increasing the stack temperature. The performance
improvement became noticeable with a high fuel utilization factor (except for 0.8) and low
air utilization factor. The net power of the AOGR #2 system was on average 9.48% and

15



Energies 2021, 14, 3607

7.24% higher than that of the reference system and the AOGR #1 system in Figure 7a and
on average 17.70% and 15.55% higher in Figure 7b, respectively. This result explains that
when a DIR stack is used, a high temperature at the ESR is not necessarily required. DIR
reactions sufficiently compensate for lowered ESR performance, and a temperature rise in
the stack develops the performance.

4.4.2. Comparison of Efficiency

The electrical and thermal efficiency of each system depending on the fuel and air
utilization factor is described in Figure 8a,b. In Figure 8a, decreased amount of input
fuel energy resulted in an increase in electrical efficiency for all systems when the fuel
utilization factor increased. Meanwhile, the thermal efficiency was reduced as the amount
of generated heat at the CC diminished because of the lower fuel supply. The total efficiency
of the reference system and AOGR #1 system was enhanced from 38.25 to 55.35% and from
31.94 to 52.58%, respectively. Despite the higher net power of the AOGR #1 system than
the reference system, the reference system had higher total efficiency due to the larger heat
recovery amount. The AOGR #2 system showed relatively higher total efficiency with
little change. The maximum total efficiency was 60.81% when the electrical and thermal
efficiencies were 40.83 and 19.98%, respectively. When the stack air flow rate decreased, the
electrical efficiency of the stack improved owing to the rise in the stack temperature for all
systems, as shown in Figure 8b. The maximum total efficiency was 49.35% for the reference
system, 44.90% for the AOGR #1 system and 61.36% for the AOGR #2 system when the air
utilization factor was 0.8.
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Figure 8. Efficiency of each configuration with various (a) fuel and (b) air utilization factors. (R:
reference system, #1: AOGR #1 system, #2: AOGR #2 system).

In Figure 8a,b, the AOGR #2 system shows the highest total efficiency among the
system configurations. Unlike the other two systems, a large amount of heat can be
recovered at the HR-HE of AOGR #2. Therefore, the thermal efficiency of this system was
superior to that of the other systems. By comparing the results shown in Figures 7 and 8,
the fuel flow rate was a relatively influential factor in the system performance.

4.5. Result 3: The Effect of Recirculation Ratio
4.5.1. The SOFC System with AOGR #1

Figure 9a shows the effect of the recirculation ratio in the AOGR #1 system. Both the
air and fuel utilization factors were 0.6, and the recirculation ratio changed from 0 to 0.8.
As the recirculation ratio increased, the inlet fuel flow rate to the CC decreased, causing a
reduction in the temperature of the ESR and CC. The recirculated fuel diluted the anode
fuel at a high recirculation ratio and then weakened the internal reforming reaction in the
stack. This phenomenon increased the temperature of the stack.
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Figure 9. The effect of recirculation ratio on the AOGR #1 system; (a) temperature of each component
and (b) power and efficiency.

Power and efficiency changes are presented in Figure 9b. The maximum net power and
electrical efficiency were 762.6 W and 36.7% at a recirculation ratio of 0.2. The maximum
thermal efficiency was observed when AOG was not recirculated. Because heat generation
of CC kept decreasing as the recirculation ratio increased, the AOGR system was unable
to achieve higher thermal efficiency. Therefore, the total efficiency fell as more hydrogen
was recirculated.

4.5.2. The SOFC System with AOGR #2

The effect of the recirculation ratio varied according to the operation condition. In this
paper, the fuel and air flow rates to the system were considered as the main parameters. It
was revealed that the effect of the air utilization factor on the performance of the AOGR #2
system was relatively small in the previous section, thus, power and efficiency changes
with various fuel utilization factors and recirculation ratios were investigated in this
section with a fixed air utilization factor of 0.6. Recirculation did not exceed 0.6 to prevent
CC temperatures that were too low at high fuel utilization factors. Figure 10 shows the
generated power of the stack, and the black asterisk marker indicates the maximum power
points at each fuel utilization factor. The result shows that when inlet fuel flow was
high, a high recirculation ratio has the advantage of power generation. However, a low
recirculation ratio was better at an excessively high fuel utilization factor. An optimized
point generating the maximum power of 860.82 W was achieved when the fuel utilization
factor was 0.61 and the recirculation ratio was 0.26.
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Figure 10. Generated power of AOGR #2 system with various fuel utilization factors and recircula-
tion ratios.
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Electrical and thermal efficiency changes are presented in Figure 11. The change
in electrical efficiency is similar to the result of Figure 9b. The black asterisk marker in
Figure 11a represents the point of the maximum electrical efficiency at each fuel utilization
factor. At a fixed fuel utilization factor, the electrical efficiency increased along the raised
recirculation ratio until fuel dilution occurred. The maximum value was 53.44% when the
fuel utilization factor and recirculation ratio were 0.80 and 0.10, respectively. In Figure 11b,
the thermal efficiency always showed a maximum value as there was no recirculated
hydrogen. The thermal efficiency continued decreasing when the fuel flow rate decreased.
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Figure 11. Efficiency of the AOGR #2 system with various fuel utilization factors and recirculation
ratios; (a) electrical and (b) thermal efficiency.

5. Conclusions

To validate the effectiveness of the SOFC system with AOGR, three configurations of
the SOFC system were numerically evaluated. Two different system configurations with
AOGR systems using recirculation blowers were examined, and the results were compared
to those of a reference system. With a developed dynamic model, the temperature of each
component, power, and system efficiency were analyzed under various fuel/air utilization
factors and recirculation ratios.

As the fuel and air utilization factors increased, the net power and total efficiency of
the systems were enhanced because of the rise in the stack temperature. For the SOFC
system with AOGR, the performance began to decrease after a certain fuel utilization
factor because of fuel dilution by recirculated AOG. The AOGR #1 system showed greater
electricity generation than the reference system, but the total efficiency of the reference
system was higher than that of the AOGR #1 system since the reference system can recover
more heat from the exhaust gas. Both the electrical and total efficiency of AOGR #2 had the
highest values among the three systems. The ESR of the AOGR #2 system did not absorb
additional heat from CCOG, so the thermal energy utilization of the AOGR #2 system was
much higher than that of the other systems.

Anode off-gas recirculation can improve fuel utilization efficiency but also diminish
the performance because of fuel dilution. The performance change with various recircula-
tion ratios and fuel utilization factors was examined for AOGR #1 and AOGR #2 systems,
and the results indicate that there is an optimum recirculation ratio depending on the
operating conditions. The maximum power and electrical efficiency of AOGR #2 were
860.82 W with a fuel utilization factor of 0.61 and recirculation ratio of 0.26 and 53.44%
with a fuel utilization factor of 0.80 and recirculation ratio of 0.10, respectively. In terms
of thermal efficiency, however, the maximum value was achieved when the recirculation
ratio was 0. While operating the SOFC system, the requirements of electricity and heat
varied according to the situation. Therefore, considering the electrical and thermal load, the
system operating conditions need to be controlled. Based on this study, research analyzing
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the dynamic characteristics of each system and developing optimized control strategies are
in progress.
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Nomenclature

A area (m?)

ay external surface area per unit volume of catalyst bed (m? m~3)
C molar concentration (mole m~3)

cp specific heat capacity (J kg’1 K1

D effective diffusion coefficient (m? s~1)

Dy, hydraulic diameter (m)

dp particle diameter (m)

Ep Nernst voltage (V)

F Faraday constant (C mole ™)

f friction factor

-H heat of reaction (k] mole 1)

H convective heat transfer coefficient (W m 2 K1)
] current (A)

j current density (A cm™?)

jo exchange current density (A cm™2)

jp, jr  Chilton-Colburn factor for mass and heat transfer
J1im limit current density (A cm™2)

K equilibrium constant (described in the paper)

k forward reaction rate constant (described in the paper)
ke gas to solid mass transfer coefficient (m3®m—2s71)
km mass transfer coefficient (m s~ 1)

L_c cell length (m)

m mass flow rate (kgs~1)

Ny, number of channels

Ny Nusselt number

molar flow rate (mole s~ 1)

q convective heat transfer rate (W m~2)

p partial pressure (pa), power (W)

Pr Prandtl number

R ideal gas constant 8.314 (J mole ™! K~1)

Ry reaction rate (k = R1, R2, R3, R4, R5, described in the paper)
Re Reynolds number

r molar rate of formation or consumption (mole m—3s71)

TSMR molar rate of formation or consumption at SMR (mole kg;ﬂ} s7h
S geometric surface area per unit reactor volume (m? m~3)

Sc Schmidt number

T temperature (K)

t time (s), thickness (m)

tr anode electrode thickness (m)

u utilization factor
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u velocity (m s™1)
1% voltage (V)
Va anode volume (m3)
Ve cathode volume (m?)
v superficial velocity of the gas (m s™!)
w cell width (m)
y molar fraction
« catalytic surface area per unit reactor volume (m? m~3), ion transfer coefficients
€ porosity
Ui overpotential (V), efficiency
Mk effectiveness factor of reaction k
K specific heat ratio
14 density (kg m~3)
o electrode conductivity (S m1)
] aspect ratio
Subscripts
a air, anode
b bed, base
c cathode
cat catalyst
ch channel
e electrode
ele electrical
f fuel, fin
8 gas
i species, inlet
k reaction
m monolith
0 outlet
s solid
Abbreviations
AOG anode off-gas
AOGR anode off gas recirculation
CcC catalytic combustor
COG cathode off-gas
CCOG catalytic combustor off-gas
DIR direct inter reforming
ESR external steam reformer
ER external reforming
HE heat exchanger
HR-HE heat recovery heat exchanger
PEN positive-electrolyte-negative
RBlower recirculation blower
S/C steam to carbon
SMR steam methane reforming
SOFC solid oxide fuel cell
WGS water gas shift
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Abstract: The flow field distribution and thermal properties of supercritical hydrogen are crucial
factors affecting the quality of neutrons output from spallation neutron source, which may contribute
to the optimization design of the moderator. Several sensitivity studies on affecting heat transfer
characteristics of liquid hydrogen inside a moderator were executed, and a choice was made to
use a computational fluid dynamics method for numerical simulation. The sensitivity degree of
factors affecting the heat transfer characteristics of liquid hydrogen are in sequence of inlet mass flow,
beam power and operating pressure. Especially when the beam power is 500 kW (the temperature
range of liquid hydrogen is about 20~30 K); where the effect of mass flow rate is remarkable, the
cooling effect is best in the range of 60~90 g/s x 394 mm?. Meanwhile, the maximum temperature of
liquid hydrogen is close to the bottom recirculation zone due to the influence of the flow field and the
heat deposition distribution of the poisoned plate. The effect of variable pressure on the temperature
of liquid hydrogen is not significant, whereas the sudden rise of wall temperature is observed near
the large specific heat region of 15 bar.

Keywords: Chinese spallation neutron source; decoupled poisoned hydrogen moderator; non-uniform
heat source; numerical simulation; supercritical pressure

1. Introduction

The Chinese Spallation Neutron Source (CSNS) generates intensive neutrons due to
the impact of 1.6 GeV high-energy pronton on heavy metal targets. Thermal and cold
neutrons after deceleration can be used to study the atomic structure and motion of certain
objects [1,2]. The current beam power of a CSNS target station is 100 kW; the phase II
target is plans to upgrade this to 500 kW. As the core component of the target station,
the moderator slows down the leaking neutrons generated in the spall target for neutron
scattering experiments [3]. The Decouple Poison Hydrogen Moderator (DPHM) is taken as
the research object owing to its complex internal structure. At the same time, the existence of
a poisoned plate inside the container leads to uneven distribution of flow and heat transfer.

During the operation of the target station, special working conditions should be con-
sidered, such as power off mode, distortion mode and refrigerator failure, etc., which will
lead to a sharp increase in the thermal load of the hydrogen circulation system and a rise
in temperature and pressure. In order to protect the cryogenic equipment, liquid hydro-
gen must be discharged in an emergency. In the above process, the ambient pressure
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decreases from 1.5 MPa to 0.1 MPa, and the liquid hydrogen in the DPHM changes from a
supercritical state to supercooled state [4,5]. Due to the transcritical process, the change of
pressure and temperature has a strong influence on the thermophysical properties of liquid
hydrogen, for instance density, viscosity and thermal conductivity, which all make the
flow heat transfer in the container more complicated [6,7]. In addition, thermal deposition
increases significantly with the enhancement of proton beam power at the target station,
thus leading to the further rise of the overall temperature of DPHM. To ensure the stable
operation of the system, the average temperature of liquid hydrogen and the temperature
difference between the inlet and outlet should be maintained in certain extent.

The heat transfer characteristics of supercritical fluid have been investigated exten-
sively, especially the investigation of in tubes have become a focal point of research con-
tent [8-11]. Considering the influence of different factors on heat transfer, Wang et al. [12]
found that the buoyancy effect under the non-uniform heat source can effectively allevi-
ate the degree of Heat Transfer Deterioration (HTD). Meanwhile, a modified turbulent
model, which can accurately predict the influence of semicircular heating condition on the
flow and heat transfer, was also proposed. Zhu et al. [13] conducted a numerical study
about the effects of gravity on the heat transfer performance of supercritical CO, flowing
within a vertical tube. They found that the effect of gravity on heat transfer is pronounced
and closely related to the variations of thermophysical properties, particularly with low
mass flux condition. The experiments on turbulent heat transfer via supercritical CO,
in a vertical tube were carried out by Kim et al. [14]. It is indicated that the distribution
of wall temperature, which had a noticeable peak value when the wall heat flux was
moderated and the mass flux was low, varied with buoyancy effect and flow acceleration.
Nevertheless, it seems that issues such as the heat transfer characteristics of supercriti-
cal liquid hydrogen have not received sufficient attention. Youn et al. [15] obtained the
variable rules of thermophysical properties of supercritical hydrogen by changing inlet
conditions, for example the temperature, pressure, mass flow rate, etc. The evaluations of
numerous correlations for heat transfer to supercritical hydrogen flowing turbulently in
circular tubes were presented by Locke and Landrum [16]. Furthermore, In comparision
with other correlations of supercritical hydrogen, by modifying the relevant parameters of
correlations about non-hydrogen supercritical fluid with variable properties, this method
can be applied to liquid hydrogen and obtain more accurate prediction results. James [17]
described the entire validation process for a model of the heat transfer coefficient and
the expected content required to complete the validation. By utilizing the above model,
the convection heat transfer coefficient between the supercritical, cryogenic hydrogen and
the moderator vessel walls was verified. Xie and Zhang [18-20] have carried out a number
of studies on enhanced heat transfer of supercritical liquid hydrogen. Specifically, the rib
structure was not only added to the wall, but also included some surface grooves and
bulges, which were conducive to the enhancement of cooling performance and reducing
the influence of the non-uniform distribution on heat transfer. The numerical simulation
method of convective heat transfer is also important, which determines the reliability and
accuracy of the simulation results. Mosavati et al. [21,22] proposed a novel calculation
method for convective heat transfer in a closed cavity, specifically for the distribution
factors using backward Monte Carlo method. Moreover, the effects of Rayleigh number,
temperature ratio, radiation conductivity and other parameters on heat flux were studied,
and the results were compared and analyzed. They conclude that lowering the temperature
ratio will make the heat source surface temperature distribution smoother and lead to
greater radiation heat transfer flux. At the same time, by increasing the Rayleigh number,
the convective heat transfer flux can be significantly improved, and the heat flux on the
heat source surface becomes uneven.

Therefore, it is necessary to explore the heat flow characteristics of liquid hydrogen
in DPHM under the conditions of changing pressure, heat source and mass flow rate.
The study reported here was undertaken to validate the accuracy of the supercritical
model by taking the liquid hydrogen in the moderator as the research object. Meanwhile,
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the corresponding heat sources under different beam power of DPHM were investigated
based on the neutron physical-thermal coupling method. Finally, the Computational Fluid
Dynamics (CFD) method was used to simulate the flow and heat transfer characteristics of
liquid hydrogen by changing the boundary conditions of DPHM.

2. Mathematical and Physical Model
2.1. Physical Model

Due to the internal complexity of the DPHM model, it was simplified for the con-
venience of numerical simulation analysis, as shown in Figure 1. The main structure
of DPHM is made of the inlet-pipe of hydrogen, the outlet-pipe of hydrogen, container
and poisoned plate, in which the structure of the pipeline is coaxial multi-layer casing.
The distance between the exit of the inlet-pipe of hydrogen and the bottom surface of
the container is 5 mm. After the liquid hydrogen flows along inlet-pipe of hydrogen for
a distance, the poisoned plate separates the flow of it into two uneven sides, which are
injected vertically to the bottom surface of the inner cavity under the action of pressure
difference to form a circular jet for cooling [23]. The pressure generated by the impact
forces the liquid hydrogen to flow radially along the wall, and then, due to the limitation
of the internal structure, it is concentrated upward at the neck of the container and finally
discharged by the hydrogen return tube. Due to the thermal deposition caused by neutron
collisions, liquid hydrogen is mainly heated by pipelines, poisoned plate and container
during flow.

D38
P22,
inlet-pipe
outlet-pipie
poisoned plate
| container 2
Z | — 1 S
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& y
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Figure 1. The Computational Model of DPHM: (a) Model Diagram; (b) Detailed Size (mm).

The MCNPX is a universal Monte Carlo transport program developed by Los Alamos
National Laboratory in the United States, which has been proved to be able to accurately
simulate the scattering reaction of high-energy particles inside the moderator [24]. In the
current work, the external coupling method was used to modify the common parameters
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of MCPNX 2.5 and CFX 11.0 software [25,26], the heat source distribution of the moderator
calculated by the former was taken as the thermal boundary condition of the input of
the latter.

2.2. Meshing

The mesh of DPHM generated by commercial software ICEM 14.0 is shown in Figure 2,
where the unstructured mesh with strong adaptability was selected to discretize the fluid
domain. The overall quality of the grid is detailed; the maximum and average skewness
are 0.652 and 0.223 respectively, and the average aspect ratio is 3.124, which proves the
reliability of grid division. Considering the influence of boundary layer on the main flow
area, the local mesh of areas with large curvature and complex flow, such as inlet, outlet and
wall boundary area, was encrypted so as to accurately capture the flow characteristics.
In order to accurately predict the turbulent flow field, the height of the first layer of the
boundary layer grid is set to be small enough to meet the criterion of y * value close to 1.
Five inflation layers are divided in the sensitive region, so the estimation of the thermal
gradients can be improved. The selection height of the first layer grid in the calculation
model is calculated by the following Equation [27],

puL

Re == 1

. 1)

Cy = 0.058Re 02 0]

1
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Tw

Uy = |2 @)
Vo
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- 5
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where Re, p, u, L, i, Cf, Ty and Uy are the dimensionless number, density, bulk fluid
velocity, characteristic length, dynamic viscosity of fluid, boundary layer friction coefficient,
boundary layer shear stress and shear velocity. Finally, after calculation, the value of the
first layer grid height y * is 2 mm.

Figure 2. Generation mesh in the computational domain.

2.3. Governing Equations

The liquid hydrogen jet cooling in the moderator belongs to high-speed flow, so the
influence of gravity on heat transfer flow can be ignored. In the transcritical process,
the pressure has a great influence on the density of liquid hydrogen [28]. Therefore, this
article assumes that the liquid hydrogen in the moderator is a compressible fluid, and only
the steady flow is studied. The specific governing equations are as follows:

The continuity equation [29]:

V- (pu) =0 (6)

26



Energies 2021, 14, 4547

The momentum equation:
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The energy equation [30]:

V(B +P)u] = V- (g VT = (s -u) ) + 5 ®)

whereu, 7,p, P, E, T, )\effr Teff and Sj, denote the velocity vector, stress tensor, bulk fluid
pressure, static pressure, total energy, bulk fluid temperature, effective thermal conductivity,
effective stress tensor and volumetric heat source, respectively.

In this paper, the steady-state heat specifies and the material is isotropic, so the Fourier
law was employed to describe the heat conduction within the solid wall [31].

V- (AVT)=0 )

where A is the thermal conductivity of the fluid. The shear stress transport (SST) k-w
turbulence model, which takes into account the transport of turbulent shear stress and has
a high accuracy in predicting the complex flow, is used to solve the three-dimensional flow
of liquid hydrogen.

2.4. Boundary Conditions

The boundary conditions for each structure of the computational model, includ-
ing fluid domain and solid domain, should be set before the simulation begins. Moreover,
the non-uniform heat source of DPHM is imported into CFX software by compiling User
Defined Function (UDF).

1. The inlet temperature ranges from 18 to 30 K, the inlet mass flow rate 30 to 150 g/,
the pressure from 11 to 15 bar. It is assumed that the flow at the inlet has been fully
developed, and the boundary condition of the entrance is set as the average mass.
The outlet boundary condition was set as the pressure outlet according to the standard
atmospheric pressure, and the outlet calculation domain was appropriately extended
to avoid the backflow phenomenon.

2. The standard wall function is used for wall treatment, and the no-slip boundary
condition is adopted. The container is set as an adiabatic wall surface, the second-
order upwind format is used for the discrete equation, and Semi-Implicit Method for
Pressure Linked Equations (SIMPLE) algorithm is selected for the pressure-velocity
coupling method. The maximum number of convergent iterations is 8000, and the
convergence residual Root Mean Square of the residual values (RMS) value is set to
107° to obtain a stable convergent solution.

3. The non-uniform heat source of the moderator was obtained by external coupling of
MCNPX and CFEX software and applied to the moderator. Table 1 lists the comparison
of the corrected heat sources between MCNPX and CFX when the proton beam power
is 500 kW. Since the models used in the two softwares are slightly different, there are
some errors in the calculation values of thermal deposition of materials, but they
are within the allowable range, which proves the accuracy and reliability of the
coupling results.
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Table 1. Comparison of heat deposition calculation results between MCNPX and CEX (W).

Structure CFX MCNPX
Liquid hydrogen 332 324
Poisoned plate 43 40
Aluminum coating 44 43
The container 389 385

2.5. Verification of Grid Independence

In this paper, the grid independence of DPHM is verified under the conditions of
beam power of 100 kW, pressure of 15 bar and inlet flow of 30 g/s. Five groups of
grids were selected for comparison, and the three parameters of maximum temperature,
maximum pressure of liquid hydrogen and maximum container temperature were detected.
The results are shown in Figure 3. It can be seen that the temperature variation tends to
be stable when the number of grid elements exceeds 1.68 million, indicating that the
independent solution can be obtained for the grid number at this condition. The Grid
Convergence Index (GCI) was used to quantify the grid independence [32]. The GCl34 for
fine, and medium grids was 1.76%. The GClys for medium and coarse grids was 4.61%.
The value of GClys /(P GCl34) was 1.03, which was approximately 1 and indicates that the
solutions were well within the asymptotic range of convergence. Therefore, considering the
computational efficiency and accuracy, the fourth group of grids was finally employed
for calculation.
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Figure 3. Grid independence validation of DPHM.

2.6. Verification of Physical Parameters

Pseudo-critical temperature refers to the temperature corresponding to the maximum
specific heat capacity of fluid at constant pressure in a supercritical state (Critical pressure
and temperature of liquid hydrogen are 12.9 bar and 33.15 K, respectively). In the vicinity of
this temperature range, the thermophysical properties of the fluid will change dramatically,
thus affecting the flow and heat transfer. As shown in Figure 4a, the density p and dynamic
viscosity y decrease with the gradual increase of temperature under 15 bar but converge to
a constant value as the temperature is far beyond the critical value. Meanwhile, the change
in specific heat ¢, is most significant, which is further reflected in Figure 4b. There is a
prominent phenomenon called the “thermal spike phenomenon”, which is not conducive
to the stability of heat transfer. This primary peak in A and ¢, of hydrogen disappears with
the augment of pressure due to the corresponding Pseudo-critical temperature increasing
roughly from 32 to 34 K [33].
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Figure 4. Variations of thermophysical properties of liquid hydrogen under different pressure: (a) Pressure = 15 bar;
(b) Specific Heat (different pressure).

Accurate prediction of the thermal properties of hydrogen is crucial to the reliability
of the simulation results. Based on equations of state (EoSs) theory [34,35], the physical
parameters of hydrogen, in which the o parameter and pressure—volume—temperature
(PVT) relationships have an important influence, can be accurately predicted. In order
to more accurately simulate the flow heat transfer of non-ideal fluids under supercriti-
cal conditions, under the premise of considering the calculation accuracy and efficiency,
this paper adopts the Peng-Robinson (PR-EOS) equation of state [31], which is universal in
engineering, to calculate the physical parameters of working fluids:

RT a(T)

_ _ 10
P vpr — b UpR(Z)pR+b)+b(Z)prb) (10)
where

R2T2 2

a(T) = 0.45724Tf {1 + K<1 - (T/Tc)ﬂ (11)
c
b =0.0778 RTc (12)
Pc

K = 0.37464 + 1.54226 — 0.26992c? (13)

where R, vpg, T¢, pe, and w are the molecular gas constant, the molar volume, the critical
temperature, the critical pressure and the Pitzer acentric factor.

Whereas the prediction results of liquid density obtained by the PR-EOS formula
have poor accuracy, especially when the pressure is close to the critical region and in a
small temperature range. Khashayar [36] evaluated 11 correlations for predicting hydro-
gen density and found that the modified Redlich—-Kwong EoS by Mathias and Copeman
(RKMC) [37] was widely applicable to predict liquid hydrogen properties in various ranges.
The deviation between the experimental results and the RKMC EoS equation was small in
the temperature range of 14~32 K, which proved the rationality and accuracy of the RKMC
EoS equation. Since the liquid hydrogen in this paper belongs to the supercritical state,
and the temperature change is located in the above range, the RKMC EOS equation is used
for the subsequent calculation in this paper. The specific equation are as follows:

_ RT  a(Ty)

“v—b ov(v+b) (14

b = 0.08664 RT. (15)
Pc
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R2T?
a, = 0.42748—¢ (16)

Pc

where
[1+a(-vT) +el-vT) el - V)], T <
[14c(1—vT)]% Tl

where a, is the critical attractive parameter, b is the molar co-volume, « is the temperature
dependence function (alpha function), c;,cz,c3 are the coefficients of the Mathias and
Copeman alpha function, and T, is the reference temperature.

Figure 5 shows the density and viscosity distributions at temperatures of 15~40 K
at pressures of 5, 10 and 15 bar. In order to verify the accuracy of the above model,
a comparison was made with the data of GASPAK [38], the results showing that the two
sets of data were well in agreement and that the error was within the allowable range.

(17)
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Figure 5. Comparison of simulation results with GSPAK data of thermophysical properties: (a) Density; (b) Viscosity.

3. Results and Discussion
3.1. The Heat Source Distribution

The cross section of nuclear data, which were used in the simulation calculation with
the MCNPX of this paper, are mainly from the databases and form the basis to ensure the
correctness of simulation results. A large number of variance reduction techniques are
used in the calculation to improve the calculation accuracy and reduce the calculation time.
In the process of liquid hydrogen flow heat transfer, its heat source mainly comes from
the container (which is all generated by the nuclear reaction on the wall of the moderator),
poisoned plate and the background radiation.

Figure 6 shows the heat source distribution of DPHM at 100 kW power obtained by
coupling calculation of CFX and MCNPX simulation software, which are, respectively,
container (Figure 6a) and poisoned plate (Figure 6b). It can be seen from the contours
that the values calculated by the two softwares are slightly different, but the general trend
distribution is consistent. A large number of long-wave neutrons elastic scattering reactions,
which owing to the narrowing effect of the poisoned plate, result in an energy concentration
in the poisoned plate, thus leading to the highest heat deposition at this point (with a
maximum value of 3.1 x 106 W/ m3).
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Figure 6. Comparison of heat deposition calculation results between MCNPX and CFX: (a) MCNPX;
(b) CEX.

3.2. Effect of Beam Power on Heat Transfer

The influence of beam power increase on the heat transfer characteristics of liquid
hydrogen is characterized by the change of temperature. The temperature distribution with
large beam power from 100 kW to 500 kW is shown in Figure 7. As is evident from Figure 7,
the temperature of liquid hydrogen in the cavity tends to be symmetrically distributed
at different beam power. On the contrary, the temperature at different wall positions of
the external aluminum container is quite different, which is manifested in the relatively
high temperature values in four corners. The maximum value appears at the lower left
corner of the hydrogen container at 500 kW, which is specifically 33 K. And as power
increases, the difference becomes more pronounced, due to the irregular heat source of the
moderator itself. As shown in Figure 6, the temperature at the wall position corresponding
to the high heat deposition is also higher, and the increase of power further highlights this
phenomenon. In addition, it can be seen that the liquid hydrogen temperature in the cavity
has a partial fluctuation under the power of 300~400 kW, which is thanks to the increase of
the overall heat source affecting the physical properties of liquid hydrogen. The overall
temperature increases from about 18 K to 20 K corresponding to 500 kW in this range,
which is in a transition state, so the liquid hydrogen temperature is unevenly distributed.

Considering the neutron performance and hydrogen system safety, the wall tempera-
ture of the container is forbidden to exceed the vaporization temperature of the working
fluid; thus, the maximum temperature value is the focus of attention and ensures that
it is within the safe range. The specific relationship between maximum temperature of
container, poisoned plate and hydrogen with beam power is studied in Figure 8; it is found
that there is an approximate linear growth relation between them. For the local thermal
deposition of DPHM, due to the increase of the Footprint size of the beam, the growth
multiple will be smaller than that of the increase of beam power. The latent heat in steady
flow is negligible, so the heat change in DPHM is mainly caused by the scattering reaction,
which means that the energy generated by per unit volume is proportional to the temper-
ature difference. In this case, the heat deposition increases linearly, resulting in a linear
increase in maximum temperature.
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Figure 7. The temperature distribution of DPHM with various beam power (7 = 60 g/s, x = 0 mm): (a) 100 kW; (b) 200 kW;
(€) 300 kW; (d) 400 kW; (e) 500 kW.
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Figure 8. The variation of maximum temperature with different beam power.

3.3. Effect of Mass Flow on Heat Transfer

The analysis of flowing process mainly includes the selection of flow range and the
analysis of pressure loss. The higher the mass flow, the smaller overall temperature rise of
liquid hydrogen, and the temperature distribution inside the container is relatively uniform,
which is also beneficial to the neutron moderating effect. At the cross section of x = 0 mm,
it can be observed, from Figure 9, that the average temperature of the side with lower liquid
hydrogen flow is higher due to the uneven segmentation of the cross-sectional area of the
import pipeline by the poisoned plate. The velocity contours under different mass flow are
also listed, and it can be seen that the temperature distribution is basically unchanged but
that the overall temperature decreases gradually with the increase of flow rate.
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Figure 9. Temperature distribution of DPHM (beam power = 500 kW): (a) x = 0 mm (60 g/s);
(b) y = 0 mm (30, 60, 90, 120, 150 g/s).

Correspondingly, Figure 10 presents the detailed flow of liquid hydrogen inside the
cavity under the 60 g/s mass flow when the turbulence viscosity ratio is about 5, which is
also one of the important factors affecting heat transfer. There are two distinct symmetrical
vortices on both sides of the bottom of the container according to Figure 10a; part of the
liquid hydrogen from the exit is involved in the vortex, and the other part is gathered up
at the neck by the inertial force. Moreover, it can be seen that due to the separation of the
poisoned plate, the size and position of the vortex generated by different flow rates are
different but all located near the inner wall of the container, where the intensity of vortex
dominates the heat transfer.

Velocity/(m/s — |
3_zty( ) —

(@)
Figure 10. The streamline in the DPHM: (a) x = 0 mm; (b) y = 0 mm.

The effect of mass flow on maximum temperature under 500 kW beam power is
shown in Figure 11. Specifically, the heat transfer effect is significantly improved by distinct
increment of turbulence effect in the flow range of 30~60 g/s, while the slope decreases
with the increase of mass flow, which proves that the cooling effect reduces gently. It also
should be noted that the increase of mass flow is accompanied by the increase of pressure
loss, which will be detrimental to the stability of the flow. The intersection point between
the temperature curve of liquid hydrogen and the corresponding pressure drop curve is
noted, which is in the range of 60~90 g/s, indicating that the cooling effect is the best and
the flow is relatively stable.

The liquid hydrogen carries out jet impact on the bottom surface, which was taken as
the research object result of its good heat transfer effect, after flowing out of the hydrogen
intake pipe with a vertical distance of 5 mm, as shown in Figure 12. For a smooth surface,
with the flow of liquid hydrogen reaching the wall, the pressure forces the jet to flow axially
along the wall. Combined with the pressure distribution, it can be seen that the target
surface located in the impact zone is under the maximum pressure, and then diffuses and
decreases along the periphery, leading to a gradual decrease in velocity. The temperature
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in the center area of the target surface increases slowly with a similar regularity. This is
because the viscous boundary layer on the wall gradually thickens and the surface heat
transfer coefficient decreases when the liquid hydrogen flows in the radial direction.
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Figure 11. The variation of maximum temperature with different mass flow.
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Figure 12. Physical parameters distribution of target surface: (a) Pressure; (b) Velocity; (c) Temperature.

The local heat transfer coefficient is obtained by the following equations,

_
h= TooT, (18)
T, = f(Hy, P) 19)
_ [,pwHdA
b= owdA @0)
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where gy, Tw, T, w and H are the local heat flux of wall, averaging temperature of wall,
bulk fluid temperature, bulk fluid axial velocity and bulk fluid enthalpy.

Figure 13 shows the distribution of the flow heat transfer coefficient / at the bottom
target face along the x-axis, corresponding to the temperature distribution. It reaches the
maximum value at the position of poisoned plate and then gradually decreases, which is
due to the poor heat transfer at this place due to the flow dead zone generated by the
shunting phenomenon. After that, the heat transfer coefficient increases gradually with the
flow recovery.
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Figure 13. The distribution of the heat transfer coefficient of the target surface along the x axis.

3.4. Effect of Pressure on Heat Transfer

To explore the influence of law of pressure change in a pseudo-critical region, the inlet
temperature of hydrogen is set to 30 K. Figure 14 shows the influence of changing mass
flow on the axial distribution of the wall temperature, Ty, of the hydrogen intake tube
and the bulk temperature, T}, of liquid hydrogen inside the tube. The results show that
the temperature of both the wall and the liquid hydrogen increases gradually with the
deepening of the flow distance. This is because there is no heat source around when the
liquid hydrogen flows into the pipeline at the beginning, so the temperature change is
not obvious. After that, due to the influence of thermal deposition of the poisoned plate
and container, the two kinds of temperature increase significantly, and the temperature
rise range of the wall surface is about 3 K. When the pressure is 15 bar, the temperature
value will change at the mutation position corresponding to the physical property of liquid
hydrogen in Figure 4, while the temperature will not change at a distance from the critical
value. Moreover, different pressures have little effect on the average temperature of the
fluid in the tube. It can be concluded that under supercritical pressure, the drastic change of
physical properties in the critical region will have a great impact on turbulent heat transfer,
resulting in the deterioration of convective heat transfer.

The basic formula of jet impingement heat transfer is the Newton cooling Equation,

q=h(Ty—T)) 1)

where T} is jet temperature and / is local impact convective heat transfer coefficient. In order

to obtain the average & of the whole target surface, the local /i curve of the target surface

must be obtained, and then the & of each point can be calculated through a surface integral

along the radius [39]. The local Nusselt number can be expressed as
hid

Nu = /\—]

(22)
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where i, d and A; are local impact convective heat transfer coefficient, diameter of nozzle
and thermal conductivity of jet.

34.0 T T T
37 Pressure (bar) 7, T,

. L} 11 <+ B

335 LN 316 12 - —
A

33.0 4 ¢ =3
Sggs —

3254

32.0 1

31.5

Tempreature (K

31.0

30.5 4

30.0

(a) (b)

Figure 14. Variations of temperature along axial direction under different pressures: (a) x = 0 mm;
(b) y =0 mm.

In order to more specifically reflect the heat flow characteristics of liquid hydrogen
inside the vessel, the relationship between the average Nusselt number on the target surface
and the resistance f along the hydrogen inlet pipe and the jet Reynolds number Re was
explored under different pressure conditions. As can be seen from Figure 15, Nu increases
significantly with the increase of Re and tends to change linearly. Simultaneously, the flow
boundary layer in the inlet pipe segment gradually becomes thinner, the flow resistance
decreases, the resistance coefficient decreases, and the pressure on the target surface also
increases. The intersection point of Nu and f represents the inlet flow of liquid hydrogen
corresponding to different pressures when the optimal cooling effect is achieved under
the premise of considering the comprehensive characteristics of flow resistance and heat
transfer characteristics. On the other hand, with the continuous increase of Re, the variation
trend of Nu corresponding to different pressures is the same. At the pressure of 15 bar,
the corresponding overall curve of Nu moves down and the heat transfer capacity decreases,
which further proves that near the critical region, while the physical property variation
caused by the pressure change worsens the turbulent heat transfer.
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Figure 15. The variation of Nu with Re at the target surface.
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4. Conclusions

In this paper, the heat transfer performance of hydrogen in a decoupled poison
hydrogen moderator under supercritical pressure is investigated by numerical method,
and the effects of different boundary conditions on flow and heat transfer are compared.
The major conclusions are summarized as follows:

1. The sensitivity degree of factors affecting the heat transfer characteristics of liquid
hydrogen are in sequence of inlet mass flow, beam power and operating pressure.

2. The temperature tends to be stable and pressure loss increases gradually when the
mass flow rate exceeds a certain range, especially when the beam power is 500 kW
(the temperature range of liquid hydrogen is about 20~30 K); the cooling effect is best
in the range of 60~90 g/s x 394 mm?.

3. With the beam power increasing, the maximum temperature of the container, poi-
soned plate and hydrogen maintain the linear growth trend. The maximum tempera-
ture of liquid hydrogen is close to the bottom recirculation zone due to the influence
of the flow field and the heat deposition distribution of the poisoned plate.

4. As the pressure increased, there was no significant difference in trends of the bulk
temperature, T}, of liquid hydrogen, whereas, near the large specific heat region of
15 bar, the wall temperature Ty, exhibited a sudden enhancement.

Therefore, the concrete influence law of the specific heat of liquid hydrogen on heat
transfer is expected for future studies. Meanwhile, it is necessary to establish a 2D model
of a moderator for avoiding random errors.
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Nomenclature

T bulk fluid temperature, K

E total energy, kJ/kg

P static pressure, Pa

R molecular gas constant, ] /(mol-K)

L characteristic length, mm

H bulk fluid enthalpy, k] /kg

Nu Nussel number,

Cr boundary layer friction coefficient

Re Reynolds number

Sh volumetric heat source, W/m3

Tw averaging temperature of wall, K

T, critical temperature, K

Ty bulk temperature of fluid, K

T, reference temperature, K

U, shear velocity, m/s

« temperature dependence function (alpha function)
ac critical attractive parameter, MPa-m®-k-mol—2
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b molar co-volume, m3-k-mol~!

4 ideal gas pressure, Pa

u bulk fluid velocity, m/s

h heat transfer coefficient, W/m?2-K

f resistance coefficient, -

w bulk fluid axial velocity, m/s

0 density, kg/m?3

A thermal conductivity of the fluid, W/ m-K1
w acentric factor, -

U dynamic viscosity, Pa-S

T shear stress, N/m?

Pe critical pressure, K

Cp Specific heat capacity, J /kg-K~!

UpR the molar volume, L

/\eﬁ effective thermal conductivity, W/ m-K!
Teff effective stress tensor, N/m?

Tw boundary layer shear stress, N/ m?

c1,c2,c3  coefficients of the Mathias and Copeman alpha function
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Abstract: This study analyzes the thermodynamic, economic, and regulatory aspects of boil-off
hydrogen (BOH) in liquid hydrogen (LH,) carriers that can be re-liquefied using a proposed re-
liquefaction system or used as fuel in a fuel cell stack. Five LHj carriers sailing between two
designated ports are considered in a case study. The specific energy consumption of the proposed
re-liquefaction system varies from 8.22 to 10.80 kWh/kg as the re-liquefaction-to-generation fraction
(R/G fraction) is varied. The economic evaluation results show that the cost of re-liquefaction
decreases as the re-liquefied flow rate increases and converges to 1.5 $/kg at an adequately large
flow rate. Three energy efficient design index (EEDI) candidates are proposed to determine feasible
R/G fractions: an EEDI equivalent to that of LNG carriers, an EEDI that considers the energy density
of LHy, and no EEDI restrictions. The first EEDI candidate is so strict that the majority of the BOH
should be used as fuel. In the case of the second EEDI candidate, the permittable R/G fraction is
between 25% and 33%. If the EEDI is not applied for LH; carriers, as in the third candidate, the
specific life-cycle cost decreases to 67% compared with the first EEDI regulation.

Keywords: liquid hydrogen carrier; boil-off hydrogen; specific energy consumption; exergy effi-
ciency; economics; energy efficiency design index

1. Introduction

Due to the current global attention concerning the reduction of carbon dioxide (CO,)
emissions, which is the largest contributor to global warming [1], the demand for renewable
energy is increasing. A large portion of CO, emissions is attributed to the combustion of
the fossil fuels, which provide approximately 80% of the total world energy supply [2].
From 2009 to 2018, global CO, emissions increased by 16% [3]. To reduce CO, emissions,
power generation using renewable energy, which is not accompanied by CO2 emissions,
has been increasing. According to the International Energy Agency, power generation
achieved using renewable energy has increased by 57% from 2010 to 2018 [4]. The portion
of renewable energy used for electricity generation has been projected to consistently
increase in the future [5].

Although renewable energy can be used to reduce CO, emissions, its production
varies from region to region. This uneven distribution of renewable energy requires the
use of energy carriers that can transport surplus renewable energy. Hydrogen is regarded
as a potential energy carrier candidate for storing and transporting surplus renewable
energy over long distances [6]. The delivered hydrogen generates energy from an oxidation
process in fuel cells, which produces no CO; and only pure water [7]. Hydrogen also
has other principal advantages as an energy carrier, as noted by Rosen et al. [8]. It is
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free from exhaustion because it can be obtained by electrolyzing water into oxygen and
hydrogen. Additionally, unlike electricity itself, it can be stored in a variety of forms such
as compressed gas, liquid, and in chemical compounds including ammonia and metal
hydrides [9].

Considering the large-scale transportation of hydrogen, it is essential to develop liquid
hydrogen (LH,) carriers. LH, has a density of 70 kg/m3, which is higher than the density
of compressed hydrogen (39 kg/m?) at 70 MPa [10]. Compared to ammonia, LH; is safer,
as it is nontoxic. Moreover, because it is a pure substance that is not combined with other
elements, it does not require any additional energy or processes to break its chemical bonds.

The main challenge concerning the transportation of hydrogen in a liquid state is
its cryogenic boiling temperature, which is 20 K at atmospheric pressure. Although
LH; storage tanks on land are heavily equipped with an insulation layer, heat ingress is
inevitable [11], resulting in the generation of boil-off hydrogen (BOH) and increase in the
pressure of the storage tank if no preventative measures are used. This issue also exists for
LH; cargo tanks used in LHj carriers.

In the case of relatively large-scale liquefied natural gas (LNG) carriers, whose cargo
temperature is around 110 K, a boil-off gas (BOG) re-liquefaction system is usually installed.
This system extracts the BOG from the cargo tanks, re-liquefies it using a refrigeration cycle,
and returns the re-liquefied BOG to the cargo tank. Many studies have been conducted
concerning this BOG re-liquefaction system [12-15]. Romero et al. analyzed and evaluated
the conditions, parameters, and energy consumption of a reverse Brayton cycle-based BOG
re-liquefaction system [16]. Kwak et al. investigated a small-scale BOG re-liquefaction
system for use on LNG-fueled ships. They optimized the nitrogen reverse Brayton cycle
using a genetic algorithm and compared two cases with and without BOG compressors [17].
Yin et al. compared a reverse Brayton cycle-based BOG re-liquefaction system with two
expanders to such a system with a single expander. They simulated two cycles using
parallel and serial nitrogen expanders and compared them with the base case that possessed
a single expander [18]. Sayyaadi et al. used a genetic algorithm to optimize the price of the
BOG re-liquefaction system products [19]. In these previous studies of BOG re-liquefaction
systems, the specific energy consumption (SEC), which indicates the energy required to
re-liquify 1 kg of BOG, was found to be between 0.73 to 1.41 kWh/kg. This value varied
depending on the inlet conditions of the BOG system. Moreover, the precooling and
precompression processes affected the SEC. The reverse helium Brayton cycle for BOG
re-liquefaction was preferred because it was easy to operate. Additionally, this cycle did
not require high pressures and was more appropriate for onboard systems in terms of
safety [17]. These studies can be utilized to design appropriate BOH re-liquefaction systems.

Many studies have been conducted to liquefy hydrogen from ambient tempera-
tures [20-22]. The main results of these investigations may also be applied towards
designing BOH re-liquefaction systems. Chang et al. analyzed and compared various
figures of hydrogen liquefaction systems in terms of exergy efficiency [23]. In their study,
the reverse Brayton cycle with two expanders showed an exergy efficiency of 24.2%, while
the Claude cycle had an exergy efficiency of 27.2%. Asadnia et al. proposed a hydrogen
liquefaction system using combined mixed refrigerants [24]. They separated the cycles into
two sections, in which the first section was used for precooling and the second was used
for cryogenic liquefaction. In the precooling section, 11 materials including hydrocarbons
were used as a mixed refrigerant. In the cryogenic section, hydrogen, helium and neon
were used as mixed refrigerants. The simulation results showed an SEC of 7.69 kWh/kg.
Sadaghiani et al. also proposed a hydrogen liquefaction system that used mixed refriger-
ants [25]. The proposed system was composed of two cycles, one of which used a mixture
of hydrocarbons while the other used a mixture of hydrogen, neon and helium as a mixed
refrigerant. This system demonstrated an SEC of 4.41 kWh/kg. Chang et al. proposed a
hydrogen liquefaction system that utilized the cold energy of LNG [26]. In that study, the
LNG precooled the hydrogen and was vaporized after precooling. Following the design of
a hydrogen liquefaction system using LNG precooling, three configurations of the liquefac-
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tion cycles were compared in terms of their energy consumption. Considering the required
energy for the liquefaction process described in their paper, the SEC for the most efficient
configuration was calculated as 17.37 kWh/kg, which includes the energy consumed for
ortho-para conversion. Yuksel et al. also proposed a hydrogen liquefaction system with
four serial helium turbo expanders and analyzed this system [27]. These previous studies
showed that the SECs of hydrogen liquefaction systems vary with the configuration of the
system and the inlet conditions of the hydrogen.

BOH re-liquefaction systems, however, differ from liquefaction systems for hydrogen
at ambient temperatures. The temperature of BOH is much lower than the ambient
temperature. Additionally, such a system does not require an ortho-para conversion
process because the LH; in the cargo tank has already been converted into para-hydrogen.
Lee et al. proposed a partial BOH re-liquefaction system for use on an LH, carrier [28].
In their study, some of the BOH from the LH, cargo tank was used as a fuel in a proton-
exchange membrane fuel cell (PEMFC). The remainder was precompressed to 40 bar using
a cold compressor with an inlet temperature of 120 K. This compressed BOH was cooled
down using helium in a reverse Brayton cycle and re-liquefied by expansion. This BOH
re-liquefaction system exhibited an SEC of 3.30 kWh/kg and exergy efficiency of 74.9%.

Previous studies of BOH re-liquefaction systems lacked an investigation of the eco-
nomic feasibility of these systems that considered the installation and operation costs. A
comparison with the production costs of LH; can be used to investigate the economic feasi-
bility of BOH re-liquefaction systems. Moreover, considering that existing LNG carriers
vary in terms of their capacity, economic case studies of BOH re-liquefaction systems with
varying capacities are required.

Another critical factor to consider in the design and operation of the BOH re-liquefaction
system is the energy efficiency design index (EEDI) regulation of LH; carriers. The EEDI is
the design indicator regulated by the International Maritime Organization (IMO), which
restricts the CO, emissions of ships during the design process. Ship of certain types as
indicated by the IMO must obey this index to operate. The EEDI also affects the electricity
generation of BOH re-liquefaction systems. However, such a regulation for LH; carriers
has not yet been established. LH; is similar to conventional liquefied gases such as LNG
and liquefied petroleum gas (LPG) in that it is liquefied. However, liquid hydrogen differs
from other conventional liquefied gases because it is an extremely low-density liquefied
gas that is free from CO, emissions. Consequently, the establishment of EEDI regulations
for LH; carriers is difficult in comparison with that of other liquefied gases.

The objective of this study is to investigate the thermodynamic, economic, and regula-
tory aspects of BOH in LH; carriers in which the BOH can be either re-liquefied using the
proposed re-liquefaction system or used as fuel for the fuel cells. A case study is conducted
that considers five LH; carriers sailing between two designated ports. A thermodynamic
analysis is carried out, followed by an economic assessment considering the re-liquefaction-
to-generation (R/G) fraction. As these evaluations are meaningful in terms of the allowable
EED], three EEDI candidates are proposed for estimating a feasible R/G fraction.

2. Proposed Boil-Off Hydrogen Re-Liquefaction System Combined with Fuel Cells

Figure 1 shows a process flow diagram of the proposed system. The system consists
of a re-liquefaction cycle and PEMFC stack. The proposed re-liquefaction cycle is modified
from a reverse Brayton cycle to utilize the cold energy of BOH heading to the PEMFC stack.
The BOH to be utilized in the PEMFC stacks is first heated to the operating temperature of
the PEMFC system. HX 1 and HX 3 are introduced to transfer the cold energy of the BOH
to the helium refrigerant and increase the BOH temperature to the ambient temperature.
Stream 101 indicates the BOH generation from the cargo tank. This stream is divided
into two streams, which are labelled as 102 and 106. Stream 102 is cooled down and
re-liquefied to a subcooled liquid state. Stream 106 cools the helium refrigerant and is
utilized for propulsion. Stream 201 indicates the low-pressure helium stream. This stream
is pressurized to a high pressure through Comp 1 and Comp 2. After AC 1, the helium
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is cooled down along with the BOH heading to the PEMFC system. After the helium is
compressed, it is cooled down using the cold helium in HX 4. It is then primarily expanded
to an intermediate pressure via EXP 1 and cooled down via HX 5. After passing through
HX 5, the helium is expanded to a low pressure through EXP 2 and the BOH is liquefied
in HX 6. After the BOH has been re-liquefied, this cold helium then cools down the hot
helium and hydrogen.

Air Outlet >
Air Comp i
ooler —
> Air Inlet m—@ JM—* r
— PEMFC Stack LJ
Humidifier
Water Tank>
— Simulation scope
Comp 1 Comp2 _ Exp1 Exp 2
= ol =
AC1 px1 AC2 - <> e
= <& @ @
P [ R T LH2 Outlet
HX 3 HX 4 HX 5 HX 6
“>BOH Inlet

Figure 1. Process flow diagram of the proposed system.

Aspen Hysys V11 was used to simulate the proposed system. The modified Benedict-
Webb-Rubin equation was applied for the states of ortho- and para-hydrogen. The Aspen
properties (RefProp) were used for helium. Table 1 shows the boundary conditions for the
process simulation.

Table 1. Boundary conditions of the BOH re-liquefaction cycle.

Item Unit Value
Cargo LH; density kg/m? 70.83
Boil off rate %/ day 0.2 [29]
BOH inlet temperature K 80
BOH outlet temperature K 20
BOH pressure bar 1.013

The following assumptions were made for this simulation:

The dead-state temperature and pressure are 298 K and 1.01 bar, respectively.

The temperature at the exit of the aftercooler is 313 K.

The minimum temperature at the inlet of the compressor is 240 K.

The high and low pressures of the helium cycle are 10 and 1.2 bar, respectively.

The adiabatic efficiencies of the compressors are 75%.

The adiabatic efficiencies of the expanders are 75%.

The pressure drop in the heat exchangers is negligible.

In the heat exchangers, the minimum temperature difference is larger than 1% of
the hottest stream temperature. If the temperature of the hottest stream in the heat
exchanger is greater than 300 K, the minimum temperature difference is 3 K [23,26].
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3. Method of Evaluation
3.1. Energy and Exergy Efficiency

The total energy required to re-liquefy BOH is calculated using Equation (1).

Wnet = WComp 1+ WComp 2 WExp 1- WExp 2 M

Whet: Total work required to re-liquefy BOH
Wcomp 1: Work input for Comp 1

WCOmp 2: Work input for Comp 2

Wexp 1: Work output for Exp 1

WExp 2: Work output for Exp 2

The R/G fraction, which is the ratio of the re-liquefied flow rate to the BOH generation
flow rate, is estimated using Equation (2). The SEC is defined by Equation (3) to evaluate
the energy required to re-liquefy the 1 kg of BOH. Because the re-liquefaction system
utilizes the cold energy of the hydrogen, the SEC varies with the R/G fraction.

. n-lrefli eufaction
R/G fraction = —ferrqedacion
MBOH—generation

x 100 % @)

W
SEC= — et @)
Mye—ligeufaction
MBOH - generation: Mass flow rate of the generated BOH
Mye_ligeufaction: Mass flow rate of the re-liquefied BOH

In thermodynamics, physical flow exergy refers to the maximum useful work deliv-
ered to an external user as the stream reaches the dead state [30]. Considering refrigeration
systems, it refers to the reversible and minimum work required for refrigeration to occur at
a certain state. The physical flow exergy of stream can be estimated using Equation (4) [31].
In Equation (4), subscripts S and 0 refer to present state of the stream and dead state,
respectively. Subscript ** means state that has same temperature with the dead state and
same pressure with the present state. The first two terms in Equation (4) corresponds to
thermal exergy, which is the physical exergy from the temperature difference of the stream
with the dead state. The last two terms represent mechanical exergy, which is the physical
exergy from pressure difference of the stream with the dead state.

Es=Er+Em = (HS - H**) - TO(SS - S**) +TO(SO - S**) - (HO 7H**) 4)

Eg: Physical flow exergy of stream

Et: Thermal exergy of stream

Epm: Mechanical exergy of stream

Hs: Enthalpy of stream at present state
H.: Enthalpy of stream at state **

Hp: Enthalpy of stream at dead state
Sg: Entropy of stream at present state
S««: Entropy of stream at state **

Sp: Entropy of stream at dead state

To: Ambient temperature

During re-liquefaction, the irreversibility between processes causes exergy loss. To
calculate this exergy loss, the physical exergy difference between inlets and outlets of a
component can be used [32]. This exergy loss makes the system less efficient and require
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more work than an ideal system. From this point of view, the system exergy efficiency can
be estimated using the numerical indicator 7.y via Equation (5).

Erefliquefactionfin - Erefliquefactionfoutlet

MNex = )

Whet + EBOH to PEMFC—in — EBOH to PEMFC—out

Ere,hquefacﬁon,in: Physical flow exergy of Stream 102

Ere liquefaction —outlet: Physical flow exergy of Stream 105

EBOH to PEMFC—in: Physical flow exergy of Stream 106
EBOH to PEMFC—out: Physical flow exergy of Stream 108

3.2. Economics

CAPEX is defined as the initial investment required to construct a plant [33], and it
consists of the direct project expenses, indirect project expenses, contingency and fee as
depicted in Figure 2. The direct expenses encompass the equipment costs, material costs,
and labor costs required to install the equipment. The indirect project expenses include
the freight costs, insurance, and taxes. They also include the overhead costs required to
construct the plant. The contingency is the cost that covers unforeseen circumstances, while
the fee is related to the contractors. Among these costs, the sum of the direct and indirect
costs is called the bare module cost. The contingency and fee are assumed as 15% and 3% of
the bare module cost, respectively. The bare module cost for each component is estimated
using the Aspen Capital Cost Estimator V11.

Bare module cost

Contingency and fee

Figure 2. Composition of CAPEX.

OPEX is defined as the costs associated with the day-to-day operations of a plant [33].
OPEX consists of direct manufacturing costs, fixed manufacturing costs, and general
manufacturing expenses as depicted in Figure 3. The direct manufacturing costs are the
operating expenses, which vary with the production rate. They include raw materials costs,
utilities costs, and operational labor. The fixed costs are independent of changes in the
production rate. They include taxes and insurance. The general expenses are overhead costs
that are necessary to carry out business functions. They include administration, distribution
and selling costs, as well as costs for research and development. Equation (6) [33] is used
to estimate OPEX. Table 2 shows the specific values used to estimate CAPEX and OPEX.

OPEX = 0.18 CAPEX +2.73 Cop. + 1.23 (Cut + Cwr) 6)

Cor: Cost of the operator salary
Cyr: Cost of utilities
Cwr: Cost of the cooling water
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Direct manufacturing costs |

OPEX Fixed manufacturing costs |

General manufacturing expenses |

Figure 3. Composition of OPEX.

Table 2. Cost values for CAPEX and OPEX estimation.

Item Unit Value
Operator salary $/yr 59,580 [33]
Cooling water cost $/MWh 243.68 [33]
Electricity $/MWh 26.59 [34]
PEMEFC system $/kW 100 [35]

The life cycle cost (LCC) is defined as the total costs required to install and operate
the system during the life cycle [33]. It is estimated using Equation (7). The specific life
cycle cost (SLCC) is defined as the LCC required for 1 kg of BOH, which is estimated using
Equation (8). Additionally, the cost difference is defined as the difference between the LH,
production cost and SLCC, as expressed by Equation (9).

LCC = CAPEX + (Life Cycle) x OPEX @)
Mye—ligeufaction
(Cost difference) = (LH; production cost) — SLCC ©)

3.3. Restrictions on CO, Emissions from LH, Carriers

The attained EEDI indicates the CO, emissions per unit of deadweight divided by the
ship speed, which is calculated using Equation (10) for each ship [36].

Pyre-CumEe-SFCME + Pag-Cag-SFCAE

EEDIa = DWT-V o
re|

(10)

Pyie: Power of the main engine

Pag: Power of the auxiliary engine

CwmE: Conversion factor of the main engine between the fuel consumption and CO; emis-
sions

Cag: Conversion factor of the auxiliary engine between the fuel consumption and CO,
emissions

SFCw\E: Specific fuel consumption of the main engine

SFCag: Specific fuel consumption of the auxiliary engine

DWT: Deadweight of the ship

Vief: Speed of the ship

A diesel electric propulsion obtained using LNG is assumed for LH; carriers. Specific
fuel consumption is assumed as 175 g/kWh. The conversion factor between the fuel
consumption and CO, emissions is 2.75 [37]. According to the Marine Environment
Protection Committee (MEPC) issued by the IMO, the power of the main engine for diesel
electric propulsion is calculated using Equation (11). The parameter 1 is taken as 91.3 %,
which indicates the product of the electrical efficiencies of the generators, transformers,
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converters and motors. Considering ships whose rated output of the motor is larger than
10,000 kW, the power of the auxiliary engine is calculated using Equation (12) [36].

Py = 083 x VP motor (11)
n
Pag = 0.025 X MPPotor + 250 kW 12)

MPPpot0r: Rated output of the motor
1: Product of the electrical efficiencies of the generator, transformer, converter, and motor

The PEMFC system uses the BOH to generate electricity, which is then utilized for
propulsion in conjunction with the electricity from the main engine. Therefore, the required
power of the main engine is calculated using Equation (13). In this study, the efficiency of
the PEMFC system is assumed to be 42% compared with lower heating value of hydrogen.
In the case of LNG carriers with a BOG re-liquefaction system, the power required for the
BOG re-liquefaction is added to the auxiliary engine power, as shown in Equation (14).

MPP,
Pyg = 0.83 x %mr — PpemFC (13)
Pk = 0.025 X MPPpotor +250 KW + Pre_jiq (14)

Ppemrc: Electricity generated from the PEMFC
Pre1iq: Power required for re-liquefaction

The required EEDI indicates the criteria that the ship under EEDI regulations must
satisfy. Equations (15)~(17) show the methodology for calculating the required EEDI [36].

EEDL = a-b™¢ (15)
EEDI;eq = (1 — X) x EEDI, (16)
EEDI ¢ < EEDI;eq 17)

EEDI,ot: Reference EEDI
EEDlyeq: Required EEDI

The parameters 2 and ¢ in the required EEDI equation are determined based on the
type of ships. The variable b is the deadweight of the ship. X, which is between 0 and 1, is
a reduction factor that indicates the reinforcement of the regulations over time. The time
factor (referred to as the ‘phase’) represents the reinforcement of the regulations over time,
which is determined using the value of X. For example, phase 3 indicates the year after
2025 and the factor X in this time is 0.3.

Because the EEDI regulations for LHj carriers have not yet been designated, various
perspectives should be considered before determining the final designation. This study
considers the following EEDI candidates:

e  EEDI Candidate 1: EEDI equivalent to that of LNG carriers
e EEDI Candidate 2: EEDI considering the energy density of LH;
e  EEDI Candidate 3: No restrictions using LNG as a fuel

3.4. EEDI Candidate 1: EEDI Equivalent to That of LNG Carriers

The concept behind EEDI candidate 1 is to utilize the required EEDI of LNG carriers
for LHj carriers. Table 3 shows the parameters used for the evaluation of the required EEDI
of LNG carriers. In this EEDI candidate, the parameters in Table 3 and the deadweight
of the LH; carrier are used to calculate the required EEDI for LH; carriers. Therefore, the
required EEDI of an LNG carrier with the same deadweight as the LH} carrier is calculated
and compared with the attained EEDI for the LH; carrier.
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Table 3. Parameters and variables for the required EEDI of LNG carriers.

Ship Type a b c X
LNG carrier 2253.70 De?i)":gght 0.474 0.3 (Phase 3)

3.5. EEDI Candidate 2: EEDI Considering the Energy Density of LH,

EEDI candidate 2 considers the energy density difference between LH; and LNG. As
shown in Table 4, the density of LH2 is 16% of that of LNG. This low density of LH, makes
the attained EEDI of an LH; carrier calculated using Equation (10) smaller than that of an
LNG carrier with the same volumetric capacity. Conversely, LH, has a heating value that
is 2.58 times that of LNG. This indicates that LH, can carry more energy within the same
mass as LNG. EEDI candidate 2, therefore, considers this energy density factor. The energy
density is used to introduce the “re-scaled deadweight” concept shown in Equation (19)
in place of the mass density. Using this rescaled deadweight, Equation (20) defines the
“energy-based EEDI”, which applies the energy density concept to the attained EEDI. In
EEDI candidate 2, it is compared with the required EEDI of LNG carriers with the same
volumetric capacity.

DWT = DWTcargo + DWTother (18)
LHV,
DWTe scaled = ﬁ DWTcargo + DWTother (19)

Pyre-CumEe-SFCME + Pag-Cag-SFCAE

EEDI, _ = 20
energy —based DWTrefscaled'Vref ( )
DWTcargo: Deadweight of cargo
DWTther: Deadweight without cargo
DWT,e_scaled: Rescaled deadweight
LHVy,: Lower heating value of LH,
LHVinG: Lower heating value of LNG
EEDIenergy—based: Energy-based EEDI
Table 4. Densities and lower heating values of LH, and LNG.
Item Units LNG LH, Ratio of LH,/LNG
Density kg/m? 437.89 70.83 0.16
Gravimetric lower heating value ~ MWh/kg 12.92 33.33 2.58
Volumetric lower heating value MWh/m?3 5660.94 2360.41 0.42

3.6. EEDI Candidate 3: No Restrictions Using LNG as a Fuel

EEDI candidate 3 refers to the case in which LH; carriers have no restrictions regarding
their CO, emissions provided that conventional clean fuels such as LNG are used. Unlike
other gas carriers that carry CO,-rich fuels, such as LPG and LNG, LH, carriers are used to
transport CO,-free hydrogen. The strong regulations on CO, emissions from LH; carriers,
such as those considered in EEDI candidates 1 and 2, may thereby be impartial to liquid
hydrogen, ultimately preventing the shipping of this clean fuel. It would therefore be fair
to impose no restrictions on CO, emissions if these ships utilize relatively clean fuels such
as LPG or LNG. In this case, the practicality of BOH re-liquefaction can be determined
purely on an economic basis.

4. Case Study
4.1. Target Ship Descriptions

LH; carriers with five different sizes are considered for the subsequent case studies.
The data of LNG carriers from the Clarksons database is used to assume the cargo capacity,
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rated output of motors for propulsion, and deadweight of LH; carriers [38]. The dead-
weight of an LH) carrier is assumed to be sum of the LH; cargo weight and the deadweight
of an LNG carrier without cargo and with the same capacity. The rated output of the motor
(MPP) is calculated to have the same propulsion power of an LNG carrier with the same
capacity. Table 5 shows the specifications of the LH; carriers based on these assumptions.

Table 5. Specifications of the ship assumptions.

Ship Cargo Capacity Speed MPP Dead Weight
(m3) (knots) (MW) (tons)
Ship #1 50,000 19 11.49 6300
Ship #2 74,000 17.5 14.02 9400
Ship #3 154,000 19 23.40 19,800
Ship #4 174,000 19 26.00 23,000
Ship #5 210,000 19.5 27.68 24,400

4.2. Voyage Conditions

The LH; export terminal is assumed to located be at Darwin, Australia, while the
import terminal is assumed to located be at Pyeongtaek, South Korea. The boil-off rate
for a laden voyage is assumed to be 0.2%/day [29]. The BOH generation for a ballast
voyage is assumed to be 40% of that of the laden voyage. Table 6 shows the voyage
conditions between Darwin and Pyeongtaek. Table 7 shows the BOH generation rates for
the laden and ballast voyages. Table 8 shows the total amounts of BOH generated during
one-way trips.

Table 6. Summary of the voyage conditions from Darwin to Pyeongtaek.

Item Unit Value
Distance km 5600
Voyage time days 7
Loading time days 2
Unloading time days 2
BOR %/ day 0.2

Table 7. BOH generation during voyage.

Voyage Ship Unit Value
Ship #1 kg/day 6400
Ship #2 kg/day 9500
Laden voyage Ship #3 kg/day 19,900
Ship #4 kg/day 22,400
Ship #5 kg/day 27,000
Ship #1 kg/day 2600
Ship #2 kg/day 3800
Ballast voyage Ship #3 kg/day 7900
Ship #4 kg/day 9000
Ship #5 kg/day 10,800
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Table 8. Total amount of BOH during voyage.

Voyage Case Unit Value
Ship #1 Tons 58
Ship #2 Tons 86
Laden voyage Ship #3 Tons 179
Ship #4 Tons 201
Ship #5 Tons 243
Ship #1 Tons 23
Ship #2 Tons 34
Ballast voyage Ship #3 Tons 72
Ship #4 Tons 81
Ship #5 Tons 97

4.3. Liquid Hydrogen Production Cost

An LH; production cost is assumed for comparison with the LCC of the BOH re-
liquefaction system. The Fuel Cells Program Records from the Department of Energy
provides the costs for hydrogen production and liquefaction. These documents also
provide the terminal cost of LH; [39,40]. As a result, the total cost for LH, production and
shipping is assumed to be 6.5 $/kg as described in Table 9.

Table 9. LH; production cost assumption.

Item Unit Value
LH, production cost $/kg 6.50

5. Results and Discussion
5.1. Energy and Exergy Efficiency Results

Figure 4 shows the SEC of the proposed BOH re-liquefaction system, which varies
from 8.22 to 10.80 kWh/kg as the R/G fraction varies from 10% to 100%. The BOH that is
diverted to the PEMFC cools down the helium refrigerant through HX 1 and HX 3. As the
temperature of the helium at the inlet of the compressors decreases, the specific volume of
the helium also decreases. The compressor work required to achieve a specific pressure
ratio decreases as this specific volume decreases. In the 100% re-liquefaction case, the
temperature of the helium increases from 311 to 486 K during compression from 1.20 to
2.89 bar in Comp 1. In this case, a specific compressor work of 907.94 k] / kg is required.
Conversely, in the 10% re-liquefaction case, the cold BOH heading to the PEMFC stacks
cools down the helium refrigerant in HX 3. The inlet temperature of Comp 1 is 240 K and
increases to 375 K during compression from 1.20 to 2.89 bar in Comp 1. In this case, the
specific compressor work is 700.91 k] /kg. By comparing the 100% to the 10% R/G fraction,
the cold energy from BOH reduces 23% of the required compressor work. As noted for the
compression at Comp 1, the cold energy from the BOH reduces the compressor work of
Comp 2. In the 100% re-liquefaction case, the inlet and outlet temperatures are 313 and
582 K at Comp 2, respectively, where the helium refrigerant is compressed from 2.89 to
10 bar via 1396.85 k] /kg of specific compressor work. Similarly, the BOH cools down
the helium in the 10% re-liquefaction case. The inlet and outlet temperatures are 240 and
446 K, respectively, with same pressure ratio in the 10% re-liquefaction case, and the specific
compressor work is 1071.37 kJ /kg. By comparing the effects of 100% and 10% R/G fractions
at Comp 2, the cold energy from the BOH reduces 23% of the required compressor work.
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Figure 4. SEC with varying R/G fraction.

Figure 5 shows the exergy efficiency of the BOH re-liquefaction system with varied
R/G fractions. The exergy efficiency increases from 0.209 to 0.258 as the R/G fraction
increases from 10% to 30%, and it then converges after an R/G fraction of 30%. Figure 6
shows the exergy loss at each component in the re-liquefaction system. The exergy loss in
the expanders and compressors is caused by mechanical irreversibility. The exergy loss
in the after-coolers and heat exchangers is caused by the heat transfer between a finite
temperature difference. It should be mentioned that the exergy loss due to heat transfer
decreases as the R/G fraction increases from 10% to 30%, while it converges after 30%.
When the R/G fraction is lower than 30%, the excess cold energy is provided by the BOH
heading to the PEMFC. The excess cold energy enlarges the temperature difference between
the helium and BOH heading to the PEMFC, and this large temperature difference causes a
large amount of exergy loss.
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Figure 5. Exergy efficiency with varied R/G fractions.
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Figure 6. Specific exergy loss with varied R/G fractions.

In the process flow diagram depicted in Figure 1, Stream 108 indicates the BOH
diverted to the PEMFC stacks. This stream provided cold energy through HX 3 and HX 1
and is designed to be 310 K, which is the ambient temperature. However, in the cases of 10%
and 20% re-liquefaction, the excess cold energy is not fully utilized, and the temperature
of Stream 108 is lower than 310 K. Because of this low temperature of Stream 108, the
temperature differences in HX 1 and HX 2 are larger than those in the higher R/G fraction
cases. As a result, increased exergy losses of 58% and 15% are generated by the heat transfer
at the 10% and 20% R /G fractions, respectively, compared to the other R/G fraction cases.

5.2. Economic Evaluation Results

Figure 7 shows the structures of the LCCs for the BOH re-liquefaction systems. It
is indicated that OPEX, which includes the operation and maintenance expenses, more
influences the LCC than CAPEX, which contains the initial investment of the system. It is
obvious that the total LCC increases with the increasing LH) capacity of the ship. However,
the SLCC, which is the LCC per 1 kg of BOH to be re-liquefied, decreases because the
increase of the LCC is lower than the increase of the mass of the re-liquefied BOH. Figure 8a
shows the SLCC of the BOH re-liquefaction system as it varies with the capacity of the ship
and R/G fraction. It is indicated that at the same R/G fraction, the SLCC decreases as the
capacity of the ship increases. Moreover, the SLCC decreases as the R/G fraction increases
for the same ship. It can be deduced that as the mass of BOH re-liquefaction increases,
the SLCC of the BOH re-liquefaction system decreases. Figure 8b shows the SLCC results
with the varied mass of the re-liquefied BOH. It is indicated that as the re-liquefied mass
increases, the specific LCC decreases. The slope of the graph in Figure 8b decreases as the
re-liquefied mass increases. After the re-liquefied mass is greater than 7.2 ton/day, the
SLCC converges at 1.5 $/kg.
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Figure 7. Life cycle cost structures of (a) Ship #1, (b) Ship #2, (c) Ship #3, (d) Ship #4, and (e) Ship #5.
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Compared to the LH; production cost of 6.50 $/kg (as mentioned in Section 4.3), the
BOH re-liquefaction system is considered to be beneficial for 20% to 100% R/G fractions.
The production cost and SLCC can be used to estimate the economic benefit obtained
by using such a system. During the voyage from Darwin to Pyeongtaek described in
Section 4.2, the cost difference between the LH, production cost and SLCC for a round-trip
is estimated in Figure 9.
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Figure 9. Cost difference with varied R/G fractions during the voyage.

5.3. Consequences of the EEDI
5.3.1. EEDI Candidate 1

Figure 10 shows the attained EEDI results of the ships with varied R/G fractions. Each
graph includes the required EEDI phase 3 line of the LNG carrier with the same volumetric
capacity. As shown in Equation (10), the calculation results obtained using the same R/G
fraction for each ship tend to decrease as the volume capacity of the ships increase. This
indicates that as the volumetric capacity of the ship increases, the attained EEDI of the
LH; carriers tends to decrease and becomes more similar to EEDI candidate 1. As the R/G
fraction increases, the BOH utilized in the PEMFC decreases and the required power from
the main engine increases. The more power the main engine generates using the LNG fuel,
the more CO, the ship emits.
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Table 10 shows the permittable R/G fractions according to EEDI candidate 1, indi-
cating that only a small amount of BOH is permittable for re-liquefaction. In the cases of
Ships #1 and #2, whose capacity is relatively smaller than the other LH, carriers, additional
hydrogen is required to satisfy the EEDI candidate 1. Additionally, in the cases of Ships
#3 to #5 with larger capacities, less than 15% of the generated BOH is permittable for
re-liquefaction.

Table 10. Permittable R/G fractions of the LH; carriers according to EEDI candidate 1.

Case Permittable R/G Fraction (%)
Ship #1 No re-liquefaction
Ship #2 No re-liquefaction
Ship #3 9.37
Ship #4 8.20
Ship #5 14.81
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Figure 10. Attained EEDISs for (a) Ship #1, (b) Ship #2, (c) Ship #3, (d) Ship #4, and (e) Ship #5 using EEDI candidate 1.

5.3.2. EEDI Candidate 2

Figure 11 shows the energy-based EEDI calculation results defined for EEDI candidate
2. Each graph for Ships #1 to #5 presents the results of this energy-based EEDI with varied
R/G fractions. The graphs also exhibit the required EEDI phase 3 for LNG carriers with
the same rescaled deadweight as each LH; carrier. Similar to the attained EEDI shown
in Figure 10, as the R/G fraction increases, the energy-based EEDI increases. Moreover,
the energy-based EEDI tends to decrease as the volumetric capacity of the ships increases.
However, unlike the attained EEDI results shown in Figure 10, every ship is able to re-
liquefy a ratio of BOH between 25% and 33% such that the energy-based EEDI is less than
the required EEDI phase 3 of LNG carriers. These results were obtained due to the rescaled
deadweight that was increased from the original deadweight considering the differing
heating values of LH; and LNG. Table 11 shows the permittable R/G fractions of Ships
#1 to #5. The permittable R/G fraction tends to increase as the volumetric capacity of the
ships increases.

Table 11. Permittable R/G fractions of the LHj carriers according to EEDI candidate 2.

Case Permittable R/G Fraction (%)
Ship #1 26.20
Ship #2 25.45
Ship #3 30.00
Ship #4 27.79
Ship #5 33.35

The differences between Tables 10 and 11 indicate how the mass and energy densities
of LH; differ from those of LNG. Because LH; has a lower density but larger heating
value than LNG, the permittable R/G fraction is larger in EEDI candidate 2 than in EEDI
candidate 1. The cargo of the currently used energy carriers under EEDI regulations is
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mainly hydrocarbon materials such as oil and LNG. These materials have different densities
and heating values compared to hydrogen. The existing EEDI regulation for energy carriers,
which is calculated using the mass-based deadweight, is used due to the properties of
these hydrocarbons. Therefore, the application of this regulation directly to LH, carriers
without considering the properties of LH; is inappropriate. The large heating value of
hydrogen should be reflected in these regulations such that the energy carrier may carry
energy efficiently.
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Figure 11. Energy-based EEDIs for (a) Ship #1, (b) Ship #2, (c) Ship #3, (d) Ship #4, and (e) Ship #5 using EEDI candidate 2.

5.3.3. EEDI Candidate 3

EEDI candidate 3 exempts the LH, carriers from the EEDI regulations. The LH,
carriers deliver LHj cargo, which emits no CO,, unlike other fuels. In addition, it is highly
likely that only CO,-free LH, will be allowed for international trading. Therefore, although
regulations on CO, emissions may not be imposed on LH; carriers, LH is far less CO,-
intensive than other liquefied cargos such as LNG and LPG considering the entire supply
chain.

In this case, the BOH R/G fraction is determined mainly via economic motivations. As
discussed in Section 5.2, the SLCC of the BOH re-liquefaction system decreases as the R/G
fraction increases. Consequently, all BOH may be re-liquefied considering the economic
results obtained using EEDI candidate 3.

Table 12 shows the SLCCs for the permittable R/G fractions obtained using each
EEDI candidate. As described in Section 5.3.1, the permittable R/G fraction indicates the
amount satisfying the EEDI restrictions for each candidate. In the case of EEDI candidate 3,
this ratio is 100% because there is no EEDI restriction. Compared with EEDI candidate 1,
the SLCC for the permittable R/G fraction decreases from 50% to 68% depending on the
capacity of the LH; carriers in EEDI candidate 3. Likewise, the SLCC decreases from 18%
to 48% compared to the EEDI candidate 2. These results indicate the economic advantages
that may be obtained when LH; carriers are not subjected to EEDI restrictions. Considering
this advantage and the CO,-free characteristic of LHj,, the EEDI-free regulation of LH,
carriers can be considered, which exempts LH; carriers with LNG fuels from the CO,
emissions restrictions.
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Table 12. SLCCs for the permittable R/G fractions obtained using each EEDI candidate.

SLCC with EEDI Candidate ($/kg) ~ Ship#1 Ship#2 Ship#3  Ship#4  Ship#5

EEDI Candidate 1 - - 4.64 4.01 3.05
EEDI Candidate 2 4.64 3.51 2.18 2.16 1.87
EEDI Candidate 3 1.96 1.83 1.50 1.53 1.53

6. Conclusions

This study proposed a partial BOH re-liquefaction system based on the reverse Brayton
helium cycles. This system divides the generated BOH into two streams, one of which
is to be re-liquefied and the other is utilized to generate electricity in PEMFC stacks.
Various evaluations for the system were performed based on an assumed voyage route,
five different LH; carrier specifications, and an assumed LH, production cost.

The SEC increased from 8.22 to 10.80 kWh/kg as the R/G fraction increased from
10% to 100%. The exergy efficiency was increased from 0.209 to 0.258 as the R/G fraction
increased from 10% to 30%, and it converged to 0.258 when the R/G fraction was larger
than 30%. The exergy loss in heat transfer occupied the largest portion of all. Due to the
excessive cold energy of the BOH heading to the PEMFC stacks, compared to other R/G
fraction cases, 58% and 15% more exergy loss occurred in 10% and 20% cases, respectively.

The system economics indicated that the re-liquefied mass of BOH is inversely pro-
portional to the SLCC. The gradient of this decrease became smoother as the re-liquefied
mass of BOH increased. When the re-liquefied mass of BOH was larger than 7200 kg/day,
the SLCC was almost unchanged from 1.5 $/kg; this value is much lower than 6.50 $/kg,
which is the assumed LH; production cost.

Considering EEDI candidate 1, the attained EEDI demonstrated that most of the
BOH should not be re-liquefied when the required EEDI was evaluated based on the
parameters of the LNG carrier for the required EEDI phase 3 with the same volumetric
capacity. However, for EEDI candidate 2, it was shown that the permittable R/G fraction
was between 25% and 33% considering energy-based EEDI and required EEDI phase 3.
Finally, for EEDI candidate 3, the EEDI-free regulation of LH, carriers was discussed
considering the CO,-free characteristic of LHj. If the EEDI regulation is not used for LH;
carriers, the SLCC of the BOH re-liquefaction system decreases up to 68% compared to
LNG carriers with equivalent EEDI regulations.
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Nomenclature

Scripts Description

Wnet Total work required to re-liquefy BOH (kW)
Weom p1 Work input for Comp 1 (kW)

Weomp 2 Work input for Comp 2 (kW)

WExp1 Work output for Exp 1 (kW)

WExp 2 Work output for Exp 2 (kW)

MBOH —generation Mass flow of the generated BOH (kg/s)
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Mye_ligeufaction Mass flow of the re-liquefied BOH (kg/s)

Es Physical flow exergy of stream (kJ)

Er Thermal exergy of stream (kJ)

Em Mechanical exergy of stream (k])

Hg Enthalpy of stream at present state (kJ)

H.. Enthalpy of stream at state ** (kJ)

Hp Enthalpy of stream at dead state (k])

Ss Entropy of stream at present state (k] /K)

Sk Entropy of stream at state ** (kJ /K)

So Entropy of stream at dead state (k] /K)

Ty Ambient temperature (K)

Tex Exergy efficiency

EBOH to PEMEC—in Physical flow exergy of Stream 106 (kW)

E BOH to PEMEC—out ~ Physical flow exergy of Stream 108 (kW)

E re—liquefaction—in Physical flow exergy of Stream 102 (kW)

E,e,l,'qwf,,d,»an,om Physical flow exergy of Stream 105 (kW)

CoL Cost of the operator salary ($/yr)

Cur Cost of utilities ($/G]J)

Cwr Cost of the cooling water ($/G]J)

EEDIu Attained EEDI (g/ton-mile)

Pume Power of the main engine (kW)

Pag Power of the auxiliary engine (kW)

CmE Conversion factor of the main engine between fuel consumption
and CO, emissions

Car Conversion factor of the auxiliary engine between fuel consumption
and CO, emissions

SFCumE Specific fuel consumption of the main engine (g/kWh)

SFCaE Specific fuel consumption of the auxiliary engine (g/kWh)

DWT Deadweight of the ship (ton)

Vier Speed of the ship (knot)

MPPyot0r Rated output of the motor (kW)

7 Product of the electrical efficiencies of the generator, transformer,
converter, and motor

PpemEC Electricity generated from the PEMFC (kW)

Pre1ig Power required for re-liquefaction (kW)

EEDI,.f Reference EEDI (g/ton-mile)

EEDIyeq Required EEDI (g/ton-mile)

DWTeargo Deadweight of cargo (ton)

DWTyher Deadweight without cargo (ton)

DWT,,_scaled Re-scaled deadweight (ton)

LHV o Lower heating value of LH2 (M]/kg)

LHV| NG Lower heating value of LNG (M]/kg)

EEDILenergy—based Energy based EEDI (ton)

Abbreviation Description

BOG Boil-off gas

BOH Boil-off hydrogen

CO, Carbon dioxide

MO International Maritime Organization

LCC Life cycle cost ($)

LH, Liquid hydrogen

LNG Liquified natural gas

MEPC Marine Environment Protection Committee

PEMFC Proton-exchange membrane fuel cell

R/G fraction Re-liquefaction-generation fraction (%)

SEC Specific energy consumption (kWh/kg)

SLCC Specific life cycle cost ($/kg)
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Abstract: This article attempts to model interdependencies between socio-economic, energy, and
environmental factors with selected data characterizing the development of the hydrogen economy.
The study applies Spearman’s correlation and a linear regression model to estimate the influence of
gross domestic product, population, final energy consumption, renewable energy, and CO, emission
on chosen hydrogen indicators—production, patents, energy technology research, development, and
demonstration budgets. The study was conducted in nine countries selected for their actions towards
a hydrogen economy based on analyses of national strategies, policies, research and development
programs, and roadmaps. The results confirm the statistically significant impact of the chosen
indicators, which are the drivers for the development of the hydrogen economy from 2008 to 2018.
Moreover, the empirical results show that different characteristics in each country contribute to the
development of the hydrogen economy vision.

Keywords: linear regression model; Spearman’s correlation; national hydrogen strategies; hydrogen
economy implementation

1. Introduction

In recent years, hydrogen production and fuel cell technologies have attracted the
attention of the authorities in many countries. Moreover, the number of research studies
related to these technologies increases significantly every year. Such technologies are
perceived as breakthrough solutions with the potential to become clean and sustainable
energy carriers [1]. Hence, many countries include the possibility of supporting the
development of hydrogen and fuel cell vehicle production (along with the necessary
infrastructure) in their energy policy scenarios for the coming years. These policies are
connected to the national net-zero emissions target declarations in European [2-7] and
Asian [8-10] countries, as well as the USA [11] and Australia [12], among others. Hydrogen
is predicted to play a significant role in the energy transformation of global economies [13].

The demand for hydrogen is mainly linked to oil refining and chemical industries [14,15].
Despite the limited consumption of hydrogen in other sectors of the economy, it has
significant potential in the power industry through its use in fuel cells. Currently, most
hydrogen applications are focused on generator cooling and hydrogen burning in boilers
or CHP units onsite. In transport, hydrogen can be used as a fuel, both directly (fuel cells,
internal combustion engines) or indirectly (complex synthetic fuels) [16].

Various technologies are involved in hydrogen production [17,18]. Hydrogen can
be produced by electrolysis using nuclear or renewable electricity (green hydrogen). The
proportion of hydrogen produced from renewable energy is still insignificant, mainly due
to cost. Hydrogen can also be produced using fossil fuels, e.g., hard or lignite coal and
natural gas, with CO, emissions reduced via carbon capture storage (blue hydrogen). Fossil
fuels are still the main source of fuel for hydrogen production (natural gas, approximately
75%; coal, approximately 23%) [18]. Hydrogen production is also possible without using
the CCS method of Steam Methane Reforming (SMR) or the gasification method (grey or
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brown hydrogen). The pyrolysis process of methane is an alternative production method
(turquoise hydrogen).

The development of hydrogen energy is currently related to the search for ways to
implement economic production of green hydrogen by reducing the cost of large-scale
production [1,19]. Moreover, the implementation of hydrogen technology is particularly
important in transport since a continuous increase in road traffic is expected [20]. Transport
is predicted to be the main target for the application of hydrogen energy in the near
future [21].

The implementation of new hydrogen energy technologies depends, inter alia, on
the state of the economy of individual countries and the long-term goals and scenarios
included in their national strategies, policies, research and development (R&D) programs,
and roadmaps [14,22]. The processes of decarbonization of the economy and energy
transformation are also associated with many socio-economic, environmental, and legal
factors [23,24]. Most of the studies of the hydrogen economy involve prognostic analy-
ses. Such analyses consider the production and demand for hydrogen together with the
development of fuel cell vehicles and the accompanying infrastructure.

Current policies for a hydrogen economy based on a Romanian example were de-
scribed by Iordache et al. [25]. They referred to energy (energy dependency, RES, net import
of electricity, combined heat and power electricity production), transport (road density,
roads fuel consumption, motor vehicles), and environmental indicators (CO, emissions).
Xu et al. [26] studied the influence of factors such as CO, emissions, per capita income,
the scale of the labor input, the added value in the industry, and European governmental
mechanisms for the production of renewable energy based on hydrogen. National eco-
nomic variables have been found to have a positive impact on hydrogen-based renewable
energy. The number and type of patents in selected countries were used as tools to map the
development of the hydrogen economy by Sinigaglia et al. [27]. In terms of technological
progress, Japan and the United States were found to be the most advanced. The level
of application of hydrogen technologies in selected economies for 2008 was analyzed by
Leben and Hocevar (2008) [28]. They used correlations of national development indicators
(gross domestic product, public expenditure on education, R&D expenditure, number of
researchers, science and technology doctorates, general patents, greenhouse gas emissions,
total final energy consumption) together with a group of hydrogen indicators (number of
hydrogen refueling stations, fuel cell vehicles, and hydrogen production). The study sup-
ported the hypothesis that the implementation of hydrogen technologies was dependent
on selected national development indicators.

In addition, the analysis of environmental (CO, emissions) and economic (GDP, oil
prices) factors in relation to renewable energy sources was applied by Sadorsky [29], show-
ing a significant impact of emissions and GDP on the consumption of renewable energy.
Similar conclusions were reported by Wang et al. [30], describing the significant impact of
GDP on RES consumption. Marques and Fuinhas [31] showed that market dependencies
such as fossil fuel prices and incomes were not significant for the development of RES at
the turn of the 20th and 21st centuries. Mendonga et al. [32] demonstrated the positive
impact of GDP and population on CO, emissions and renewable energy production as a
way to reduce emissions.

This research attempts to correlate the following factors:

e  socio-economic (gross domestic product, population)

e  energy (gross final energy consumption including transport and industry, the share of
renewable energy of primary energy supply)

e  environmental (total CO, emissions including transport and industry emissions)

e hydrogen (volume of hydrogen production, the number of patents for hydrogen
production and fuel cells, research, development, and demonstration subsidies for
energy technology).

Using Spearman’s correlation and a linear regression approach, the relationship be-
tween indicators was examined in this research. These methods were previously used in
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various studies related to the analysis of environmental, economic, and energy factors in
the areas of renewable energy. Directly in the field of the hydrogen economy, Spearman’s
method for national development and hydrogen was used by Leben and Hocevar [28].
Spearman’s rank correlation was also used by Durmusoglu et al. [33] to visualize the factors
that influence environmental performance. The correlations were sought for the variables
of GDP, CO, emissions, and renewable energy consumption as well as for environmental,
energy, and economic indexes. Spearman’s correlation was also used to search for indica-
tors covering the economy, society, and the environment to present the level of sustainable
development [34]. The linear regression approach was applied by Asumadu-Sarkodie
and Owusu [35], showing a positive correlation between CO, emissions, energy use, GDP,
and population. Menz and Vachon [36] discussed the contribution of various policies and
systems in US states to the development of wind energy. For this purpose, they used linear
regression equations.

In this article the comparison was made for the following nine countries: China, the
United States, Japan, the Republic of Korea, the Netherlands, France, the United Kingdom,
Germany, Australia. These countries were selected because of their commitment to imple-
mentation of hydrogen strategies and overall progress towards a hydrogen economy (see
Section 1.1). Time-series data from 2008 to 2018 were analyzed.

Multiple factors, such as socio-economic, energy, and environmental ones, strongly
influence the development of the countries with zero-emission policies. Because of that,
there is a need to distinguish which specific indicators affect the development of the
hydrogen economy in order to create better and more effective strategies in the coming
years. The presented methodology, as well as multidimensional factors, will confirm
the hypothesis:

“There is a correlation between selected economic, energy, and environmental indicators
and the development of the hydrogen economy in countries involved in the implementation
of hydrogen technologies”.

This study adds value to the extant literature in two novel ways. The first is the
analysis of the possibilities for the development of hydrogen technologies and modeling
interdependencies between chosen indicators. This is considered by monitoring the number
of subsidies and the number of patents dedicated to these solutions, as well as observations
of the hydrogen market in the country (through the volume of hydrogen production and
consumption) concerning a selected group of indicators essential to strategic policy creation.
Secondly, the study improves the global debate on the steps taken so far to evolve the
low-carbon economy and the energy transition associated with the vision of the future
of hydrogen.

1.1. Hydrogen Strategy in Chosen Countries

Hydrogen is a crucial factor in most strategies employed by 75 countries to achieve
net-zero greenhouse gas emissions. By the beginning of 2021, over 30 countries had created
hydrogen roadmaps or strategies at a national level. An additional six are currently drafting
their strategies. Among the countries analyzed, four have hydrogen strategies and the
rest have hydrogen roadmaps (Figure 1). The main focus of these policies is transport
and industry.

The United States is the world leader in stocks of FCEVs, with approximately one
in three FCEVs on USA roads. The USA is closely followed by China, Japan, Korea [37],
Germany, and France [38]. The situation in China and Korea is particularly dynamic, with
new sales climbing from a few units in 2017 to almost 4400 in China and 4100 in Korea, in
2019. The global forecast is for 4.5 million FCEVs by 2030 [37].
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Figure 1. The latest hydrogen-related government documents cited in this paper.

In 2019, there were 470 hydrogen refueling stations in the world. Compared to 2018,
there was a significant increase in their number by over 20%. Most of these stations are
located in Japan (113). Germany has 81, the United States has 64, and China has 61 [37].
The number of FCEVs is projected to continue to increase, e.g., in China to one million
by 2030 [39], in Korea, to 800,000 by 2030 [8], in the Netherlands to 15,000 by 2030 [5], in
France to 22,500 by 2028 [40], and in Japan to 800,000 by 2030 [9].

Much attention has also been given to buses, trains, inland and coastal navigation, car
fleets, and airplanes. For example, the EU indicated that around 45,000 fuel cell trucks and
buses could be put on the road by 2030. Fuel cell trains could also replace approximately
570 diesel trains by 2030 [41]. The French National Railway Company has already taken
the first step in this direction by ordering 15 hydrogen trains [40]. Japan and China are also
developing hydrogen railway technology [42].

Germany will allocate EUR 0.6 billion for the purchase of buses with an alternative
drive system as part of the H2 Mobility program [43]. Japan plans to purchase 1200 hydro-
gen buses by 2030 [9]. Since air traffic will continue to run on liquid fuel, it makes sense to
require suppliers to use electric jet fuel, the production of which uses green hydrogen. In
the interest of an ambitious market ramp-up, a 2% minimum for 2030 is being discussed [2].

The priorities of hydrogen strategies also include the need to decarbonize construction,
industry (e.g., steel, chemical), and the power system. Korea is already a leader in hydrogen-
based micro-CHP plants (mCHP) in new buildings. It is predicted that by 2030, there will
be 20,000 mCHP in buildings, consuming 150,000 tons of hydrogen per year. In addition,
as much as 3.5 GW of power generated from hydrogen fuel cells will be installed [8]. Japan
forecasts that there will be 5.3 million stationary fuel cells in households by 2030 [9].

In the EU, clusters can play a major role in helping countries in the decarbonizing
industry. Their goal is to facilitate cooperation and help create an energy-saving industry,
e.g., the Rotterdam cluster [3]. In the Netherlands, the chemical industry can play an
important role in capturing and utilizing carbon dioxide with green hydrogen. In Germany,
attention is focused on the steel industry. Planned investments will focus on alternative
processes, i.e., hydrogen injection into blast furnaces and direct hydrogen reduction in
dedicated installations. Such solutions are also promoted by Posco, the dominant steel
producer in South Korea [44].

Another priority for hydrogen strategies is the power system. For example, Japan is
promoting the installation of gas supply systems to store surplus electricity from renewable
energy as part of the Fukushima demonstration project [9].

Certain international initiatives should also be mentioned. In Germany, the coalition
committee’s package for the future provides EUR 2.0 billion to intensify international
cooperation in the field of hydrogen at all levels [2]. Globally, there are 228 hydrogen
projects across the value chain which result from the assumed strategic goals [38]. Europe
is the global leader in the number of proposed hydrogen projects, with Australia, Japan,
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and Korea. China and the USA are following as additional hubs [45]. Over half of the
announced projects (55%) are located in Europe [38]. One of the most active EU member
states in expanding hydrogen technologies is Germany [2].

If all projects are successful, the total investment will exceed USD 300 billion in hy-
drogen spending by 2030 [38]. Particular attention is given to R&D projects. Several
countries are developing ambitious research programs as part of their national hydrogen
strategy (e.g., Australia, South Korea, and several EU member states) [46]. In 2019, sig-
nificant funding was allocated to these projects by Japan (USD 281.7 million), the USA
(USD 120 million), and Germany (USD 50.7 million) according to an IEA estimation [47].
Germany has launched a research campaign called ‘Hydrogen Technologies 2030". Its key
elements are technologies dedicated to the transport sector, steel and chemical industries,
the green hydrogen production industry, technologies for export, and the creation of a new
research network.

Patents are the result of many R&D projects in this field. In 2019, significant progress
was made in the filing of patents for hydrogen technologies and fuel cells: China (1493),
Japan (682), and Korea (444) [48]. These three countries account for over 55% of all global
fuel cell patents and over 65% of all hydrogen-related patents. EU countries have only
issued around 16% of all patents. Among the European countries analyzed, Germany filed
the most patents (136 in 2019) [48].

Growing demand for hydrogen in various sectors will depend on innovative solu-
tions to increase hydrogen production. In Europe, Germany is the largest producer of
hydrogen with an estimated annual volume of over 2.4 billion m? in 2019. The second-
largest producer is the Netherlands (2.1 billion m3) [37]. However, China ranks first in the
world in the production of hydrogen (4.3 billion m?), which accounts for 18% of the total
world production [49]. Second in the world is the USA (2.6 billion m?). These countries
produce hydrogen from fossil fuels (natural gas, oil, coal), and to a much lesser extent, via
electrolysis. Replacing them with renewable energy sources is a priority.

Australia, California, and the United Kingdom have great potential in the development
of renewable energy. However, Germany aims to become the lead supplier of green
hydrogen technology to the global market [40]. Geoscience Australia estimates that, based
on the quality of its wind, solar, and water resources alone, about 11% (872,000 kmz) may
be highly suitable for hydrogen production [12]. However, the United Kingdom has one of
the largest offshore wind farm markets in the world. The state of California in the USA has
large resources of renewable energy (31.7% of the energy mix in 2019 [50], 50% in 2030 [51]).
It should also be mentioned that Japan has built a hydrogen plant in Namie, Fukushima, to
implement full-scale power-to-gas technology. The facility, called Fukushima Hydrogen
Energy Research Field (FH2R), uses a 20 MW solar power plant on a 180,000 m? site along
with grid energy to electrolyze water in a renewable 10 MW hydrogen production unit,
the world’s largest [52]. Australia is also planning a project on a similar scale as part of the
ARENA program [42].

The development of hydrogen technologies contributes to the establishment of inter-
national partnerships by various countries, increasing the prospects of creating a hydrogen
economy. The example of such cooperation is The International Partnership for Hydrogen
and Fuel Cells in the Economy (IPHE). The intergovernmental organization was created to
facilitate the transition to clean energy and mobility systems based on hydrogen technolo-
gies. Apart from the analyzed and described countries (China, the United States, Japan,
Republic of Korea, the Netherlands, France, the United Kingdom, Germany, Australia), the
members of this organization also include Chile, Italy, Austria, Brazil, Costa Rica, Iceland,
Canada, India, and European Commission [53]. All member states are obliged to accelerate
the development of hydrogen technologies, which directly increases the prospects for the
development of the hydrogen economy in these countries. It is visible among others by
dominating the global market in terms of the distribution of fuel cell vehicles and the
number of hydrogen refueling stations [54].
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The contribution of individual countries to the development of the hydrogen economy
is also visible through the global collaboration The Hydrogen Valley Platform founded by
the Fuel Cells and Hydrogen Joint [55]. The platform collects flagship hydrogen projects.
Currently, 36 Hydrogen Valleys in 19 countries are described. In addition to the afore-
mentioned countries, Denmark, French Guiana, Portugal, Romania, Slovakia, Spain, and
Thailand stand out in terms of planned investments in hydrogen technology.

The foundations for the creation of hydrogen economies and societies in African
countries are established thanks to the pancontinental association The Africa Hydrogen
Partnership. Particular efforts in this direction are visible in Morocco (partnership with
Germany to develop the first green hydrogen plant in Africa) and in the Republic of South
Africa (expanding knowledge and innovation in hydrogen technology via the Hydrogen
South Africa—HySA initiative) [56].

2. Data and Methodology
2.1. Indicators

The study correlates selected economic, energy, and environmental indicators along
with a group of specific factors connected with the development of the hydrogen economy.

2.1.1. Hydrogen Indicators (HyInd)

The group of hydrogen indicators consisted of hydrogen production volume (HPV, in
billion m?), the number of patents (PAT, numbers of patents), and energy RD&D budget
(RDD, in USD miillion) in the hydrogen production and fuel cells category. Additionally,
data for hydrogen consumption were also compiled (HCV, in billion m3).

The hydrogen production and consumption data could be used to monitor trends in
the hydrogen market at national levels. They could also be used to illustrate hydrogen
use. The hydrogen volume indicator is the estimated amount of hydrogen produced in
a particular market and refers to production in physical terms. The data come from the
Al-powered statistical database for market analysis, IndexBox. They are shown after raw
and mirror information is combined, and after performing IB Al algorithms to eliminate
any anomalies and to complete missing data [57]. To a large extent, the data for hydrogen
consumption overlap with production volumes due to the current use of hydrogen and
the complexity of hydrogen storage and distribution [17]. Most hydrogen is produced and
consumed on-site [58,59]. For this reason, only production data were used in the correlation
analysis and modeling.

The process of developing new methods of production and application of hydrogen
is associated with its potential funding. Government subsidies support research and
development, and further technological changes relevant to the industry, energy, and
transport sectors. The allocated subsidies reflect an assessment of the state’s efforts to
increase competitiveness in a given technology and are important in accelerating the
implementation of hydrogen technology [60]. Collective data on RD&D budgets (for
hydrogen and fuel cell technology in particular) were used. Collective data were used
firstly because different countries use different methodologies to allocate subsidies and
secondly because the data are incomplete for several years. These data are compiled by the
International Energy Agency (IEA) and include central or federal government budgets and
expenditures by state-owned companies. The database reflects the expenditure allocated to
basic and applied research, experimental development programs, and energy-related and
fundamental research programs in selected countries [45]. The statistics are available only
for IEA member countries.

A good indicator of the level of innovation is the number of patents filed [61]. This
enables the preferred directions of technological progress for a given country to be deter-
mined [62,63]. Patents are considered to be key in accelerating the development of the
hydrogen economy [27]. The number of patents per country per year (from 2014 to 2018) in
the hydrogen production and fuel cells category according to an established classification
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system (the Cooperative Patent Classification—CPC) were obtained from the Fuel Cells
and Hydrogen Observatory (FCHO) as extracted from the PatBase database [48].

2.1.2. Economic, Energy, and Environmental Indicators
The following significant national indicators were identified:

e economic (gross domestic product—GPD, in USD trillion)

e energy (total final energy consumption—TFC, including transport TFC_T and industry
TFC_I, in Mtoe; proportion of primary energy supply that is renewable—RES, in %)

e  environmental (total carbon dioxide emissions—CO;, including transport CO,_T and
industry emissions CO,_I, in Mt).

The population (POP, in mln) of the country was also taken into account.

Population and GDP are the variables used in the vast majority of the studies related
to the environment and energy [26,28,32,64]. GDP is a synthetic and objective measure
of economic performance, but it is essential to policy creation [65]. For comparison, data
normalization in terms of gross domestic product and population was also used, eliminat-
ing the influence of the size of the countries concerned. GDP data were obtained from the
Organization for Economic Cooperation and Development (OECD) database. Population
statistics were compiled by the World Bank.

Carbon dioxide emissions contribute to climate change and environmental degrada-
tion. Currently, hydrogen is produced from fossil fuels, with significant CO, emissions.
Since the 1930s, the vision of a hydrogen economy has been associated with the reduction
of emissions [66]. Reducing carbon emissions across the economy is essential to achieve
carbon neutrality. The impact of greenhouse gases in the context of a hydrogen economy
has been considered by various authors [25,26,28]. The reduction in CO, emissions is
an indicator of the level of decarbonization of a given country. This may contribute to
supporting hydrogen technologies.

TFC data help to estimate the environmental impact of energy use. The indicator
can be used to monitor and evaluate the success of key policies that have been designed
to influence energy consumption and energy efficiency [67]. A significant relationship
exists between energy consumption and economic growth in the long term [68,69]. In
addition, economic growth drives energy consumption in the end-use sectors of transport
and industry. The share of the industry and transport sectors in the total final energy
consumption in the selected countries is significant. The statistics reports and database
compiled by the IEA were used to provide data for carbon dioxide emissions and total final
energy consumption [70,71].

The last factor is renewable energy defined as the proportion of the total primary
energy supply that is renewable. The source of the RES indicator was the OECD. The RES
indicator illustrates the commitment of a given country to search for clean and ecological
energy sources as an effective solution to increasing energy production, taking into account
environmental constraints (e.g., greenhouse emissions). Access to clean, modern, and more
efficient energy in all countries is also important in the context of sustainable develop-
ment [72], while the use of renewable energy sources in the hydrogen production process
is defined as the long-term goal of a developed hydrogen economy [73]. Interest in green
hydrogen production solutions facilitates the development of renewable energy technolo-
gies on a large scale [13]. Countries with a large share of RES with the possibility of further
renewable-cost reduction, have the potential to develop a clean hydrogen economy [1].

2.2. Methods

The analysis involved two stages. First, Spearman’s correlation was used, the sec-
ond, one-parameter and multi-parameter linear regression models (ordinary least squares
method) were used. The basis for choosing Spearman’s correlation is that it is more general
using than the Pearson correlation (which is only for a linear relationship). Additionally,
Spearman’s correlation is more resistant to outliers in trials than the Pearson correla-
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tion. Spearman’s method was used in many articles concerning the area of renewable
energy [28,33,34,74-79].

2.2.1. Spearman’s Correlation

Spearman’s correlation was used to investigate the relationship between the two
selected parameters, one from each of the hydrogen indicator groups and one from the
economic, energy, and environmental indicator groups—Equation (1).

- ADR) “RE)(R(y) ~R()
V(2 Re6) - RG)) 3 22 (R(5) - RG)

)

2

where:

X—parameter

y—parameter

R(x) and R(y)—ranks of the x and y variables
R(x) and R(y)—mean ranks

n—total number of observations

i—number of observations

2.2.2. The Linear Regression Models

In the second part of the calculation, the regression tool from the RStudio and Analysis
ToolPak (MS Excel) was used to perform a linear regression analysis using the least squares
method. This enables analysis of the influence of independent variables on the dependent
variable. To select parameters potentially best suited to the parameters closely related to
the hydrogen economy, a single-parameter regression model was built. A linear regression
model has also been used many times in the energy area, for example, in [35,36,80-84].

Linear regression Equation (2) is as follows:

Vio(en) = cl(en, y,, xq0) + c2(cn, y,, Xdo) X Xigo(cn) ()

where:
xgo(en) € DI(en), y, € DO(cn)
cl, c2—regression coefficients, values depend on the country and parameters used in the
calculations, including their values
cn—country
years of analysis: from 2008 to 2018
DI—data input (raw values in Supplementary Data, Table S1)
DO—data output (raw values in Supplementary Data, Table S1)
DO = (HPV, RDD); DI = (POP, GDP, TFC, TFEC_T, TFC_I, RES, CO2, CO2_T, CO2_I)
The purpose of the analysis of various parameters is to maximize the value of the
linear regression coefficient R? depending on the country and yj, Xq9. For each parameter,
the c1 and c2 coefficients were calculated.
An example of the application of Formula (3) is presented below:

HPV; (JPN) = c1(JPN, HPV, GDP) + c2(JPN, HPV, GDP) x GDP; (cn) ©)

where:

JPN—]Japan
GDP—Gross Domestic Product as parameter
GDP;—GDP value in year i

Next, a parametric regression model was built to select a pair of parameters poten-
tially best suited to the parameters closely related to the hydrogen economy (hydrogen
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production and share of technology energy research, development, and demonstration
(RDD) budget).
Overall multiple (two-parameter) linear regression Equation (4):
Vio(en) = cl(en, y,, Xd1,Xa2) + €2(en, y,, X1, Xd2) X Xig1(cn) + €3 (en, y,, X1, Xd2) X Xig2(cn) 4)
where:
Xg1(en), xg2(en) € DI(en), xg1 # X2
¥, € DO(cn)
c1, 2, c3—regression coefficients; values depend on the country and parameters used in
the calculations, including their values
cn—country
i—years of analysis: from 2008 to 2018
DI—data input (raw values in Supplementary Data, Table S1)
DO—data output (raw values in Supplementary Data, Table S1)

Analyzed combinations in terms of DO and DI:
DO = (HPV, RDD); DI = (POP, GDP, TFC, TFC_T, TEC_I, RES, CO2, CO2_T, CO2_I)

— . _ (POP TEC TFC_T TEC_I CO2 CO2_ T CO2_I
DO = (HPV’ RDD)’ DI = <GDP’ GDP’ GDP 7 GDP RES, GDP’ GDP 7 GDP >

— . _ (GDP TEC TEC_T TFC_I CO2 CO2_T CO2_1I
DO = (HPV’ RDD)’ DI = <POP’POP’ POP # POP ’ RES, POP’/ POP ’ POP >

DO = (HPV, RDD); DI = log(POP, GDP, TFC, TFC_T, TEC_I, RES, CO2, CO2_T, CO2_I)

DO = log(HPV, RDD); DI = log( &3, &, Th5eE, 155, RES, 5%, <G%T, 5+ )

DO = log(HPV, RDD); DI = log(%,%,ngf,T,L;gﬁl, RES, §53, 8251, CI%P—I)

DO = (HPV, RDD); DI = sqrt(POP, GDP, TEC, TFC_T, TFC_I, RES, CO2, CO2_T, CO2_I)

— . DI — POP TFC TFC T TFC I CO2 CO2 T CO2 I
DO = (HPV, RDD); DI = Sqrt<GDP'GDP’ cop » cop - RES, G55, 6o “Gop )

DI — GDP TFC TFCT TFCI CO2 CO2 T CO21
DO = (HPV, RDD); DI = Sqrt(WfW/ rop - pop - RES, pop, “por - POI7)
DO = (HPV, RDD); DI = (POP, GDP, TFC, TFC_T, TFC_I, RES, CO2, CO2_T, COZ_I)Z

2
_ . _ (POP TFC TFCT TFC I CO2 CO2 T CO2 1
DO = (HPV, RDD); DI = (GDP' Gops “cop + cop + RES, 5pp, ~Gop » ~Gop )

2
— . _ (GDP TFC TEC T TEC_I CO2 CO2_ T CO2_I
DO = (HPV’ RDD)’ DI = (POP’ POP’ POP # POP RES, POP’  POP ’ POP )

The purpose of the analysis of the combination of different pairs of parameters is to
maximize the value of the linear regression coefficient of determination R? depending on
the country and selected cn, yo, X4q1, Xq2- For each selected combination, the following
coefficients were calculated: c1, c2, and ¢3 (using the least squares method).

An example of the application of Formula (5) is presented below:

HPV;(JPN) = c1(JPN, HPV, GDP, TFC) + c2(JPN, HPV, GDP, TEC) x GDP;(cn) + ¢3(JPN, HPV, GDP, TEC) x TFC;(cn) (5)

where:

JPN—]Japan
GDP—Gross Domestic Product as parameter
GDP;—GDP value in year i

73



Energies 2021, 14, 4811

14

2

0 600

8

3. Results and Discussion
3.1. Spearman’s Correlation

The study aimed to determine whether there is a correlation between the variables
(HPV, RDD, PAT) and the indices (POF, GDP, TFC, TFC_T, TFC_I, RES, CO2, CO2_T, CO2_I)
and to see which variables influence hydrogen indicators. The study used Spearman’s
correlation test for nine countries.

In Spearman’s correlations of the matrices, it is clear that correlations occur in all
the analyzed dependencies (Figures 2 and 3; Supplementary Data, Figures S1-518). The
reason for their association strength is different. The following thresholds were adopted
in the analyses [85]: very strong (the correlation coefficient >0.80), strong (the correlation
coefficient >0.60; <0.80), moderate (the correlation coefficient >0.40; <0.60), weak (the
correlation coefficient >0.20; <0.40), and very weak (the correlation coefficient >0.0; <0.20).
The relationships between the two variables can be positive or negative.

In 2008 (Figure 2), HPV was most strongly correlated with POP (0.60). The remaining
correlation values are at a similar level in the range (0.45-0.57). These are moderate
dependencies. In the case of RDD, the strongest correlation is seen for TFC_I, and CO2_I
(0.90). The other correlations are also stronger compared to the relationship between the
chosen indicators and HPV.
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Figure 2. Spearman’s correlation and compilation of data for all analyzed countries in 2008. *, **, ***—the more symbols,
the stronger the correlation. Abbreviations: HPV—hydrogen production volume; RDD—energy RD&D in the hydrogen
production and fuel cells category; POP—population; GPD—gross domestic product; TFC—total final energy consumption;
TFC_T—total final energy consumption in transport; TFC_I—total final energy consumption in industry; RES—share of
renewable energy of primary energy supply; CO2—total carbon dioxide emissions; CO2_T—total carbon dioxide emissions

in transport; CO2_I—total carbon dioxide emissions in industry.
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Figure 3. Spearman’s correlation and compilation of data for all analyzed countries in 2018. *, **, ***—the more symbols,
the stronger the correlation. Abbreviations: HPV—hydrogen production volume; RDD—energy RD&D in the hydrogen
production and fuel cells category; PAT—number of patents; POP—population; GPD—gross domestic product; TFC—total
final energy consumption; TFC_T—total final energy consumption in transport; TFC_I—total final energy consumption in
industry; RES—share of renewable energy of primary energy supply; CO2—total carbon dioxide emissions; CO2_T—total
carbon dioxide emissions in transport; CO2_I—total carbon dioxide emissions in industry.

In 2018 (Figure 3), HPV was most strongly correlated with TFC_I and CO2_I (0.65).
The relationship between HPV and POP remained at the same level.

The very strong correlations in 2018 for RDD were maintained with TFC_I and CO2_I
(0.90), as well as with TFC (0.88). Patents are most significantly correlated with CO2 (0.98).
Significant relationships are also seen for the PAT relationship with TFC_I, CO2_I, TEC,
GDP, and POP.

The research has shown that throughout the period analyzed (2008-2018) in addition
to a correlation with economic indicators, HPV also strongly correlates with environmental
and energy indicators (Supplementary Data, Figures S1-518). The strongest correlations
>0.90 are seen in three non-European countries. HPV-CO2 correlations, including in
transport (CO2_T) and industry (CO2_I) sectors, lead to the conclusion that to achieve
environmental sustainability, hydrogen production is a key factor and cannot be ignored.
At the same time, hydrogen should be produced using renewable energy sources and
should be completely free of CO, emissions. It was also observed that there is a correlation
regarding HPV-TFC including TFC_I and TFC_T. There are very strong correlations in all
Asian countries, the United Kingdom, and Australia. In addition, it is strong in the Nether-
lands, Germany, and the United States. This is evidence that the production of hydrogen
not only has an environmental impact but is also oriented to final energy consumption
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(Supplementary Data, Figures S1-S18). Secondly, most of the correlations between RDD
and the selected indicators were very strong or moderate negative correlations. The same
is true for the correlation between patents (which are often the result of research and
development works) and the analyzed indicators. Among the very strong and strong
correlations (>0.60), negative correlations for RDD occur with final energy consumption
(KOR, UK,), CO; emission (KOR, UK, JPN), and renewable energy sources (KOR, FRA,
USA). Patents strongly correlate with CO2_T (KOR, GER, AUS), RES (USA, AUS), and TFC
(USA, AUS). It might be suggested that public funding is still very important, however,
the level of funding in some countries is declining and the share of private funding is
increasing to achieve a sustainable environment.

Attention should be given to the increase in hydrogen production, where many strong
correlations with selected indicators have been demonstrated. This may be a major factor
in achieving environmental goals that will accelerate the process of decarbonization of the
economies of sustainable countries. However, in order to achieve this, hydrogen must be
produced from renewable energy sources.

3.2. Regression Models

A total of 92 x 3 parameter combinations for HPV were analyzed, and separately,
a total of 92 x 3 parameter combinations for RDD were also analyzed. Table 1 shows
the results for HPV in the form of pairs for which the mean R? values were the highest.
Similarly, the RDD results are shown in Table 2.

Table 1. The values of the coefficient of determination for the linear regression (R2) for selected combinations of HPV
and parameters x4; and xg,—four pairs with the highest mean R? for individual countries were presented. Color agenda:

red—the highest value, green—the lower value; the best combination is bold.

Xd1

R?/Country
CHN USA JPN KOR NLD FRA UK GER AUS mean min

TFC_T/GDP CO2_T/GDP

0.889 0.906 0.689 0.664 0.912 0.884 0.892 - 0.664

TFC_T/GDP
GDP/POP  CO2_T/POP
TFC_T/GDP  CO2/GDP

0.873 0929 0569 0381 0900 = 0953 0.845 | 0.826  0.381
0902 0933 0.641 0339 0868 0901 0839 | 0.824 0.339
0879 0927 0704 = 0279 0866 = 0931 0820 | 0.821 0.279

Abbreviations: POP—population; GPD—gross domestic product; TFC_T—total final energy consumption in transport; RES—share of
renewable energy of primary energy supply; CO2—total carbon dioxide emissions; CO2_T—total carbon dioxide emissions in transport;
CHN—China; USA—United States; JPN—Japan; KOR—Republic of Korea; NLD—Netherlands; FRA—France; UK—United Kingdom;
GER—Germany; AUS—Australia.

Table 2. The values of the coefficient of determination for the linear regression R? for selected combinations of RDD and

parameters xq; and xg,—four pairs with the highest mean R? for individual countries were presented. Color agenda:
red—the highest value, green—the lower value; the best combination is bold.

R?/Country

Xd1 Xd2
POP/GDP RES
RES CO2_T/GDP
TFC_T/GDP RES
TFC_I/GDP RES

USA JPN KOR NLD
0.801 0.836 0.766
0.791 0.842 0.794
0.788 0.845 0.807
0.813 0.853 0.847

UK GER AUS mean min
0.501 0.715 0.781 0.501
0.568 0.544 0.775 0.544
0.544 0.499 0.777 0.499
0.431 0.401 0.808 0.401

e
0

Abbreviations: POP—population; GPD—gross domestic product; TFC_T—total final energy consumption in transport; RES—share of
renewable energy of primary energy supply; CO2_T—total carbon dioxide emissions in transport; USA—United States; JPN—Japan;
KOR—Republic of Korea; NLD—Netherlands; FRA—France; UK—United Kingdom; GER—Germany; AUS—Australia.
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In two-parameter linear regression, the highest value of the mean R? was achieved for
HPV and the following parameter pair: TFC_T/GDP and CO2_T/GDP. In the category of
countries, the highest value of R? for this pair of parameters was seen for China and the
USA, and the lowest value was seen for France (0.664).

In two-parameter linear regression, the highest value of the mean R? was achieved for
RDD and the following parameter pair: POP/GDP and RES. In the category of countries,
the highest value of R? for this pair of parameters applies to the USA and France, and
the lowest value was seen for the United Kingdom (0.501). However, for the second pair
(bold pair) in Table 2, the minimum value is four percentage points higher than for the first
pair, therefore the following pair of parameters were used to present the results: RES and
CO2_T/GDP. In this case, the maximum value of the R? coefficient is also observed for the
USA and France, and the lowest for Germany (0.544).

The results for the values of the cl, c2, c3 coefficients for the chosen pairs from
Tables 1 and 2 are presented in Table 3.

Table 3. The values of the regression coefficients c1, c2, c3 (according to Formula (4)) for pairs x4; and xq, were selected

based on Tables 1 and 2.

Country HPV = c1 + ¢2*TFC_T/GDP + ¢3*CO2_T/GDP RDD = c1 + ¢2*RES + ¢3*CO2_T/GDP
c1, bn m3 2 3 p-Value c1, USD mln 2 3 p-Value

CHN 0.983 2.952 —0.974 0.338 Lack of data

USA 1.626 0.064 —0.011 0.443 —2716.3 123.2 21.4 0.265
JPN 1.026 0.196 —0.071 0.373 —554.1 60.9 9.2 0.281
KOR 0.708 —0.015 —0.002 0.908 —89.8 —4.8 2.6 0.77
NLD 0.765 0.017 0.032 0.97 —81.6 8.8 1.2 0.226
FRA —2.976 3.618 —1.204 0.254 98.1 —9.2 0.6 0.679
UK —0.253 0.022 0.005 0.955 131.3 —4.5 —-1.8 0.065
GER 3.973 2.984 —1.114 0.009 173.0 —57 -19 0.273
AUS 0.401 0.044 —0.018 0.074 14.0 2.5 —-0.3 0.545

Abbreviations: HPV—hydrogen production volume; RDD—energy RD&D in the hydrogen production and fuel cells category; GPD—gross
domestic product; TFC_T—total final energy consumption in transport; RES—share of renewable energy of primary energy supply; CO2_T—
total carbon dioxide emissions in transport; CHN—China; USA—United States; JPN—Japan; KOR—Republic of Korea; NLD—Netherlands;
FRA—France; UK—United Kingdom; GER—Germany; AUS—Australia.

For all countries except South Korea, an increase in energy consumption in transport
has a positive effect on hydrogen production. However, for all countries except the
Netherlands and the UK, CO; emissions from transport had a negative influence on
hydrogen production. In the USA, Japan, the Netherlands, and Australia, the positive
effect of renewable energy sources is reflected in the proportion of hydrogen and fuel cells
included in the energy technology budget. With the exception of the UK, Germany, and
Australia, subsidies decrease as a result of the negative impact of CO, emissions.

Despite the good fit of the model to empirical data (according to the mean coefficient
of determination in the above approach), the p-value is too high. For this reason, it
was decided to calculate the best-fit regression model for each country. The results are
presented in Table 4 and show the highest R? coefficients for one-parametric regression,
with a p-value < 0.05. The multiple regression models presented show that different
characteristics in each country influence the level of hydrogen production or RD&D budget
(Table 4; Supplementary Data, Table S2).
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Table 4. Selected parameters Xqg, X41, and xq; for which R? is the highest under the condition p-value < 0.05.

HPV RDD
Country
Xd1 Xd2 R? Xdo R? Xd1 Xd2 R? Xdo R?
CHN  CO2/POP CO2I/POP 09934  POP 091 Lack of data
USA  TFC_I/POP CO2I/POP 09995  POP 099 GDP/POP TFC/POP 09785  RES 084
JPN TFC/POP  CO2/POP 08868 GDP  0.86 TFC Cco2.T 06178 CO2 036
KOR POP TFC_I 09189 GDP 090 TFC/GDP TFC_I/GDP 09891  CO2 073
NLD Min. p-value 0.09 Min. pvalue - pe p/pop RES 0375 Min p-value
0.07 023
FRA Min. p-value 0.16 Mm'opé;alue RES Cco2_T 09494  RES 086
UK POP RES 09384  RES  0.82 TFC Cco2.T 06759 CO2.T 046
GER  CO2/GDP CO2_T/GDP 09355 Mm'o”z';al“e Min. p-value 0.11 CO2.T 037
AUS  CO2/POP CO2 I/POP 09418  POP 081 Min. p-value 0.18 GDP 046

Abbreviations: HPV—hydrogen production volume; RDD—energy RD&D in the hydrogen production and fuel cells category; POP—
population; GPD—gross domestic product; TFC—total final energy consumption; TFC_I—total final energy consumption in industry;
RES—share of renewable energy of primary energy supply; CO2—total carbon dioxide emissions; CO2_T—total carbon dioxide emissions
in transport; CO2_I—total carbon dioxide emissions in industry; CHN—China; USA—United States; JPN—Japan; KOR—Republic of
Korea; NLD—Netherlands; FRA—France; UK—United Kingdom; GER—Germany; AUS—Australia.

For three countries, the HPV regression analysis gives the highest coefficient of de-
termination (R2) for POP, whilst for two of the countries, it is a GDP indicator. For the
data observed in NLD and FRA, no regression equation with an appropriate degree of
significance was determined. In the case of two-parameter regression, the minimum R?
value equals 0.89. However, similar to univariate regression for NLD and FRA, the results
were not statistically significant.

In the univariate regression for the explanatory variable RDD, the dependencies on
CO2 and CO2_T showed the greatest R? factor with a p-value < 0.05. For NLD the p-value
achieved is too high. For other countries, the coefficient of determination was reached at
the level of 0.36 (for JPN) and 0.86 (for FRA).

In the case of two-parameter regression, the minimum fit factor was 0.62 for JPN, and
the highest was achieved for the GDP/POP and TFC/POP model for the USA. Causal
relationships were established between the dependent and explanatory variables, which
indicates that most of the variables can be used to predict each other.

In the case of China, industrial CO, emissions positively affected the level of hydrogen
production. The main hydrogen production process in the industry, i.e., steam methane
reforming, has a significant carbon footprint. The high level of CO, emissions (almost 7 kg
CO,/kg of Hy), comes from fuel consumption and the process reactions [86,87]. According
to Soltani et al. [86], it is estimated that about 3% of global industrial CO, emissions come
from this process. In China, on average 33% of CO, emissions came from this process over
the period analyzed. The indicator of total CO, emissions from all sectors is less significant
but has a negative impact on hydrogen production.

The final energy consumption in the USA industry sector has a positive influence
on hydrogen production. In 2018, record-breaking energy consumption was observed in
the end-user sector (industry) in the USA. In recent years, fluctuations have been notice-
able, inter alia, with the Great Recession in 2008 and a gradual return to average energy
consumption levels seen before 2008. The increasing energy demand in the growing USA
economy is not compatible with the ambitions for climate [88]. Today, 95% of hydrogen
in the USA is produced via endothermic processes involving natural gas reforming, more
specifically steam reforming. As heat must be supplied for the production of hydrogen,
energy consumption in these processes and related industrial sectors is increasing. Si-
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multaneously, the production of hydrogen is negatively correlated with CO, emissions
in industry. The main drawback of hydrogen production processes is the fact that carbon
dioxide is released into the atmosphere. Carbon dioxide capture and sequestration (CCS),
as well as the modernization of systems for capturing CO, from large industrial SMR instal-
lations [89-91], will significantly reduce emissions in the industrial sector. The reduction
of emissions from the SMR in the future together with the development of other green
methods of hydrogen production, is compatible with the climate neutrality goal.

Further analysis found that the GDP had a significant negative effect on the USA
RD&D budget for hydrogen technologies. Currently, energy efficiency and renewables
are the top priorities in the energy technology RD&D budget (according to the IEA).
This is in contrast with the decreasing total RD&D spending on hydrogen and fuel cells.
Solutions involving cheap and effective energy sources are required. It should be noted that
expenditure on fossil fuel technologies is still nearly five times greater than that spent on
hydrogen technologies (USD 581.4 million in 2018). In 2019, it was estimated that hydrogen
and fuel cell research was allocated only 1.5% of energy technology RD&D budgets. Despite
the constantly growing budget for energy technologies and the increase in gross domestic
spending on R&D [92] current subsidies for hydrogen technologies negatively correlate
with GDP growth. However, there are plans for significant investment in these solutions in
the coming years.

As energy consumption in Japan increases, the level of hydrogen production also
increases. However, CO, emissions have a negative effect on hydrogen production. Japan
has set a goal to reduce current hydrogen production emissions by 60% by 2030. Net-zero
CO, emissions across the production-to-final-use hydrogen cycle should be achieved in the
long term [93]. Emissions from the hydrogen production process will be reduced further
thanks to CO; capture and storage technologies. The impact of total energy consumption
is related to the fact that hydrogen is an energy carrier. It must be produced from another
substance before it can be used as a source of energy or fuel. In Japan, the development
of the supply chain and the diversification of uses (mobility, electric energy production,
industry, and the housing sector), mean that hydrogen will become a key energy source.

This study also found that the total energy consumption in Japan negatively correlates
with the number of subsidies allocated to hydrogen technologies. In contrast, CO, emis-
sions from transport positively correlate with the RD&D budget for hydrogen technologies.
Japan has identified hydrogen as the solution to the problem of clean energy for transport.
Fuel cell vehicles are recognized as one of the key drivers of the hydrogen economy, espe-
cially in the future of transport where green hydrogen could completely replace traditional
fossil fuels. As with other new developments, making hydrogen fuel cell technology as
efficient and profitable as possible requires investment. Moreover, Japanese automakers
Toyota, Nissan, and Honda are global leaders in the development of fuel cell vehicles. In
addition, they work with Air Liquide to strengthen the national refueling network [94]. The
potential of hydrogen to create emission-free transport, industry, and energy generation is
recognized, which will initiate a new phase of growing economy in Japan [95].

The population growth in Korea has had a positive impact on hydrogen production.
The population increase is correlated with the need to meet the current energy demand. The
total energy consumption in industry also has a positive effect on hydrogen production, but
to a lesser extent. In Korea, several interrelations can be identified between the production
of hydrogen and energy consumption in industry. Firstly, most of the hydrogen produced
is still intended as feedstock for petrochemical plants [96]. In the future, hydrogen could
play a significant role as a cleaner feedstock for chemicals [44]. It is predicted that hydrogen
will play a significant role in transforming the energy power system. Korea, a hydrogen
frontrunner, has set leadership priorities not only with respect to fuel cell cars, but also in
the field of large-scale stationary fuel cells for power generation. Driven by population
growth together with economic growth and industrial competition, hydrogen will play a
particular role in contributing to the total final energy consumption.
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Moreover, with energy consumption in the Korean industry allowing for the impact
of GDP, an increase in RD&D subsidies for hydrogen and fuel cells can be seen. In contrast,
total energy consumption by all sectors has a smaller but negative impact on subsidies for
hydrogen technologies. South Korea is known for its innovative prowess. The hydrogen
industry was worth USD 12.54 billion in 2020 according to the Korea Energy Economics
Institute [97]. The hydrogen economy is seen as a key contributor to economic growth
(USD 38.54 billion) as well as providing many thousands of new jobs (420,000 jobs) by 2040.
It is estimated that hydrogen could account for 5% of the projected energy consumption
in 2040, provided that roadmap targets are met [44]. South Korea plans to strengthen
its energy base in all sectors. The effect that energy consumption in industry has on the
number of subsidies for hydrogen technology is taken into consideration and is the most
significant factor in the regression model presented here.

In the Netherlands, total energy consumption has a significantly positive impact on
the energy technology budget in the hydrogen technologies category. The share of RES in
the total primary energy supply is less important since the value of subsidies decreases as
it grows. Research work in the field of energy efficiency is carried out in a multidirectional
and multifaceted manner. In the last two years of the period under consideration, a
significant increase in expenditure on hydrogen and fuel cells can be seen. The share of the
budget increased almost 38 times from 2016 to 2018 (USD 0.344 million in 2016, USD 13.225
million in 2018). However, subsidies for the development of RES were even higher and in
2018 the share of the renewables budget was over eight times higher than the expenditure
on hydrogen. Research expenditure on hydrogen technologies is justified by the need
to increase energy efficiency. The amount of energy obtained from the combustion of
hydrogen (about 118 MJ/kg at 298 K) is much higher than that obtained from gasoline
(about 44 M] /kg) [98]. Hydrogen energy is converted directly into electricity with high
efficiency and low power losses. Hence, industry sees potential for adopting hydrogen
as an energy source for heating. Currently, the production of hydrogen in the industry is
estimated to be 180 PJ per year. The industrial hydrogen system has a significant impact on
the energy system in the Netherlands [99].

The proportion of the French energy technology budget allocated to hydrogen and
fuel cells is negatively affected by increases in renewable energy sources, and to a lesser
extent, by CO, emissions in transport. The main goal of hydrogen production in the French
strategy is to decarbonize industrial processes, for which the demand for hydrogen is
currently the highest [6]. To produce carbon-neutral hydrogen, access to clean energy is
essential. Due to the additional power demand and the departure from nuclear energy,
renewable energy sources are being used. The decrease in the overall share of RES in the
primary energy supply may increase RD&D expenditure, not only on renewables, but also
on the development of hydrogen technologies.

Further analysis found that the increase in the proportion of renewable energy sources
in the UK has a negative effect on hydrogen production, whilst the population growth
is positively correlated with the amount of hydrogen generated. Currently, renewable
energy sources account for less than 5% of hydrogen production. However, this situation is
forecast to change in the future [100]. A decrease in CO, emissions in transport positively
influences the subsidies for hydrogen technologies. Simultaneously, with increasing total
energy consumption, the RD&D budget for hydrogen and fuel cells increases. Currently,
the level of carbon-free hydrogen production is insignificant. However, since over a third of
industrial energy consumption is for high-temperature processes [4], the UK government
needs to provide subsidies over the next decade to make hydrogen technology the low-
emission energy solution ideal for generating this type of energy.

In Germany, the production of hydrogen is positively related to total CO, emissions.
However, the growth in CO; emissions from transport is negatively related to the amount
of hydrogen generated. Whilst transport emissions account for a significant proportion of
total emissions, fossil fuels remain the main source. Germany has a very large industrial
sector, consuming vast amounts of energy. Demand for hydrogen is expected to remain
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particularly noticeable in industry, while its growth in transport will be driven by a smaller-
scale market growth impulse until 2030. The long-term goal of the German economy is for
a gradual increase in the use of hydrogen in transport, especially green hydrogen; this will
result in a decrease in CO, emissions in this sector. However, it should be noted that the
hydrogen strategy has to start with blue hydrogen (produced from natural gas with CO,
emission), due to insufficient volumes of green hydrogen in the near future [2]. The environ-
mental policy focused on hydrogen technologies and cooperation of the government with
individual sectors of the economy is necessary for the aspect of eliminating barriers to the
hydrogen economy. In Germany, such challenges are visible, among others, in the transport
sector, e.g., high costs of production and purchase of FCEVs, their limited availability and
the lack of modern German models, low development of refuelling network infrastructure,
and their profitability [101].

The last finding of this research was that the industrial CO, emissions in Australia are
positively correlated with hydrogen production, whilst total CO, emissions have a negative
and less significant influence on the level of hydrogen generated. Industry accounts for
a significant proportion of hydrogen production compared with the volumes dedicated
to other sectors. This is reflected in the lower impact of total CO, emissions compared
to industrial emissions. Mineral refining, chemical production, and steel manufacturing
are currently emission-intensive industries in the Australian economy [12]. The use of
hydrogen may allow low-carbon products to be obtained in these sectors. Australia
has a great potential to produce low-emission hydrogen thanks to the opportunity of
using large coal and natural gas resources in combination with the use of carbon capture
and storage technologies. The possibility of producing clean hydrogen is also noticeable
due to the intensely increasing share of renewable sources such as solar and wind in
energy generation.

4. Conclusions

The growth rate of all socio-economic and environmental variables changes over
time. There are numerous reasons for these fluctuations. The coming years will be deci-
sive with respect to decarbonization, energy transformation, and the development of the
hydrogen ecosystem.

The future of hydrogen will not only have environmental, energy, and economic
dimensions, but will also be a cross-cutting topic with far-reaching consequences for
foreign policy, security of supply, and geo-economic cooperation. Hydrogen is expected
to play a key role in a future climate-neutral economy enabling emission-free transport
and energy storage as well as energy-saving industry. All analyzed countries recognize
the important role of hydrogen in their national energy and climate plans up to 2030.
However, they still need instructions on what economic, social, and environmental factors
are conducive to the development of hydrogen.

The USA, China, Japan, South Korea, the Netherlands, France, the United Kingdom,
Germany, and Australia are all strongly committed to decarbonization of the economy.
National strategies, roadmaps, financial support, and targets for hydrogen have gener-
ated unprecedented momentum for the hydrogen industry. All activities will require
continuation in the form of new partnerships and the creation of hydrogen communities.

The posed hypothesis There is a correlation between selected economic, energy, and en-
vironmental indicators and the development of the hydrogen economy in countries involved in
the implementation of hydrogen technologies was proved by the presented dependencies. As
this article shows, several factors influence the hydrogen economy. Five key indicators
have been identified: population, GDP, CO, emissions (including CO; from industry and
transport), RES, and TFC (including industrial and transport sectors). These should be
considered when modeling and analyzing the future role of hydrogen. Hydrogen produc-
tion volumes, the share of RD&D budget, and the number of patents filed were selected as
indicators of selected aspects of the hydrogen economy.
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The hydrogen and fuel cells category is a small proportion of the total RD&D budget
(1.5-16%). However, hydrogen RD&D is growing in most countries. In 2018, growth was
positive in all countries except Korea and France. In contrast, the dynamics of hydrogen
production are negative. Only in selected years are the dynamics positive for a few
countries. The exception is China, where the dynamics of hydrogen production are positive
throughout the 2008-2019 period.

The multiple regression models and correlations presented here show that, to a great
extent, the different characteristics in each country contribute to the development of the
vision of the hydrogen economy. The increase in the share of renewable energy sources in a
given country can significantly contribute to strengthening the country’s future hydrogen
production market, whilst at the same time limiting the harmful impact of CO, emissions.
Hydrogen production, driven by an increasing population and economic growth, will play
a crucial role in contributing to total final energy consumption. The amount of energy
obtained from hydrogen is much higher than that from fossil fuels and can be efficiently
converted directly into electricity.

Important synergies exist between hydrogen production and CO, emissions. Hydro-
gen, as an energy carrier, must be produced from another substance. Unfortunately, this still
tends to involve fossil fuels. Reducing emissions along the entire value chain of hydrogen
technologies may be achieved in the distant future. However, today, in certain industrial
sectors such as steelmaking, blue hydrogen could be used to reduce carbon emissions. It is
necessary to properly target environmental policies in order to reward low-emission and
zero-emission technologies and hence the fuels produced in these processes.

The proportion of the energy technology RD&D budget allocated to hydrogen and
fuel cells is strongly linked to CO, emissions. Fuel cells are a promising technology and
compare favorably with internal combustion engine technology. Subsidies for hydrogen
technologies are necessary to develop energy-efficient solutions in many sectors of the
economy. Subsidies are influenced by total energy consumption.

It can be seen that the research variables affect a selected group of hydrogen indicators.
This study contributes to the further development of the hydrogen economy. The analysis
could be extended using additional indicators, e.g., the size and value of hydrogen imports
and exports.
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Abbreviations
CHP cogeneration or combined heat and power
CCs carbon capture storage

FCEV  fuel cell electric vehicles

HPV hydrogen production volume

PAT number of patents

RDD energy RD&D in the hydrogen production and fuel cells category
HCV hydrogen consumption

GPD gross domestic product

TFC total final energy consumption

TFC_T total final energy consumption in transport

TFC_I  total final energy consumption in industry

RES share of renewable energy of primary energy supply
CcO2 total carbon dioxide emissions

CO2_T total carbon dioxide emissions in transport

CO2_I total carbon dioxide emissions in industry

POP population

CHN China
USA United States
JPN Japan

KOR Republic of Korea
NLD Netherlands

FRA France

UK United Kingdom
GER Germany

AUS Australia
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Abstract: Hydrogen can be generated in situ within reservoirs containing hydrocarbons through
chemical reactions. This technology could be a possible solution for low-emission hydrogen pro-
duction due to of simultaneous CO, storage. In gas fields, it is possible to carry out the catalytic
methane conversion (CMC) if sufficient amounts of steam, catalyst, and heat are ensured in the
reservoir. There is no confirmation of the CMC'’s feasibility at relatively low temperatures in the
presence of core (reservoir rock) material. This study introduces the experimental results of the first
part of the research on in situ hydrogen generation in the Promyslovskoye gas field. A set of static
experiments in the autoclave reactor were performed to study the possibility of hydrogen generation
under reservoir conditions. It was shown that CMC can be realized in the presence of core and ex situ
prepared Ni-based catalyst, under high pressure up to 207 atm, but at temperatures not lower than
450 °C. It can be concluded that the crushed core model improves the catalytic effect but releases
carbon dioxide and light hydrocarbons, which interfere with the hydrogen generation. The maximum
methane conversion rate to hydrogen achieved at 450 °C is 5.8%.

Keywords: hydrogen production; steam methane reforming; in situ hydrogen generation

1. Introduction

The growing demand for clean energy resources stimulates the development of un-
conventional and alternative energy. Renewable energy is a promising and developing
field, but hydrogen has a number of benefits as an energy source. According to the world’s
long-term programs for developing hydrogen technologies, hydrogen can ensure 12% of
the world’s total primary energy demand in 2050 [1]. Besides that, hydrogen is a valuable
chemical product required for the refining industry and the production cycle of ammonia,
methanol, and others. However, there is no cheap way for sustainable hydrogen production
without greenhouse gas emissions.

Hydrogen can be obtained from natural gas through catalytic steam methane reform-
ing (SMR), partial oxidation, autothermal reforming, and methane cracking. It also can be
produced from water through electrolysis of water or from coal through coal gasification [2].
However, all these hydrogen production methods are very energy consuming. In addition,
energy for hydrogen production is usually produced by burning hydrocarbons with carbon
dioxide emissions. Most hydrogen is produced mainly via the SMR process, which also
produces up to 10 kg of CO, per kg of generated hydrogen [3]. Greenhouse gases are
produced during energy generation, as direct products of the chemical reactions, as well as
during stages of compression and transportation of reagents and products. It is essential to
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realize carbon capture and storage (CCS) technology to make synthesized hydrogen “blue”.
These actions increase the cost of hydrogen significantly [4,5].

A promising, energy-efficient, and cost-effective technology for producing low-emission
(almost “green,” or without any greenhouse gas emissions) hydrogen is an in situ hydrogen
generation in hydrocarbon reservoirs. Hydrogen can be generated in situ in oil/bitumen
fields (for example through bitumen gasification) [6-10], coal deposits (underground coal
gasification) [11-13] or gas fields [14-16]. These feedstock types imply different hydrogen
generation mechanisms: oil aquathermolysis and thermolysis, coke gasification, methane
cracking, steam methane reforming, and water-gas shift reaction.

The chemical transformations occurring in the gas reservoir include mainly steam
methane reforming, water-gas shift reaction, and methane cracking (at temperatures higher
than 500 °C) in the presence of a metal-based catalyst [17,18], according to the following
forward reactions:

CHy + HoO ¢ CO + 3H, — 206 kJ/mol, )
CO + H,0 4> CO, + Hy + 41 kJ/mol, @)
CH, < C + 2H, — 75 kJ/mol. 3)

At the same time, side reactions take place that consume generated hydrogen. These
reactions mostly include methanation reactions: reverse reactions (1) and (3) and forward
reaction [7]:

2CO + 2H; +» CHy + CO; + 59.0 kcal/mol. 4)

The generated hydrogen can be stored underground and produced at any time. More-
over, it is expected that hydrogen will rise to the geological uplifts of the reservoir under
the influence of gravitational forces. Simultaneously, the environmentally undesirable
greenhouse gases, such as carbon and nitrogen oxides, having a higher density than hydro-
gen, will sink to the bottom of the field under the influence of gravity. These gases are also
more soluble in water, compared with hydrogen. In addition, carbon oxides also can react
with rocks, forming insoluble compounds such as carbonates. So, greenhouse gases may
not be produced at all during hydrogen production from the gas reservoir [16].

Technology considered in this study, implies pure hydrogen production from gas
fields with simultaneous CO; storage [14,15]. It can be implemented even in depleted or
abandoned fields or fields in a late stage of exploration because the main process proceeds
with an increase in the amount of gaseous components (up to four volumes of hydrogen
can be generated from one volume of methane). The existing infrastructure (wells, pipeline
network) can be used in hydrogen production, leading to a significant decrease in the
produced hydrogen cost. For example, the produced hydrogen can be transported using a
modern gas pipeline through mixing with natural gas in concentrations up to 20 and even
70% (for the Nord Stream) [19].

In this research, the idea of in situ hydrogen generation within gas fields supposes
the implementation of the CMC (catalytic methane conversion) in the porous medium
of the reservoir. The technology implies the injection of a catalyst precursor (aqueous
solution of Ni-containing salt) or an active catalyst (particles of Ni-based catalyst) into
a hydrocarbon-containing zone on the first stage. Since the reducing conditions are in
the reservoir, active phase of catalyst can be formed from the precursor in situ. Then the
temperature in the reaction zone should be raised to a temperature, at which catalyzed
SMR and methane cracking occur.

The study introduces the results of laboratory experiments performed in an autoclave
reactor at initial conditions the same as in the Promyslovskoye gas field, using core material
taken from this target field. The Promyslovskoye gas field is located 96 km southwest
of Astrakhan city, Russia. It contains about 1700 mln m?> of natural gas, the reservoir
temperature is 48 °C, the initial pressure is 8.9 MPa, and the current reservoir pressure is
2.3 MPa. The porosity of the target layer is about 29%, residual gas saturation is 77%, and
residual water saturation is 23%. The depth of gas-bearing layers is about 730 m.
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The temperature range from 300 to 450 °C was discovered during the experiments to
estimate the possibility of hydrogen generation from methane in situ within the target field.
These temperatures can be achieved in a porous medium of rock due to steam/overheated
water injection into the reservoir (up to 350 °C) or due to in situ combustion of saturating
hydrocarbons (up to 700 °C for oil combustion) [20,21]. The effects of different forms of
catalyst and steam/methane ratios on CMC were also investigated during the experiments.
The obtained data can help conclude the expediency of the new stage of field exploration
and manage the process of CMC to intensify and speed up of in situ hydrogen generation
processes.

This is the first publication from the planned series of publications devoted to the
in situ hydrogen generation from methane under gas reservoir conditions. The concept,
feasibility, and regularities of the considered process are investigated in the current study.
The results of experiments performed at more favorable conditions (higher temperature
and dynamic mode) will be presented in further publications.

2. Materials and Methods

Experiments were designed to study the possibility of methane conversion into hy-
drogen at relatively low temperatures in the presence of different types of catalysts: in situ
synthesized (precursor is nickel nitrate hexahydrate) and ex situ synthesized Ni-based. The
influences of the type of porous medium and steam/methane ratio on the process were
also investigated.

2.1. Porous Medium

Several different porous media were investigated, varying from crushed alumina to
crushed ceramics, to river sand and crushed core. These types of porous medium simulated
different types of reservoir rock, including the target gas field. Industrial alumina (Al,O3)
pellets, Alumac 5D® (Salindres, France), were used as an inert porous medium. Alumac
5D® has a high specific surface area of about 335 m?/g, is very hydrophilic, inert to most
liquids and gases and, is stable at temperatures up to roughly 2000 °C. Granules of Al,O3
were crushed to 0.8-1.2 mm before use. River sand with granules size 0.8-1.2 mm was
used as filler in some experiments to model sandstone rock samples. Its composition can
be roughly approximated as SiO,. One more option for the porous medium was crushed
ceramics. The mineralogical composition of this filler is presented in Table 1.

Table 1. Mineralogical composition of crushed ceramic filler.

Mineral Value, wt.%
Mullite 68.1
Quartz 31.9

In other experiments, non-extracted core (rock) samples from the Promyslovskoye
gas field were used to recreate reservoir conditions and investigate the influence of the
real core on the process of hydrogen generation. The average content of total organic
carbon determined with the rock-eval method [22,23] is 1.35 wt.% Data for the averaged
composition of the mineral matrix is demonstrated in Table 2.
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Table 2. Averaged mineralogical composition of the core for laboratory experiments.

Mineral Value, wt.%
Albite 12.4
Anhydrite 0.8
Calcite 10.3
Halite 41
Tllite 1.2
Pyrite 0.1
Quartz 71.1

Experimental studies observe slightly overestimated results of the methane conversion
since the packed model may not exactly repeat the properties of the consolidated core. For
example, the porosity and permeability of the consolidated core cannot be reproduced with
high accuracy.

2.2. Catalyst Preparation Procedure

There were two types of monometallic Ni-based catalysts used in the experiments.
The first one was an in situ prepared catalyst, which can be delivered into the reservoir
in the form of a water solution of the catalyst precursor, then obtained through chemical
transformations directly at the reservoir [24]. So, this catalyst was prepared in the reactor
during experiments from catalyst precursor solution. The second one was the ex situ
prepared catalyst which was nickel oxide particles supported on alumina. This catalyst can
be delivered into the reservoir in the form of suspension together with steam or overheated
water. In this case, the catalyst was prepared in advance and loaded into the reactor before
the experiments.

The catalyst precursor, used for in situ prepared catalyst, was water-soluble nickel
nitrate hexahydrate (Ni(NOg3),-6H,0O, chemically pure), which had to be decomposed
under high temperature according to the summary equation [25,26]:

2Ni(NO3),-6H,0 = 2NiO + O; + 4NO, + 12H,0. ®)

This salt solution in deionized water was put into the reactor before the experiment
with other reactants (water and methane). The catalyst here is the particles of nickel oxide,
which have a catalytic effect themselves or can be reduced to a more active metallic phase by
interaction with hydrogen or a mixture of steam and methane at a high temperature [27-30]
according to the equation:

NiO + Hp = Ni + H,O. (6)

The second type of catalyst was the ex situ prepared catalyst by wet impregnation of
o-Aly O3 (granular size of 0.5-1.0 mm, the specific surface area of 174 m?/g) with a water
solution of nickel salt. This catalyst was obtained through heat treatment of the carrier,
and soaked in 31.42% nickel nitrate solution in a muffle furnace. Catalyst’s preparing
procedure included treating 100 g of x-Al,O3 particles with 150 g of the catalyst precursor
solution (soak period-2 h), drying the carrier with the precursor solution in the air at 110 °C,
while water was not evaporated. Next, the heat treatment of the carrier particles coated
with precursor salt particles was necessary. Heat treatment was carried out in a muffle
furnace, in the air atmosphere, for 3 h at 150 °C and then 3 h at 450 °C. The decomposition
of Ni(NO3);-6H,O occurred and nickel oxide particles formed on the substrate’s surface
because of the last operation. The catalyst can be used in the experiments after this
procedure. Such supported catalyst contains 16.16% of the active component, calculated in
terms of nickel oxide.

2.3. Experimental Setup

An autoclave reactor used for static experiments is a reactor by Parr (USA), fabricated
of Inconel 600 alloy, designed for experiments at max temperature 600 °C and max pressure
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~408 atm. The reactor volume is 1 L. It has a control block, external heaters, magnetic
stirrer, thermocouple, check valve, manometer, and bursting disc (as a safety measure).
High-pressure, high-temperature tubes with the dimensions 1/8” and 1/16”, and vessels by
Swagelok were used for connection lines. The appearance of the reactor and hydrodynamic
scheme of installation used in the experiments are shown in Figures 1 and 2, respectively.

(b)

10

14

12 15

16

Figure 2. The scheme of autoclave installation used in experiments: 1—computer; 2—pump
(Quizix); 3—piston column (V =1 L, with gas); 4—autoclave (reactor); 5—digital pressure gauge; 6—
thermocouple; 7—bursting disc; 8—check valve; 9—manometer; 10—vacuum pump; 11—condenser
(cooler); 12—back pressure regulator; 13—separator (V = 0.25 L); 14—gas meter (0.5 L); 15—gas
chromatograph; 16—ventilation system with gas afterburning.

2.4. Experimental Procedure

The experiments focused on studying the activity of CMC at considered conditions,
the concept of in situ nanoscale active catalyst synthesis, the feasibility of CMC in the
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presence of real core, and the influence of steam amount and type of porous medium on
methane conversion. The set of experiments was performed by subsequently changing
the type of catalyst (in situ and ex situ prepared in the form of nickel oxide), values of
steam/methane ratio (from 2 to 21), temperatures (from 300 to 450 °C), and types of porous
media (without filler, sandpack model, crushed ceramics, crushed alumina, and crushed
core). So, the temperature of the CMC initialization, product gas composition, methane
conversion rates, as well as optimal parameters for the CMC can be revealed.

In the first stage, the experimental procedure included the preparation of the catalyst
(or catalyst precursor), filler for simulation of porous medium, assembly, and pressurization
of autoclave installation. Then, the exact quantities of water, catalyst, and filler were placed
into the reactor. After that, the whole hydrodynamic system was vacuumed, and the exact
quantity of methane was injected (the quantities of loaded reagents in different tests are
presented in Table 3). In the next stage, heat treatment of the reagents was performed
(operational temperatures for the different tests are also presented in Table 3) with periodic
gas sampling (for gas chromatography analysis by Agilent 7890 B). The experimental
procedure is similar to the literature described [16].

Table 3. Reagent loads and experimental parameters.

Exp. No. Water, mL Methane, L Catalyst, g Porous Medium T, °C
1 30.0 185 3451 - 350
2 29.3 7.3 10! - 350-450
3 20.1 25 5.9 Ceramics 450
4 20.0 2.5 451 River sand 450
5 333 2.5 37.5 Alumina 450
6 42.4 2.5 54 Core 300450
7 88.7 74 72 Core 450

1 Precursor (catalyst was prepared in situ in the experiment).

If the hydrogen content in product gases is low, additional water can be injected into
the reactor. This action is aimed to shift the thermodynamic equilibrium of the system to
the products, as water is one of the reagents and can possibly create additional mixing of
gas components. It should be noticed that water and methane are injected from the bottom
of the reactor by a high-pressure pump (Quizix), and gas samples for gas chromatography
analysis are taken from the top. It is also assumed that the injected water is vaporized
right in front of the reactor because the inlet tube has a high temperature. At the end
of the heat treatment period, the heaters of the experimental setup are turned off, the
pressure decreases, and nitrogen injection begins until the reactor cools down. In the
final stage, the methane conversion rate was calculated, and conclusions were made. The
methane conversion rate can be calculated using the following equation, considering only
the SMR process:

NCH4,inj(MOL) — NCH4,rem (Mol)
NCH4,inj(Mol)

Methane conversion rate (%) = %100 %, (7)

where ncpy inj is the amount of methane injected during the whole experimental time, and
NCH4 rem 1S the amount of methane remaining after the heat treatment period and collected
simultaneously with the pressure decreasing and reactor cooling down. Then the calculated
value should be compared with the methane conversion rate, calculated with respect to the
amount of synthesized hydrogen, directly detected on the chromatograph.

Experiment No. 1 implied heat treatment of methane and water in an autoclave at the
relatively low temperature of 350 °C (Table 3). This limitation in the temperature range is
determined by the maximum value that can be achieved in the reservoir by injecting steam
or superheated water into the reservoir. In this experiment, in situ synthesized catalyst
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was obtained in the reactor because of the decomposition of the catalyst precursor nickel
nitrate hexahydrate. The experiment was carried out in the absence of a porous medium
with a steam/methane ratio of 2.

Within experiment No. 2, heat treatment was performed in two stages. The first stage
of heat treatment was carried out at a temperature of 350 °C, but then the temperature
was increased to 450 °C. The amount of initially loaded methane was reduced. It led to
an increase in the steam/methane ratio to an optimal value of five [31,32]. The amount
of initially loaded catalyst precursor was also reduced. The experiment was carried out
without a porous medium.

In experiment No. 3, ex situ prepared catalyst with a large specific surface area was
used. At the same time, the main volume of the reactor was filled using a crushed ceramics
model. In this experiment, water was not loaded into the reactor before heat treatment
but was injected in several stages after the temperature had risen to 450 °C. It is believed
that the injection of new portions of steam and rapid diffusion of components at this
temperature ensured an even distribution of components in the pore volume of the crushed
ceramics model.

In experiment No. 4, a sandpack model was used as a filler. A new attempt to
synthesize an active catalyst in situ from a catalyst precursor-nickel nitrate hexahydrate, in
the presence of a sandpack model at a temperature of 450 °C, was made.

Experiment No. 5 was carried out in the presence of inert alumina granules in the
reactor (as a porous medium) and under conditions of an increased amount of ex situ
prepared catalyst. The increased steam/methane ratio in the experiment makes it possible
to create more favorable conditions for the SMR process due to the displacement of the
equilibrium of the main reactions (Equations (1) and (2)) to the right, towards the products.
The heat treatment of the reactor was carried out at a temperature of 450 °C. The gas sample
was taken only once, at the end of the heat treatment period.

In experiments No. 6 and 7 crushed core samples from the target gas field were used
to study the process of CMC in conditions close to reservoir conditions and investigate
the effect of the core. Taking into account the results of previous experiments, experiment
No. 6 was designed with heat treatment at two temperatures: at 300 °C and then at 450 °C,
with an ex situ prepared catalyst and corepack model. In turn, experiment No. 7 repeated
conditions of experiment No. 6 (with the ex situ prepared catalyst and corepack model),
but was performed at lower steam/methane ratio and a heat treatment of only 450 °C.

3. Results
3.1. Determining of Thermodynamic Constraints

First of all, the thermodynamic calculations for the primary catalytic SMR process
were performed. It is assumed that the SMR is the main mechanism of generating hydrogen
at considered experimental conditions. Thus, this thermodynamic model is a simplification
of the CMC process, which does not describe the system correctly at high temperatures (at
which, for example, catalytic methane cracking occurs). At the same time, the approach
overestimates methane conversion under conditions, at which other processes of hydro-
gen generation besides the SMR, do not yet play a significant role. It is because kinetic
limitations are not taken into consideration.

The model considers only reversible reactions (Equations (1) and (2)) in a plug flow
reactor for simplicity. Then, numerical methods can be used to calculate the equilibrium
composition of product gases and the methane conversion rate at the reactor outlet for
any values of temperature (T), pressure (p), and steam/methane ratio (). It is assumed
that temperature and pressure are constant along the reactor’s entire length. Let x be
the methane fraction converted to carbon dioxide after the whole reaction time, & is the
methane conversion rate and K1, Kp; is the reaction equilibrium constants for reactions
(Equations (1) and (2)), respectively. It is possible to write an expression for K5 through
mole fractions of hydrogen, carbon dioxide, carbon monoxide, and water (taking into
account quasi-equilibrium for the reaction—Equation (2)). At the same time, these mole
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fractions can be written through x and &, according to the material balance equations for
each chemical element and mathematical expression for x and & (by definitions). Then the
expression for Ky, could be written as:

Kpp(T) x (E=x) X (8= &=%)=BE+X) X X- (8)

The expression for Ky also could be written through component’s mole fractions
(hydrogen, carbon monoxide, methane, and water) and overall pressure:

Kpi(T) x (1 — &) x (B — & —x) x (1+B8+28)% = (BE+x)°x(& —x) x p*. 9)

If we analytically solve Equation (8) for X, then put the answer into the Equation (9),
we have the cubic equation for £, where Kp1(T), Kp2(T), 8 and p are parameters. This cubic
equation could be solved numerically for each value of T, p, and 8, if put here expressions
for Kp1(T) and Kpo(T). These expressions can be written through thermodynamic functions
(arGTr arHT/ 2:ST/ A,Cp) and approximation formulas for the reduced Gibbs energies for
both of the reactions separately [33]. The result of calculating expressions for Ky1(T) and
Kp2(T) is provided in the study [34].

In this study, the methane conversion rates and the product gas mixture’s equilibrium
composition were calculated using the processing of code written in the Python program-
ming language. The calculation results for the steam/methane ratio equal to 5 are shown
in Figure 3. The interval of conditions considered in experiments within this study is
highlighted with a frame.

Methane
conversion rate, %
100 100.0
87.50
80
75.00
€
= 60 62.50
o
5 50.00
g
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400 600 800 1000 1200

Temperature, °C

Figure 3. The dependence of methane conversion rate on temperature and pressure at constant
steam/methane ratio equals 5 as a result of thermodynamic calculations for the primary catalytic
SMR (steam methane reforming) process.

Also, the dependencies of methane conversion rates on temperature were plotted at
various pressures (in the range from 1 to 100 atm), but at a constant steam/methane ratio
of 5 (Figure 4a). They demonstrate the effect of external pressure on the catalytic SMR
process. The dependencies of methane conversion rates on the temperature at various
steam/methane ratios (in the range from 1 to 20) but at constant pressure 100 atm were
also plotted (Figure 4b) and show the effect of additional portions of steam on the catalytic
SMR process. The intervals of conditions considered in experiments within this study are
highlighted with frames.
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Figure 4. (a) The dependencies of methane conversion rates on the temperature at different pressures and constant

steam/methane ratio 5 and (b) at different steam/methane ratios and constant pressure 100 atm, as a result of thermody-

namic calculations for the primary catalytic SMR process.

Thermodynamic calculations for the SMR process allow for optimizing the experi-
mental design and adjusting the operating parameters (initial loading of reagents, heating
conditions, and others). The thermodynamic approach allows researchers an understand-
ing of the maximum achievable methane conversion rates under specific conditions. It
also provides information about the equilibrium product gas composition and about the
completeness of the processes in a specific experiment. It also allows a conclusion to be
made about catalyst activity, the influence of external factors, and the possible mechanism
of the hydrogen generation process.

It can be seen from the obtained dependencies that the highest methane conversions
are attainable at high temperatures, low pressures, and at high values of the steam/methane
ratio. However, high values of steam/methane ratio and low pressures are practically un-
achievable in gas field conditions. One possible way of increasing the methane conversion
rate is to increase the temperature inside the reservoir up to 800 °C and higher. This study
describes the results of experiments, performed at relatively low temperatures, achievable
in the gas reservoir due to steam or overheated water injection. In subsequent publications,
the results of high-temperature experiments will be presented.

3.2. Experimental

The experimental parameters: maximum pressures in the reactor achieved during the
experiments and the product gas mixture’s composition for each of the experiments are
shown in Table 4.

As a result of experiment No. 1, only trace amounts of hydrogen were detected in
the gas samples. This may mean that the CMC is not active at the considered temperature
of 350 °C, or some factors interfere with the process (for example, the active phase of the
catalyst may not yet form at this temperature). However, in addition to the methane and
water, significant amounts of carbon dioxide, up to 13 mol.%., and nitrogen dioxide, up to
5 mol.%., were detected in the product gases. At the same time, the methane fraction in the
reactor decreased to 78 mol.%. Nitrogen monoxide and nitrogen were also detected in the
product gas mixture as minor gas components.
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Table 4. Summary of experimental parameters and product gas composition.

Max Concentration of Main Product Gas Components, Other Gas
Exp. No. Max P, atm mol.%. Components
Hydrogen Methane Carbon Dioxide
1 115 0.002 78.00 13.00 NO, NOy, Ny
2 64 0.011 98.24 0.97 CO, NO,, N,
3 138 35.300 56.90 8.00 CO, CoHg
4 103 0.100 98.50 0.26 CO, N,
5 120 3.100 93.00 0.40 N,
CO, HyS, CoHy,
6 207 53.500 21.42 15.67 CyH,, CaHg
CO, CoHy, CoHs,
7 140 6.970 39.74 47.70 CsHg, C3Hg, CyHyo,
CsHip
The next experiment, No. 2, was optimized compared with the previous one. However,
this did not lead to a significant increase in the hydrogen concentration in the reactor. The
maximum achieved hydrogen fraction in the product gas mixture was only 0.011 mol.%.
Simultaneously, the methane fraction in the reactor was about 98.2 mol.%, and the carbon
dioxide fraction was about 1% vol. Carbon monoxide, nitrogen dioxide, and nitrogen were
also detected in product gases in trace amounts. The higher temperature of heat treatment,
up to 450 °C did not lead to the activation of hydrogen generation processes, since the
methane concentration in the product gas mixture was almost 100%. It is more likely that
the active phase of the catalyst cannot be obtained in situ with the considered conditions.
During experiment No. 3, water (steam) was injected into the reactor in several
stages, with simultaneous gas composition monitoring. The maximum value of the
steam/methane ratio ~10 was achieved due to additional water injections (4 injection
cycles in total). As a result of the experiment, the hydrogen fraction in the product gases
was about 18.5 mol.%. after one hour of heat treatment (Figure 5a).
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Figure 5. (a) The dependencies of major gas component concentrations and (b) minor gas component concentrations in

product gas mixture in experiment No. 3 on time.
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Additional portions of injected steam led to an increase of hydrogen fraction reaching
the maximum value of 33.9 mol.%. The fraction of carbon dioxide in the reactor also
increased consistently, up to 8.0 mol.%., and the concentration of methane decreased to
~57 mol.%. Probably, the main effects that led to a significant increase in the hydrogen
concentration are the presence of a porous model in the experiment and increased values
of the steam/methane ratio. Interestingly, the ethane component appeared in the reactor,
with a concentration of 0.93 mol.%. The dependencies of major and minor gas component
fractions in the product gas mixture on experimental time are presented in Figure 5.

The replacement of a crushed ceramics model with a sandpack model in experiment
No. 4 and the loading of a catalyst precursor into the reactor instead of the ex situ prepared
catalyst led to a significant decrease in hydrogen amounts. In this experiment, the Ni-based
catalyst particles (nickel oxide) should have been formed from the particles of the precursor
during the thermal decomposition of nickel nitrate hexahydrate, according to the reaction
Equation (4). As a result of the experiment, hydrogen was detected in the product gas
mixture only in trace amounts (~0.1 mol.%). At the same time, initial methane and carbon
dioxide fractions almost did not change, reaching 98.5 and 0.26 mol.%., respectively.

As a result of experiment No. 5, performed in the presence of the ex situ prepared
catalyst and crushed alumina, a hydrogen concentration in the product gases of 3.1 mol.%.
was achieved. In this case, the steam/methane ratio in the experiment was high and equal
to 17. The methane fraction in the reactor decreased to 93.0 mol.%. At the same time, the
carbon dioxide fraction in the product gas mixture reached 0.4 mol.%.

Experiment No. 6 on implementing the CMC in the presence of core material from a
real gas field and an ex situ prepared catalyst was carried out for almost 9 h with periodic
gas sampling. In this case, the first 2 h reactor was heated to a temperature of 300 °C,
and then to a temperature of 450 °C. Additional portions of water were injected into the
reactor during the experiment (4 injection cycles, 42.4 mL in total), and excess pressure was
released from the system if the value was higher than ~100 atm. However, these actions
did not lead to activation of the CMC process. As a result of heat treatment at 300 °C, only
trace amounts of hydrogen were detected in the gas samples (Figure 6a).
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Figure 6. (a) The dependencies of major gas component concentrations and (b) minor gas component concentrations in
product gas mixture in experiment No. 6 on time.

The maximum hydrogen fraction in the product gas mixture, achieved during the
heat treatment at 450 °C, was 53.5 mol.%. In this case, the methane fraction in the product
gas mixture was only 21.42 mol.%, and carbon dioxide was 15.67 mol.%. Hydrogen sulfide,
carbon monoxide, ethane, and ethene constituted a large total fraction in the product
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gas mixture. Thus, it can be concluded that some transformations occur with the core
material during the experiment, which leads to the appearance of fat gas components
and an increase in the concentration of carbon dioxide in the product gas mixture. The
dependencies of the major and minor gas component concentrations in the product gas
mixture on time are presented in Figure 6. It can be expressed from the graphs that the
dependencies for the major gas components have a monotonic nature. It indicates that the
system has not reached an equilibrium state at the time of the experiment completion. The
methane conversion rate for the whole experiment, calculated through material balance
equations, is equal to 5.80. The methane conversion rate calculated for the shorter period
corresponding to the active methane conversion process is possibly much higher.

Experiment No. 7 had a similar design to experiment No. 6. However, initially,
28.6 mL of water was loaded into the reactor, then another 60.1 mL of water was injected
during the heat treatment (3 injection cycles). As a result of the additional injected water,
the pressure in the system rose to 153 atm. Therefore, excess pressure was released from
the reactor to about 100 atm. Three pressure relief cycles were made during the whole
experimental time. Even with the achievement of high values of the steam /methane ratio
(up to 15), the product gas mixture contained only up to 6.97 mol.%. of hydrogen. At
the same time, the methane fraction decreased to 39.74 mol.%, and the carbon dioxide
fraction increased to 47.7 mol.%. The major and minor gas components’ dependencies
in the product gas mixture on time are presented in Figure 7. It can be expressed from
the graphs that the dependencies for the major gas components reach a plateau at the
end of the heat treatment period, which indicates the approach to the equilibrium state of
the system. The methane conversion rate for the whole experiment, calculated through
material balance equations, is equal to 3.71.
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Figure 7. (a) The dependencies of major gas component concentrations and (b) minor gas component concentrations in

product gas mixture in experiment No. 7 on time.

Besides the main gas components, the product gas mixture contains hydrocarbons with
a carbon chain length up to Cs. Ethane was detected as a minor gas component in a concen-
tration of up to 3.89 mol.%; ethene, up to 0.24 mol.%; propane, up to 2.46 mol.%; propene,
up to 0.3 mol.%; butane and isobutane with a total concentration of up to 1.42 mol.%; and
pentane, up to 0.59 mol.% (Figure 7). These components are present in the product gas
mixture, most likely as a result of the organic matter of core decomposition (during the
processes of thermolysis, aquathermolysis, and others).
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4. Discussion

As a result of the experiments, the highest hydrogen concentration of 53.5 mol.%. was
achieved in some gas samples. Although the methane conversion rate at individual stages
can be quite high, the value for the whole experiment was only 5.8%. The achieved value
of methane conversion is somewhat lower than those described in the literature for the
SMR process carried out under similar conditions. Table 5 shows a comparative analysis of
experimental data obtained by other researchers in similar methane conversion processes.

Table 5. Comparison of achieved methane conversion rate with literature data.

Steam to Methane

Catalyst Methane Conv., % T, °C P, atm Ratio Reference
10 wt.% Ni/Al,O3 1 0.0 500 1 351
10 wt.% Ni/Al,O3 15.0 500 1 2
10 wt.% Ni/Al,O3 9.0 400 1 1 [36]
10 wt.% Ni/Al,O3 31.0 500 1 1
7 wt.% Ni/AlLOj + 1 wt.% Ag 75.0 500 1 4 [37]
Ni/Al O3 2 25.0 450 1 2 [38]
10 wt.% Ni/Al,O3 32.0 500 1 3 [39]
16.2 wt.% Ni/Al,O3 5.8 450 207 21 Current study

1 Catalyst reduction at 500 °C; 2 nanoparticle clusters.

The SMR process in the works mentioned above was carried out in a dynamic mode in
continuous flow reactors, at a much lower pressure, in the presence of a catalyst previously
reduced at high temperature. This study describes experiments carried out in a static
mode, which imposes restrictions, for example, on the mixing of reagents. At the same
time, this study describes experiments carried out simultaneously in the low-temperature
and high-pressure ranges, in the presence of a core from a real gas field. Besides that,
the nickel-based catalyst used in this study was activated directly in the reactor during
the experiment. There was no preliminary reduction treatment stage, and the catalyst
reduction took place in a steam-methane atmosphere at a temperature not higher than
the experimental temperature. As a result, the hydrogen concentrations and the methane
conversion rates obtained are lower than those described in the literature. The effects of
temperature, the type of porous medium, and the steam to methane ratio on the catalyst
activity and methane conversion are discussed below.

4.1. Applicability of Different Forms of Catalyst

In the above series of experiments, the use of two types of catalysts was considered: in
situ synthesized from a water-soluble precursor-nickel nitrate hexahydrate (during the heat
treatment process) and ex situ synthesized. The last type is nickel oxide particles deposited
on a porous substrate from «-Al,O3, obtained separately from the main process.

The reason for the low hydrogen yield in experiment No. 1 may lie in the absence
of an active phase of catalyst in the system. The experimental temperature of 350 °C,
might be insufficient for the complete decomposition of the precursor, according to the
reaction Equation (5), or for the conversion of the oxide form of the catalyst into a more
active—metallic form. At the same time, the gas components NO, NO,, and Ny are present
in the product gas mixture, indicating changes in the catalyst precursor. An excess amount
of catalyst precursor was taken in the experiment in order to avoid the influence of the
amount of catalyst on the activity of the process (Table 3).

Besides, a significant decrease in methane fraction from the initial 100% and an increase
in the carbon dioxide fraction in the reactor should be noted. This indicates the hydrogen
generation process’s occurrence according to Equations (1)—(3). However, synthesized
hydrogen can enter into secondary processes of catalyst or nitrogen oxides reduction.
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Which is probably the main reason hydrogen was detected in experiment No. 1 only in
trace amounts.

In the next experiment, No. 2, the CMC conditions were changed to determine the
efficiency of the in situ prepared catalyst. An increase in temperature at the second stage of
heat treatment up to 450 °C, an increase in the steam/methane ratio to 5, and a decrease
in the loaded precursor amount did not allow significant methane conversion. Accord-
ing to the thermodynamics of the primary SMR process, an increase in temperature and
steam/methane ratio leads to an increase in hydrogen concentration. Besides, a decreased
amount of catalyst precursor could possibly reduce secondary reactions consuming hydro-
gen. Nevertheless, as in the previous experiment, only trace amounts of hydrogen were
detected in the product gas mixture. In this case, the product gas consisted almost entirely
of unreacted methane. The experimental results indicate the impossibility of obtaining an
active catalyst in situ in the reactor during the CMC at temperatures up to 450 °C.

Experiment No. 4 was performed to look at in situ catalyst generation again by
repeating successful experiment No. 3, but replacing the ex situ catalyst with the in situ one.
As a result of the experiment, only trace amounts of hydrogen were obtained. However,
the sandpack model could also contribute to the hydrogen yield (this influence has yet to
be studied), besides the type of the catalyst.

Replacing the in situ synthesized catalyst with an ex situ prepared catalyst in experi-
ments No. 3, 6, and 7 made it possible to obtain significant hydrogen concentrations in the
product gas mixture after heat treatment of a steam-methane mixture at the temperature of
450 °C. The ex situ prepared, Ni-based catalyst supported on a porous substrate has a large
specific surface area coated with nano and microparticles of nickel oxide (Figure 8). The
use of an ex situ prepared catalyst ensures the oxide form of the catalyst in the reactor in
the absence of nitrogen oxides.
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Figure 8. SEM image of ex situ prepared catalyst’s surface with nickel oxide particles (light color).

Thus, experiments indicate that the active phase of the nickel-based catalyst does
not form from a water-soluble nickel nitrate hexahydrate, at temperatures up to 450 °C.
Other conditions or catalyst precursors should be used for active catalyst in situ generation.
Nevertheless, for the implementation of the SMR process at considerable temperatures, ex
situ prepared nickel-based catalyst can be used. The delivery of such a catalyst into the
formation is possible in the form of a suspension, together with the injected steam or water.

4.2. Effect of Temperature on the CMC

The temperature at which the process of CMC is carried out primarily determines the
process’s thermodynamic constraints. A higher methane conversion rate can be achieved
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with higher process temperatures (Figure 3), keeping other parameters the same. The
temperature also determines in what form the catalyst could be used. For example, the
insufficiently high heat treatment temperature was probably why the active phase of
the catalyst was not formed during in situ in experiments No. 1 and 2. Additionally, the
insufficiently high heat treatment temperature is also the reason for the hydrogen formation
process’s low activity.

Experiment No. 6, carried out in the presence of a real core from a gas field and an ex
situ prepared catalyst, demonstrates the effect of temperature on the hydrogen generation
process’s activity. As a result of reagents heat treatment at 300 °C, only trace amounts of
hydrogen were detected in the gas samples (Figure 6). The temperature of 300 °C is not
enough for the active CMC. However, heat treatment at 450 °C led to significant hydrogen
concentrations in the product gas mixture (5.47 mol.% in the first gas sample taken at a
given temperature). It should be noted that the obtained high concentrations of hydrogen
as a result of heat treatment at 450 °C could also be achieved with an increase of the
steam/methane ratio to 21 (since temperature and steam/methane ratio were increased
simultaneously) and a pressure drop. Such actions led to the shift of the thermodynamic
equilibrium of the main reactions (Equations (1) and (2)), and could affect the experiment’s
result.

4.3. Effect of a Packed Model on the CMC

The above series of experiments also examined the effect of a porous medium composi-
tion on the CMC. Experiments were carried out in the reactor’s bulk in the absence of filler,
as well as in the presence of a sandpack model, crushed ceramic, crushed alumina, and a
corepack model, simulating porous medium. As a result, it can be noted that significant
hydrogen fractions in product gas mixtures can be obtained in the case of crushed ceramics,
alumina, and core as a porous media.

For example, in experiment No. 3, the hydrogen concentration in a specific gas sample
was 35.3 mol.%, and some of the ceramic granules were covered with coke (Figure 9b).
This fact indicates that hydrogen generation is proceeded not only by the mechanism of the
catalytic SMR but also by the mechanism of the catalytic cracking of methane (according to
the reaction Equation (3)).

(a) (b)

Figure 9. (a) The appearance of the ceramic granules of the packed model before the experiment No. 3 and (b) after the

experiment No. 3.

The crushed ceramics model probably contributed to the activity of hydrogen gen-
eration processes since it could contain catalyst promoters that increase catalyst activity.
Probably, the crushed ceramics model also contains additional acidic catalytic sites, on
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which the methane cracking reaction took place, leading to the deposition of coke on some
of the granules.

Experiment No. 5 was carried out in the presence of a crushed alumina model.
In this case, alumina is an inert material and pure substance of constant composition,
Al,O3. Probably, in the absence of catalyst promoters in the packed model, the catalytic
effect was significantly reduced compared with that observed in experiments No. 3, 6, 7.
Therefore, the achieved hydrogen concentration in the product gases of experiment No. 5
was significantly lower than that obtained in experiments with crushed ceramics and core
models. These models, which are mixtures of substances, may contain catalyst promoters
(transition metal atoms), which increased catalytic effect and led to significant hydrogen
concentrations.

It can also be seen from the results of gas chromatography for experiment No. 6 that
the product gas mixture contains small amounts of ethane, methene, and propane. These
components are cracking products (thermal cracking, hydrocracking, and aquathermolysis)
of the organic matter of the core and can be detected because the core used in the experiment
was not previously cleaned of the original organic matter.

Besides that, hydrogen sulfide has a significant fraction (up to 8.91 mol.%.) in the
product gases in experiment No. 6. Hydrogen sulfide is most likely formed due to the
decomposition of sulfur-containing components of the core (organic and inorganic) and the
interaction of decomposition products with hydrogen synthesized during the experiment.

Hydrogen sulfide is also known as a catalyst poison [40] and, even in small amounts,
can significantly reduce the activity of the catalyst. In turn, wet natural gas, as well as
the decomposition products of the organic matter of the core, can lead to rapid coking
of the catalyst, and therefore, significantly reduce the catalyst’s activity. However, the
experimental results indicate that the activity of the catalyst did not decrease during the
experiment. This behavior can be explained by the significant concentrations of hydrogen
and steam in the reactor and general reducing conditions.

Based on the results of gas chromatography for experiment No. 6, it can also be
assumed that a significant contribution to the total amount of synthesized carbon dioxide
was made by carbon dioxide from the core. Carbon dioxide was also formed due to
the decomposition of the carbonate minerals from the core. So, the mass of the crushed
core model significantly decreased. The calculation of the material balance confirms this
assumption.

Similar to experiment No. 6, the carbon dioxide fraction in the product gas mixture
of experiment No. 7 reaches a high value, up to 47.7 mol.%. This value is significantly
higher than the equilibrium value calculated based on the SMR process’s thermodynamic
modeling at the considered parameters and calculated methane conversion rate. Such
high carbon dioxide fraction can be explained by the decomposition of carbonate minerals
of the core [41], which leads to the release of significant amounts of carbon dioxide. So,
the decomposition temperature of calcium carbonate can be significantly reduced in the
presence of water and carbon dioxide [42,43].

Pyrolysis results of two core samples, taken before and after experiment No. 7, confirm
the previous conclusion. There is a peak on the pyrolytic spectrum corresponding to the
active release of carbon dioxide from the unprocessed core sample (Figure 10, red curve). It
starts at a temperature of about 450 °C at the 15th minute of heating and has a maximum
at temperature of 558 °C. This peak is almost absent on the pyrolytic spectrum of the core
sample taken after heat treatment during the experiment (Figure 10, green curve). The
decomposition of carbonate minerals here occurs in the absence of steam and the excess
pressure of carbon dioxide, which means the defined decomposition temperatures can be
higher than in the real experiments.
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Figure 10. Pyrolytic spectra of core samples before (black and red curves) and after (grey and green curves) experiment. No. 7.

It is also seen from the pyrolysis data that the main part of the organic matter of
the core decomposes in the temperature range of 135-295 °C. The curve obtained for
hydrocarbons released from the core sample taken before the experiment has a peak with
a maximum at a temperature of 264 °C (Figure 10, black curve). At the same time, the
curve obtained for hydrocarbons from the core sample after heat treatment doesn’t have
this peak (Figure 10, grey curve). This fact confirms that the organic matter of the core is
completely decomposed during the experiments at 450 °C.

The presence in the reactor of carbon dioxide released from the core leads to the un-
derestimated hydrogen and other gas component fractions, compared with the equilibrium
values calculated based on thermodynamic modeling and the methane conversion rate.
Besides that, additional amounts of carbon dioxide in the reactor lead to a shift in the
equilibrium of the main reactions of the SMR process (Equations (1) and (2)) towards the
reactants, interfering with the hydrogen generation.

4.4. Effect of Steam to Methane Ratio on the CMC

Within the experiments, the amount of initially loaded water and the amount of
water (steam) injected during the experiment were also changed to study the effect of
the steam/methane ratio on the CMC. Based on the results of thermodynamic modeling
(Figure 4b), it can be concluded that a higher methane conversion rate can be achieved with
a higher amount of steam in the initial gas mixture (with an increase in the steam/methane
ratio), keeping other parameters the same.

For example, the steam/methane ratio of ~10 achieved in experiment No. 3 as a
result of additional water (steam) injections had a positive effect on the thermodynamic
equilibrium. Additional water (steam) injections shifted the equilibrium of the main
reactions (Equations (1) and (2)) towards the products and contributed to the achievement
of a higher methane conversion rate, compared with experiments No. 1 and 2, in which
the steam/methane ratios were 2 and 5, respectively. Additional water (steam) injections
could also possibly lead to more active mixing of reagents.

A decrease in the steam/methane ratio from 21 (in experiment No. 6) to 15 (in
experiment No. 7) led only to a slight decrease in the activity of the hydrogen generation
processes. This conclusion can be made by comparing both experiments in terms of the
calculated methane conversion rate obtained from the material balance equations for each
of the components.
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Considering the experimental results and thermodynamic calculations, we can con-
clude that the high value of the steam/methane ratio has a positive effect on the amount
of synthesized hydrogen. However, providing a steam/methane ratio higher than 10 is
not realistic (especially under the reservoir conditions). Nevertheless, these results confirm
that the technology has great opportunities for applying in gas reservoirs with high water
saturation.

4.5. Difference between Hydrogen Concentration and Methane Conversion Rate

It should be noted that the values of the gas component’s fractions obtained in exper-
iments are fair only for specific gas samples. It is better also to compare different static
experiments in terms of the methane conversion rate calculated from the material balance
equations for each of the components. In this case, the methane conversion rate calculations
according to the detectable amounts of hydrogen should be performed. For example, the
calculated value of the methane conversion rate for experiment No. 6 is 5.80%. This value
corresponds to a constant equilibrium concentration of hydrogen in the reactor, about
18.8 mol.%. (based on the thermodynamic modeling of the SMR process). This value is
lower than the actual observed value in some gas samples.

In experiment No. 7, product gases contained up to 6.97 mol.%. of hydrogen, and this
value is much less than the value achieved in experiment No. 6 with a similar design. In
turn, the methane conversion rate in experiment No. 7 is 3.71%, and this value is close to
the methane conversion rate achieved in experiment No. 6. This value corresponds to the
equilibrium hydrogen concentration in the product gas mixture of about 12.9 mol.%. It
indicates an underestimated hydrogen concentration in gas samples (probably due to the
large amounts of carbon dioxide released from the core) compared with the equilibrium
value.

Thus, the results of further experiments devoted to studying the CMC process under
the reservoir conditions should be compared in terms of the gas component concentrations
and the calculated parameters of the methane conversion rate.

5. Conclusions

Within this study, the CMC in application to the gas reservoir for in situ hydrogen
generation was investigated. A series of static experiments were then carried out in an
autoclave reactor at temperatures of 300450 °C and pressures of ~65-200 atm, representing
gas field reservoir conditions under steam or overheated water injection. The effects of
the heat treatment temperature, the form of catalyst used, the type of porous medium,
and the steam/methane ratio on the CMC were studied. In particular, the CMC was
implemented in the presence of core material, taken from the target gas field, with the
initial fluid saturations representing reservoir conditions.

It was found that the CMC can be implemented under reservoir conditions in the
presence of a crushed core of the target gas field at temperatures above 450 °C. At this
temperature the ex situ prepared Ni-based catalyst should be used. The highest hydrogen
concentration achieved during the current research was 53.5 mol.%. (in a separate gas
sample), that corresponds to the methane conversion rate to hydrogen for the whole
experiment of 5.8%.

Based on the obtained data and results, the following conclusions can be made:

1.  The experimental results prove the activity of used Ni-based catalyst supported on
AlyO3 substrate in the CMC. At the same time, the possibility of reducing the oxide
phase of the catalyst with the formation of an active metal phase directly in the reactor
during the experiment is confirmed;

2. The temperature of 350 °C is insufficient for realizing the CMC in the presence of the
considered catalyst and porous media. The process becomes possible at a temperature
of 450 °C, with the achievement of methane conversion rates of the order of 4-6%;

3. The packed model, which is a simulated reservoir rock, plays a key role in the process.
It increases the catalytic surface area. It also includes transition metal atoms, which
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can promote the main catalytic effect. Thus, the highest hydrogen concentrations
were detected in experiments with crushed ceramics and crushed core models. In
turn, the absence of a porous media negatively affected the hydrogen yield;

4. Based on the results of experiment No. 3, at a temperature of 450 °C, hydrogen
generation from methane can occur both by the mechanism of the catalytic SMR and
by the mechanism of catalytic methane cracking;

5. Anexsitu prepared catalyst in an amount of 0.3 wt.% successfully catalyzed the CMC.
The catalyst remained active during the whole experiment, even in the presence of
relatively high amounts of hydrogen sulfide in the reactor (8.91 mol.%. in experiment
No. 6);

6.  The heat treatment of core material of the target gas field at the temperature of 450 °C
leads to the decomposition of the mineral (carbonate) and organic matter with the
release of additional amounts of carbon dioxide and light hydrocarbons, respectively;

7. Anincrease in the steam/methane ratio leads to a shift in the thermodynamic equilib-
rium of the component system towards the products and, consequently, to an increase
in the amount and concentration of synthesized hydrogen. In this case, an increase in
the steam /methane ratio above 10 is impractical.

The obtained results indicate the potential prospects of in situ hydrogen generation
from the methane of depleted gas fields. This technology requires heating of the reservoir
to 450 °C and above. It is possible due to the implementation of in situ combustion of
hydrocarbons that saturate the reservoir (bitumen/oil or even natural gas). The outcomes
of the dynamic high-temperature experiments showing the achievement of a methane
conversion rate to hydrogen of about 40% (in the presence of crushed core material of
target gas field) will be presented in following publications.
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Abstract: Herein, a pair of inexpensive and eco-friendly polymers were blended and formulated
based on poly (ethylene oxide) (PEO) and poly (vinyl alcohol) (PVA). FTIR, XRD, EDX and TEM
techniques were used to describe a Phosphated titanium oxide (PO4TiO;) nanotube synthesised using
a straightforward impregnation-calcination procedure. For the first time, the produced nanoparticles
were inserted as a doping agent into this polymeric matrix at a concentration of (1-3) wt.%. FTIR,
TGA, DSC and XRD were used to identify the formed composite membranes. Furthermore, because
there are more hydrogen bonds generated between the polymer’s functional groups and oxygen
functional groups PO4TiO;, oxidative stability and tensile strength are improved with increasing
doping addition and obtain better results than Nafion117. The permeability of methanol reduced as
the weight % of PO4TiO; increased. In addition, the ionic conductivity of the membrane with 3 wt.%
PO,-TiO; is raised to (28 mS cm~1). The optimised membrane (PVA/PEO/PO4TiO,-3) had a higher
selectivity (6.66 x 10° S cm 3 s) than Nafion117 (0.24 x 10° S cm ™3 s) and can be used as a proton
exchange membrane in the development of green and low-cost DMFCs.

Keywords: proton exchange membrane; poly (vinyl alcohol); poly (ethylene oxide); titanium oxide;
direct methanol fuel cell; fuel cell

1. Introduction

Chemical energy is instantly converted into electrical energy by the fuel cell. It is a sort
of power-producing equipment that can efficiently convert and store energy. Hydrocarbons
such as methanol or ethanol can be used as fuel in those cells. It produces zero emissions
or minimum pollution [1]. As a type of proton exchange membrane fuel cell (PEMFC), the
direct methanol fuel cell (DMFC) is widely utilised in home appliances, vehicles, aerospace
and other fields. [2].

A membrane separates the fuel and oxidant compartments in a fuel cell, allowing
for efficient ion transport and charge balance. Due to its chemical stability, mechanical
properties and ionic conductivity, the Nafion membranes are the most perfluorinated
PEMs utilised in DMFCs [1,3]. However, nafion membrane manufacture is expensive and
time-consuming, which limits its commercialisation [4,5]. As a result, replacing them with
ecologically benign and cost-efficient polymeric films is crucial and essential [6-8].

To replace Nafion membranes, sulfonation or blending of polymers [9] and/or dop-
ing agents, such as porous and functionalised inorganic materials and functionalised
carbon materials, are inserted into the polymeric matrix [10-15]. The most prevalent
non-perfluorinated polymers utilised to build novel alternative polymeric membranes are
poly(styrene) (PS), poly (ether ether ketone) (PEEK), poly(benzimidazole) (PBI) and poly
(arylene ether sulfone) (PSU). However, the use of toxic chemical time, solvents and tem-
perature in the preparing of these non-degradable polymers makes membrane synthesis
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expensive, complicated and environmentally unfriendly. Therefore, using biodegradable,
cheap and green polymers such as polyethene oxide (PEO) and polyvinyl alcohol (PVA) is
a more appealing strategy from an economic and technological standpoint than inventing
innovative complicated polymers or adapting existing commercial membranes [10,16-18].
In addition, the catalysts and film are critical components of a DMFC. As a result, building
a cost-effective membrane brings DMFC systems closer to widespread use.

In addition to its chemical stability, hydrophilicity, adhesive properties and film-
forming abilities, PVA is also environmentally friendly and low cost [19-21]. Polyvinyl
alcohol is therefore commonly employed in medicinal, commercial and industrial settings.
Polyvinyl alcohol’s proton conductivity and, as a result, its stiff and semi-crystalline
structure hampers its use as a proton exchange membrane in fuel cells. As a result, adding
doping agents or mixing with another polymer electrolyte to correct this flaw is a viable
option [19,22,23]. Since hydrogen connections develop between the -OH groups of PVA
and the ether linkage of polyethene oxide, blending PVA with PEO is preferred [20,24].
On the other hand, PEO is an environmentally acceptable polymer that is utilised to
synthesise polymer electrolyte systems in various energy devices due to its improved ionic
conductivity, low toxicity and flexibility [25,26].

To increase membrane properties, many researchers adopted the conventional prac-
tise of incorporating doping compounds into polymer matrix to create nanocomposite
barrier membranes [27-31]. Due to its huge surface area, mechanical toughness, chemical
resistance, barrier to fuel crossing, cheap price and low level of toxicity, phosphated titania
(PO4TiOy) in a polymer matrix has been studied for use in fuel cell applications [19,20].
PO,4TiO; also includes oxygen-containing hydrophilic functional groups, which enhance
water sorption and produce proton conduction channels [20]. When PO4TiO, nanotubes
are embedded into polymers, the hydrogen bonds will be generated between hydroxyl
groups along the polymer backbone and oxygen groups of PO4TiO;. These hydrogen
bonds will reflect on the membranes” mechanical properties, strengthening them and
limiting extreme swelling and water sorption [20,26], enhancing the ionic conductivity of
formulated membranes containing PO4TiO; nanotubes.

This project aims to develop innovative nanocomposite membranes constructed from
mild processing of environmentally safe and economic polymers compatible with water as
the principal solvent to further DMFC commercialisation. Due to its exceptional capacity
to build films with PEO polymer, polyvinyl alcohol was selected as the key polymer for
the membrane. The polymers were crosslinked completely and concurrently converted to
sulfonated PVA using crosslinkers such as 4-sulfophithalic acid (SPA) and glutaraldehyde
(GA). SPVA/PEO/PO4TiO; nanotubes were synthesised and injected as a doping agent in
the PVA matrix at various ratio to create new nanocomposite membranes. The parameters
such as oxidative chemical stability, proton conductivity, mechanical resistance and restric-
tion of the methanol permeability will be controlled due to the formation of hydrogen bond
of formulated matrix and oxygen groups of PO,4-TiO,, which could be improved DMFC
performance employing such membranes.

2. Materials and Methods

PEO (MW: 900,000 g mol~1, Acros Organics) and PVA (99% hydrolysis and medium
MW, USA). Glutaraldehyde (GA) (Alfa Aesar, 25 wt.% in H,O) and 4-sulphophthalic
acid (SPA) (Sigma-Aldrich, 99.9 wt.% in HyO) were used as covalent and ionic cross-
linkers, respectively [30]. Titanium (IV) oxide rutile (TiO;, <5 pm, >99.9%, Sigma-Aldrich,
Darmstadt, Germany) and H3 POy (Fisher Chemical, 85 wt.%)

2.1. Synthesis
2.1.1. Synthesis of Phosphated Titanium Oxide Nanotube (PO4-TiO;)

TiO; nanotubes were synthesised as mentioned in the previous work [19]. TiO, nan-
otubes were mixed to 0.1 mol/L! phosphoric acid in a molar ratio 1:1 and the suspension
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was shaken in hot water (80 °C). The mixture was rinsed with H,O and dried overnight at
110 °C. The powder was then burned in a muffle furnace at 450 degrees Celsius.

2.1.2. Preparation of SPVA/PEO/ PO4TiO, Membranes

Here, 100 mL of PVA solution (10%) was prepared, and PEO (2 g) was dissolved
in 100 mL deionizedH,O: ethanol (80:20) vol percent at 50 °C for 1 h, before blend-
ing PVA: PEO (85:15) wt. percent and covalent crosslinking the polymers blend with
glutaraldehyde (0.5 g, 50 wt. percent). The inorganic-organic nanocomposite (struc-
ture illustrated in Figure 1) was then made by incorporating varying concentrations of
PO4-TiO; nanotubes (1, 2, 3 wt. percent relative to PVA) in the polymeric mix, and
they were given the names PVA /PEO, PVA /PEO/PO,4TiO,-1, PVA/PEO/PO,4TiO,-2 and
PVA /PEO/PO4TiO,-3 accordingly.

OH

No

SPA co oc '

GA

Cco \
HO;S

PO.TiO: o PEO

Figure 1. Probable structure of the SPVA/ PEO/ PO, TiO,membrane.
2.2. Characterisation

A Fourier transform infrared spectrophotometer (Shimadzu FTIR-8400 S- Japan) was
used to monitor the functional groups of PO4TiO; nanotubes and composite membranes,
while an X-ray diffractometer was used to analyze the structures (Schi-madzu7000-Japan).
A thermo-gravimetric analyser (Shimadzu TGA-50, Tokyo, Japan) was used to track
SPVA /PEO/PO4TiO; membranes; the temperature range was 25-800 °C, with the heating
rate was 10 °C/min under nitrogen environment. The membranes were also evaluated
using differential scanning calorimetry (DSC) (Shimadzu DSC-60, Japan) at temperatures
ranging from 25 to 300 °C. The SPVA /PEO/PO4-TiO;-1 membrane’s morphological struc-
ture was revealed using a scanning electron microscope (SEM). Transmission electron
microscopy (TEM, JEM 2100 electron microscope) and energy-dispersive X-ray (EDX) were
used to visualise the PO4-TiO, nanotube (Joel Jsm 6360LA-Japan).
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The hydrophilicity of membranes was determined by measuring the contact angles
between membrane surfaces and water drops. a Rame-Hart Instrument Co. model 500-FI
contact-angle analyser was used to analyse the measurements. To determine swelling ratio
(SR) and water uptake, a certain weight of membrane with actual dimensions was soaked
in deionised water for 24 h then gently dried on tissue paper to remove surface water
before analysis again. Finally, the composite membranes” SR and WU were calculated
using Equations (1) and (2).

Lyet — L
SR(%) = — =Y 900 (1)

dry

WU(%) = Wavet = Wary 10 2)
Wdry
where Lg;y and Luet denote the length of dry and wet of tested membranes, respectively,
and W,y and Wiyt denote the weight of dry and wet tested sample.

The nanocomposite membranes’ ion exchange capacity (IEC) was estimated by acid-
base titration [32]. The weighted membranes were submerged in a 50 cm? 2M NaCl solution
for two days before titrating with a 0.01 N NaOH solution. The IEC was calculated using
Equation (3) below:

IEC<w> _ Vuon X Cnaon 3)
8 W

The volume of sodium hydroxide consumed in titration, the concentration of sodium
hydroxide solution, and the dry sample weight, respectively, are represented by Vn,on,
CNaOH and Wd-

To investigate the proton conductivity of formulated films, the electrochemical impedance
spectroscopy (EIS) will be utilised using PAR 273A potentiostat (Princeton Applied Re-
search, Inc., Oak Ridge, TN, USA) and a SI 1255 HF frequency response analyser (FRA,
Schlumberger Solartron). according to the published method in the literature with modifi-
cation [1]. the ionic conductivity of the membranes was estimated using Equation (4),

0= RA 4)
where o (S cm™1) is the membrane’s ionic conductivity, R (Q) is its resistance, A (cm?) is its
area and d (cm) is its thickness.

To estimate the methanol permeability, The tested membrane was seated within two
vessels in a glass diffusion chamber to assess its methanol permeability. The receptor vessel
(B) was charged with water, while the other vessel (A) was filled with 2 M methanol [29].
the crossing of methanol through membrane as a function of time was calculated according
to Equation (5),

Cg(t) Z%%?A(t —to) (5)

where A (cm?) is the active membrane area, VB (cm?) is the capacity of the receptor vessel,
L (cm) is the crosssection film thickness, CB and CA (mol L~1) are the concentrations of
methanol in vessels B and A, respectively, and the period (t-ty) is the time of the methanol
crossover (cm? s~1). The selectivity of the membranes (the ratio of ionic conductivity to
methanol permeability) was determined since it can provide vital information about the
fuel cell’s performance.

The oxidative stability of tested membranes was measured gravimetrically as a func-
tion of membrane weight soaked in oxidative solution [Fenton’s reagent (3 wt.% HyO,
containing 2 ppm FeSO,)] at 68 °C for 24 h [19].

The dry nano-composite membranes were put through a tensile strength test at room
temperature until they broke, using Lloyd Instruments LR10k [32].
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3. Results
3.1. Characterisation of PO4-TiO, Nanotube and Nanocomposite Membranes

The FT-IR spectra of prepared nanoparticle TiO, and PO4-TiO, were presented sep-
arately in Figure 2. For TiO, nanoparticles, Ti-O bonds are responsible for the bands at
715 cm~! and 1025 cm ™. the bands at 1622 cm ™! refer to the bending vibration of the
Ti-OH band. The band at 3387 cm ™" are assigned to O-H stretching vibration bonds due to
moisture adsorption on the material’s surface [20,33]. For the chart of PO4-TiO, particles,
the band at 690 cm ™! corresponds to the stretching of the Ti-O bond. The bands at 890,
1085 and 1270 cm ™! are referred to as P-O bonds vibration. The band located at 1425 cm !
is attributed to the stretching vibration band of the P=O bond. The O-H bonds from H,O
molecules adsorption are proofed by the bands at 1630 and 3117 em . The band located at
2374 cm ! is related to the presence of CO, [34,35].

|—— Ti02
|—— P0O4-TiO2

T (%)
Transmittance / %

——PVA/PEO

——PVA/PEO/PO,TO, -1
——PVA/PEO/PO,TIO, -2
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wave number (cm™) Wavenumber / cm

Figure 2. FTIR spectra of PO4TiO; (left chart), PVA/PEO/PO4TiO, membranes (right chart).

For the membranes, the Figure 2 shows that the bands around 3250 cm ! refer to the
characteristic stretching vibration band of hydroxyl groups on PVA and PEO. the bands at
1650 cm ™! are attributed to the bending vibration O-H bonds. The band at 1112 cm ™! is
the characteristic band of PEO [36]. Bands at 2840 cm ™! can be assigned to the vibration of
methylene C-H bonds in the polymer’s structure. The characteristic peak for sulfate groups
of sulfophithalic acid (SPA) was cited at 900 cm !, while the small bands at 1700 cm ™~
indicate C=0 bonds of the sulfophithalic acid (SPA), which confirms the crosslinking
process. The band at 1100 cm™! is assigned to P-O bonds of phosphate titanium oxide.

In Figure 3, show the XRD pattern of TiO, and PO4TiO, (on the left side) and composite
membranes on the right side. The constructed membranes” amorphous shape shows good
ion conduction [37], while the titanium dioxide rutile characteristic peaks intensity at two
angles of 28, 36, 41 and 54 [38]. This is because the phosphate entering the titanium oxide
lattice changed its original crystalline phase due to the different synthesis processes for
PO4TiO;. Therefore, the intensity of the sharp peak of the original titanium oxide at 28° is
disappeared in the diffractogram of phosphate titanium oxide. In comparison, the ridge at
54° of the TiO; is absent in the diffractograms of PO4TiOs.

Morphological analysis of membranes was studied using SEM and presented in
Figure 4. Figure 4a, b demonstrates SEM images of membranes that show a smooth surface
with no defects for the undoped crosslinked membrane. At the same time, particles of
phosphate titanium oxide tubes appeared in the doped membrane, which was further
confirmed by EDX spectra as shown in Figure 4e. However, the SEM image in Figure 4c
illustrate the porous structure of the cross-sectional of the doped membrane. Consequently,
these voids lead to an improvement in the ionic conductivity of the films [39]. While TEM
image of phosphate titanium oxides shown in Figure 4e proofed the forming of nanotubes
shape with nanoscale size as illustrated in Figure 4f.
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Figure 4. SEM images for (a) undoped membrane, (b,c) doped membrane (PVA/PEO/PO4TiO,-1) surface and cross-
section (d) EDX analysis for PO4TiO,, (e) TEM image for PO4TiO;nanotubes and (f) the frequency distribution plot of
PO,4TiO;nanotubes size from TEM image.

3.2. Mechanical and Thermal Properties

The addition of TiO, or functionalisation of TiO, develops the mechanical tensile
characteristics of the polymeric form significantly [19-21]. For example, as displayed in
Table 1, increasing the amount of PO4TiO, in the polymeric film enhanced the tensile
strength of the composite films by improving their compatibility. This behaviour can be
explained by improving the interaction between functional groups along two polymer
backbones, such as ether linkages, hydroxyl groups and the various phosphate groups of
PO4TiO; nanoparticles, via ionic, covalent and hydrogen interactions interfacial adhesion,
as compared to the neat membrane.

Table 1. Physicochemical parameters of the formulated composite membranes compare to Nafion 117 [1,24].

Thickness Contact Angle Tensile Oxidative Stabili
Membrane (um) WU (%) SR (%) ©) 8 Strength (MPa) (RW, %) * v
SPVA /PEO 130 95 90 65.36 15.5 90
SPVA /PEO/PO4TiO,-1 150 40 42 67.23 24.9 94
SPVA /PEO/PO4TiO;-2 175 22 13 70.36 32.5 98
SPVA /PEO/PO4TiO;-3 184 16 10 72.30 40.3 99
Nafion 117 170 9.5 13 102 25 92

* The retained weight of membranes (RW) after immersion for a day in Fenton's reagent.

The TGA of formulated composite films in the presence or absence of PO,4TiO,
nanoparticles is shown in Figure 5. Moisture evaporation in all membranes can be defined
as the initial weight loss of all manufactured membranes at 150 °C (10%) [40]. The follow-
ing weight loss of composite membranes was demonstrated between (150-300) °C range,
possibly due to the breakdown of functional groups [41,42]. Finally, from 300 to 580 °C,
all samples show a significant decomposition, which could be connected to polymeric
chain decomposition [43], which began at 250 °C for the undoped membrane and began
at 310 °C with a lower weight % for the doped membranes, with 3 wt percent doping.
According to these findings, the addition of PO4TiO; to composite membranes increases
their thermal stability by increasing hydrogen bonding in the composite. Furthermore,
the presence of only one endothermic peak in DSC, as shown in Figure 5, demonstrates
flawless membrane miscibility, and the removal of this peak at PO4TiO; (3 wt.%) may be
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attributed to constructing new physical bonds (i.e., hydrogen bonds) between the nanopar-
ticles and the polymeric matrix [29]. When a result, as the concentration of the doping
agent increased, the melting temperature of the membranes fell. This behaviour may be
described by hydrogen bond interactions that partially degrade membrane crystallinity,
lowering the melting point and increasing ionic conductivity [29].

Weight loss / %

8
——PVA/PEO
79 ——PVA/PEO/PO,TiO, -1
———PVA/PEO/PO,TiO, -2
= 69 ——PVA/PEO/PO,TIO, -3
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Figure 5. TGA of PVA/PEO/PO4TiO; membranes (left chart) and DSC of PVA /PEO/PO,TiO, membranes (right chart)
curves of nanocomposite membranes.

Table 1 depicts the behaviour of nanocomposite membranes in contact with deionised
water. When contact angles are less than 90 degrees, membrane surfaces are deemed
hydrophobic, and when they are greater than 90 degrees, they are considered hydrophilic.
However, as the doping agent content increases, the composite membranes become less
hydrophilic and have a lower hydrophilic quality [26,44]. When the amount of PO4TiO; in
the polymeric blend was increased from 1% to 3%, the swelling ratio and water sorption
of the composite membranes were lowered, which is vital because water overload may
be avoided [45]. To put it another way, increasing the doping agent in the membrane
matrix makes the structure more compact, reducing water overload in the polymeric matrix
channels [46,47].

3.3. Oxidative Stability

The chemical stability parameters of the formulated nanocomposite membranes were
described in Table 1. The SPVA/PEO membrane has the lowest stability against the
oxidation condition; however, adding PO4TiO, as a dopant improves polymeric composite
protection against OOH and OH radical. The PVA /PEO/PO4TiO,-3 membrane was the
most chemically stable, with weight retention of nearly 100%, suggesting that adding a
doping agent such as TiO, or functionalising TiO, improves the oxidation chemical stability
of formulated membranes [20,48].

3.4. Ionic Conductivity, IEC and Methanol Crossover

As the composite membrane contains further acidic exchangeable groups from PO4TiO,,
the IEC values increase as PO,4TiO, in the composite membranes increases. This is due to
the acidic (phosphate) sites of PO4TiO; increasing the charges in the membranes, which
promotes ionic conduction [19,20]. This is due to the SPVA/PEO/ PO4TiO,- 3 mem-
brane’s superior ionic conductivity (28 mS cm~!) when compared to an undoped mem-
brane (12 mS cm~1). Adding PO,TiO; to the polymeric matrix avoids methanol cross-
ing when it comes to the fuel permeability of composite membranes. The undoped
polymeric membrane exhibited a methanol permeability of 4.5 x 1077 cm? s~!, but the
SPVA /PEO/PO,TiO,-3 membrane permeability of 0.42 x 10~7 cm? s~! when PO,TiO;
was added to the membrane matrix, as indicated in Table 2. The capacity of the doping

116



Energies 2021, 14, 5664

agent to restrict the polymeric matrix channels, reducing water uptake and hence fuel
permeability, may be the cause of the membrane containing the doping agent’s decreased
methanol permeability [19,20,49,50]. When compared to undoped SPVA /PEO membrane
(0.26 x 10° S em~2 s) and Nafion 117 (0.24 x 10° S cm~3 s), SPVA/PEO/ PO,TiO,-3
(6.66 x 10° S cm 3 s) showed higher selectivity, indicating that the nanocomposite mem-
branes produced are suitable for use in DMFCs [49].

Table 2. Ionic conductivity, methanol permeability, IEC and selectivity of the fabricated membranes and Nafion 117 [1].

Membrane 1IEC Ionic Conductivity Methaanol Permeability Selectivity
(meq g—1) (mS cm—1) (107 cm? s~ 1) (10° S cm—3 s)
SPVA/PEO 0.20 12 45 0.26
SPVA /PEO/PO4TiO,-1 0.35 17.7 2.10 0.84
SPVA/PEO/PO4TiO,-2 0.45 20.5 1.51 1.35
SPVA/PEO/PO4TiO,-3 0.60 28 0.42 6.66
Nafion 117 0.89 34.0 14.1 0.24
4. Conclusions
Using eco-friendly and readily available polymers, a simple blending and solution
casting approach created a more economical nanocomposite membrane. Furthermore,
incorporating PO4TiO, nanotubes into the polymeric blend improves the membrane’s
physicochemical parameters, such as ionic conductivity, mechanical properties, oxidative
stability, reducing water sorption and limiting methanol permeability, especially in the
composite membrane with 3 percent PO4TiO;. that also demonstrate the most suitable
oxidative chemical stability and methanol crossover limiting. Finally, the manufactured
membrane with the best characteristics (PVA /PEO/PO,TiO;-3) could be used as a cation
exchange composite membrane to construct environmentally friendly and low-cost DMFCs.
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Abstract: Hydrogen energy is a very attractive option in dealing with the existing energy crisis. For
the development of a hydrogen energy economy, hydrogen storage technology must be improved to
over the storage limitations. Compared with traditional hydrogen storage technology, the prospect of
hydrogen storage materials is broader. Among all types of hydrogen storage materials, solid hydrogen
storage materials are most promising and have the most safety security. Solid hydrogen storage
materials include high surface area physical adsorption materials and interstitial and non-interstitial
hydrides. Among them, interstitial hydrides, also called intermetallic hydrides, are hydrides formed
by transition metals or their alloys. The main alloy types are A;B, AB, AB,, AB3, AyB7, ABs, and BCC.
A is a hydride that easily forms metal (such as Ti, V, Zr, and Y), while B is a non-hydride forming
metal (such as Cr, Mn, and Fe). The development of intermetallic compounds as hydrogen storage
materials is very attractive because their volumetric capacity is much higher (80-160 kgHym~3) than
the gaseous storage method and the liquid storage method in a cryogenic tank (40 and 71 kgHom~3).
Additionally, for hydrogen absorption and desorption reactions, the environmental requirements are
lower than that of physical adsorption materials (ultra-low temperature) and the simplicity of the
procedure is higher than that of non-interstitial hydrogen storage materials (multiple steps and a
complex catalyst). In addition, there are abundant raw materials and diverse ingredients. For the
synthesis and optimization of intermetallic compounds, in addition to traditional melting methods,
mechanical alloying is a very important synthesis method, which has a unique synthesis mechanism
and advantages. This review focuses on the application of mechanical alloying methods in the field
of solid hydrogen storage materials.
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1. Introduction

Currently, as fossil energy is on the verge of disappearing [1] and pollution caused
by fossil fuels is becoming more serious [2], it is urgent to develop clean energy. As an
important type of clean energy, hydrogen (H;) energy has the advantages of being non-
polluting, being easy to be produced, and having extremely high energy density. Compared
with other clean energy sources, such as geothermal energy, wind energy, and tidal energy,
it is the best choice. The utilization of H; energy involves many aspects, such as the
production, transportation, storage, and utilization of H, energy. Among them, what
restricts the use of Hj energy is the storage technology of Hj energy. The storage of Hj
energy can be roughly divided into two types: physical storage methods and chemical
storage metho